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## Chapter 1

## Introduction

### 1.1 Preface

Many phenomena from physics, biology, chemistry and economics are modeled by differential equations with parameters. When a nonlinear equation is established, its behavior/dynamics should be understood. In general, it is impossible to find a complete dynamics of a nonlinear differential equation. Hence at least, either periodic or irregular/chaotic solutions are tried to be shown. So a property of a desired solution of a nonlinear equation is given as a parameterized boundary value problem. Consequently, the task is transformed to a solvability of an abstract nonlinear equation with parameters on a certain functional space. When a family of solutions of the abstract equation is known for some parameters, the persistence or bifurcations of solutions from that family is studied as parameters are changing. There are several approaches to handle such nonlinear bifurcation problems. One of them is a topological degree method, which is rather powerful in cases when nonlinearities are not enough smooth. The aim of this book is to present several original bifurcation results achieved by the author using the topological degree theory. The scope of the results is rather broad from showing periodic and chaotic behavior of non-smooth mechanical systems through the existence of traveling waves for ordinary differential equations on infinite lattices up to study periodic oscillations of undamped abstract wave equations on Hilbert spaces with applications to nonlinear beam and string partial differential equations.

### 1.2 An Illustrative Perturbed Problem

For solving parameterized problems, we often apply the perturbation method, which is one of the most powerful method used in nonlinear smooth mechanics. This perturbation approach is by now known as the Melnikov method for the persistence/bifurcation of either periodics or homoclinics/heteroclinics [108]. To illustrate this, let us consider a periodically forced nonlinear oscillator like the


Figure 1.1: The magneto-elastic beam
following perturbed Duffing equation

$$
\begin{equation*}
\dot{x}=y, \quad \dot{y}-x+2 x^{3}+\mu_{1} y=\mu_{2} \cos \omega t \tag{1.2.1}
\end{equation*}
$$

with $\mu_{1,2}$ small. Note

$$
\ddot{x}+\mu_{1} \dot{x}-x+2 x^{3}=\mu_{2} \cos \omega t
$$

describes dynamics of a buckled beam, when only one mode of vibration is considered [115] (see also Section 8.10). In particular, an experimental apparatus in [108, pp. 83-84] is a slender steel beam clamped to a rigid framework which supports two magnets, when $x$ is the beam's tip displacement. The apparatus is periodically forced using electromagnetic vibration generator (see Fig. 1.1).

Next, the phase portrait of

$$
\begin{equation*}
\dot{x}=y, \quad \dot{y}-x+2 x^{3}=0 \tag{1.2.2}
\end{equation*}
$$

is simply to find (see Fig. 1.2). There are three equilibria: $(0,0)$ is hyperbolic and $( \pm \sqrt{2} / 2,0)$ are centers. There is also a symmetric homoclinic cycle $\pm \widetilde{\gamma}(t)$ with $\widetilde{\gamma}(t)=(\gamma(t), \dot{\gamma}(t))$ and $\gamma(t)=$ sech $t$. The rest are all periodic solutions.

These results are consistent with the above experimental model without damping and external forcing as follows: When attractive forces of the magnets overcome the elastic force of the beam then the beam settles with its tip close to one or the other of the magnets: these are centers of (1.2.2). There is also an unstable central equilibrium position of the beam at which the magnetic forces cancel: this is the unstable equilibrium of (1.2.2).

When $\mu_{1,2}$ are small and not identically zero, then in spite of the fact that (1.2.1) is simple looking, its dynamics is very difficult. So as the first step, we try to show at least the persistence of either periodic or homoclinic solutions.


Figure 1.2: The phase portrait of $\ddot{x}-x+2 x^{3}=0$

Here we concentrate on the homoclinic case since the periodic one is similar. Since we use in this book functional-analytical methods, we explain it on this example and we refer the reader to [108, p. 184] for a geometrical approach. To find a solution near $(\gamma(t), \dot{\gamma}(t))$, we use the perturbation method, i.e. we first make the change of variables and parameters

$$
\begin{equation*}
x(t+\alpha) \leftrightarrow x(t)+\gamma(t), \quad y(t+\alpha) \leftrightarrow y(t)+\dot{\gamma}(t), \quad \mu_{1 ; 2} \leftrightarrow \varepsilon \mu_{1,0 ; 2,0} \tag{1.2.3}
\end{equation*}
$$

in (1.2.1) to get

$$
\begin{gather*}
\dot{x}=y  \tag{1.2.4}\\
\dot{y}+\left(6 \gamma^{2}-1\right) x+2 x^{3}+6 x^{2} \gamma+\varepsilon \mu_{1,0}(y+\dot{\gamma})=\varepsilon \mu_{2,0} \cos \omega(t+\alpha) .
\end{gather*}
$$

Here $\varepsilon$ is small while $\mu_{1,0}^{2}+\mu_{2,0}^{2}=1$ are fixed. To put (1.2.4) in a general functional framework, we take the Banach spaces $V:=C_{b}\left(\mathbb{R}, \mathbb{R}^{2}\right)$ and $Z:=$ $C_{b}^{1}\left(\mathbb{R}, \mathbb{R}^{2}\right)$ - the spaces of bounded (together with the first derivatives) functions $z: \mathbb{R} \rightarrow \mathbb{R}^{2}$ with the usual supremum norms $\|z\|_{0}:=\sup _{\mathbb{R}}|z(t)|$ and $\|z\|_{1}:=$ $\sup _{\mathbb{R}}|z(t)|+\sup _{\mathbb{R}}|\dot{z}(t)|$, respectively. $\mathbb{R}$ is the field of real numbers. We note that we are looking for homoclinic solutions, i.e. which belong to $C_{b}^{1}\left(\mathbb{R}, \mathbb{R}^{2}\right)$. Next by putting

$$
\begin{gathered}
L z:=\left(\dot{x}-y, \dot{y}+\left(6 \gamma^{2}-1\right) x\right) \\
N(z, \alpha, \varepsilon):=\left(0,-2 x^{3}-6 x^{2} \gamma+\varepsilon \mu_{2,0} \cos \omega(t+\alpha)-\varepsilon \mu_{1,0}(y+\dot{\gamma})\right)
\end{gathered}
$$

with $z=(x, y),(1.2 .4)$ has the form

$$
\begin{equation*}
L z=N(z, \alpha, \varepsilon) \tag{1.2.5}
\end{equation*}
$$

Note $N(0, \alpha, 0)=0$, so $z=0$ is a solution of (1.2.5) with $\varepsilon=0$ and any $\alpha \in \mathbb{R}$. So for $\varepsilon=0$, there is a trivial branch of solutions $(0, \alpha)$. We intend to find conditions that (1.2.5) has a small solution for $\varepsilon \neq 0$ small. Next, the
linear bounded operator $L: Z \rightarrow V$ is not invertible, since $(\dot{\gamma}, \ddot{\gamma})$ belongs to its kernel $\mathcal{N} L$. So we have to apply the Lyapunov-Schmidt reduction method (cf. [56] or Section 2.2.2) as follows: We know (see Theorem 3.1.4 with $m \rightarrow \infty$, or (56, p. 380]) that the range $\mathcal{R} L$ of $L$ is given by

$$
\mathcal{R} L=\left\{v=\left(v_{1}, v_{2}\right) \in V \mid \int_{-\infty}^{\infty}\left(v_{2}(s) \dot{\gamma}(s)-v_{1}(s) \ddot{\gamma}(s)\right) d s=0\right\}
$$

and $\mathcal{N} L=\operatorname{span}\{(\dot{\gamma}, \ddot{\gamma})\}$. We take the projection

$$
Q v:=\frac{\int_{-\infty}^{\infty}\left(v_{2}(s) \dot{\gamma}(s)-v_{1}(s) \ddot{\gamma}(s)\right) d s}{\int_{-\infty}^{\infty}\left(\dot{\gamma}(s)^{2}+\ddot{\gamma}(s)^{2}\right) d s}(-\ddot{\gamma}, \dot{\gamma})
$$

So $\mathcal{R} L=\mathcal{N} Q$. Then we decompose (1.2.5) as follows

$$
\begin{equation*}
L z-(\mathbb{I}-Q) N(z, \alpha, \varepsilon)=0 \tag{1.2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
Q N(z, \alpha, \varepsilon)=0 . \tag{1.2.7}
\end{equation*}
$$

Now

$$
L: Z_{1}:=\{z \in Z \mid x(0) \dot{\gamma}(0)+y(0) \ddot{\gamma}(0)=0\} \rightarrow \mathcal{R} L
$$

is injective and surjective. By the Banach inverse mapping theorem, it is also continuously invertible. Note $\left\{(x, y) \in \mathbb{R}^{2} \mid(x-\gamma(0)) \dot{\gamma}(0)+(y-\dot{\gamma}(0)) \ddot{\gamma}(0)=0\right\}$ is the transversal section to the homoclinic curve $(\gamma(t), \dot{\gamma}(t))$ at $t=0$. Since $N(0, \alpha, 0)=0$ and $D_{z} N(0, \alpha, 0)=0$, applying the implicit function theorem, we can uniquely solve (1.2.6) in $z=z(\alpha, \varepsilon) \in Z_{1}$ for $\varepsilon$ small with $z(\alpha, 0)=0$. Inserting this solution into (1.2.7) we get the bifurcation equation

$$
\begin{gather*}
B(\alpha, \varepsilon):=\int_{-\infty}^{\infty}\left(-2 x(\alpha, \varepsilon)^{3}(s)-6 x(\alpha, \varepsilon)^{2}(s) \gamma(s)\right.  \tag{1.2.8}\\
\left.+\varepsilon \mu_{2,0} \cos \omega(s+\alpha)-\varepsilon \mu_{1,0}(y(\alpha, \varepsilon)(s)+\dot{\gamma}(s))\right) \dot{\gamma}(s) d s=0 .
\end{gather*}
$$

Since $z(\alpha, \varepsilon)=O(\varepsilon)$, we see that $B(\alpha, \varepsilon)=O(\varepsilon)$ as well. So instead of solving (1.2.8), we put

$$
\widetilde{B}(\alpha, \varepsilon)=\left\{\begin{array}{cc}
B(\alpha, \varepsilon) / \varepsilon & \text { for } \varepsilon \neq 0 \\
D_{\varepsilon} B(\alpha, 0) & \text { for } \varepsilon=0
\end{array}\right.
$$

and solve

$$
\begin{equation*}
\widetilde{B}(\alpha, \varepsilon)=0 \tag{1.2.9}
\end{equation*}
$$

We derive

$$
\begin{gathered}
M(\alpha):=D_{\varepsilon} B(\alpha, 0)=\int_{-\infty}^{\infty}\left(\mu_{2,0} \cos \omega(s+\alpha)-\mu_{1,0} \dot{\gamma}(s)\right) \dot{\gamma}(s) d s \\
=\mu_{2,0} \pi \omega \operatorname{sech} \frac{\pi \omega}{2} \sin \alpha \omega-\mu_{1,0} \frac{2}{3}
\end{gathered}
$$

When $\left|\mu_{1,0}\right|<\left|\mu_{2,0}\right| \frac{3 \pi \omega}{2} \operatorname{sech} \frac{\pi \omega}{2}$, then clearly there is a simple zero $\alpha_{0}$ of $M$, i.e. $M\left(\alpha_{0}\right)=0$ and $M^{\prime}\left(\alpha_{0}\right) \neq 0$. So we can again apply the implicit function theorem to solve (1.2.9) in $\alpha=\alpha(\varepsilon)$ for $\varepsilon$ small with $\alpha(0)=\alpha_{0}$. This gives the existence of a bounded solution of (1.2.1) close to $\left(\gamma\left(t-\alpha_{0}\right), \dot{\gamma}\left(t-\alpha_{0}\right)\right)$ (see (1.2.3)) for any $\mu_{1,2}$ small satisfying

$$
\begin{equation*}
\left|\mu_{1}\right|<\left|\mu_{2}\right| \frac{3 \pi \omega}{2} \operatorname{sech} \frac{\pi \omega}{2} . \tag{1.2.10}
\end{equation*}
$$

Next using the same approach, we can show the existence of a unique small periodic solution of (1.2.1) for any $\mu_{1,2}$ small. With a little bit more effort we can prove that this periodic solution is hyperbolic and the above bounded solution accumulates on it as $t \rightarrow \pm \infty$ [108, pp. 184-212], [157]. Moreover under conditions (1.2.10), (1.2.1) is chaotic (see Sections 2.5.3 and 4.2.1 for more details). These chaotic vibrations are also observed in the experimental apparatus of Fig. 1.1 as it is shown in [108, p. 84].

### 1.3 A Brief Summary of the Book

Summarizing we see that in order to find a bounded solution of (1.2.1) for $\mu_{1,2}$ small, we use the following strategy

1. First we rewrite it as an abstract equation (1.2.5) in appropriate Banach spaces.
2. Then we use the Lyapunov-Schmidt decomposition method (1.2.6-1.2.7).
3. Next we derive the bifurcation equation (1.2.8) using the implicit function theorem.
4. Finally we find conditions for the solvability of the bifurcation equation (see (1.2.9) and the analysis below it). Usually we get the corresponding Melnikov function $M$.

We roughly follow this way in this book for various problems. Of course the above approach is well-known [56, 157-159]. But we intend to solve problems which are not enough smooth. So our first aim is to extend this Melnikov method for nonsmooth/discontinuous mechanical systems like

$$
\begin{equation*}
\dot{x}=y, \quad \dot{y}-x+2 x^{3}+\mu_{1} \operatorname{sgn} \dot{x}=\mu_{2} \cos \omega t \tag{1.3.1}
\end{equation*}
$$

for $\mu_{1,2}$ small (see (3.1.36)). Non-smooth differential equations occur in various situations like in mechanical systems with dry frictions or with impacts. They appear also in control theory, electronics, economics, medicine and biology [45, 57, 129-131] (see also Chapters 3, 4 and 8 of this book for additional references and examples).

The plan of this book is as follows. In Chapter 2 we briefly review some known mathematical results which we use in our proofs. In Chapter 3 we study bifurcations of periodics and subharmonics from either periodics or homoclinics for systems like (1.3.1). This is the first step to show chaos for discontinuous systems. There we also study systems with small hysteresis and weakly coupled nonlinear oscillators as well. In Chapter 4 we show desired chaotic solutions for discontinuous differential equations by extended the method of Chapter 3. Then we proceed in Chapter 5 with the study of chaos for diffeomorphisms when intersections of stable and unstable manifolds of hyperbolic fixed points are only topologically transversal. To handle this problem, again topological degree methods are necessary to use. There we also deals with accumulation of periodic points of reversible diffeomorphisms on homoclinic points with extensions of this phenomenon to chains of reversible oscillators. We continue in Chapter 6 with investigation of equations on lattices which are spatially discretized partial differential equations (p.d.eqns). There we apply the known center manifold method. We investigate the persistence of kink traveling waves of p.d.eqns under discretization. Chapter 7 is devoted to the existence of periodics and subharmonics of undamped abstract wave equations using methods to avoid resonant terms for perturbed problems. Then, in the final Chapter 8, we study discontinuous wave equations with infinitely many resonances. There we develop a degree for such problems with applications to local bifurcation problems.

We note that we use the known topological degree methods as a tool for solving concrete nonlinear problems. Only in the final chapter, we also establish a suitable theoretical topological degree background for discontinuous wave equations. Next, most results of this book are based on the author published papers, but we have improved and modified the original papers to simplify and clarify final results.

Bifurcation results solved in this book are local which means that only local branches of bifurcations are studied with small parameter changes. Global bifurcations like Krasnoselski-Rabinowitz theorem are given in [47, 124]. Next, we use a topological tool based on the Leray-Schauder degree theory and its generalizations. More sophisticated topological methods based on the Nielsen fixed point theory are presented in $[5,89]$.

The author is indebted to coauthors of results mentioned in this book: J. Awrejcewicz, F. Battelli, M. Franca, J. Gruendler, R. Ma, P. Olejnik, V.M. Rothos and B. Thompson. He also thanks to M. Medved' for many stimulating discussions on mathematics and to L. Górniewicz for initiation to write this book. Partial supports of Grant VEGA-MS 1/0098/08, Grant VEGA-SAV $2 / 7140 / 27$ and an award from Literárny fond are also appreciated.

## Chapter 2

## Theoretical Background

In this chapter, we recall some know mathematical notations, notions and results used later to help the reader with reading this book. All these results are presented in any textbooks of linear and nonlinear functional analysis, differential topology, and dynamical systems, which are quoted in the text, and we refer the reader for more details to these textbooks.

### 2.1 Linear Functional Analysis

Let $X$ be a Banach space with a norm $|\cdot|$. By $\mathbb{N}$ we denote the set of natural numbers. A sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}} \subset X$ (strongly) converges to $x_{0} \in X$ if $\left|x_{n}-x_{0}\right| \rightarrow$ 0 as $n \rightarrow \infty$, for short $x_{n} \rightarrow x_{0}$. The dual space of $X$ is denoted by $X^{*}$. It is the linear space of all bounded linear functionals on $X$. It generates the weak topology on $X$ as follows: For any $x \in X$, we define its weak neighborhood as a set $\cap_{i=1}^{j}\left\{y \in X| | x_{i}^{*}(y-x) \mid<r_{i}\right\}$ for some $x_{i}^{*} \in X^{*}, r_{i}>0, i=1, \ldots, j$. Then a subset $S$ of $X$ is weakly open if any its point has a weak neighborhood laying in $S$. A set is weakly compact if from every its covering with weakly open sets it is possible to select a finite covering. If the norm $|\cdot|$ is generated by a scalar product $(\cdot, \cdot)$, i.e. $|x|=\sqrt{(x, x)}$ for any $x$, then $X$ is a Hilbert space.

Theorem 2.1.1. Any convex closed bounded subset of a Hilbert space is weakly compact.

A sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}} \subset X$ weakly converges to $x_{0} \in X$ if $x^{*}\left(x_{n}\right) \rightarrow x^{*}\left(x_{0}\right)$ as $n \rightarrow \infty$ for any $x^{*} \in X^{*}$, for short $x_{n} \rightharpoonup x_{0}$. We have the following Mazur's theorem.

Theorem 2.1.2. If $x_{n} \rightharpoonup x_{0}$ then there is a sequence $\left\{y_{n}\right\}_{n \in \mathbb{N}} \subset X$ such that $y_{n} \in \operatorname{con}\left[\left\{x_{m}\right\}_{m \geq n}\right]$ and $y_{n} \rightarrow x_{0}$ in $X$.

Here con $[S]$ is the convex hull of a subset $S \subset X$, i.e. the intersection of all convex subsets of $X$ containing $S$.

Let $X$ and $Y$ be Banach spaces. The set of all linear bounded mappings $A: X \rightarrow Y$ is denoted by $L(X, Y)$, while we put $L(X):=L(X, X) . A \in L(X, Y)$ is compact if $\overline{A\left(B_{1}\right)}$ is compact in $Y$ when $B_{1}:=\{x \in X| | x \mid \leq 1\}$ is the unit ball in $X$. Then $x_{n} \rightharpoonup x_{0} \Rightarrow A x_{n} \rightarrow A x_{0}$. If $X \subset Y$ and the inclusion $X \hookrightarrow Y$ is bounded (compact) then we say that $X$ is continuously (compactly) embedded into $Y$.

In using the Lyapunov-Schmidt method, we first need the following Banach inverse mapping theorem.

Theorem 2.1.3. If $A \in L(X, Y)$ is surjective and injective then its inverse $A^{-1} \in L(Y, X)$.

Then this lemma.
Lemma 2.1.4. Let $Z \subset X$ be a linear subspace with either $\operatorname{dim} Z<\infty$ or $Z$ be closed with codim $Z<\infty$. Then there is a bounded projection $P: X \rightarrow Z$. Note $\operatorname{codim} Z=\operatorname{dim} X / Z$ and $X / Z$ is the factor space of $X$ with respect to $Z$.

More details and proofs of the above results can be found in $[60,199]$.

### 2.2 Nonlinear Functional Analysis

### 2.2.1 Implicit Function Theorem

Let $X, Y$ be Banach spaces and let $\Omega \subset X$ be open. A map $F: \Omega \rightarrow Y$ is said to be (Fréchet) differentiable at $x_{0} \in \Omega$ if there is an $D F\left(x_{0}\right) \in L(X, Y)$ such that

$$
\lim _{h \rightarrow 0} \frac{\left|F\left(x_{0}+h\right)-F\left(x_{0}\right)-D F\left(x_{0}\right) h\right|}{|h|}=0
$$

If $F$ is differentiable at each $x \in \Omega$ and $D F: \Omega \rightarrow L(X, Y)$ is continuous then $F$ is said to be continuously differentiable on $\Omega$ and we write $F \in C^{1}(\Omega, Y)$. Higher derivatives are defined in the usual way by induction. Similarly, the partial derivatives are defined standardly [60, p. 46]. Now we state the implicit function theorem [56, p. 26].

Theorem 2.2.1. Let $X, Y, Z$ be Banach spaces, $U \subset X, V \subset Y$ are open subsets and $\left(x_{0}, y_{0}\right) \in U \times V$. Consider $F \in C^{1}(U \times V, Z)$ such that $F\left(x_{0}, y_{0}\right)=0$ and $D_{x} F\left(x_{0}, y_{0}\right): X \rightarrow Z$ has a bounded inverse. Then there is a neighborhood $U_{1} \times V_{1} \subset U \times V$ of $\left(x_{0}, y_{0}\right)$ and a function $f \in C^{1}\left(V_{1}, X\right)$ such that $f\left(y_{0}\right)=x_{0}$ and $F(x, y)=0$ for $U_{1} \times V_{1}$ if and only if $x=f(y)$. Moreover, if $F \in C^{k}(U \times$ $V, Z), k \geq 1$ then $f \in C^{k}\left(V_{1}, X\right)$.

We refer the reader to $[31,127]$ for more applications and generalizations of the implicit function theorem.

### 2.2.2 Lyapunov-Schmidt Method

Now we recall the well-known Lyapunov-Schmidt method for solving locally nonlinear equations when the implicit function theorem fails. So let $X, Y, Z$ be Banach spaces, $U \subset X, V \subset Y$ are open subsets and $\left(x_{0}, y_{0}\right) \in U \times V$. Consider $F \in C^{1}(U \times V, Z)$ such that $F\left(x_{0}, y_{0}\right)=0$. If $D_{x} F\left(x_{0}, y_{0}\right): X \rightarrow Z$ has a bounded inverse then the implicit function theorem can be applied to solve

$$
\begin{equation*}
F(x, y)=0 \tag{2.2.1}
\end{equation*}
$$

near $\left(x_{0}, y_{0}\right)$. So we suppose that $D_{x} F\left(x_{0}, y_{0}\right): X \rightarrow Z$ has no a bounded inverse. In general this situation is difficult. The simplest case is when $D_{x} F\left(x_{0}, y_{0}\right)$ : $X \rightarrow Z$ is Fredholm, i.e. $\operatorname{dim} \mathcal{N} D_{x} F\left(x_{0}, y_{0}\right)<\infty, \mathcal{R} D_{x} F\left(x_{0}, y_{0}\right)$ is closed in $Z$ and $\operatorname{codim} \mathcal{R} D_{x} F\left(x_{0}, y_{0}\right)<\infty$. Here $\mathcal{N} A$ and $\mathcal{R} A$ are the kernel and range of a linear mapping $A$. Then by Lemma 2.1.4, there are bounded projections $P: X \rightarrow \mathcal{N} D_{x} F\left(x_{0}, y_{0}\right)$ and $Q: Z \rightarrow \mathcal{R} D_{x} F\left(x_{0}, y_{0}\right)$. Hence we split any $x \in X$ as $x=x_{0}+u+v$ with $u \in \mathcal{R}(\mathbb{I}-P), v \in \mathcal{R} P$, and decompose (2.2.1) as follows

$$
\begin{gather*}
H(u, v, y):=Q F\left(x_{0}+u+v, y\right)=0  \tag{2.2.2}\\
\quad(\mathbb{I}-Q) F\left(x_{0}+u+v, y\right)=0 \tag{2.2.3}
\end{gather*}
$$

Observe that $D_{u} H\left(0,0, y_{0}\right)=D_{x} F\left(x_{0}, y_{0}\right) \mid \mathcal{R}(\mathbb{I}-P) \rightarrow \mathcal{R} D_{x} F\left(x_{0}, y_{0}\right)$. So $D_{u} H\left(0,0, y_{0}\right)$ is injective and surjective so by the Banach inverse mapping Theorem 2.1.3, it has a bounded inverse. Since $H\left(0,0, y_{0}\right)=0$, the implicit function theorem can be applied to solve (2.2.2) in $u=u(v, y)$ with $u\left(0, y_{0}\right)=0$. Inserting this solution to (2.2.3) we get the bifurcation equation

$$
\begin{equation*}
B(v, y):=(\mathbb{I}-Q) F\left(x_{0}+u(v, y)+v, y\right)=0 \tag{2.2.4}
\end{equation*}
$$

Since $B\left(0, y_{0}\right)=(\mathbb{I}-Q) F\left(x_{0}, y_{0}\right)=0$ and

$$
D_{v} B\left(0, y_{0}\right)=(\mathbb{I}-Q) D_{x} F\left(x_{0}, y_{0}\right)\left(D_{v} u\left(0, y_{0}\right)+\mathbb{I}\right)=0,
$$

the function $B(v, y)$ has a higher singularity at $\left(0, y_{0}\right)$, so the implicit function theorem is not applicable, and the bifurcation theory must be used [56].

### 2.2.3 Leray-Schauder Degree

Let $X$ be a Banach space and let $\Omega \subset X$ be open bounded. A continuous map $G \in C(\bar{\Omega}, X)$ is compact if $\overline{G(\bar{\Omega})}$ is compact in $X$. The set of all such maps is denoted by $K(\Omega)$. A triple $(F, \Omega, y)$ is admissible if $F=\mathbb{I}-G$ for some $G \in K(\Omega)$ (so $F$ is a compact perturbation of identity) and $y \in X$ with $y \notin F(\partial \Omega)$, where $\partial \Omega$ is the border of a bounded open subset $\Omega \subset X$. A mapping $F \in C([0,1] \times \bar{\Omega}, X)$ is an admissible homotopy if $F(\lambda, \cdot)=\mathbb{I}-G(\lambda, \cdot)$ with $G \in C([0,1] \times \bar{\Omega}, X)$ compact, i.e. $\overline{G([0,1] \times \bar{\Omega})}$ is compact in $X$, along with $y \notin F([0,1] \times \partial \Omega)$. Let $\mathbb{Z}$ be the set of all integer numbers. Now on these admissible triples $(F, \Omega, y)$, there is a $\mathbb{Z}$-defined function $\operatorname{deg}[60$, p. 56].

Theorem 2.2.2. There is a unique mapping deg defined on the set of all admissible triples $(F, \Omega, y)$ determined by the following properties:
(i) If $\operatorname{deg}(F, \Omega, y) \neq 0$ then there is an $x \in \Omega$ such that $F(x)=y$.
(ii) $\operatorname{deg}(\mathbb{I}, \Omega, y)=1$ for any $y \in \Omega$.
(iii) $\operatorname{deg}(F, \Omega, y)=\operatorname{deg}\left(F, \Omega_{1}, y\right)+\operatorname{deg}\left(F, \Omega_{2}, y\right)$ whenever $\Omega_{1,2}$ are disjoint open subsets of $\Omega$ such that $y \notin F\left(\bar{\Omega} \backslash\left(\Omega_{1} \cup \Omega_{2}\right)\right)$.
(iv) $\operatorname{deg}(F(\lambda, \cdot), \Omega, y)$ is constant under an admissible homotopy $F(\lambda, \cdot)$.

The number $\operatorname{deg}(F, \Omega, y)$ is called the Leray-Schauder degree of the map $F$. If $X=\mathbb{R}^{n}$ then $\operatorname{deg}(F, \Omega, y)$ is the classical Brouwer degree and $F$ is just $F \in C\left(\bar{\Omega}, \mathbb{R}^{n}\right)$ with $y \notin F(\partial \Omega)$. If $x_{0}$ is an isolated zero of $F$ in $\Omega \subset \mathbb{R}^{n}$ then $I\left(x_{0}\right):=\operatorname{deg}\left(F, \Omega_{0}, 0\right)$ is called the Brouwer index of $F$ at $x_{0}$, where $x_{0} \in \Omega_{0} \subset \Omega$ is an open subset such that $x_{0}$ is the only zero point of $F$ on $\Omega_{0}$ (cf. [56, p. 69]). $I\left(x_{0}\right)$ is independent of such $\Omega_{0}$. Note, if $y \in \mathbb{R}^{n}$ is a regular value of $F \in C^{1}\left(\bar{\Omega}, \mathbb{R}^{n}\right)$, i.e. $\operatorname{det} D F(x) \neq 0$ for any $x \in \Omega$ with $F(x)=y$, and $y \notin F(\partial \Omega)$, then $F^{-1}(y)$ is finite and $\operatorname{deg}(F, \Omega, y)=\sum_{x \in F^{-1}(y)} \operatorname{sgn} \operatorname{det} D F(x)$. In particular if $x_{0}$ is as simple zero of $F(x)$, i.e. $F\left(x_{0}\right)=0$ and $\operatorname{det} D F\left(x_{0}\right) \neq 0$, then $I\left(x_{0}\right)=\operatorname{sgn} \operatorname{det} D F\left(x_{0}\right)= \pm 1$.

It is useful for computation of the Leray-Schauder degree the following product formula

$$
\operatorname{deg}\left(F_{1} \times F_{2}, \Omega_{1} \times \Omega_{2},\left(y_{1}, y_{2}\right)\right)=\operatorname{deg}\left(F_{1}, \Omega_{1}, y_{1}\right) \operatorname{deg}\left(F_{2}, \Omega_{2}, y_{2}\right)
$$

where $\left(F_{i}, \Omega_{i}, y_{i}\right), i=1,2$ are admissible triples and the mapping

$$
F_{1} \times F_{2}: \bar{\Omega}_{1} \times \bar{\Omega}_{2} \rightarrow X_{1} \times X_{2}
$$

is defined by

$$
\left(F_{1} \times F_{2}\right)\left(x_{1}, x_{2}\right):=\left(F_{1}\left(x_{1}\right), F_{2}\left(x_{2}\right)\right) \quad \forall\left(x_{1}, x_{2}\right) \in \bar{\Omega}_{1} \times \bar{\Omega}_{2}
$$

for Banach spaces $X_{1}, X_{2}$ with $\Omega_{i} \subset X_{i}, i=1,2$. In particular, it holds

$$
\begin{equation*}
\operatorname{deg}\left(\mathbb{I} \times F_{2}, \Omega_{1} \times \Omega_{2},\left(y_{1}, y_{2}\right)\right)=\operatorname{deg}\left(F_{2}, \Omega_{2}, y_{2}\right) \tag{2.2.5}
\end{equation*}
$$

where $\left(F_{2}, \Omega_{2}, y_{2}\right)$ is an admissible triple and $y_{1} \in \Omega_{1}$ for a bounded open subset $\Omega_{1}$ of a Banach space $X_{1}$.

Finally, we state the Schauder fixed point theorem [101].
Theorem 2.2.3. Let $\Omega$ be a closed convex bounded subset of a Banach space $X$. If $G \in K(\Omega)$ and $G: \Omega \rightarrow \Omega$ then $G$ has a fixed point in $\Omega$.

For finite dimensional cases it is the Brouwer fixed point theorem.

### 2.3 Differential Topology

### 2.3.1 Differentiable Manifolds

Let $M$ be a subset of $\mathbb{R}^{k}$. We use the induced topology on $M$, that is $A \subset$ $M$ is open if there is an open set $A^{\prime} \subset \mathbb{R}^{k}$ such that $A=A^{\prime} \cap M$. We say that $M \subset \mathbb{R}^{k}$ is a $C^{r}$-manifold $(r \in \mathbb{N})$ of dimension $m$ if for each $p \in M$ there is a neighborhood $U \subset M$ of $p$ and a homeomorphism $x: U \rightarrow U_{0}$, where $U_{0}$ is an open subset in $\mathbb{R}^{m}$, such that the inverse $x^{-1} \in C^{r}\left(U_{0}, \mathbb{R}^{k}\right)$ and $D x^{-1}(u): \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ is injective for any $u \in U_{0}$. Then we say that $(x, U)$ is a local $C^{r}$-chart around $p$ and $U$ is a coordinate neighborhood of $p$. It is clear that if $x: U \rightarrow \mathbb{R}^{m}$ and $y: V \rightarrow \mathbb{R}^{m}$ are two local $C^{r}$-charts in $M$ with $U \cap V \neq \emptyset$ then $y \circ x^{-1}: x(U \cap V) \rightarrow y(U \cap V)$ is a $C^{r}$ diffeomorphism. This family of local charts is called a $C^{r}$-atlas for $M[1,114,156]$.

If there is a $C^{r}$-atlas for $M$ such that $\operatorname{det} D\left(y \circ x^{-1}\right)(z)>0$ for any $z \in$ $x(U \cap V)$ and any two local $C^{r}$-charts $x: U \rightarrow \mathbb{R}^{m}$ and $y: V \rightarrow \mathbb{R}^{m}$ of this atlas with $U \cap V \neq \emptyset$ then $M$ is oriented.

Let $\alpha \in C^{1}\left((-\varepsilon, \varepsilon), \mathbb{R}^{k}\right)$ be a differentiable curve on $M$, i.e. $\alpha:(-\varepsilon, \varepsilon) \rightarrow M$ with $\alpha(0)=p$. Then $\alpha^{\prime}(0)$ is a tangent vector to $M$ at $p$. The set of all tangent vectors to $M$ at $p$ is the tangent space to $M$ at $p$ and it is denoted by $T_{p} M$. The tangent bundle is the set

$$
T M:=\left\{(p, v) \in \mathbb{R}^{k} \times \mathbb{R}^{k} \mid p \in M, v \in T_{p} M\right\}
$$

with the natural projection $\pi: T M \rightarrow M$ given as $\pi(p, v)=p$. If $M$ is a $C^{r}$-manifold with $r>1$ then $T M$ is a $C^{r-1}$-manifold.

Let $M$ and $N$ be two $C^{r}$-manifolds. We say that $f: M \rightarrow N$ is a $C^{r}$-mapping if for each $p \in M$ the mapping $y \circ f \circ x^{-1}: x(U) \rightarrow y(V)$ is $C^{r}$-smooth, where $x: U \rightarrow \mathbb{R}^{m}$ is a local $C^{r}$-chart in $M$ around $p$ and $y: V \rightarrow \mathbb{R}^{s}$ is a local $C^{r}$-chart in $N$ with $f(U) \subset V$. This definition is independent of the choice of charts. The set of $C^{r}$-mappings is denoted by $C^{r}(M, N)$. Take $f \in C^{r}(M, N)$. Let $\alpha:(-\varepsilon, \varepsilon) \rightarrow M$ be a differentiable curve on $M$ with $\alpha(0)=p$ and $\alpha^{\prime}(0)=v$. Then $f \circ \alpha:(-\varepsilon, \varepsilon) \rightarrow N$ is a differentiable curve on $N$ with $(f \circ \alpha)(0)=f(p)$, so we can define $D f(p) v:=D(f \circ \alpha)(0) \in T_{f(p)} N$. This is independent of curve $\alpha$. The map $D f(p): T_{p} M \rightarrow T_{f(p)} N$ is linear, and if $r>1, D f: T M \rightarrow T N$ defined as $D f(p, v):=(f(p), D f(p) v)$ is $C^{r-1}$-smooth.

A set $S \subset M \subset \mathbb{R}^{k}$ is a $C^{r}$-submanifold of $M$ of dimension $s$ if for each $p \in S$ there are open sets $U \subset M$ containing $p, V \subset \mathbb{R}^{s}$ containing 0 and $W \subset \mathbb{R}^{m-s}$ containing 0 and a $C^{r}$-diffeomorphism $\phi: U \rightarrow V \times W$ such that $\phi(S \cap U)=V \times\{0\}$.

A $C^{r}$-mapping $f: M \rightarrow N$ is an immersion if $D f(p)$ is injective for all $p \in M$. If $f: M \rightarrow N$ is an injective immersion we say that $f(M)$ is an immersed submanifold. If in addition $f: M \rightarrow f(M) \subset N$ is a homeomorphism, where $f(M)$ has the induced topology, then $f$ is an embedding. In this case, $f(M)$ is a submanifold of $N$.

### 2.3.2 Symplectic Surfaces

$\mathcal{M}$ is a smooth symplectic surface if it is a 2 -dimensional $C^{\infty}$-smooth manifold with $\omega \in C^{\infty}(T \mathcal{M} \times T \mathcal{M}, \mathbb{R})$ such that $\forall m \in \mathcal{M}$, the restriction $\omega_{m}:=$ $\omega / T_{m} \mathcal{M} \times T_{m} \mathcal{M}$ is bilinear, antisymmetric and nonzero, i.e.

$$
\omega_{m}\left(a_{1} v_{1}+a_{2} v_{2}, b_{1} w_{1}+b_{2} w_{2}\right)=\sum_{i, j=1}^{2} a_{i} b_{j} \omega_{m}\left(v_{i}, w_{j}\right)
$$

and $\omega_{m}\left(v_{1}, v_{2}\right)=-\omega_{m}\left(v_{2}, v_{1}\right)$ for any $a_{1,2}, b_{1,2} \in \mathbb{R}, v_{1,2}, w_{1,2} \in T_{m} \mathcal{M}$. In a local coordinate $U \subset \mathbb{R}^{2}, \omega$ has the form $\omega_{(x, y)}(v, w)=a_{U}(x, y) v \wedge w, a_{U} \in C^{\infty}(U, \mathbb{R})$, $a(x, y) \neq 0$ for any $(x, y) \in U$ and $v \wedge w:=x_{1} y_{2}-x_{2} y_{1}$ is the wedge product for $v=\left(x_{1}, y_{1}\right), w=\left(x_{2}, y_{2}\right)$. Then $\omega$ is a non-degenerate differential 2-form or symplectic area form on $\mathcal{M}$.

A mapping $\alpha \in C^{\infty}(T \mathcal{M}, \mathbb{R})$ is a differential 1 -form on $\mathcal{M}$ if for any $m \in \mathcal{M}$, the restriction $\alpha_{m}:=\omega / T_{m} \mathcal{M} \in T_{m} \mathcal{M}^{*}$. In a local coordinate $U \subset \mathbb{R}^{2}, \alpha$ has the form $\alpha_{(x, y)} v=a_{U, 1}(x, y) x_{1}+a_{U, 2}(x, y) y_{1}$ for $a_{U, 1,2} \in C^{\infty}(U, \mathbb{R})$ and $v=\left(x_{1}, y_{1}\right)$. Then $d \alpha$ is defined by

$$
d \alpha_{(x, y)}(v, w):=\left(\frac{\partial a_{U, 2}}{\partial x}-\frac{\partial a_{U, 1}}{\partial y}\right) v \wedge w .
$$

For $f \in C^{\infty}(\mathcal{M}, \mathcal{M})$, we define a differential 1-form as

$$
f^{*}(\alpha)_{m} v:=\alpha_{f(m)}(D f(m) v) \quad \forall m \in \mathcal{M}, \forall v \in T_{m} \mathcal{M}
$$

Finally, $f \in C^{\infty}(\mathcal{M}, \mathcal{M})$ is symplectic or area-preserving if

$$
\omega_{f(m)}(D f(m) v, D f(m) w)=\omega_{m}(v, w) \quad \forall m \in \mathcal{M}, \forall v, \forall w \in T_{m} \mathcal{M}
$$

### 2.3.3 Intersection Numbers of Manifolds

Let $W$ be an oriented $C^{r}$-manifold of dimension $m+n$ and $M, N$ be oriented $C^{r}{ }_{-}$ submanifolds of $W$ of dimensions $m, n$, respectively, while $M$ is compact and $N$ is closed. A point $x \in M \cap N$ is transversal if $T_{x} M \cap T_{x} N=\{0\}$. It is a positive (negative) kind [114] if the composite map $T_{x} M \rightarrow T_{x} W \rightarrow T_{x} W / T_{x} N$ preserves (reserves) the orientation. Then we write $\#_{x}(M, N):=1(-1)$. If all intersection points of $M \cap N$ are transversal then there is a final number of them and we set $\#(M, N):=\sum_{x \in M \cap N} \#_{x}(M, N)$. A similar approach is used like in the Brouwer degree theory to extend $\#(M, N)$ for general nontransversal intersections [114]. The number $\#(M, N)$ is called the (oriented) intersection number of manifolds $M, N$ in $W$. If $U$ is a precompact open subset of $W$ and $\partial U \cap M \cap N=\emptyset$, then similarly we can define a local (oriented) intersection number $\#(M \cap U, N \cap U)$ of the manifolds $M \cap U$ and $N \cap U$ in $U \subset W$. These intersection numbers have similar properties as the Brouwer degree in Theorem 2.2.2.

### 2.3.4 Brouwer Degree on Manifolds

Let $M, N$ be oriented $C^{1}$-manifolds with $\operatorname{dim} M=\operatorname{dim} N=n$. Let $f \in$ $C^{1}(M, N), y \in N$ and $\Omega$ be an open precompact subset of $M$ such that $y \notin$ $f(\partial \Omega)$. Suppose $y$ is regular, i.e. $\forall x \in \Omega$ such that $f(x)=y, D f(x)$ is injective. Then $f^{-1}(y) \cap \Omega$ is finite, so $f^{-1}(y) \cap \Omega=\left\{v_{1}, v_{2}, \cdots, v_{k}\right\}$. We take disjoint local coordinates $\left(U_{i}, x_{i}\right)$ of $v_{i}$ and $(V, x)$ of $y$. Then there are Brouwer indices $I\left(x_{i}\left(v_{i}\right)\right)$ of $x\left(f\left(x_{i}^{-1}\right)\right)$, which are independent of local coordinates. We set $\operatorname{deg}(f, \Omega, y):=\sum_{i=1}^{k} I\left(x_{i}\left(v_{i}\right)\right)$. Then like in the classical degree theory, this degree is extended to any continuous $f$ and nonregural $y$. This is the Brouwer degree on manifolds [114].

Next, let $M, N$ be oriented $C^{1}$-manifolds and $f \in C^{1}\left(M, \mathbb{R}^{p}\right), g \in C^{1}\left(N, \mathbb{R}^{p}\right)$, $p=\operatorname{dim} M+\operatorname{dim} N$ be embeddings. Let $U$ be a bounded open subset of $\mathbb{R}^{p}$ such that $\partial U \cap f(M) \cap g(N)=\emptyset$. Then

$$
|\#(f(M) \cap U, g(N) \cap U)|=\left|\operatorname{deg}\left(G, U_{1} \times U_{2}, 0\right)\right|
$$

for $U_{1}=f^{-1}(U \cap f(M)), U_{2}=g^{-1}(U \cap g(N))$ and $G(x, y):=f(x)-g(y)$. If in addition $M$ is a submanifold and $N$ is a linear subspace of $\mathbb{R}^{p}$ with a projection $P: \mathbb{R}^{p} \rightarrow N$ then

$$
|\#(M \cap U, N \cap U)|=|\operatorname{deg}((\mathbb{I}-P), U \cap M, 0)|
$$

The independence of $P$ follows from the fact that if $Q$ is another projection on $N$ then $\mathbb{I}-Q: \mathcal{R}(\mathbb{I}-P) \rightarrow \mathcal{R}(\mathbb{I}-Q)$ is a linear isomorphism and $(\mathbb{I}-Q)(\mathbb{I}-P)=$ $\mathbb{I}-Q$. Hence

$$
\begin{gathered}
|\operatorname{deg}((\mathbb{I}-P), U \cap M, 0)|=|\operatorname{deg}((\mathbb{I}-Q)(\mathbb{I}-P), U \cap M, 0)| \\
=|\operatorname{deg}((\mathbb{I}-Q), U \cap M, 0)|
\end{gathered}
$$

### 2.3.5 Vector Bundles

A $C^{r}$-vector bundle of dimension $n$ is a triple $(E, p, B)$ where $E, B$ are $C^{r}$ manifolds and $p \in C^{r}(E, B)$ with the following properties: for each $q \in B$ there is its open neighborhood $U \subset B$ and a $C^{r}$-diffeomorphism $\phi: p^{-1}(U) \rightarrow U \times \mathbb{R}^{n}$ such that $p=\pi_{1} \circ \phi$ on $p^{-1}(U)$ where $\pi_{1}: U \times \mathbb{R}^{n} \rightarrow U$ is defined as $\pi_{1}(x, y):=x$. Moreover, each $p^{-1}(x)$ are $n$-dimensional vector spaces and each $\phi_{x}: p^{-1}(x) \rightarrow$ $\mathbb{R}^{n}$ given by $\phi(y)=\left(x, \phi_{x}(y)\right)$ for any $y \in p^{-1}(x)$ are linear isomorphisms. $E$ is called the total space, $B$ is the base space, $p$ is the projection of the bundle, the vector space $p^{-1}(x)$ is the fibre and $\phi$ is a local trivialization. So the vector bundle is locally trivial. If $U=B$ then the bundle is trivial. The family $\mathcal{A}:=\{(\phi, U)\}$ of these local trivializations is a $C^{r}$-vector atlas. The bundle is oriented if there is a $C^{r}$-vector atlas $\mathcal{A}:=\{(\phi, U)\}$ such that for any two local trivializations $(\phi, U)$ and $(\psi, V)$ with $U \cap V \neq \emptyset$ the linear mapping $\psi_{x} \circ \phi_{x}^{-1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is orientation preserving for each $x \in U \cap V$. A $C^{r}$-smooth mapping $s: B \rightarrow E$ satisfying $p \circ s=\mathbb{I}_{B}$ is called a section of the bundle.

Typical examples of vector bundles are the tangent bundle (TM, $\pi, M$ ) and the normal bundle ( $T M^{\perp}, \widetilde{\pi}, M$ ) defined as

$$
T M^{\perp}:=\left\{(q, v) \in \mathbb{R}^{k} \times \mathbb{R}^{k} \mid q \in M, v \in T_{q} M^{\perp}\right\}
$$

with the projection $\widetilde{\pi}: T M^{\perp} \rightarrow M$ given as $\widetilde{\pi}(q, v)=q$, where $T_{x} M^{\perp}$ is the orthogonal complement of $T_{x} M$ in $\mathbb{R}^{k}$. A section of $T M$ is called a vector field on $M$. When $M$ is oriented then both $T M$ and $T M^{\perp}$ are oriented. Here $M$ is a $C^{r}$-manifold with $r>1$.

### 2.3.6 Euler Characteristic

Let $\xi=(E, p, B)$ be an oriented $C^{r}$-vector bundle with dimension $n=\operatorname{dim} B$ and $B$ be oriented. Consider its $C^{r}$-section $s: B \rightarrow E$. Let $\Omega$ be an open precompact subset of $B$ such that $s \neq 0$ on $\partial \Omega$. Suppose first that $s$ has only a finite number of zeroes in $\Omega$, say $b_{1}, b_{2}, \cdots, b_{j}$. Let $\phi_{i}: p^{-1}\left(U_{i}\right) \rightarrow U_{i} \times \mathbb{R}^{n}$, $i=1,2, \cdots, j$ be local trivializations of the bundle $\xi$ with $b_{i} \in U_{i}, U_{i}$ are disjoint and $\left(U_{i}, x_{i}\right)$ are local coordinates. Then $x_{i}\left(b_{i}\right)$ is the only zero point of $v_{i}(x):=$ $\phi_{x_{i}^{-1}(x)}\left(s\left(x_{i}^{-1}(x)\right)\right), x \in x_{i}\left(U_{i}\right)$. Note $v_{i}: x_{i}\left(U_{i}\right) \rightarrow \mathbb{R}^{n}$ and $x_{i}\left(U_{i}\right) \subset \mathbb{R}^{n}$. According to Section 2.2.3 it has the Brouwer index $I\left(b_{i}\right)$, which is independent of $\phi_{i}, x_{i}$. Then we set $\operatorname{deg}(s, \Omega):=\sum_{i=1}^{j} I\left(b_{i}\right)$. Then like in the Brouwer degree theory, $\operatorname{deg}(s, \Omega)$ is extended to a continuous section $s: B \rightarrow E$ with $s \neq 0$ on $\partial \Omega$. It has similar properties as the Brouwer degree in Theorem 2.2.2. When $\Omega=B$ then $\operatorname{deg}(s, \Omega)$ is independent of $s$ and so $\operatorname{deg}(s, \Omega)=\chi(\xi)$, where $\chi(\xi)$ is the Euler characteristic of the bundle $\xi$. So if $\chi(\xi) \neq 0$ then any continuous section of $\xi$ has a zero. Next, if $\xi=T M$ with an oriented connected compact $C^{r}$-manifold for $r>1$, then $\chi(T M)$ is the Euler characteristic of the manifold $M$. Then we get the classical result of Hopf that $\chi(T M) \neq 0$ implies the existence of a zero of any continuous vector field of $M$. Moreover, if $\chi(T M)=0$ then $T M$ has a continuous section without zeroes on $M$. We refer the reader to [114] for more details and proofs of the above results.

### 2.4 Multivalued Mappings

### 2.4.1 Upper Semicontinuity

Let $X, Y$ be Banach spaces and let $\Omega \subset X$. By $2^{Y}$ we denote the family of all subsets of $Y$. Any mapping $F: \Omega \rightarrow 2^{Y} \backslash\{\emptyset\}$ is called multivalued or set-valued. For such mappings we define sets

$$
\begin{aligned}
\operatorname{graph} F & :=\{(x, y) \in \Omega \times Y \mid x \in \Omega, y \in F(x)\}, \quad F(\Omega):=\cup_{x \in \Omega} F(x), \\
& F^{-1}(A):=\{x \in \Omega \mid F(x) \cap A \neq \emptyset\} \quad \text { for } \quad A \subset Y .
\end{aligned}
$$

Definition 2.4.1. A multivalued mapping $F: \Omega \rightarrow 2^{Y} \backslash\{\emptyset\}$ is upper-semicontinuous, usc for short, if the set $F^{-1}(A)$ is closed in $\Omega$ for any closed $A \subset Y$.

This condition of usc is more transparent in terms of sequences: if $\left\{x_{n}\right\}_{n=1}^{\infty}$ $\subset \Omega, A \subset Y$ is closed, $x_{n} \rightarrow x_{0} \in \Omega$ and $F\left(x_{n}\right) \cap A \neq \emptyset$ for all $n \geq 1$, then also $F\left(x_{0}\right) \cap A \neq \emptyset$. The following result is a part of [59, Proposition 1.2.(b)].

Theorem 2.4.2. If graph $F$ is closed and $\overline{F(\Omega)}$ is compact then $F$ is usc. In particular, $F$ is usc if it has a compact graph $F$.

A typical example of an usc multivalued mapping is $\operatorname{Sgn}: \mathbb{R} \rightarrow 2^{\mathbb{R}} \backslash\{\emptyset\}$ defined by

$$
\operatorname{Sgn} r=\left\{\begin{align*}
& r /|r| \text { for } r \neq 0  \tag{2.4.1}\\
& {[-1,1] }
\end{align*} \quad \text { for } r=0 .\right.
$$

We refer the reader for more properties of usc mappings to [59, p. 3-11] and [103].

### 2.4.2 Measurable Selections

Let $J:=[0,1]$. The characteristic function $\chi_{A}(x)$ of a subset $A \subset J$ is defined as $\chi_{A}(x)=1$ for $x \in A$ and $\chi_{A}(x)=0$ for $x \notin A$. Let $X$ be a Banach space with a norm $|\cdot|$. An $f: J \rightarrow X$ is said to be a step function if $f=\sum_{i=1}^{k} c_{i} \chi_{A_{i}}(x)$ for some Lebesgue measurable sets $A_{i} \subset J, j=1, \cdots, k$. An $f: J \rightarrow X$ is said to be strongly measurable if there is a sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ of step functions such that $\left|f(x)-f_{n}(x)\right| \rightarrow 0$ as $n \rightarrow \infty$ almost everywhere (a.e.) on $J$. Following [59, p. 29, Problem 10] (see also [166, p. 17, Propositions 3.3-3.4], [167]), we have the following result.

Theorem 2.4.3. Let $F: J \times X \rightarrow 2^{X} \backslash\{\emptyset\}$ be usc with compact values, and $v \in C(J, X)$. Then $F(\cdot, v(\cdot))$ has a strongly measurable selection, i.e. there is a strongly measurable function $f: J \rightarrow X$ such that $f(x) \in F(x, v(x))$ a.e. on $J$.

The above definitions are taken from [59, pp. 21-30].

### 2.4.3 Degree Theory for Set-Valued Maps

Let $X$ be a Banach space and let $\Omega \subset X$ be open and bounded. A triple $(F, \Omega, y)$ is admissible if $F=\mathbb{I}-G$ for some $G: \bar{\Omega} \rightarrow 2^{X} \backslash\{\emptyset\}$ which is usc with compact convex values and $\overline{G(\bar{\Omega})} \subset X$ is compact, and $y \in X$ with $y \notin F(\partial \Omega)$. Let $M$ be the set of all admissible triples. Then it is possible to define (cf. [59, pp. 154155]) a unique function $\operatorname{deg}: M \rightarrow \mathbb{Z}$ with the properties of Theorem 2.2.2 with evident differences that in (i) is $y \in F(x)$ in place of $F(x)=y$ and the homotopy in (iv) is compact usc with compact convex values. The number $\operatorname{deg}(F, \Omega, y)$ is the Leray-Schauder degree of the multivalued map $F$. We refer the reader for more topological methods for multivalued equations to the books $[5,103]$.

### 2.5 Dynamical Systems

### 2.5.1 Exponential Dichotomies

Set $\mathbb{Z}_{+}:=\mathbb{N} \cup\{0\}$ and $\mathbb{Z}_{-}:=-\mathbb{Z}_{+}$. Let $J \in\left\{\mathbb{Z}_{+}, \mathbb{Z}_{-}, \mathbb{Z}\right\}$. Let $A_{n} \in L\left(\mathbb{R}^{k}\right)$, $n \in J$ be a sequence of invertible matrices. Consider a linear difference equation

$$
\begin{equation*}
x_{n+1}=A_{n} x_{n} \tag{2.5.1}
\end{equation*}
$$

Its fundamental solution is defined as $U(n):=A_{n-1} \cdots A_{0}$ for $n \in \mathbb{N}, U(0)=\mathbb{I}$ and $U(n):=A_{n}^{-1} \cdots A_{-1}^{-1}$ for $-n \in \mathbb{N}$. (2.5.1) has an exponential dichotomy on $J$ if there is a projection $P: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ and constants $L>0, \delta \in(0,1)$ such that

$$
\begin{gathered}
\left\|U(n) P U(m)^{-1}\right\| \leq L \delta^{n-m} \text { for any } m \leq n, n, m \in J \\
\left\|U(n)(\mathbb{I}-P) U(m)^{-1}\right\| \leq L \delta^{m-n} \text { for any } n \leq m, n, m \in J
\end{gathered}
$$

If $A_{n}=A$ and its spectrum $\sigma(A)$ has no intersection with the unit circle, i.e. $A$ is hyperbolic, then $P$ is the projection onto the generalized eigenspace of eigenvectors inside the unit circle and $\mathcal{N} P$ is the generalized eigenspace of eigenvectors outside the unit circle. Next we have the following roughness of exponential dichotomies.

Lemma 2.5.1. Let $J \in\left\{\mathbb{Z}_{+}, \mathbb{Z}_{-}\right\}$. Let $A$ be hyperbolic with the dichotomy projection P. Assume $\left\{A_{n}(\xi)\right\}_{n \in J} \in L\left(\mathbb{R}^{k}\right)$ are invertible matrices and $A_{n}(\xi) \rightarrow A$ in $L\left(\mathbb{R}^{k}\right)$ uniformly with respect to a parameter $\xi$. Then $x_{n+1}=A_{n}(\xi) x_{n}$, with the fundamental solution $U_{\xi}(n)$, has an exponential dichotomy on $J$ with projection $P_{\xi}$ and uniform constants $L>0, \delta \in(0,1)$. Moreover, $U_{\xi}(n) P_{\xi} U_{\xi}(n)^{-1} \rightarrow$ $P$ as $n \rightarrow \pm \infty$ uniformly with respect to $\xi$.

Analogical results hold for a linear differential equation $\dot{x}=A(t) x$ when $t \in J \in\{(-\infty, 0),(0, \infty), \mathbb{R}\}$ and $A(t) \in C\left(J, L\left(\mathbb{R}^{k}\right)\right)$ is a continuous matrix function. Its fundamental solution is a matrix function $U(t)$ satisfying $\dot{U}(t)=$ $A(t) U(t)$ on $J$. Sometimes we require that $U(0)=\mathbb{I}[159]$.

### 2.5.2 Chaos in Discrete Dynamical Systems

Consider a $C^{r}$-diffeomorphism $f$ on $\mathbb{R}^{m}$ with $r \in \mathbb{N}$, i.e. a mapping $f \in C^{r}$ $\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$ which is invertible and $f^{-1} \in C^{r}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$. For any $z \in \mathbb{R}^{m}$ we define its $k$-iteration as $f^{k}(z):=f\left(f^{k-1}(z)\right)$. The set $\left\{f^{n}(z)\right\}_{n=\infty}^{\infty}$ is an orbit of $f$. If $x_{0}=f\left(x_{0}\right)$ then $x_{0}$ is a fixed point of $f$. It is hyperbolic if the linearization $D f\left(x_{0}\right)$ of $f$ at $x_{0}$ has no eigenvalues on the unit circle. The global stable (unstable) manifold $W_{x_{0}}^{s(u)}$ of a hyperbolic fixed point $x_{0}$ is defined by

$$
W_{x_{0}}^{s(u)}:=\left\{z \in \mathbb{R}^{m} \mid f^{n}(z) \rightarrow x_{0} \quad \text { as } \quad n \rightarrow \infty(-\infty)\right\}
$$

respectively.

Theorem 2.5.2. $W_{x_{0}}^{s}$ and $W_{x_{0}}^{u}$ are immersed $C^{r}$-submanifolds in $\mathbb{R}^{m}$.
Furthermore, let $y_{0}$ be another hyperbolic fixed point of $f$. If $x \in W_{x_{0}}^{s} \cap W_{y_{0}}^{u} \backslash$ $\left\{x_{0}, y_{0}\right\}$ then it is a heteroclinic point of $f$ and then the orbit $\left\{f^{n}(x)\right\}_{n=\infty}^{\infty}$ is called heteroclinic. Clearly $f^{n}(z) \rightarrow x_{0}$ as $n \rightarrow \infty$ and $f^{n}(z) \rightarrow y_{0}$ as $n \rightarrow-\infty$. If $T_{x} W_{x_{0}}^{s} \cap T_{x} W_{y_{0}}^{u}=\{0\}$ then $x$ is a transversal heteroclinic point of $f$. Note $x \in W_{x_{0}}^{s} \cap W_{y_{0}}^{u} \backslash\left\{x_{0}, y_{0}\right\}$ is a transversal heteroclinic point if and only if the linear difference equation $x_{n+1}=D f\left(f^{n}(x)\right) x_{n}$ has an exponential dichotomy on $\mathbb{Z}$. When $x_{0}=y_{0}$ then the word "heteroclinic" is replaced with homoclinic. We refer the reader to the book [159] for more details and proofs of the above subject.

Let $\mathcal{E}=\{0,1\}^{\mathbb{Z}}$ be a compact metric space of the set of doubly infinite sequences of 0 and 1 endowed with the metric [68]

$$
d\left(\left\{e_{n}\right\},\left\{e_{n}^{\prime}\right\}\right):=\sum_{n \in \mathbb{Z}} \frac{\left|e_{n}-e_{n}^{\prime}\right|}{2^{|n|+1}} .
$$

On $\mathcal{E}$ it is defined the so called Bernoulli shift map $\sigma: \mathcal{E} \rightarrow \mathcal{E}$ by $\sigma\left(\left\{e_{j}\right\}_{j \in \mathbb{Z}}\right)=$ $\left\{e_{j+1}\right\}_{j \in \mathbb{Z}}$ with extremely rich dynamics [195].
Theorem 2.5.3. $\sigma$ is a homeomorphism having
(i) A countable infinity of periodic orbits of all possible periods
(ii) An uncountable infinity of nonperiodic orbits and
(iii) A dense orbit

Now we can state the following result about the existence of the deterministic chaos for diffeomorphisms, the Smale-Birkhoff homoclinic theorem.
Theorem 2.5.4. Suppose $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}, r \in \mathbb{N}$ be a $C^{r}$-diffeomorphism having a transversal homoclinic point to a hyperbolic fixed point. Then there is an $k \in \mathbb{N}$ such that $f^{k}$ has an invariant set $\Lambda$, i.e. $f^{k}(\Lambda)=\Lambda$, such that $\varphi \circ f^{k}=\sigma \circ \varphi$ for an homeomorphism $\varphi: \Lambda \rightarrow \mathcal{E}$.

The set $\Lambda$ is the Smale horseshoe and we say that $f$ has horseshoe dynamics on $\Lambda$. Theorem 2.5.4 asserts that the following diagram is commutative


So $f^{k}$ on $\Lambda$ has the same dynamical properties as $\sigma$ on $\mathcal{E}$, i.e. Theorem 2.5.3 gives chaos for $f$. Moreover, it is possible to show a sensitive dependence on initial conditions of $f$ on $\Lambda$ in the sense that there is an $\varepsilon_{0}>0$ such that for any $x \in \Lambda$ and any neighborhood $U$ of $x$, there exists $z \in U \cap \Lambda$ and an integer $q \geq 1$ such that $\left|f^{q}(x)-f^{q}(z)\right|>\varepsilon_{0}$.
Remark 2.5.5. Of course the above considerations hold for a smooth diffeomorphism $f: M \rightarrow M$ on a smooth manifold.

### 2.5.3 Periodic O.D.Eqns

It is well-known [110], that the Cauchy problem

$$
\begin{equation*}
\dot{x}=g(x, t), \quad x(0)=z \in \mathbb{R}^{m} \tag{2.5.2}
\end{equation*}
$$

for $g \in C^{r}\left(\mathbb{R}^{m} \times \mathbb{R}, \mathbb{R}^{m}\right), r \in \mathbb{N}$ has a unique solution $x(t)=\phi(z, t)$ defined on a maximal interval $0 \in I_{z} \subset \mathbb{R}$. We suppose for simplicity that $I_{z}=\mathbb{R}$. This is true for instance when $g$ is globally Lipschitz continuous in $x$, i.e. there is a constant $L>0$ such that $|g(x, t)-g(y, t)| \leq L|x-y|$ for any $x, y \in \mathbb{R}^{m}$, $t \in \mathbb{R}$. Moreover, we assume that $g$ is $T$-periodic in $t$, i.e. $g(x, t+T)=g(x, t)$ for any $x \in \mathbb{R}^{m}, t \in \mathbb{R}$. Then the dynamics of (2.5.2) is determined by the dynamics of the diffeomorphism $f(z)=\phi(z, T)$ which is called the time or Poincaré map of (2.5.2). Now we can transform the results of Section 2.5.2 to (2.5.2). So $T$-periodic solutions (periodics for short) of (2.5.2) are fixed points of $f$. Periodics of $f$ are subharmonic solutions (subharmonics for short) of (2.5.2). Similarly we mean a chaos of (2.5.2) as a chaos for $f$. To be more concrete, we apply these results to (1.2.1). We known from introduction that for $\mu_{1,2}$ small satisfying (1.2.10), (1.2.1) has a bounded solution which tends to a small hyperbolic periodic solution. For the time map of (1.2.1) this means that it has a homoclinic orbit to a hyperbolic fixed point. Next after some effort [159] it is possible to show that this homoclinic point is also transversal. So the time map of (1.2.1) is chaotic according to Theorem 2.5.4. Consequently, (1.2.1) is chaotic for $\mu_{1,2}$ small satisfying (1.2.10). We also refer the reader to Subsection 4.2.1 for more details.

### 2.5.4 Vector Fields

When (2.5.2) is autonomous, i.e. $g$ is independent of $t$, then (2.5.2) has the form

$$
\begin{equation*}
\dot{x}=g(x), \quad x(0)=z \in \mathbb{R}^{m} \tag{2.5.3}
\end{equation*}
$$

$g$ is called a $C^{r}$-vector field on $\mathbb{R}^{m}$ for $g \in C^{r}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right), r \in \mathbb{N}$. We suppose for simplicity that the unique solution $x(t)=\phi(z, t)$ of (2.5.3) is defined on $\mathbb{R}$. $\phi(z, t)$ is called the orbit based at $z$. Then instead of the time map of (2.5.3), we consider the flow $\phi_{t}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ defined as $\phi_{t}(z):=\phi(z, t)$ with the property $\phi_{t}\left(\phi_{s}(z)\right)=\phi_{t+s}(z)$. A point $x_{0}$ with $g\left(x_{0}\right)=0$ is an equilibrium of (2.5.3). It is hyperbolic if the linearization $D g\left(x_{0}\right)$ of (2.5.3) at $x_{0}$ has no eigenvalues on imaginary axis.

The global stable (unstable) manifold $W_{x_{0}}^{s(u)}$ of a hyperbolic equilibrium $x_{0}$ is defined by

$$
W_{x_{0}}^{s(u)}:=\left\{z \in \mathbb{R}^{m} \mid \phi(z, t) \rightarrow x_{0} \quad \text { as } \quad t \rightarrow \infty(-\infty)\right\}
$$

respectively. These sets are immersed submanifolds of $\mathbb{R}^{m}$. Note for any $x \in$ $W_{x_{0}}^{s(u)}$, we know that

$$
\begin{gathered}
T_{x} W_{x_{0}}^{s(u)}=\left\{v(0) \in \mathbb{R}^{m} \mid v(t)\right. \text { is a bounded solution } \\
\text { of } \dot{v}=D g(\phi(x, t)) v \text { on }(0, \infty),((-\infty, 0)), \text { respectively }\} .
\end{gathered}
$$

Moreover, the set

$$
\left(T_{x} W_{x_{0}}^{s}+T_{x} W_{x_{0}}^{u}\right)^{\perp}
$$

is the linear space of initial values $w(0)$ of all bounded solutions $w(t)$ of the adjoint equation $\dot{w}=-D g(\phi(x, t))^{*} w$ on $\mathbb{R}$ [157].

A local dynamics near a hyperbolic equilibrium $x_{0}$ of (2.5.3) is explained by the Hartman-Grobman theorem for flows [108].
Theorem 2.5.6. If $x_{0}=0$ is a hyperbolic equilibrium of (2.5.3) then there is a homeomorphism $h$ defined on a neighborhood $U$ of 0 in $\mathbb{R}^{m}$ such that

$$
h(\phi(z, t))=\mathrm{e}^{t D g(0)} h(z)
$$

for all $z \in U$ and $t \in J_{z}$ with $\phi(z, t) \in U$, where $0 \in J_{z}$ is an interval.
For nonhyperbolic equilibria we have the following center manifold theorem for flows [108].

Theorem 2.5.7. Let $x_{0}=0$ be an equilibrium of a $C^{r}$-vector field (2.5.3) on $\mathbb{R}^{m}$. Divide the spectrum of $D g(0)$ into three parts $\sigma_{s}, \sigma_{u}, \sigma_{c}$ such that $\Re \lambda<0 ;>$ $0 ;=0$ if $\lambda \in \sigma_{s} ; \sigma_{u} ; \sigma_{c}$, respectively. Let the generalized eigenspaces of $\sigma_{s}, \sigma_{u}$, $\sigma_{c}$ be $E^{s}, E^{u}, E^{c}$, respectively. Then there are $C^{r}$-smooth manifolds: the stable $W_{0}^{s}$, the unstable $W_{0}^{u}$, the center $W_{0}^{c}$ tangent at 0 to $E^{s}, E^{u}, E^{c}$, respectively. These manifolds are invariant for the flow of (2.5.3), i.e. $\phi_{t}\left(W_{0}^{s ; u ; c}\right) \subset W_{0}^{s ; u ; c}$ for any $t \in \mathbb{R}$. The stable and unstable ones are unique, but the center one need not be. In addition, when $g$ is embedded into a $C^{r}$-smooth family of vector fields $g_{\varepsilon}$ with $g_{0}=g$, then these invariant manifolds are $C^{r}$-smooth also with respect to $\varepsilon$.

Under the assumptions of Theorem 2.5.7 near $x_{0}=0$ we can write (2.5.3) in the form

$$
\begin{align*}
\dot{x}_{s} & =A_{s} x_{s}+g_{s}\left(x_{s}, x_{u}, x_{c}, \varepsilon\right), \\
\dot{x}_{u} & =A_{u} x_{u}+g_{u}\left(x_{s}, x_{u}, x_{c}, \varepsilon\right),  \tag{2.5.4}\\
\dot{x}_{c} & =A_{c} x_{s}+g_{c}\left(x_{s}, x_{u}, x_{c}, \varepsilon\right),
\end{align*}
$$

where $A_{s ; u ; c}:=D g(0) / E^{s ; u ; c}$ and $x_{s ; u ; c} \in U_{s ; u ; c}$ for open neighborhoods $U_{s ; u ; c}$ of 0 in $E^{s ; u ; c}$, respectively. Here we suppose that (2.5.3) is embedded into a $C^{r}$-smooth family. So $g_{j}$ are $C^{r}$-smooth satisfying $g_{j}(0,0,0,0)=0$ and $D_{x_{j}} g_{k}(0,0,0,0)=0$ for $j, k=s, u, c$. According to Theorem 2.5.7, the local center manifold $W_{l o c, \varepsilon}^{c}$ near $(0,0,0)$ of $(2.5 .4)$ is a graph

$$
W_{l o c, \varepsilon}^{c}=\left\{\left(h_{s}\left(x_{c}, \varepsilon\right), h_{u}\left(x_{c}, \varepsilon\right), x_{c}\right) \mid x_{c} \in U_{c}\right\}
$$

for $h_{s ; u} \in C^{r}\left(U_{c} \times V, E^{s ; u}\right)$ and $V$ is an open neighborhood of $\varepsilon=0$. Moreover, it holds $h_{s ; u}(0,0)=0$ and $D_{x_{c}} h_{s ; u}(0,0)=0$. The reduced equation is

$$
\begin{equation*}
\dot{x}_{c}=A_{c} x_{s}+g_{c}\left(h_{s}\left(x_{c}, \varepsilon\right), h_{u}\left(x_{c}, \varepsilon\right), x_{c}, \varepsilon\right), \tag{2.5.5}
\end{equation*}
$$

which locally determines the dynamics of (2.5.4), i.e. $W_{l o c, \varepsilon}^{c}$ contains all solutions of (2.5.4) staying in $U_{s} \times U_{u} \times U_{c}$ for all $t \in \mathbb{R}$. In particular periodics, homoclinics and heteroclinics of $(2.5 .4)$ near $(0,0,0)$ solve (2.5.5).

Now suppose that (2.5.3) is invariant under a linear invertible mapping $S \in L\left(\mathbb{R}^{m}\right)$, i.e.

$$
S g(x)=g(S x)
$$

for all $x \in \mathbb{R}^{m}$. Then the uniqueness of the Cauchy problem (2.5.3) implies $S \phi(z, t)=\phi(S z, t)$ for any $z \in \mathbb{R}^{m}, t \in \mathbb{R}$. If 0 is an equilibrium of (2.5.3) then $S D g(0)=D g(0) S$ and $S E^{s ; u ; c}=E^{s ; u ; c}$. We have the following result [121, Theorem I.10].

Theorem 2.5.8. Suppose $S_{c}:=S / E^{c}$ is unitary, i.e. $\left|S_{c} x_{c}\right|=\left|x_{c}\right|$ for any $x_{c} \in E^{c}$. Then the local center manifold can be chosen invariant under $S$.

More concretely, let $S_{s ; u}:=S / E^{s ; u}$ and suppose

$$
\begin{aligned}
S_{s} g_{s}\left(x_{s}, x_{u}, x_{c}, \varepsilon\right) & =g_{s}\left(S_{s} x_{s}, S_{u} x_{u}, S_{c} x_{c}, \varepsilon\right) \\
S_{u} g_{u}\left(x_{s}, x_{u}, x_{c}, \varepsilon\right) & =g_{u}\left(S_{s} x_{s}, S_{u} x_{u}, S_{c} x_{c}, \varepsilon\right) \\
S_{c} g_{c}\left(x_{s}, x_{u}, x_{c}, \varepsilon\right) & =g_{c}\left(S_{s} x_{s}, S_{u} x_{u}, S_{c} x_{c}, \varepsilon\right)
\end{aligned}
$$

for any $x_{s ; u ; c} \in U_{s ; u ; c}$ and $\varepsilon$ small. Then the functions $h_{s}\left(x_{c}, \varepsilon\right), h_{u}\left(x_{c}, \varepsilon\right)$ can be chosen so that $S_{s} h_{s}\left(x_{c}, \varepsilon\right)=h_{s}\left(S_{c} x_{c}, \varepsilon\right)$ and $S_{u} h_{u}\left(x_{c}, \varepsilon\right)=h_{u}\left(S_{c} x_{c}, \varepsilon\right)$ for any $x_{c} \in U_{c}$ and $\varepsilon$ small. Then we have

$$
\begin{gathered}
S_{c}\left(A_{c} x_{s}+g_{c}\left(h_{s}\left(x_{c}, \varepsilon\right), h_{u}\left(x_{c}, \varepsilon\right), x_{c}, \varepsilon\right)\right) \\
=A_{c} S_{c} x_{s}+g_{c}\left(h_{s}\left(S_{c} x_{c}, \varepsilon\right), h_{u}\left(S_{c} x_{c}, \varepsilon\right), S_{c} x_{c}, \varepsilon\right) .
\end{gathered}
$$

So the reduced equation is invariant with respect to $S_{c}$.

### 2.6 Center Manifolds for Infinite Dimensions

The center manifold theorem for flows is extended to infinite dimensional differential equations $[190,191]$ as follows. Let $X, Y$ and $Z$ be Banach spaces, with $X$ continuously embedded in $Y$, and $Y$ continuously embedded in $Z$. Let $A \in L(X, Z)$ and $h \in C^{k}\left(X \times \mathbb{R}^{m}, Y\right), k \geq 1, m \geq 1$ with $h(0,0)=0$ and $D_{x} h(0,0)=0$. We consider differential equations of the form

$$
\begin{equation*}
\dot{x}=A x+h(x, \varepsilon) \tag{2.6.1}
\end{equation*}
$$

By a solution of (2.6.1) we mean a continuous function $x: J \rightarrow X$, where $J$ is an open interval, such that $x: J \rightarrow Z$ is continuously differentiable and $\dot{x}(t)=A x(t)+h(x(t), \varepsilon)$ holds on $J$. We need the following definition.

Definition 2.6.1. Let $E$ and $F$ be Banach spaces, $k \in \mathbb{N}$ and $\eta \geq 0$. Then we define

$$
\begin{aligned}
& C_{b}^{k}(E, F):=\left\{w \in C^{k}(E, F) \mid \sup _{x \in E}\left\|D^{j} w(x)\right\|<\infty, 0 \leq j \leq k\right\} \\
& B C^{\eta}(\mathbb{R}, E):=\left\{\left.w \in C(\mathbb{R}, E)\left|\|w\|_{\eta}:=\sup _{t \in \mathbb{R}} \mathrm{e}^{-\eta|t|}\right| w(t)\right|_{E}<\infty\right\}
\end{aligned}
$$

Now concerning $A$ we suppose the following hypothesis.
$(\mathrm{H})$ There exists a continuous projection $\pi_{c} \in L(Z, X)$ onto a finite dimensional subspace $Z_{c}=X_{c} \subset X$ such that

$$
A \pi_{c} x=\pi_{c} A x, \quad \forall x \in X
$$

and such that if we set

$$
\begin{gathered}
Z_{h}:=\left(\mathbb{I}-\pi_{c}\right) Z, \quad X_{h}:=\left(\mathbb{I}-\pi_{c}\right) X, \quad Y_{h}:=\left(\mathbb{I}-\pi_{c}\right) Y, \\
A_{c}:=A / X_{c} \in L\left(X_{c}\right), \quad A_{h}:=A / X_{h} \in L\left(X_{h}, Z_{h}\right),
\end{gathered}
$$

then the following hold
(i) $\sigma\left(A_{c}\right) \subset \imath \mathbb{R}$.
(ii) There exists a $\beta>0$ such that for each $\eta \in[0, \beta)$ and for each $f \in$ $B C^{\eta}\left(\mathbb{R}, Y_{h}\right)$ the linear problem $\dot{x}_{h}=A_{h} x_{h}+f(t)$ has a unique solution $x_{h} \in B C^{\eta}\left(\mathbb{R}, X_{h}\right)$ satisfying $\left\|x_{h}\right\|_{\eta} \leq \gamma(\eta)\|f\|_{\eta}$ for a continuous function $\gamma:[0, \beta) \rightarrow[0, \infty)$.
The next result generalize Theorem 2.5.7 to infinite dimensions.
Theorem 2.6.2. There are open neighborhoods $\Omega \subset X, U \subset \mathbb{R}^{m}$ of origins and a mapping $\psi \in C_{b}^{k}\left(X_{c} \times \mathbb{R}^{m}, X_{h}\right)$ with $\psi(0,0)=0$ and $D_{x_{c}} \psi(0,0)=0$ such that for any $\varepsilon \in U$ the following properties hold:
(i) If $\widetilde{x}_{c}: J \rightarrow X_{c}$ is a solution of the reduced equation

$$
\begin{equation*}
\dot{x}_{c}=A_{c} x_{c}+\pi_{c} h\left(x_{c}+\psi\left(x_{c}, \varepsilon\right), \varepsilon\right) \tag{2.6.2}
\end{equation*}
$$

such that $\widetilde{x}(t):=\widetilde{x}_{c}(t)+\psi\left(\widetilde{x}_{c}(t), \varepsilon\right) \in \Omega$ for all $t \in J$, then $\widetilde{x}: J \rightarrow X$ is a solution of (2.6.1).
(ii) If $\widetilde{x}: \mathbb{R} \rightarrow X$ is a solution of (2.6.1) such that $\widetilde{x}(t) \in \Omega$ for all $t \in \mathbb{R}$, then $\left(\mathbb{I}-\pi_{c}\right) \widetilde{x}(t)=\psi\left(\pi_{c} \widetilde{x}(t), \varepsilon\right), \forall t \in \mathbb{R}$ and $\pi_{c} \widetilde{x}: \mathbb{R} \rightarrow X_{c}$ is a solution of (2.6.2).
Now we generalize Theorem 2.5.8. Let $\Gamma \subset L(Z) \cap L(Y) \cap L(X)$ be a group of linear bounded operators such that

$$
S A=A S, \quad S h(x, \varepsilon)=h(S x, \varepsilon)
$$

for any $x \in X, \varepsilon \in \mathbb{R}^{m}, S \in \Gamma$. Then the group $\Gamma$ leaves $X_{c}$ invariant. Supposing that $S \in \Gamma$ are unitary, the function $\psi$ of Theorem 2.6.2 satisfies

$$
S \psi\left(x_{c}, \varepsilon\right)=\psi\left(S x_{c}, \varepsilon\right)
$$

for any $x_{c} \in X_{c}, \varepsilon \in U, S \in \Gamma$. This means that the reduced equation (2.6.2) is invariant under the action $\Gamma$ on $X_{c}$.

A similar result holds when (2.6.1) is $R$-reversible with respect to a symmetry $R \in L(Z) \cap L(Y) \cap L(X):$

$$
R A=-A R, \quad R h(x, \varepsilon)=-h(R x, \varepsilon)
$$

for any $x \in X, \varepsilon \in \mathbb{R}^{m}$. If $R$ is unitary then the function $\psi$ of Theorem 2.6.2 satisfies $R \psi\left(x_{c}, \varepsilon\right)=\psi\left(R x_{c}, \varepsilon\right)$ for any $x_{c} \in X_{c}, \varepsilon \in U$, and the reduced equation (2.6.2) is $R_{c}$-reversible with $R_{c}$, the restriction of $R$ to $X_{c}$.

## Chapter 3

## Bifurcation of Periodic Solutions

### 3.1 Bifurcation of Periodics from Homoclinics I

### 3.1.1 Discontinuous O.D.Eqns

We already know from Introduction and Sections 2.5.2, 2.5.3 that it is possible to show chaos for smooth systems such as

$$
\begin{equation*}
\ddot{x}+h(x, \dot{x})+\mu_{1} \dot{x}=\mu_{2} \psi(t) \tag{3.1.1}
\end{equation*}
$$

under certain conditions for $h, \psi(t)$ and small $\mu_{1,2}$. In particular, then (3.1.1) has an infinite number of subharmonics. The purpose of this section is to show that even in discontinuous perturbations there are still infinitely many subharmonics. This is our first step to show chaos for discontinuous differential equations. So in this section we study the existence of subharmonic and bounded solutions on $\mathbb{R}$ for ordinary differential equations with discontinuous perturbations. Such equations appear in nonlinear mechanical systems [45, 98] like the following problem: a dry friction force acting on a moving particle due to its contact to a wall has in certain situation the form $\mu\left(g_{0}(\dot{x})+\operatorname{sgn} \dot{x}\right)$, where $x$ is a displacement from the rest, $\dot{x}$ is the velocity, $\mu$ is a positive constant, $g_{0}$ is a non-negative bounded continuous function, and $\operatorname{sgn} r=r /|r|$ for $r \in \mathbb{R} \backslash\{0\}$, see $[64,123]$. So dry friction is modeled by Coulomb's friction law [98, p. 7] expressed with the discontinuous function sgn $r$. Including also viscous damping, restoring and external forces, the following equation is studied (see Fig. 3.1)

$$
\begin{equation*}
\ddot{x}+h(x, \dot{x})+\mu_{1} \operatorname{sgn} \dot{x}=\mu_{2} \psi(t), \tag{3.1.2}
\end{equation*}
$$

where $h, \psi$ are continuous and $\mu_{1}, \mu_{2}$ are parameters. We assume in this section that $\mu_{1}, \mu_{2}$ are small and $\psi$ is periodic. Equation (3.1.2) is a discontinuous analogy of (3.1.1). Since (3.1.2) is discontinuous, by using the multivalued mapping


Figure 3.1: A moving block on a wall under a force
(2.4.1), (3.1.2) is rewritten as a differential inclusion

$$
\ddot{x}+h(x, \dot{x})-\mu_{2} \psi(t) \in-\mu_{1} \operatorname{Sgn} \dot{x} .
$$

To deal with much more general equations like (3.1.2), we consider differential inclusions which take the following form

$$
\begin{equation*}
\dot{x}(t) \in f(x(t))+\sum_{i=1}^{k} \mu_{i} f_{i}(x(t), \mu, t) \quad \text { a.e. on } \quad \mathbb{R} \tag{3.1.3}
\end{equation*}
$$

with $x \in \mathbb{R}^{n}, \mu \in \mathbb{R}^{k}, \mu=\left(\mu_{1}, \cdots, \mu_{k}\right)$. We mean by a solution of any differential inclusion in this book a function which is absolute continuous and satisfying that differential inclusion almost everywhere. Since we are studying bifurcation from homoclinics, we set the following assumptions about (3.1.3):
(i) $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is $C^{2}$-smooth and $f_{i}: \mathbb{R}^{n} \times \mathbb{R}^{k} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{n}} \backslash\{\emptyset\}, i=1, \cdots, k$ are upper-semicontinuous with compact and convex values.
(ii) $f(0)=0$ and the eigenvalues of $D f(0)$ lie off the imaginary axis.
(iii) The unperturbed equation has a homoclinic solution. That is, there exists a differentiable function $t \rightarrow \gamma(t)$ such that $\lim _{t \rightarrow+\infty} \gamma(t)=\lim _{t \rightarrow-\infty} \gamma(t)=$ 0 and $\dot{\gamma}(t)=f(\gamma(t))$.
(iv) $f_{i}(x, \mu, t+2)=f_{i}(x, \mu, t)$ for $t \in \mathbb{R}, i=1, \cdots, k$.

Under the above assumptions, we find conditions ensuring the existence of infinitely many subharmonics of (3.1.3) with the periods tending to infinity and accumulating on $\gamma$. Since our system is discontinuous, we can not apply the classical dynamical system approach based on the Smale-Birkhoff Homoclinic Theorem 2.5.4. We need a different approach. Proofs of results of this section are based on a method of Lyapunov-Schmidt decomposition, which is developed in Subsection 3.1.2, together with application of a theory of generalized LeraySchauder degree for multivalued mappings, which is done in Subsection 3.1.3.

Let us note that periodic and almost periodic solutions to dry friction problems are also investigated in [50, 59-63]. The numerical analysis is given in $[12,164,165]$ for a mechanical model of a friction oscillator with simultaneous self and external excitation. These papers [163-165] present a nice introduction to the phenomenon of dry friction as well. Finally similar equations also appear in electrical engineering (see [6, Chap. III]), related problems are studied in control systems (see [172]) as well, and dry friction problems were investigated already in $[168,169]$.

### 3.1.2 The Linearized Equation

Since we study bifurcation for (3.1.3), we begin by considering its unperturbed equation with $\mu_{i}=0, i=1, \cdots, k$ :

$$
\begin{equation*}
\dot{x}=f(x) . \tag{3.1.4}
\end{equation*}
$$

We set $d_{s}=\operatorname{dim} W_{0}^{s}$ and $d_{u}=\operatorname{dim} W_{0}^{u}$ for the stable and unstable manifolds $W_{0}^{s}$ and $W_{0}^{u}$, respectively, of the hyperbolic equilibrium $x=0$ of (3.1.4). Clearly $\gamma \in W_{0}^{s} \cap W_{0}^{u}$. By the variational equation of (3.1.4) along $\gamma$ we mean the linear differential equation

$$
\begin{equation*}
\dot{u}(t)=D f(\gamma(t)) u(t) \tag{3.1.5}
\end{equation*}
$$

Observe that as $t \rightarrow \pm \infty, D f(\gamma(t)) \rightarrow D f(0)$ in exponential rates [68], and $D f(0)$ is a hyperbolic matrix. Thus, the following result yields two solutions for (3.1.5) - one solution for $t \geq 0$ and one for $t \leq 0$ [106].

Lemma 3.1.1. Let $t \rightarrow A(t) \in L\left(\mathbb{R}^{n}\right)$ be a matrix valued function continuous on $[0, \infty)$ and suppose there exists a constant matrix $A_{0} \in L\left(\mathbb{R}^{n}\right)$ and a scalar $a>0$ such that $\sup _{t \geq 0}\left|A(t)-A_{0}\right| \mathrm{e}^{a t}<\infty$. Then there exists a fundamental solution $\widetilde{U}$ of the differential equation $\dot{x}=A(t) x$ such that $\lim _{t \rightarrow \infty} \widetilde{U}(t) \mathrm{e}^{-t A_{0}}=\mathbb{I}$.

Proof. Let $P^{-1} A_{0} P=J$ for a regular matrix $P$ and $J$ be the Jordan form of $A_{0}$ with block diagonal form $J=\operatorname{diag}\left(J_{1}, J_{2}, \cdots, J_{r}\right)$. The order of $J_{i}$ is $k_{i}$ and the corresponding eigenvalue is $\lambda_{i}$. We suppose that $\Re \lambda_{i} \leq \Re \lambda_{i+1}$. Let $y:=P^{-1} x$ and $B(t):=P^{-1} A(t) P$. Then the differential equation $\dot{x}=A(t) x$ becomes

$$
\begin{equation*}
\dot{y}=B(t) y=J y+(B(t)-J) y \tag{3.1.6}
\end{equation*}
$$

We construct solutions to each Jordan block. So we fix a block $J_{i}$ and set $p_{i}:=k_{1}+k_{2}+\cdots+k_{i-1}$. By defining $q_{i}$ so that $\Re \lambda_{q_{i}-1}<\Re \lambda_{i}$ and $\Re \lambda_{q_{i}}=\Re \lambda_{i}$, we decompose $\mathrm{e}^{t J}$ as follows

$$
\begin{aligned}
U_{1 i}(t) & :=\operatorname{diag}\left(\mathrm{e}^{t J_{1}}, \cdots, \mathrm{e}^{t J_{q_{i}-1}}, 0, \cdots, 0\right) \\
U_{2 i}(t) & :=\operatorname{diag}\left(0, \cdots, 0, \mathrm{e}^{t J_{q_{i}}}, \cdots, \mathrm{e}^{t J_{r}}\right)
\end{aligned}
$$

We can choice $K>0$ and $b, 0<b<a / 2$ such that [68]

$$
\begin{align*}
& \left|U_{1 i}(t)\right| \leq K \mathrm{e}^{\left(\Re \lambda_{i}-b\right) t} \quad \text { for } \quad t \geq 0 \\
& \left|U_{2 i}(t)\right| \leq K \mathrm{e}^{\left(\Re \lambda_{i}-b\right) t} \quad \text { for } \quad t \leq 0 \tag{3.1.7}
\end{align*}
$$

Let $t_{0} \geq 0$ and consider the Banach space

$$
C_{i}:=\left\{y \in C\left(\left[t_{0}, \infty\right), \mathbb{R}^{n}\right)\left|\|y\|:=\sup _{t \geq t_{0}}\right| y(t) \mid \mathrm{e}^{-\left(\Re \lambda_{i}+b\right) t}<\infty\right\}
$$

Now we consider a linear operator $T_{i}: C_{i} \rightarrow C_{i}$ given by

$$
T_{i} y(t):=\int_{t_{0}}^{t} U_{1 i}(t-s)(B(s)-J) y(s) d s-\int_{t}^{\infty} U_{2 i}(t-s)(B(s)-J) y(s) d s
$$

It is well defined since we easily derive $\left|T_{i} y(t)\right| \leq \frac{2 \widetilde{K}}{a-2 b} \mathrm{e}^{\left(\Re \lambda_{i}-b\right) t}\|y\|$ for any $t \geq t_{0}$ and $y \in C_{i}$, where $\widetilde{K}:=K \sup _{t \geq 0}|B(t)-J| \mathrm{e}^{a t}$. Hence $\left\|T_{i}\right\| \leq \frac{2 \widetilde{K}}{a-2 b} \mathrm{e}^{-2 b t_{0}}$. So taking $t_{0}=\max \left\{\frac{\ln [4 \widetilde{K} /(a-2 b)]}{2 b}, 0\right\}$, we get $\left\|T_{i}\right\| \leq 1 / 2$. Let $e_{k}$ be the $k$ th column of the $n \times n$ identity matrix. Since for each $j \in\left\{1,2, \cdots, k_{i}\right\}$, it holds $\mathrm{e}^{t J} e_{p_{i}+j} \in C_{i}$ we see that for each $j \in\left\{1,2, \cdots, k_{i}\right\}$ and $y \in C_{i}$, system (3.1.6) has the form

$$
\begin{equation*}
y=\mathrm{e}^{t J} e_{p_{i}+j}+T_{i} y \tag{3.1.8}
\end{equation*}
$$

But $T_{i}: C_{i} \rightarrow C_{i}$ is a linear contraction with a constant $1 / 2$, so (3.1.8) has a unique solution $y_{j} \in C_{i}$ such that

$$
\left|y_{j}(t)-\mathrm{e}^{t J} e_{p_{i}+j}\right| \leq \frac{2 \widetilde{K}}{a-2 b} \mathrm{e}^{\left(\Re \lambda_{i}-b\right) t}\left\|y_{j}\right\|
$$

By defining the matrix $Y_{i}(t)$ of the order $n \times k_{i}$ with $y_{j}(t)$ in column $j$, we obtain

$$
\left|Y_{i}(t)-F_{i}(t)\right| \mathrm{e}^{\left(-\Re \lambda_{i}+b\right) t} \leq \frac{2 \widetilde{K}}{a-2 b} \sqrt{\sum_{j=1}^{k_{i}}\left\|y_{j}\right\|^{2}}
$$

where $F_{i}(t)$ is the $n \times k_{i}$-matrix with $\mathrm{e}^{J_{i} t}$ in rows $p_{i}+1$ through $p_{i}+k_{i}$ and all other rows zero. Let $\mathbb{I}_{k_{i} \times k_{i}}$ be the identity matrix of order $k_{i} \times k_{i}$. Then $\lim _{t \rightarrow \infty} Y_{i}(t) \mathrm{e}^{-J_{i} t}=G_{i}$ and $G_{i}$ is the matrix of order $n \times k_{i}$ with $\mathbb{I}_{k_{i} \times k_{i}}$ in rows $p_{i}+1$ through $p_{i}+k_{i}$ and all other rows zero. This construction is done for the block $J_{i}$. To get the result, we take the $n \times n$ matrix $Y(t)$ with $Y_{i}(t)$ in columns $p_{i}+1$ through $p_{i}+k_{i}$ for $i=1,2, \ldots, r$. So $\lim _{t \rightarrow \infty} Y(t) \mathrm{e}^{-J t}=\mathbb{I}$. Finally, by putting $\widetilde{U}(t)=P Y(t) P^{-1}$ we arrive at $\dot{\tilde{U}}(t)=A(t) \widetilde{U}(t)$ satisfying

$$
\tilde{U}(t) \mathrm{e}^{-A_{0} t} \rightarrow \mathbb{I} \quad \text { as } \quad t \rightarrow \infty
$$

The proof is finished.
Using Lemma 3.1.1, the following result expresses asymptotic behavior of (3.1.5) (see $[90,106])$.

Theorem 3.1.2. Let $\mathbb{I}_{s}$, $\mathbb{I}_{u}$ denote the identity matrices of order $d_{s}$, $d_{u}$ respectively. There exists a fundamental solution $U$ for (3.1.5) along with a non-singular matrix $C$, constants $M>0, K_{0}>0$ and four projections $P_{s s}$, $P_{s u}, P_{u s}, P_{u u}$ such that $P_{s s}+P_{s u}+P_{u s}+P_{u u}=\mathbb{I}$ and that the following hold:
(i) $\left|U(t)\left(P_{s s}+P_{u s}\right) U(s)^{-1}\right| \leq K_{0} \mathrm{e}^{2 M(s-t)}$ for $0 \leq s \leq t$
(ii) $\left|U(t)\left(P_{s u}+P_{u u}\right) U(s)^{-1}\right| \leq K_{0} \mathrm{e}^{2 M(t-s)}$ for $0 \leq t \leq s$
(iii) $\left|U(t)\left(P_{s s}+P_{s u}\right) U(s)^{-1}\right| \leq K_{0} \mathrm{e}^{2 M(t-s)}$ for $t \leq s \leq 0$
(iv) $\left|U(t)\left(P_{u s}+P_{u u}\right) U(s)^{-1}\right| \leq K_{0} \mathrm{e}^{2 M(s-t)}$ for $s \leq t \leq 0$
(v) $\lim _{t \rightarrow+\infty} U(t)\left(P_{s s}+P_{u s}\right) U(t)^{-1}=C\left(\begin{array}{cc}\mathbb{I}_{s} & 0 \\ 0 & 0\end{array}\right) C^{-1}$
(vi) $\lim _{t \rightarrow+\infty} U(t)\left(P_{s u}+P_{u u}\right) U(t)^{-1}=C\left(\begin{array}{cc}0 & 0 \\ 0 & \mathbb{I}_{u}\end{array}\right) C^{-1}$
(vii) $\lim _{t \rightarrow-\infty} U(t)\left(P_{s s}+P_{s u}\right) U(t)^{-1}=C\left(\begin{array}{cc}0 & 0 \\ 0 & \mathbb{I}_{u}\end{array}\right) C^{-1}$
(viii) $\lim _{t \rightarrow-\infty} U(t)\left(P_{u s}+P_{u u}\right) U(t)^{-1}=C\left(\begin{array}{cc}\mathbb{I}_{s} & 0 \\ 0 & 0\end{array}\right) C^{-1}$

Also, there exists an integer $d$ with rank $P_{s s}=\operatorname{rank} P_{u u}=d$.
Proof. From Lemma 3.1.1 there exist two fundamental solutions $\widetilde{U}_{ \pm}$for (3.1.5) such that

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty} \widetilde{U}_{ \pm}(t) \mathrm{e}^{-t D f(0)}=\mathbb{I} . \tag{3.1.9}
\end{equation*}
$$

Let $C$ be a matrix such that $J=C^{-1} D f(0) C$ is in Jordan form with $J=$ $\left(\begin{array}{cc}J_{1} & 0 \\ 0 & J_{2}\end{array}\right)$ where the eigenvalues of $J_{1}$ satisfy $\Re \lambda_{i}<0$ while those of $J_{2}$ satisfy $\Re \lambda_{i}>0$. If $U_{ \pm}(t):=\widetilde{U}_{ \pm}(t) C$, then by (3.1.9), $U_{ \pm}(t)$ are two fundamental solutions for (3.1.5) satisfying

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty} U_{ \pm}(t) \mathrm{e}^{-t J}=C \tag{3.1.10}
\end{equation*}
$$

Since these are both fundamental solutions we can write $U_{+}(t)=U_{-}(t) R$ for some constant matrix $R$. We now operate on $R$ by means of elementary column operations. The objective is to obtain

$$
U_{+}(t) Q=U_{-}(t) \bar{R}
$$

with $Q$ upper-triangular and $\bar{R}$ such that the first non-zero entry in each column is one with each column-leading one in a different row.

Suppose we have reached the point where the transformed $R$ has the following property: there exist distinct integers $j_{1}, j_{2}, \ldots, j_{s-1}$ such that

$$
\begin{aligned}
r_{i j_{k}} & =0 \\
r_{k j_{k}} & =1, \\
r_{i k} & =0
\end{aligned} \quad \text { for } i<k, i<s-1, \quad k \notin\left\{j_{1}, j_{2}, \ldots, j_{s-1}\right\} .
$$

In row $s$ pick the minimum $j_{s} \notin\left\{j_{1}, \ldots, j_{s-1}\right\}$ such that $p_{s j_{s}} \neq 0$. Such a $j_{s}$ must exist as $R$ is non-singular. Now divide column $j_{s}$ by $r_{s j_{s}}$ so now $r_{s j_{s}}=1$. Next, use column operations to get $r_{s j}=0$ for $j \notin\left\{j_{1}, j_{2}, \ldots, j_{s}\right\}$. Notice we need operate only on columns to the right of column $j_{s}$.

Continuing this process through $s=n$ yields a non-singular, upper triangular constant matrix $Q$ such that $U_{+}(t) Q=U_{-}(t) \bar{R}$ where $\bar{R}$ has the property that given $j, 1 \leq j \leq n$, there exists $\sigma(j)$ defined by $j_{\sigma(i)}=i$ such that $\sigma(i) \neq \sigma(j)$ for $i \neq j, \bar{r}_{i j}=0$ for $i<\sigma(j)$, and $\bar{r}_{\sigma(j), j}=1$.

Define $U(t)=U_{+}(t) Q=U_{-}(t) \bar{R}$ and define four projection matrices with all zero entries except as follows:

$$
\begin{array}{ll}
\left(P_{s s}\right)_{i i}=1 & \text { if } i \leq d_{s} \text { and } \sigma(i)>d_{s}, \\
\left(P_{u s}\right)_{i i}=1 & \text { if } i \leq d_{s} \text { and } \sigma(i) \leq d_{s}, \\
\left(P_{s u}\right)_{i i}=1 & \text { if } i>d_{s} \text { and } \sigma(i)>d_{s}, \\
\left(P_{u u}\right)_{i i}=1 & \text { if } i>d_{s} \text { and } \sigma(i) \leq d_{s} .
\end{array}
$$

Since $Q$ is upper triangular we can write

$$
Q=\left(\begin{array}{cc}
Q_{11} & Q_{12} \\
0 & Q_{22}
\end{array}\right) \quad \text { and } \quad Q^{-1}=\left(\begin{array}{cc}
Q_{11}^{-1} & -Q_{11}^{-1} Q_{12} Q_{22}^{-1} \\
0 & Q_{22}^{-1}
\end{array}\right)
$$

where $Q_{11}$ is a $d_{s} \times d_{s}$ submatrix. We also have

$$
P_{s s}+P_{u s}=\left(\begin{array}{cc}
\mathbb{I}_{s} & 0 \\
0 & 0
\end{array}\right)
$$

For $t \geq 0$ and $s \geq 0$, these results yield

$$
\begin{gathered}
U(t)\left(P_{s s}+P_{u s}\right) U(s)^{-1}=U_{+}(t) Q\left(P_{s s}+P_{u s}\right) Q^{-1} U_{+}(s)^{-1} \\
=U_{+}(t) \mathrm{e}^{-t J}\left(\begin{array}{cc}
\mathrm{e}^{t J_{1}} & 0 \\
0 & \mathrm{e}^{t J_{2}}
\end{array}\right)\left(\begin{array}{cc}
\mathbb{I}_{s} & -Q_{12} Q_{22}^{-1} \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
\mathrm{e}^{-s J_{1}} & 0 \\
0 & \mathrm{e}^{-s J_{2}}
\end{array}\right) \mathrm{e}^{s J} U_{+}(s)^{-1} \\
=\left[U_{+}(t) \mathrm{e}^{-t J}\right]\left(\begin{array}{cc}
\mathrm{e}^{(t-s) J_{1}} & -\mathrm{e}^{t J_{1}} Q_{12} Q_{22}^{-1} \mathrm{e}^{-s J_{2}} \\
0 & 0
\end{array}\right)\left[\mathrm{e}^{s J} U_{+}(s)^{-1}\right] .
\end{gathered}
$$

The expressions in square brackets are bounded for $t \geq 0, s \geq 0$. We can choose $K_{1}>0$ and $M>0$ such that $\left|\mathrm{e}^{(t-s) J_{1}}\right| \leq K_{1} \mathrm{e}^{-2 M(t-s)}=K_{1} \mathrm{e}^{2 M(s-t)}$ when $t-s \geq 0$. In addition, for $t \geq 0$ we can find $K_{2}$ such that $\left|\mathrm{e}^{t J_{1}}\right| \leq$ $K_{2} \mathrm{e}^{-2 M t}$ and $\left|\mathrm{e}^{-t J_{2}}\right| \leq K_{2} \mathrm{e}^{-2 M t} \leq K_{2} \mathrm{e}^{2 M t}$. This proves (i). Setting $t=s$ in the preceding equation and taking the limit yields (v). Parts (ii) and (vi) follows in a similar manner using

$$
P_{s u}+P_{u u}=\left(\begin{array}{cc}
0 & 0 \\
0 & \mathbb{I}_{u}
\end{array}\right) .
$$

We now turn to (iii). If we interchange columns of $\bar{R}$ so that column $j$ moves to column $\sigma(j)$ the result is a matrix with zeros above the diagonal. In terms of matrices there exists $W$ such that $\hat{R}=\bar{R} W$ is lower-triangular. The matrix $P_{s s}+P_{s u}$ consists of ones on the diagonal precisely when $\sigma(j)>d_{s}$. This means that $W^{-1}\left(P_{s s}+P_{s u}\right) W=\left(\begin{array}{cc}0 & 0 \\ 0 & \mathbb{I}_{u}\end{array}\right)$.

For $t \leq 0$ and $s \leq 0$, combining these results yield

$$
U(t)\left(P_{s s}+P_{s u}\right) U(s)^{-1}=\left[U_{-}(t) \mathrm{e}^{-t J}\right] \mathrm{e}^{t J} \hat{R}\left(\begin{array}{cc}
0 & 0 \\
0 & \mathbb{I}_{u}
\end{array}\right) \hat{R}^{-1} \mathrm{e}^{-s J}\left[\mathrm{e}^{s J} U_{-}(s)^{-1}\right] .
$$

Parts (iii) and (vii) follow from this; a similar argument yields (iv) and (viii).
In the language of exponential dichotomies we see that Theorem 3.1.2 provides a two-sided exponential dichotomy. For $t \rightarrow-\infty$ an exponential dichotomy is given by the fundamental solution $U$ and the projection $P_{u s}+P_{u u}$ while for $t \rightarrow+\infty$ such is given by $U$ and $P_{s s}+P_{u s}$.

Let $u_{j}$ denote column $j$ of $U$ and assume these are numbered so that

$$
P_{u u}=\left(\begin{array}{ccc}
\mathbb{I}_{d} & 0_{d} & 0 \\
0_{d} & 0_{d} & 0 \\
0 & 0 & 0
\end{array}\right), \quad P_{s s}=\left(\begin{array}{ccc}
0_{d} & 0_{d} & 0 \\
0_{d} & \mathbb{I}_{d} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Here, $\mathbb{I}_{d}$ denotes the $d \times d$ identity matrix and $0_{d}$ denotes the $d \times d$ zero matrix. For each $j=1, \cdots, n$, let $u_{j}^{\perp}$ be the $j$ th column of the matrix $U^{\perp}:=U^{-1 *}$, which is a fundamental solution of the adjoint linear equation $\dot{u}(t)=-D f(\gamma(t))^{*} u(t)$ of (3.1.5). In general we always assume $<u_{2 d}^{\perp}, \dot{\gamma}>\neq 0$.

We use a functional-analytic method, so we fix $m \in \mathbb{N}$ and define the following Banach spaces [199]:

$$
\begin{gathered}
Z_{m}=C\left([-m, m], \mathbb{R}^{n}\right), \quad Z_{m}^{p}=\left\{z \in Z_{m}: z(-m)=z(m)\right\} \\
Y_{m}=L^{\infty}\left([-m, m], \mathbb{R}^{n}\right)
\end{gathered}
$$

with the maximum norm $\|z\|_{m}:=\max _{t \in[-m, m]}|z(t)|$ for $Z_{m}$, respectively $L^{\infty}$ norm $|z|_{m}:=$ ess $\sup _{t \in[-m, m]}|z(t)|$, for $Y_{m}$. Integration of the inequalities in Theorem 3.1.2 yields the following result.

Theorem 3.1.3. There exists a constant $A>0$ such that for any $m>0$ and any $z \in Y_{m}$ the following hold:
(i) $\int_{0}^{t}\left|U(t)\left(P_{s s}+P_{u s}\right) U(s)^{-1} z(s)\right| d s \leq A|z|_{m} \quad$ for $t \in[0, m]$,
(ii) $\int_{t}^{m}\left|U(t)\left(P_{s u}+P_{u u}\right) U(s)^{-1} z(s)\right| d s \leq A|z|_{m} \quad$ for $t \in[0, m]$,
(iii) $\int_{t}^{0}\left|U(t)\left(P_{s s}+P_{s u}\right) U(s)^{-1} z(s)\right| d s \leq A|z|_{m} \quad$ for $t \in[-m, 0]$,
(iv) $\int_{-m}^{t}\left|U(t)\left(P_{u s}+P_{u u}\right) U(s)^{-1} z(s)\right| d s \leq A|z|_{m} \quad$ for $t \in[-m, 0]$.

In order to apply the Lyapunov-Schmidt decomposition method, now we consider the non-homogeneous linear equation

$$
\begin{equation*}
\dot{z}=D f(\gamma) z+h, \tag{3.1.11}
\end{equation*}
$$

and we prove a Fredholm-like alternative result for (3.1.11) (see also [140]).
Theorem 3.1.4. Let $U, P_{s s}, P_{s u}, P_{u s}, P_{u u}$ be as in Theorem 3.1.2. There exist $m_{0}>0, A>0, B>0$ such that for every $m>m_{0}, m \in \mathbb{N}$ there exists a linear function $\mathbf{L}_{m}: Y_{m} \rightarrow \mathbb{R}^{n}$ with $\left\|P_{u u} \mathbf{L}_{m}\right\| \leq A \mathrm{e}^{-2 M m}$ and with the property that if $h \in Y_{m}$ satisfies

$$
\int_{-m}^{m} P_{u u} U(t)^{-1} h(t) d t+P_{u u} \mathbf{L}_{m} h=0
$$

then (3.1.11) has a unique solution in $z \in Z_{m}^{p}$ satisfying $P_{s s} U(0)^{-1} z(0)=0$ and $\|z\|_{m} \leq B|h|_{m}$. Moreover, this solution $z$ depends linearly on $h$.

Proof. Given $h \in Y_{m}$ we use variation of constants to construct the following two solutions to (3.1.11):

$$
\begin{gathered}
z_{1}(t)=U(t) P_{s u} \xi_{1}+U(t)\left(P_{u s}+P_{u u}\right) U(-m)^{-1} \varphi_{1} \\
+U(t) \int_{0}^{t}\left(P_{s s}+P_{s u}\right) U(s)^{-1} h(s) d s+U(t) \int_{-m}^{t}\left(P_{u s}+P_{u u}\right) U(s)^{-1} h(s) d s \\
z_{2}(t)=U(t) P_{u s} \xi_{2}+U(t)\left(P_{s u}+P_{u u}\right) U(m)^{-1} \varphi_{2} \\
+U(t) \int_{0}^{t}\left(P_{s s}+P_{u s}\right) U(s)^{-1} h(s) d s-U(t) \int_{t}^{m}\left(P_{s u}+P_{u u}\right) U(s)^{-1} h(s) d s
\end{gathered}
$$

satisfying $P_{s s} U(0)^{-1} z(0)=0$. Here $\xi_{1}, \xi_{2}, \varphi_{1}, \varphi_{2}$ are arbitrary. We consider $z_{1}(t)$ for $t \in[-m, 0]$ and $z_{2}(t)$ for $t \in[0, m]$. First we join these solutions at $t=0: z_{1}(0)=z_{2}(0)$ which decomposes into the following three equations:

$$
\begin{gather*}
P_{s u} \xi_{1}-P_{s u} U(m)^{-1} \varphi_{2}+\int_{0}^{m} P_{s u} U(s)^{-1} h(s) d s=0,  \tag{3.1.12}\\
P_{u s} U(-m)^{-1} \varphi_{1}+\int_{-m}^{0} P_{u s} U(s)^{-1} h(s) d s-P_{u s} \xi_{2}=0,  \tag{3.1.13}\\
P_{u u} U(-m)^{-1} \varphi_{1}-P_{u u} U(m)^{-1} \varphi_{2}+\int_{-m}^{m} P_{u u} U(s)^{-1} h(s) d s=0 . \tag{3.1.14}
\end{gather*}
$$

Now we join $z_{1}(t), z_{2}(t)$ at the endpoints. Solving (3.1.12), (3.1.13) for $\xi_{1}$, $\xi_{2}$ respectively, then substituting these formulas for $\xi_{1}, \xi_{2}$ into the equation $z_{1}(-m)=z_{2}(m)$ and rearranging terms, we get the equation

$$
\left[\left(\begin{array}{cc}
\mathbb{I}_{s} & 0  \tag{3.1.15}\\
0 & 0
\end{array}\right)+R_{1}(m)\right] C^{-1} \varphi_{1}+\left[-\left(\begin{array}{cc}
0 & 0 \\
0 & \mathbb{I}_{u}
\end{array}\right)+R_{2}(m)\right] C^{-1} \varphi_{2}=\Psi(m, h)
$$

where the matrix $C$ is taken from Theorem 3.1.2 and

$$
\begin{gathered}
R_{1}(m)=C^{-1}\left[U(-m)\left(P_{u s}+P_{u u}\right) U(-m)^{-1}-C\left(\begin{array}{cc}
\mathbb{I}_{s} & 0 \\
0 & 0
\end{array}\right) C^{-1}\right. \\
\left.-U(m) P_{u s} U(-m)^{-1}\right] C \\
R_{2}(m)=C^{-1}\left[-U(m)\left(P_{s u}+P_{u u}\right) U(m)^{-1}+C\left(\begin{array}{cc}
0 & 0 \\
0 & \mathbb{I}_{u}
\end{array}\right) C^{-1}\right. \\
\left.+U(-m) P_{s u} U(m)^{-1}\right] C \\
C \Psi(m, h)=U(-m) \int_{-m}^{0}\left(P_{s s}+P_{s u}\right) U(s)^{-1} h(s) d s \\
+U(m) \int_{0}^{m}\left(P_{s s}+P_{u s}\right) U(s)^{-1} h(s) d s \\
+U(-m) \int_{0}^{m} P_{s u} U(s)^{-1} h(s) d s+U(m) \int_{-m}^{0} P_{u s} U(s)^{-1} h(s) d s
\end{gathered}
$$

Using Theorem 3.1.2 we see that each $\left|R_{i}(m)\right| \rightarrow 0$ as $m \rightarrow \infty$ and from Theorem 3.1.3 we get $|\Psi(m, h)|=|h|_{m} O(1)$. Writing

$$
C^{-1} \varphi_{1}=\left[\begin{array}{c}
u_{1} \\
0
\end{array}\right], \quad C^{-1} \varphi_{2}=-\left[\begin{array}{c}
0 \\
u_{2}
\end{array}\right], \quad u=\left[\begin{array}{c}
u_{1} \\
u_{2}
\end{array}\right]
$$

where $u_{1}, u_{2}$ are of order $d_{s}, d_{u}$ respectively, (3.1.15) becomes

$$
\left[\mathbb{I}+R_{1}(m)\left(\begin{array}{cc}
\mathbb{I}_{s} & 0 \\
0 & 0
\end{array}\right)-R_{2}(m)\left(\begin{array}{cc}
0 & 0 \\
0 & \mathbb{I}_{u}
\end{array}\right)\right] u=\Psi(m, h) .
$$

Since $\left|R_{i}(m)\right| \rightarrow 0$ as $m \rightarrow \infty$, there exists $m_{0}>0$ so that the coefficient matrix of $u$ in the preceding equation is invertible whenever $m \geq m_{0}$. In this case the equation can be solved for $u$ which leads to functions $\varphi_{i}(m, h)$ such that $\left|\varphi_{i}\right|=|h|_{m} O(1)$. Then the remaining condition (3.1.14) takes the form

$$
\int_{-m}^{m} P_{u u} U(s)^{-1} h(s) d s+P_{u u} \mathbf{L}_{m} h=0
$$

where $\mathbf{L}_{m} h=U(-m)^{-1} \varphi_{1}(m, h)-U(m)^{-1} \varphi_{2}(m, h)$. It follows from the properties of the $\varphi_{i} \mathrm{~s}$ and Theorem 3.1.2 that $\left\|P_{u u} \mathbf{L}_{m} h\right\|=|h|_{m} O\left(\mathrm{e}^{-2 M m}\right)$.

To formalize the preceding result we define a closed linear subspace $\widetilde{Y}_{m} \subset Y_{m}$ by

$$
\widetilde{Y}_{m}=\left\{z \in Y_{m}: \int_{-m}^{m} P_{u u} U(t)^{-1} z(t) d t+P_{u u} \mathbf{L}_{m} z=0\right\}
$$

and then define a variation of constants map $K_{m}: \widetilde{Y}_{m} \rightarrow Z_{m}$ by taking $K_{m}(h)$ to be the solution in $Z_{m}^{p}$ to (3.1.11) from Theorem 3.1.4. The norm $\left\|K_{m}\right\|$ is uniformly bounded with respect to $m$, and according to (3.1.11), we have
moreover that $K_{m}$ maps any bounded subset of $\widetilde{Y}_{m}$ into a bounded one of the Sobolev space $W^{1,2}\left([-m, m], \mathbb{R}^{n}\right)$ which is compactly embedded into $Z_{m}$ [199]. Hence $K_{m}$ is a "nice" operator, i.e. it is a compact linear operator. To use the Lyapunov-Schmidt decomposition in the next subsection, which is now based on variation of constants for (3.1.11) from Theorem 3.1.4, we need the following result.

Lemma 3.1.5. There exist $A>0, m_{0}>0$ and for each $m>m_{0}, m \in \mathbb{N}$ a projection $\Pi_{m}: Y_{m} \rightarrow Y_{m}$ such that
(i) $\left\|\Pi_{m}\right\|<A$ for all $m>m_{0}$,
(ii) $\mathcal{R}\left(\mathbb{I}-\Pi_{m}\right)=\widetilde{Y}_{m}$.

Proof. Let $u_{j}$ denote column $j$ of $U$ and let $\phi: \mathbb{R} \rightarrow \mathbb{R}$ be a smooth positive function such that $\int_{-\infty}^{\infty} \phi(t) d t=2$ and $\sup _{t}\left|\phi(t) u_{j}(t)\right|<\tilde{A}$ for all $j$ and some $\tilde{A}>0$. Choose $m_{0}>0$ so that $\int_{-m}^{m} \phi(t) d t \geq 1$ when $m>m_{0}$ and then define $\phi_{m}(t)=$ $\phi(t) / \int_{-m}^{m} \phi(t) d t$. Note that we have $\int_{-m}^{m} \phi_{m}(t) d t=1$ and $\sup _{t}\left|\phi_{m}(t) u_{j}(t)\right| \leq$ $\tilde{A}$ when $m>m_{0}$. Now define a $d \times d$ matrix $A(m)=\left[a_{i j}(m)\right]$ by

$$
a_{i j}(m)=\left[\mathbf{L}_{m}\left(\phi_{m} u_{j}\right)\right]_{i}, \quad 1 \leq i \leq d, \quad 1 \leq j \leq d
$$

We have $\left|a_{i j}(m)\right|=O\left(\mathrm{e}^{-2 M m}\right)$. Given $z \in Y_{m}$ we define $p(z) \in \mathbb{R}^{d}$ as

$$
p_{i}(z)=\int_{-m}^{m}<u_{i}^{\perp}(t), z(t)>d t+\left(\mathbf{L}_{m} z\right)_{i}, \quad 1 \leq i \leq d
$$

So that

$$
\int_{-m}^{m} P_{u u} U(t)^{-1} z(t) d t+P_{u u} \mathbf{L}_{m} z=\left(p_{1}(z), \cdots, p_{d}(z), 0, \cdots, 0\right)
$$

By increasing $m_{0}$ if necessary we can assume $\|A(m)\| \leq 1 / 2$ for $m>m_{0}$ so then $\mathbb{I}+A(m)$ is invertible and we can write $\alpha=[\mathbb{I}+A(m)]^{-1} p(z)$. Let $\bar{\alpha} \in \mathbb{R}^{n}$ denote $\left(\alpha_{1}, \cdots, \alpha_{d}, 0, \cdots, 0\right)$ and define

$$
\left(\Pi_{m} z\right)(t)=\phi_{m}(t) U(t) P_{u u} \bar{\alpha} .
$$

It is straight-forward to verify that $\Pi_{m}$ has the required properties.

### 3.1.3 Subharmonics for Regular Periodic Perturbations

Our aim is to find subharmonic solutions to (3.1.3) of very large periods which are close to $\gamma$. So we look for solutions to (3.1.3) in $Z_{m}^{p}$ by rewriting (3.1.3) as an abstract operator inclusion (3.1.20). We use the Lyapunov-Schmidt method along with the Leray-Schauder degree for inclusions to handle that abstract
operator inclusion. To realize this functional-analytic approach, first, we define the function $b: \mathbb{R}^{d-1} \times(0, \infty) \rightarrow \mathbb{R}^{n}$ by

$$
b(\beta, r)=\gamma(-r)-\gamma(r)+\sum_{i=1}^{d-1} \beta_{i}\left(u_{i+d}(-r)-u_{i+d}(r)\right),
$$

where $\beta=\left(\beta_{1}, \cdots, \beta_{d-1}\right)$. Note that

$$
\begin{equation*}
|b(\beta, r)|=O\left(\mathrm{e}^{-M r}\right) \tag{3.1.16}
\end{equation*}
$$

uniformly with respect to $\beta$ from any bounded subset of $\mathbb{R}^{d-1}$. Next, in (3.1.3) we now make the change of variable $\mu \leftrightarrow s^{2} \mu$ and

$$
x(t+\alpha)=\gamma(t)+s^{2} z(t)+\sum_{i=1}^{d-1} s \beta_{i} u_{i+d}(t)+\frac{1}{2(m+S)} b(s \beta, m+S) t
$$

where $1>s>0, \alpha, \beta_{i} \in \mathbb{R}, m \in \mathbb{Z}_{+}, S=[1 / s]$ and $[\tilde{s}]$ is the integer part of $\tilde{s}$. The function $b$ is constructed so that if $z \in Z_{m+S}^{p}$ then $x \in Z_{m+S}^{p}$. The differential inclusion for $z$ is

$$
\dot{z}(t)-D f(\gamma(t)) z(t) \in g_{m, s}(z(t), \alpha, \beta, \mu, t) \quad \text { a.e. on } \quad[-m-S, m+S],
$$

where

$$
\begin{aligned}
& g_{m, s}(x, \alpha, \beta, \mu, t)= \\
& \left\{v \in \mathbb{R}^{n}: v \in \frac{1}{s^{2}}\left\{f\left(s^{2} x+\gamma(t)+s \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+S)} b(s \beta, m+S) t\right)\right.\right. \\
& \left.-f(\gamma(t))-s \sum_{i=1}^{d-1} \beta_{i} \dot{u}_{i+d}(t)-\frac{1}{2(m+S)} b(s \beta, m+S)-D f(\gamma(t)) s^{2} x\right\} \\
& \left.+\sum_{j=1}^{k} \mu_{j} f_{j}\left(s^{2} x+\gamma(t)+s \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+S)} b(s \beta, m+S) t, s^{2} \mu, t+\alpha\right)\right\} .
\end{aligned}
$$

Using $g_{m, s}$ we define a multivalued mapping

$$
G_{m, s}: Z_{m+S} \times \mathbb{R} \times \mathbb{R}^{d-1} \times \mathbb{R}^{k} \rightarrow 2^{Y_{m+S}}
$$

by the formula

$$
\begin{aligned}
& G_{m, s}(z, \alpha, \beta, \mu)= \\
& \left\{h \in Y_{m+S}: h(t) \in g_{m, s}(z(t), \alpha, \beta, \mu, t) \quad \text { a.e. on } \quad[-m-S, m+S]\right\}
\end{aligned}
$$

so the multivalued equation for $z$ can be written

$$
\begin{equation*}
\dot{z}-D f(\gamma) z \in G_{m, s}(z, \alpha, \beta, \mu) . \tag{3.1.17}
\end{equation*}
$$

Since $g_{m, s}: \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}^{d-1} \times \mathbb{R}^{k} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{n}} \backslash\{\emptyset\}$ is upper-semicontinuous with compact and convex values, according to Theorem 2.4.3, each of these
sets $G_{m, s}(z, \alpha, \beta, \mu)$ is non-empty. Moreover, these sets $G_{m, s}(z, \alpha, \beta, \mu)$ are all closed convex and bounded in $Y_{m+S} \subset L^{2}\left([-m-S, m+S], \mathbb{R}^{n}\right)$. So by Theorem 2.1.1, all $G_{m, s}(z, \alpha, \beta, \mu)$ are weakly compact in the Hilbert space $L^{2}$ $\left([-m-S, m+S], \mathbb{R}^{n}\right)$.

We can not solve directly (3.1.17), so first of all, we insert it to the homotopy

$$
\begin{aligned}
& G_{m, s, \lambda}(z, \alpha, \beta, \mu)= \\
& \left\{h \in Y_{m+S}: h(t) \in g_{m, s, \lambda}(z(t), \alpha, \beta, \mu, t) \text { a.e. on }[-m-S, m+S]\right\},
\end{aligned}
$$

for $\lambda \in[0,1]$, where

$$
\begin{aligned}
& g_{m, s, \lambda}(x, \alpha, \beta, \mu, t)=\left\{v \in \mathbb{R}^{n}:\right. \\
& v \in \frac{\lambda}{s^{2}}\left\{f\left(s^{2} x+\gamma(t)+s \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+S)} b(s \beta, m+S) t\right)-f(\gamma(t))\right. \\
& \left.-s \sum_{i=1}^{d-1} \beta_{i} \dot{u}_{i+d}(t)-\frac{1}{2(m+S)} b(s \beta, m+S)-D f(\gamma(t)) s^{2} x\right\} \\
& +\lambda \sum_{j=1}^{k} \mu_{j} f_{j}\left(s^{2} x+\gamma(t)+s \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+S)} b(s \beta, m+S) t, s^{2} \mu, t+\alpha\right) \\
& \left.+\frac{1-\lambda}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+j}(t)\right)+(1-\lambda) \sum_{j=1}^{k} \mu_{j} f_{j}(\gamma(t), 0, t+\alpha)\right\} .
\end{aligned}
$$

Now based on Theorem 3.1.4 and Lemma 3.1.5, we apply the Lyapunov-Schmidt decomposition to (3.1.17) and put it also in the addition homotopy in the following way

$$
\begin{equation*}
0 \in\left(z-F_{m, s, \lambda}(z, \alpha, \beta, \mu), B_{m, s, \lambda}(z, \alpha, \beta, \mu)\right), \quad \lambda \in[0,1] \tag{3.1.18}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left(F_{m, s, \lambda}(z, \alpha, \beta, \mu), B_{m, s, \lambda}(z, \alpha, \beta, \mu)\right) \\
& =\left\{\left(K_{m+S}\left(\mathbb{I}-\Pi_{m+S}\right) h, L_{m+S} h\right): h \in G_{m, s, \lambda}(z, \alpha, \beta, \mu)\right\}
\end{aligned}
$$

and

$$
L_{m+S} v=\int_{-m-S}^{m+S} P_{u u} U(t)^{-1} v(t) d t+P_{u u} \mathbf{L}_{m+S} v
$$

To solve (3.1.18), we introduce the new homotopy

$$
\begin{equation*}
0 \in\left(z-\lambda F_{m, s, \lambda}(z, \alpha, \beta, \mu), B_{m, s, \lambda}(z, \alpha, \beta, \mu)\right), \quad \lambda \in[0,1] . \tag{3.1.19}
\end{equation*}
$$

Since $\left\|P_{u u} \mathbf{L}_{m+S}\right\|=O\left(\mathrm{e}^{-2 M(m+S)}\right)$, we consider the decomposition and homotopy

$$
\left(B_{m 1, s, \lambda}+\lambda B_{m 2, s, \lambda}\right)(z, \alpha, \beta, \mu), \quad \lambda \in[0,1]
$$

where

$$
\left(B_{m 1, s, \lambda}+\lambda B_{m 2, s, \lambda}\right)(z, \alpha, \beta, \mu)=\left\{L_{m 1, s} h+\lambda L_{m 2, s} h: h \in G_{m, s, \lambda}(z, \alpha, \beta, \mu)\right\}
$$

and

$$
L_{m 1, s} v=\int_{-m-S}^{m+S} P_{u u} U(t)^{-1} v(t) d t, \quad L_{m 2, s} v=P_{u u} \mathbf{L}_{m+S} v
$$

Summarizing we obtain that the solvability of (3.1.18-3.1.19) can be replaced by the solvability of the following multivalued equation

$$
\begin{align*}
0 \in & H_{m, s}(z, \alpha, \beta, \mu, \lambda):= \\
& \left(z-\lambda F_{m, s, \lambda}(z, \alpha, \beta, \mu),\left(B_{m 1, s, \lambda}+\lambda B_{m 2, s, \lambda}\right)(z, \alpha, \beta, \mu)\right) \tag{3.1.20}
\end{align*}
$$

when $H_{m, s}: Z_{m+S} \times \mathbb{R} \times \mathbb{R}^{d-1} \times \mathbb{R}^{k} \times[0,1] \rightarrow 2^{Z_{m+S} \times \mathbb{R}^{d}} \backslash\{\emptyset\}$, while $1>s>0$ is sufficiently small and fixed, and $\lambda \in[0,1]$ is a homotopy parameter. Since clearly the multivalued mapping

$$
g_{m, s, \cdot}:[0,1] \times \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}^{d-1} \times \mathbb{R}^{k} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{n}} \backslash\{\emptyset\}
$$

is upper-semicontinuous with compact and convex values, using standard arguments based on Mazur's Theorem 2.1.2 (see arguments below (3.1.21)), the mapping $H_{m, s}$ is also upper-semicontinuous. Moreover, according to the compactness of $K_{m}, \mathbb{I}_{Z_{m+s} \times \mathbb{R}^{d}}-H_{m, s}$ has compact convex values and maps bounded sets into relatively compact ones. Hence topological degree methods of Section 2.4 .3 can be applied to (3.1.20). Furthermore, ranges of $H_{m, s}$ are bounded provided that $z, \beta, \mu$ are bounded, $s>0$ is small fixed and $m \in \mathbb{Z}_{+}, \alpha \in \mathbb{R}$, $\lambda \in[0,1]$ are arbitrary.

To state the main result, we introduce a multivalued Melnikov mapping for our problem

$$
\begin{align*}
& M_{\mu}: \mathbb{R}^{d} \rightarrow 2^{\mathbb{R}^{d}} \backslash\{\emptyset\}, \quad M_{\mu}=\left(M_{\mu 1}, \cdots, M_{\mu d}\right) \\
& M_{\mu l}(\alpha, \beta)=\left\{\int_{-\infty}^{\infty}\left\langle h(s), u_{l}^{\perp}(s)\right\rangle d s: h \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right) \text { satisfying a.e. on } \mathbb{R}\right. \\
& \left.h(t) \in\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+j}(t)\right)+\sum_{j=1}^{k} \mu_{j} f_{j}(\gamma(t), 0, t+\alpha)\right)\right\} . \tag{3.1.21}
\end{align*}
$$

Here $L_{\text {loc }}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right):=\cap_{m \in \mathbb{N}} L^{2}\left([-m, m], \mathbb{R}^{n}\right)$. The mapping $M_{\mu}$ is again uppersemicontinuous with compact convex values and maps bounded sets into bounded ones. The boundedness is clear, so we show the upper-semicontinuity:

Let

$$
\begin{aligned}
& \mu_{p} \rightarrow \mu_{0}, \quad\left(\alpha_{p}, \beta_{p}\right) \rightarrow\left(\alpha_{0}, \beta_{0}\right), \quad p \in \mathbb{N}, \quad h_{p} \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right) \\
& h_{p}(t) \in\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{p i} \beta_{p j} D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+j}(t)\right)+\sum_{j=1}^{k} \mu_{p j} f_{j}\left(\gamma(t), 0, t+\alpha_{p}\right)\right)
\end{aligned}
$$

a.e. on $\mathbb{R}$, and

$$
\int_{-\infty}^{\infty}\left\langle h_{p}(s), u_{i}^{\perp}(s)\right\rangle d s \rightarrow \bar{M}_{0 i} \in \mathbb{R}, \quad \forall i=1,2, \cdots, d
$$

Since $\sup _{p \in \mathbb{N}}\left|h_{p}\right|_{\infty}<\infty$, where $|\cdot|_{\infty}$ is the norm on the Banach space $L^{\infty}\left(\mathbb{R}, \mathbb{R}^{n}\right)$, the sequence $\left\{h_{p}\right\}_{1}^{\infty}$ is bounded in the Hilbert space $L^{2}\left([-l, l], \mathbb{R}^{n}\right)$ for any $l \in \mathbb{N}$. From Theorem 2.1.1 we can assume, by using the Cantor diagonal procedure and by passing to a subsequence of the original one, that there is an $h_{0} \in L_{\text {loc }}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right)$ such that $\left\{h_{p}\right\}_{1}^{\infty}$ tends weakly to $h_{0}$ in $L^{2}\left([-l, l], \mathbb{R}^{n}\right)$ for any $l \in \mathbb{N}$. Next fix $l$. By Mazur's Theorem 2.1.2 we take $\widetilde{h}_{p} \in \operatorname{con}\left[\left\{h_{p}, h_{p+1}, \cdots\right\}\right]$ such that $\widetilde{h}_{p} \rightarrow h_{0}$ in $L^{2}\left([-l, l], \mathbb{R}^{n}\right)$ and so by passing to a subsequence that $\widetilde{h}_{p_{k}} \rightarrow h_{0}$ a.e. on $[-l, l]$. Let us fix for a while $t \in[-l, l]$ such that $\widetilde{h}_{p_{k}}(t) \rightarrow h_{0}(t)$ and the above assumptions hold. Let $O_{t} \subset \mathbb{R}^{n}$ be an open convex neighborhood of

$$
\Gamma_{t}:=\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{0 i} \beta_{0 j} D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+j}(t)\right)+\sum_{j=1}^{k} \mu_{0 j} f_{j}\left(\gamma(t), 0, t+\alpha_{0}\right)
$$

By assumption (i) of Subsection 3.1.1, there is an $p_{0} \in \mathbb{N}$ such that

$$
\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{p i} \beta_{p j} D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+j}(t)\right)+\sum_{j=1}^{k} \mu_{p j} f_{j}\left(\gamma(t), 0, t+\alpha_{p}\right) \subset O_{t}
$$

for any $p \geq p_{0}$. Hence $h_{p}(t) \in O_{t}, \forall p \geq p_{0}$, and so $\widetilde{h}_{p_{k}}(t) \in O_{t}$ for any $p_{k} \geq p_{0}$. Consequently, we obtain $h_{0}(t) \in \bar{O}_{t}$. By assumption (i) of Subsection 3.1.1 and taking $O_{t}$ arbitrarily close to $\Gamma_{t}$, we obtain $h_{0}(t) \in \Gamma_{t}$. Thus we have

$$
h_{0}(t) \in\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{0 i} \beta_{0 j} D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+j}(t)\right)+\sum_{j=1}^{k} \mu_{0 j} f_{j}\left(\gamma(t), 0, t+\alpha_{0}\right)\right)
$$

a.e on $\mathbb{R}$. Finally, clearly

$$
\int_{-\infty}^{\infty}\left\langle h_{0}(s), u_{i}^{\perp}(s)\right\rangle d s=\bar{M}_{0 i}, \quad \forall i=1,2, \cdots, d
$$

The upper-semicontinuity of $M_{\mu}$ follows from Theorem 2.4.2.
Let $S^{\tilde{k}-1}=\left\{b \in \mathbb{R}^{\tilde{k}}:|b|=1\right\}$ be the $(\tilde{k}-1)$-dimensional sphere. We are ready to prove the main theorems of this section [73].

Theorem 3.1.6. Let $d>1$. If there is a non-empty open bounded set $\mathbf{B} \subset \mathbb{R}^{d}$ and $\mu_{0} \in S^{k-1}$ such that
(i) $0 \notin M_{\mu_{0}}(\partial \mathbf{B})$
(ii) $\operatorname{deg}\left(M_{\mu_{0}}, \mathbf{B}, 0\right) \neq 0$


Figure 3.2: The wedge-shaped region $\mathbf{R}$

Then there is a constant $K>0$ and a wedge-shaped region in $\mathbb{R}^{k}$ for $\mu$ of the form (see Fig. 3.2)

$$
\begin{aligned}
\mathbf{R}= & \left\{s^{2} \tilde{\mu}: s>0, \quad \text { respectively } \tilde{\mu},\right. \text { is from an open small connected } \\
& \text { neighborhood } \left.U_{1}, \text { respectively } U_{2} \subset S^{k-1}, \text { of } 0 \in \mathbb{R}, \text { respectively of } \mu_{0}\right\}
\end{aligned}
$$

such that for any $\mu \in \mathbf{R}$ of the form $\mu=s^{2} \tilde{\mu}, 0<s \in U_{1}, \tilde{\mu} \in U_{2}$, the differential inclusion (3.1.3) possesses a subharmonic solution $x_{m}$ of period $2 m$ for any $m \in \mathbb{N}, m \geq[1 / s]$ satisfying, according to the change of variable below (3.1.16),

$$
\sup _{-m \leq t \leq m}\left|x_{m}(t)-\gamma\left(t-\alpha_{m}\right)\right| \leq K s
$$

where $\alpha_{m} \in \mathbb{R}$ and $\left|\alpha_{m}\right| \leq K$.
Proof. We need to solve (3.1.17), which is inserted into the homotopy (3.1.20). To handle (3.1.20), we use the following Lemmas.

Lemma 3.1.7. The above condition (i) implies for any $A>0$ the existence of constants $\delta>0,1>s_{0}>0$ such that

$$
\left|B_{m 1, s, \lambda}(z, \alpha, \beta, \mu)\right| \geq \delta
$$

for any $0<s<s_{0}, m \in \mathbb{Z}_{+}, \lambda \in[0,1],\|z\|_{m+S} \leq A,(\alpha, \beta) \in \partial \mathbf{B},\left|\mu-\mu_{0}\right| \leq \delta$.
Proof. Assume the contrary. So there is an $A>0$ and

$$
\begin{aligned}
& s_{p} \rightarrow 0, \quad m_{p} \in \mathbb{Z}_{+}, \quad \lambda_{p} \rightarrow \lambda_{0}, \quad\left\|z_{p}\right\|_{m_{p}+S_{p}} \leq A, \quad p \in \mathbb{N} \\
& \mu_{p} \rightarrow \mu_{0}, \quad \partial \mathbf{B} \ni\left(\alpha_{p}, \beta_{p}\right) \rightarrow\left(\alpha_{0}, \beta_{0}\right) \in \partial \mathbf{B}, \quad h_{p} \in G_{m_{p}, s_{p}, \lambda_{p}}\left(z_{p}, \alpha_{p}, \beta_{p}, \mu_{p}\right)
\end{aligned}
$$

such that

$$
L_{m_{p} 1, s_{p}} h_{p} \rightarrow 0 \quad \text { as } \quad p \rightarrow \infty
$$

Since $\sup _{p \in \mathbb{N}}\left|h_{p}\right|_{\infty, m_{p}+S_{p}}<\infty$, where $|\cdot|_{\infty, m}, m \in \mathbb{N}$ is the norm on the Banach space $L^{\infty}\left([-m, m], \mathbb{R}^{n}\right)$, we can assume like above, by using the Cantor diagonal
procedure, that there is an $h_{0} \in L_{\text {loc }}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right)$ such that $\left\{h_{p}\right\}_{1}^{\infty}$ tends weakly to $h_{0}$ in any $[-l, l], l \in \mathbb{N}$ with respect to the $L^{2}$ norm. Next, again by Mazur's Theorem 2.1.2 we can suppose that $\left\{h_{p}\right\}_{1}^{\infty}$ tends to $h_{0}$ almost everywhere.

Furthermore, clearly the following holds

$$
\begin{equation*}
\lim _{s \rightarrow 0_{+}} G_{m, s, \lambda}(z, \alpha, \beta, 0)=\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D^{2} f(\gamma)\left(u_{i+d}, u_{j+d}\right) \tag{3.1.22}
\end{equation*}
$$

uniformly with respect to $z, \beta$ bounded and $\alpha \in \mathbb{R}, m \in \mathbb{Z}_{+}, \lambda \in[0,1]$ arbitrary. Moreover, by Theorem 3.1.4 and the properties (ii) and (iv) of Theorem 3.1.2, we have

$$
\begin{equation*}
\lim _{s \rightarrow 0_{+}} L_{m 1, s} v=\int_{-\infty}^{\infty} P_{u u} U(t)^{-1} v(t) d t, \quad \lim _{s \rightarrow 0_{+}} L_{m 2, s} v=0 \tag{3.1.23}
\end{equation*}
$$

uniformly with respect to $v$ bounded and $m \in \mathbb{Z}_{+}$arbitrary.
Finally using (3.1.22-3.1.23), we obtain

$$
\begin{aligned}
& h_{0}(t) \in\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{0 i} \beta_{0 j} D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+j}(t)\right)\right. \\
& \left.+\sum_{j=1}^{k} \mu_{0 j} f_{j}\left(\gamma(t), 0, t+\alpha_{0}\right)\right) \quad \text { a.e. on } \quad \mathbb{R}
\end{aligned}
$$

and $\int_{-\infty}^{\infty} P_{u u} U(t)^{-1} h_{0}(t) d t=0$. This contradicts to (i) of this theorem.
Using Lemma 3.1.7, the next result follows directly from the construction of $H_{m, s}$.

Lemma 3.1.8. There are open small connected neighborhoods $\tilde{U}_{1} \subset \mathbb{R}, U_{2} \subset$ $S^{k-1}$ of 0 , respectively of $\mu_{0}$, and a constant $K_{1}>0$ such that

$$
0 \notin H_{m, s}(\partial \Omega, \mu, \lambda)
$$

for any $0<s \in \tilde{U}_{1}, \mu \in U_{2}, \lambda \in[0,1], m \in \mathbb{Z}_{+}$, where

$$
\Omega=\left\{(z, \alpha, \beta) \in Z_{m+S} \times \mathbb{R}^{d}:\|z\|_{m+S}<K_{1},(\alpha, \beta) \in \mathbf{B}\right\} .
$$

From the homotopy invariance property of the Leray-Schauder topological degree, by Lemma 3.1.8 for any $0<s \in \tilde{U}_{1}, \mu \in U_{2}, m \in \mathbb{Z}_{+}$, we obtain

$$
\operatorname{deg}\left(H_{m, s}(\cdot, \mu, 1), \Omega, 0\right)=\operatorname{deg}\left(H_{m, s}\left(\cdot, \mu_{0}, 0\right), \Omega, 0\right) .
$$

Since

$$
\begin{aligned}
& H_{m, s}\left(z, \alpha, \beta, \mu_{0}, 0\right)=\left(z,\left\{L_{m 1, s} h: h \in Y_{m+S} \text { satisfying a.e. on }[-m-S, m+S]\right.\right. \\
& \left.\left.h(t) \in\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+j}(t)\right)+\sum_{j=1}^{k} \mu_{0 j} f_{j}(\gamma(t), 0, t+\alpha)\right)\right\}\right)
\end{aligned}
$$

in order to compute $\operatorname{deg}\left(H_{m, s}\left(\cdot, \mu_{0}, 0\right), \Omega, 0\right)$, we take the upper-semicontinuous homotopy

$$
\begin{aligned}
& \left\{\lambda L_{m 1, s} h+(1-\lambda) \int_{-\infty}^{\infty} P_{u u} U(t)^{-1} h(t) d t: h \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right) \text { satisfying a.e. on } \mathbb{R}\right. \\
& \left.h(t) \in\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+j}(t)\right)+\sum_{j=1}^{k} \mu_{0 j} f_{j}(\gamma(t), 0, t+\alpha)\right)\right\}
\end{aligned}
$$

Then using (3.1.23), the assumption (ii) of Theorem 3.1.6 as well as formula (2.2.5) and Lemma 3.1.7, when $s_{0}$ is shrunk if necessary, we arrive at

$$
\operatorname{deg}\left(H_{m, s}\left(\cdot, \mu_{0}, 0\right), \Omega, 0\right)=\operatorname{deg}\left(M_{\mu_{0}}, \mathbf{B}, 0\right) \neq 0
$$

Hence (3.1.20) has a solution in $\Omega$ for any $0<s \in U_{1}, \mu \in U_{2}, m \in \mathbb{Z}_{+}$and $\lambda=1$, where $U_{1}=\tilde{U}_{1} \cap\left\{s \in \mathbb{R}:|s|<s_{0}\right\}$. This solution gives a solution of (3.1.17) according to the definition of (3.1.20). The proof of Theorem 3.1.6 is completed.

Now we concentrate on the case $d=1$ since it has a specific feature. Then $M_{\mu}: \mathbb{R} \rightarrow 2^{\mathbb{R}} \backslash\{\emptyset\}$ has the form

$$
\begin{align*}
M_{\mu}(\alpha)=\{ & \int_{-\infty}^{\infty}\left\langle h(s), u_{1}^{\perp}(s)\right\rangle d s: h \in L_{\mathrm{loc}}^{2}(\mathbb{R}, \mathbb{R}) ; \\
& \left.h(t) \in \sum_{j=1}^{k} \mu_{j} f_{j}(\gamma(t), 0, t+\alpha) \quad \text { a.e. on } \quad \mathbb{R}\right\} \tag{3.1.24}
\end{align*}
$$

For any $A, B \subset \mathbb{R}$ we set $A B:=\{a b \mid a \in A, b \in B\}$.
Theorem 3.1.9. Let $d=1$. If there are constants $a<b$ and $\mu_{0} \in S^{k-1}$ such that

$$
M_{\mu_{0}}(a) M_{\mu_{0}}(b) \subset(-\infty, 0),
$$

then there is a constant $K>0$ and a wedge-shaped region in $\mathbb{R}^{k}$ for $\mu$ of the form
$\mathbf{R}=\left\{ \pm s^{2} \tilde{\mu}: s>0\right.$ respectively $\tilde{\mu}$, is from an open small connected neighborhood $U_{1}$, respectively $U_{2} \subset S^{k-1}$, of $0 \in \mathbb{R}$, respectively of $\left.\mu_{0}\right\}$
such that for any $\mu \in \mathbf{R}$ of the form $\mu= \pm s^{2} \tilde{\mu}, 0<s \in U_{1}, \tilde{\mu} \in U_{2}$, the differential inclusion (3.1.3) possesses a subharmonic solution $x_{m}$ of period $2 m$ for any $m \in \mathbb{N}, m \geq[1 / s]$ satisfying, according to the change of variable below (3.1.16),

$$
\sup _{-m \leq t \leq m}\left|x_{m}(t)-\gamma\left(t-\alpha_{m}\right)\right| \leq K s^{2}
$$

where $\alpha_{m} \in(a, b)$.

Proof. We apply Theorem 3.1.6 with $\mathbf{B}=(a, b)$ by considering both $M_{\mu_{0}}$ and $M_{-\mu_{0}}$. The assumption (i) of Theorem 3.1.6 is clearly satisfied. To prove (ii), it is enough to consider the case (the remaining one is similar) that $M_{\mu_{0}}(a)$ contains positive and $M_{\mu_{0}}(b)$ negative numbers, and then to take the homotopy

$$
M^{\lambda}(\alpha):=\lambda M_{\mu_{0}}(\alpha)+(1-\lambda)\left(\frac{a+b}{2}-\alpha\right)
$$

From $0 \notin M^{\lambda}(b), 0 \notin M^{\lambda}(a)$ for any $\lambda \in[0,1]$ it follows $\operatorname{deg}\left(M_{\mu_{0}},(a, b), 0\right)=$ $\operatorname{deg}\left(M^{1},(a, b), 0\right)=\operatorname{deg}\left(M^{0},(a, b), 0\right) \neq 0$. Similarly for $M_{-\mu_{0}}$.

Remark 3.1.10. The restriction $\left|\mu_{0}\right|=1$ is not essential, because of $M_{\mu}$ in both (3.1.21)-(3.1.24) is homogeneous with respect to the variables $\beta$ and $\mu$.

Remark 3.1.11. If $d=1, k=1$ and $f_{1}$ is $C^{2}$-smooth in (3.1.3) then the existence of a simple root of $M_{1}(\alpha)=0$ implies chaos for such systems by the Smale-Birkhoff Homoclinic Theorem 2.5.4. This is mentioned above in Chapter 1 (Introduction) and Sections 2.5.3, 3.1.1. In particular, they have subharmonic solutions of all large periods. But the existence of a simple root $\alpha_{0}$ of $M_{1}(\alpha)=0$ gives a small $\widetilde{\delta}>0$ such that $a=\alpha_{0}-\widetilde{\delta}, b=\alpha_{0}+\widetilde{\delta}$ satisfy the assumption of Theorem 3.1.9. Consequently, Theorem 3.1.9 is an extension of the SmaleBirkhoff Homoclinic Theorem 2.5.4 concerning subharmonics to the multivalued case (3.1.3) (see also Subsection 4.2.1).

### 3.1.4 Subharmonics for Singular Periodic Perturbations

Now we directly extend a method of Subsection 3.1.3 to singularly perturbed differential inclusions of the form

$$
\begin{equation*}
\varepsilon \dot{x}(t) \in f(x(t))+\varepsilon h(x(t), \varepsilon, t) \quad \text { a.e. on } \quad \mathbb{R}, \tag{3.1.25}
\end{equation*}
$$

where $\varepsilon \neq 0$ is small, as well as to the modification of (3.1.25) given by

$$
\begin{equation*}
\varepsilon \dot{x}(t) \in f(x(t))+\varepsilon^{2} h(x(t), \varepsilon, t) \quad \text { a.e. on } \quad \mathbb{R}, \tag{3.1.26}
\end{equation*}
$$

where $\varepsilon>0$ is small, $f$ has the above properties (i-iii) of Subsection 3.1.1 and $h: \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{n}} \backslash\{\emptyset\}$ is 2 -periodic in $t$ as well as upper-semicontinuous with compact convex values. We show the existence of $2 m$-periodic solutions of (3.1.25)-(3.1.26) for any $m \in \mathbb{N}$, not just for large $m$ like for (3.1.3), provided $f, h$ satisfy additional conditions. We are motivated to study (3.1.25-3.1.26) by similar results for differential equations with slowly varying coefficients [29, 90].

Searching for periodic solutions of (3.1.25) with periods $2 m, m=1,2, \cdots$ is equivalent to finding $\frac{2 m}{\varepsilon}$-periodic solutions of the differential inclusion

$$
\begin{equation*}
\dot{x}(t) \in f(x(t)) \pm \varepsilon h(x(t), \pm \varepsilon, \pm \varepsilon t) \quad \text { a.e. on } \quad \mathbb{R}, \quad \varepsilon>0 \tag{3.1.27}
\end{equation*}
$$

Inclusion (3.1.27) has a slowly varying coefficient represented by the term $\pm \varepsilon t$. Now we can apply the procedure of Subsection 3.1.3 to (3.1.27) with the following exchanges

$$
\varepsilon \leftrightarrow \varepsilon^{2}, \quad m \leftrightarrow \frac{m}{\varepsilon^{2}}, \quad S \leftrightarrow 0, \quad m \in \mathbb{N} \quad \text { is arbitrary }
$$

This induces in (3.1.27) the change of variables

$$
x\left(t \pm \frac{\alpha}{\varepsilon^{2}}\right)=\gamma(t)+\varepsilon^{2} z(t)+\sum_{i=1}^{d-1} \varepsilon \beta_{i} u_{i+d}(t)+\frac{\varepsilon^{2}}{2 m} b\left(\varepsilon \beta, \frac{m}{\varepsilon^{2}}\right) t
$$

where $-\frac{m}{\varepsilon^{2}} \leq t \leq \frac{m}{\varepsilon^{2}}$ and $1>\varepsilon>0, \alpha, \beta_{i} \in \mathbb{R}$. Then after insertion it into (3.1.27) the differential inclusion for $z$ is

$$
\dot{z}(t)-D f(\gamma(t)) z(t) \in g_{m, \varepsilon}(z(t), \alpha, \beta, \pm, t) \quad \text { a.e. on } \quad\left[-\frac{m}{\varepsilon^{2}}, \frac{m}{\varepsilon^{2}}\right]
$$

where

$$
\begin{aligned}
& g_{m, \varepsilon}(x, \alpha, \beta, \pm, t)= \\
& \left\{v \in \mathbb{R}^{n}: v \in \frac{1}{\varepsilon^{2}}\left\{f\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{\varepsilon^{2}}{2 m} b\left(\varepsilon \beta, \frac{m}{\varepsilon^{2}}\right) t\right)\right.\right. \\
& \left.-f(\gamma(t))-\varepsilon \sum_{i=1}^{d-1} \beta_{i} \dot{u}_{i+d}(t)-\frac{\varepsilon^{2}}{2 m} b\left(\varepsilon \beta, \frac{m}{\varepsilon^{2}}\right)-D f(\gamma(t)) \varepsilon^{2} x\right\} \\
& \left. \pm h\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{\varepsilon^{2}}{2 m} b\left(\varepsilon \beta, \frac{m}{\varepsilon^{2}}\right) t, \pm \varepsilon^{2}, \pm \varepsilon^{2} t+\alpha\right)\right\}
\end{aligned}
$$

Consequently, the formulas (3.1.17)-(3.1.23) can be straightforwardly modified to (3.1.27). The multivalued mappings of (3.1.21)-(3.1.24) possess the forms

$$
\begin{align*}
& M_{ \pm}: \mathbb{R}^{d} \rightarrow 2^{\mathbb{R}^{d}} \backslash\{\emptyset\}, \quad M_{ \pm}=\left(M_{ \pm 1}, \cdots, M_{ \pm d}\right) \\
& M_{ \pm l}(\alpha, \beta)=\left\{\int_{-\infty}^{\infty}\left\langle p(s), u_{l}^{\perp}(s)\right\rangle d s: p \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right)\right. \\
& \left.p(t) \in\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+j}(t)\right) \pm h(\gamma(t), 0, \alpha)\right) \quad \text { a.e. on } \quad \mathbb{R}\right\} \tag{3.1.28}
\end{align*}
$$

and

$$
\begin{align*}
M:(\alpha)= \begin{cases}M \rightarrow 2^{\mathbb{R}} \backslash\{\emptyset\} \\
& \int_{-\infty}^{\infty}\left\langle p(s), u_{1}^{\perp}(s)\right\rangle d s: p \in L_{\mathrm{loc}}^{2}(\mathbb{R}, \mathbb{R}) ; \\
& p(t) \in h(\gamma(t), 0, \alpha) \quad \text { a.e. on } \quad \mathbb{R}\}\end{cases}
\end{align*}
$$

Then Theorems 3.1.6-3.1.9 have the following analogies.
Theorem 3.1.12. Let $d>1$. If there is a non-empty open bounded set $\mathbf{B} \subset \mathbb{R}^{d}$ and $* \in\{-,+\}$ such that $0 \notin M_{*}(\partial \mathbf{B})$ and $\operatorname{deg}\left(M_{*}, \mathbf{B}, 0\right) \neq 0$. Then there is a constant $K>0$ such that for any sufficiently small $\varepsilon \neq 0$ with $\operatorname{sgn} \varepsilon=* 1$, the differential inclusion (3.1.25) possesses a subharmonic solution $x_{m, \varepsilon}$ of period $2 m$ for any $m \in \mathbb{N}$ satisfying

$$
\sup _{-m \leq t \leq m}\left|x_{m, \varepsilon}(t)-\gamma\left(\frac{t-\alpha_{m, \varepsilon}}{\varepsilon}\right)\right| \leq K \sqrt{|\varepsilon|},
$$

where $\alpha_{m, \varepsilon} \in \mathbb{R}$ and $\left|\alpha_{m, \varepsilon}\right| \leq K$.

Theorem 3.1.13. Let $d=1$. If there are constants $a<b$ such that $M(a) M(b) \subset$ $(-\infty, 0)$. Then there is a constant $K>0$ such that for any sufficiently small $\varepsilon \neq 0$, the differential inclusion (3.1.25) possesses a subharmonic solution $x_{m, \varepsilon}$ of period $2 m$ for any $m \in \mathbb{N}$ satisfying

$$
\sup _{m \leq t \leq m}\left|x_{m, \varepsilon}(t)-\gamma\left(\frac{t-\alpha_{m, \varepsilon}}{\varepsilon}\right)\right| \leq K|\varepsilon|
$$

where $\alpha_{m, \varepsilon} \in(a, b)$.
Finally we consider the following differential inclusion equivalent to (3.1.26) of the form

$$
\begin{equation*}
\dot{x}(t) \in f(x(t))+\varepsilon^{2} h(x(t), \varepsilon, \varepsilon t) \quad \text { a.e. on } \quad \mathbb{R}, \quad \varepsilon>0 \tag{3.1.30}
\end{equation*}
$$

Now we make in (3.1.30) the change of variables

$$
x\left(t+\frac{\alpha}{\varepsilon}\right)=\gamma(t)+\varepsilon^{2} z(t)+\sum_{i=1}^{d-1} \varepsilon \beta_{i} u_{i+d}(t)+\frac{\varepsilon}{2 m} b\left(\varepsilon \beta, \frac{m}{\varepsilon}\right) t
$$

where $-\frac{m}{\varepsilon} \leq t \leq \frac{m}{\varepsilon}$ and $1>\varepsilon>0, \alpha, \beta_{i} \in \mathbb{R}$. Then the differential inclusion for $z$ is

$$
\dot{z}(t)-D f(\gamma(t)) z(t) \in q_{m, \varepsilon}(z(t), \alpha, \beta, t) \quad \text { a.e. on } \quad\left[-\frac{m}{\varepsilon}, \frac{m}{\varepsilon}\right]
$$

where

$$
\begin{aligned}
& q_{m, \varepsilon}(x, \alpha, \beta, t)= \\
& \left\{v \in \mathbb{R}^{n}: v \in \frac{1}{\varepsilon^{2}}\left\{f\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{\varepsilon}{2 m} b\left(\varepsilon \beta, \frac{m}{\varepsilon}\right) t\right)\right.\right. \\
& \left.-f(\gamma(t))-\varepsilon \sum_{i=1}^{d-1} \beta_{i} \dot{u}_{i+d}(t)-\frac{\varepsilon}{2 m} b\left(\varepsilon \beta, \frac{m}{\varepsilon}\right)-D f(\gamma(t)) \varepsilon^{2} x\right\} \\
& \left.+h\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{\varepsilon}{2 m} b\left(\varepsilon \beta, \frac{m}{\varepsilon}\right) t, \varepsilon, \varepsilon t+\alpha\right)\right\}
\end{aligned}
$$

We see that the procedure for (3.1.27) can be applied to (3.1.30). Consequently, we obtain the following result.

Theorem 3.1.14. If either for $d>1$, there is a non-empty open bounded set $\mathbf{B} \subset \mathbb{R}^{d}$ such that $0 \notin M_{+}(\partial \mathbf{B})$ and $\operatorname{deg}\left(M_{+}, \mathbf{B}, 0\right) \neq 0$, or for $d=1$, there are constants $a<b$ such that $M(a) M(b) \subset(-\infty, 0)$. Then there is a constant $K>0$ such that for any sufficiently small $\varepsilon>0$, the differential inclusion (3.1.26) possesses a subharmonic solution $x_{m, \varepsilon}$ of period $2 m$ for any $m \in \mathbb{N}$ satisfying

$$
\sup _{-m \leq t \leq m}\left|x_{m, \varepsilon}(t)-\gamma\left(\frac{t-\alpha_{m, \varepsilon}}{\varepsilon}\right)\right| \leq K \varepsilon \quad \text { for } \quad d>1 \quad\left(\leq K \varepsilon^{2} \quad \text { for } \quad d=1\right)
$$

where $\alpha_{m, \varepsilon} \in \mathbb{R}$ and $\left|\alpha_{m, \varepsilon}\right| \leq K$. Moreover, $\alpha_{m, \varepsilon} \in(a, b)$ for $d=1$.

### 3.1.5 Subharmonics for Regular Autonomous Perturbations

In this subsection, we study (3.1.3) when the nonlinearities are independent of $t$, i.e.,

$$
\begin{equation*}
\dot{x}(t) \in f(x(t))+\sum_{i=1}^{k} \mu_{i} f_{i}(x(t), \mu) \quad \text { a.e. on } \quad \mathbb{R}, \tag{3.1.31}
\end{equation*}
$$

and $k \geq 2$. So (3.1.31) is autonomous and then a time shifted solution is again its solution. For this reason, we take $\alpha=0$ in Subsection 3.1.3. We know that to solve the problem of existence of periodic solutions for (3.1.31) near $\gamma$ is reduced to the solvability of multivalued equation (3.1.20) with $m \in[0, \infty)$. Since we lose $\alpha$ in (3.1.21-3.1.24) by setting $\alpha=0$, we need to replace it. For this reason, first of all, we divide the sets $\{1, \cdots, d-1\}$ and $\{1, \cdots, k\}$ into two complementary subsets $\left\{i_{1}, \cdots, i_{d_{1}}\right\},\left\{i_{d_{1}+1}, \cdots, i_{d-1}\right\}$ and $\left\{j_{1}, \cdots, j_{k_{1}}\right\},\left\{j_{k_{1}+1}, \cdots, j_{k}\right\}$ such that $d_{1}+k_{1}=d$. These subsets may be empty. We put

$$
\begin{aligned}
& \xi=\left(\beta_{i_{1}}, \cdots, \beta_{i_{d_{1}}}, \mu_{j_{1}}, \cdots, \mu_{j_{k_{1}}}\right) \in \mathbb{R}^{d} \\
& \tau=\left(\mu_{j_{1}}, \cdots, \mu_{j_{k_{1}}}\right) \in \mathbb{R}^{k_{1}} \\
& \rho=\left(\mu_{j_{k_{1}}+1}, \cdots, \mu_{j_{k}}\right) \in \mathbb{R}^{k-k_{1}} \\
& \theta=\left(\beta_{i_{d_{1}}+1}, \cdots, \beta_{i_{d-1}}, \mu_{j_{k_{1}}+1}, \cdots, \mu_{j_{k}}\right) \in \mathbb{R}^{k-1} .
\end{aligned}
$$

The projections $\theta \rightarrow \rho, \xi \rightarrow \tau$ are denoted by $P_{1}, P_{2}$, respectively, so $\rho=$ $P_{1} \theta, \tau=P_{2} \xi$. Instead of (3.1.21-3.1.24), we consider

$$
\begin{align*}
& M_{\theta}: \mathbb{R}^{d} \rightarrow 2^{\mathbb{R}^{d}} \backslash\{\emptyset\}, \quad M_{\theta}=\left(M_{\theta 1}, \cdots, M_{\theta d}\right) \\
& M_{\theta l}(\xi)=\left\{\int_{-\infty}^{\infty}\left\langle h(s), u_{l}^{\perp}(s)\right\rangle d s: h \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right) ;\right. \\
& \left.h(t) \in\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+j}(t)\right)+\sum_{j=1}^{k} \mu_{j} f_{j}(\gamma(t), 0)\right) \text { a.e. on } \mathbb{R}\right\} . \tag{3.1.32}
\end{align*}
$$

Theorem 3.1.15. Let $k>k_{1}$. Assume the existence of a non-empty open bounded set $\mathbf{B} \subset \mathbb{R}^{d}$ and $\theta_{0} \in \mathbb{R}^{k-1}$ such that $0 \notin M_{\theta_{0}}(\partial \mathbf{B})$ and $\operatorname{deg}\left(M_{\theta_{0}}, \mathbf{B}, 0\right)$ $\neq 0$. Then there is a constant $K>0$, an open bounded neighborhood $U_{3}$ of $\left(\mathbb{I}-P_{1}\right) \theta_{0} \in \mathbb{R}^{d-1-d_{1}}$ and an open bounded region in $\mathbb{R}^{k-k_{1}}$ for $\rho$ of the form $\mathbf{R}=\left\{s^{2} \tilde{\rho}: s>0\right.$, respectively $\tilde{\rho}$, is from an open small connected neighborhoods $U_{1}$, respectively $U_{2}$, of $0 \in \mathbb{R}$, respectively of $\left.\rho_{0}=P_{1} \theta_{0} \in \mathbb{R}^{k-k_{1}}\right\}$
such that for any $\rho \in \mathbf{R}$ of the form $\rho=s^{2} \tilde{\rho}, 0<s \in U_{1}, \tilde{\rho} \in U_{2}$, and any $T \geq$ $[1 / s]$, there is a $\left(d-1-d_{1}\right)$-parametric family $\tau_{(T, \rho, p)} \in P_{2}(\mathbf{B}), p \in U_{3}$ such that the differential inclusion (3.1.31) with $\mu=\mu_{p}=\left(s^{2} \tau_{(T, \rho, p)}, \rho\right), p \in U_{3}$ possesses a $T$-periodic solution $x_{T, p}$ satisfying, according to the change of variable below (3.1.16),

$$
\sup _{-T \leq t \leq T}\left|x_{T, p}(t)-\gamma(t)\right| \leq K s \quad \text { for } \quad d>1, \quad\left(\leq K s^{2} \quad \text { for } \quad d=1\right)
$$

If $d=d_{1}+1$ then $U_{3}$ is omitted.
Proof. The proof is the same as for Theorem 3.1.6. The only difference is now that (3.1.20) has to be solved in $z$ and $\xi \in \mathbb{R}^{d}$ while $\theta \in \mathbb{R}^{k-1}$ is a parameter. We note that now $\alpha=0$ and $m \in[0, \infty)$. Hence we have

$$
\begin{equation*}
0 \in H_{m, s}(z, 0, \beta, \mu, \lambda)=H_{m, s}(z, \xi, \theta, \lambda) \tag{3.1.33}
\end{equation*}
$$

on the set

$$
\Omega=\left\{(z, \xi) \in Z_{m+S} \times \mathbb{R}^{d}:\|z\|_{m+S}<K_{1}, \xi \in \mathbf{B}\right\}
$$

for a constant $K_{1}>0$. Consequently from the proof of Theorem 3.1.6, (3.1.33), with $\lambda=1$, has a solution in $\Omega$ for any $0<s \in U_{1}, \theta \in \tilde{U}_{2}=U_{3} \times U_{2} \subset$ $\mathbb{R}^{d-1-d_{1}} \times \mathbb{R}^{k-k_{1}}$ and $m \in[0, \infty)$, where $U_{1}$, respectively $\tilde{U}_{2}$ is an open small connected neighborhood of $0 \in \mathbb{R}$, respectively of $\theta_{0} \in \mathbb{R}^{k-1}$. On the other hand, according to the definition of $H_{m, s}$, Theorem 3.1.4 and the change of variable below (3.1.16), any solution of (3.1.33) satisfies the relation $P_{s s} U(0)^{-1} z(0)=0$. Consequently, solutions are different for different $p \in U_{3}$.

Remark 3.1.16. For $\rho_{0}=0$ in Theorem 3.1.15 we can take

$$
\mathbf{R}=\left\{\rho \in \mathbb{R}^{k-k_{1}}:|\rho|<r_{1}\right\}
$$

for $r_{1}>0$ sufficiently small. Indeed, since now $0 \in U_{2}$, by expressing any $\rho \in \mathbf{R}$ in the form $\rho=s^{2} \tilde{\rho}, 0<s \in U_{1}, \tilde{\rho} \in U_{2}$, Theorem 3.1.15 can be applied. Moreover, there is a $s_{0}>0$ such that any $\mu \in \mathbf{R}$ does possess the previous form with $s=s_{0}$ and $\tilde{\rho} \in U_{2}$. Consequently, (3.1.31) has in this case a $T$-periodic solution for any $T \geq\left[1 / s_{0}\right]$, i.e., the lower bound of the period $T$ is independent of $\mu \in \mathbf{R}$.

For $d=1$, like in Theorem 3.1.9 we can take a symmetric $\mathbf{R}$ with respect to $0 \in \mathbb{R}^{k-k_{1}}$ in Theorem 3.1.15.

### 3.1.6 Applications to Discontinuous O.D.Eqns

In this subsection we use abstract bifurcation results of the previous Subsections 3.1.3-3.1.5 to study concrete discontinuous differential equations. First of all, we apply Theorem 3.1.9 to (3.1.2) of the form

$$
\begin{equation*}
\ddot{x}+g(x)+\mu_{1} \operatorname{sgn} \dot{x}=\mu_{2} \psi(t), \tag{3.1.34}
\end{equation*}
$$

where $\mu_{1,2} \in \mathbb{R}$ are small parameters, $g \in C^{2}(\mathbb{R}, \mathbb{R}), g(0)=0, g^{\prime}(0)<0, \psi \in$ $C^{1}(\mathbb{R}, \mathbb{R})$ and $\psi$ is periodic. We assume the existence of a homoclinic solution $\omega$ of $\ddot{x}+g(x)=0$ such that $\lim _{t \rightarrow \pm \infty} \omega(t)=0$ and $\omega(0)>0$ (see Fig. 3.3).

In further calculations we need the following well-known property of $\omega(t)$.
Lemma 3.1.17. There is a unique $t_{0} \in \mathbb{R}$ satisfying $\dot{\omega}\left(t_{0}\right)=0$. Consequently, $\dot{\omega}(t)>0, \forall t<t_{0}$ and $\dot{\omega}(t)<0, \forall t>t_{0}$.


Figure 3.3: The homoclinic structure of $\ddot{x}+g(x)=0$

Proof. If $t_{0} \neq t_{1}$ are such that $\dot{\omega}\left(t_{0}\right)=\dot{\omega}\left(t_{1}\right)=0$, then $x_{0}(t)=\omega\left(2 t_{0}-t\right)$ and $x_{1}(t)=\omega\left(2 t_{1}-t\right)$ are both solutions of $\ddot{x}+g(x)=0$ satisfying

$$
\begin{array}{ll}
x_{0}\left(t_{0}\right)=\omega\left(t_{0}\right), & \dot{x}_{0}\left(t_{0}\right)=\dot{\omega}\left(t_{0}\right) \\
x_{1}\left(t_{1}\right)=\omega\left(t_{1}\right), & \dot{x}_{1}\left(t_{1}\right)=\dot{\omega}\left(t_{1}\right) .
\end{array}
$$

Hence $x_{0}(t)=\omega(t)=x_{1}(t)$ and then

$$
\omega\left(2\left(t_{0}-t_{1}\right)+t\right)=\omega(t)
$$

But $\omega$ can not be periodic. On the other hand, since $\lim _{t \rightarrow \pm \infty} \omega(t)=0$, there is a $t_{0}$ such that $\dot{\omega}\left(t_{0}\right)=0$. So there is a unique $t_{0} \in \mathbb{R}$ such that $\dot{\omega}\left(t_{0}\right)=0$. Since $\omega(0)>0$, we obtain that $\dot{\omega}(t)>0, \forall t<t_{0}$ and $\dot{\omega}(t)<0, \forall t>t_{0}$.

Rewriting (3.1.34) in the form

$$
\begin{equation*}
\dot{x}=y, \quad \dot{y}=-g(x)-\mu_{1} \operatorname{sgn} y+\mu_{2} \psi(t), \tag{3.1.35}
\end{equation*}
$$

in the notations of Subsection 3.1.1, we put

$$
\begin{gathered}
f(x, y)=(y,-g(x)), \quad f_{1}(x, y, \mu, t)=(0,-\operatorname{Sgn} y) \\
f_{2}(x, y, \mu, t)=(0, \psi(t)), \quad \gamma=(\omega, \dot{\omega}),
\end{gathered}
$$

where $\operatorname{Sgn} r$ is defined by (2.4.1). Since $n=2$, we have $d=1$ and

$$
u_{2}=(\dot{\omega}, \ddot{\omega}), \quad u_{1}^{\perp}=(-\ddot{\omega}, \dot{\omega}) .
$$

Since $\omega(0)>0$, Lemma 3.1.17 implies $\omega\left(t_{0}\right)>0$. Then easy calculation in (3.1.24) leads to

$$
\begin{gathered}
M_{\mu}(\alpha)=-\mu_{1}\left(\int_{-\infty}^{t_{0}} \dot{\omega}(s) d s-\int_{t_{0}}^{\infty} \dot{\omega}(s) d s\right)+\mu_{2} \int_{-\infty}^{\infty} \dot{\omega}(s) \psi(s+\alpha) d s \\
=A(\alpha) \mu_{2}-2 \omega\left(t_{0}\right) \mu_{1}
\end{gathered}
$$

with $A(\alpha)=\int_{-\infty}^{\infty} \dot{\omega}(s) \psi(s+\alpha) d s$. Since $A$ is periodic and $C^{1}$-smooth, there are constants $\bar{m}:=\min A$ and $\bar{M}:=\max A$. By applying Theorem 3.1.9, we obtain the following theorem.

Theorem 3.1.18. Assume that $A$ has critical points only at maximums and minimums. Then there is an open, wedge-shaped subset $\mathbf{R}$ of $\left\{\left(\mu_{2}, \mu_{1}\right): \mu_{1,2} \in \mathbb{R}\right.$, $\left.\mu_{2} \neq 0\right\}$ with the limits slopes

$$
\frac{\bar{m}}{2 \omega\left(t_{0}\right)} \quad \text { and } \quad \frac{\bar{M}}{2 \omega\left(t_{0}\right)}
$$

on which the (3.1.34) has subharmonic solutions with all sufficiently large periods. Proof. For any $\left(\mu_{2}, \mu_{1}\right) \in \mathbb{R}^{2}$ such that

$$
\mu_{1}^{2}+\mu_{2}^{2}=1, \quad \mu_{2} \neq 0, \quad \bar{m}<\frac{2 \omega\left(t_{0}\right) \mu_{1}}{\mu_{2}}<\bar{M}
$$

$M_{\mu}$ does have a simple root. Then the assumptions of Theorem 3.1.9 are satisfied for a small open interval $(a, b)$ containing this simple root.

Remark 3.1.19. (a) Since any element $\left(\mu_{2}, \mu_{1}\right)$ of $\mathbf{R}$ satisfies

$$
\left|\mu_{2}\right|>\frac{2 \omega\left(t_{0}\right)}{\max \{|\bar{M}|,|\bar{m}|\}}\left|\mu_{1}\right|
$$

the driving force term in (3.1.34) has to be sufficiently large with respect to the dry friction force for the applicability of Theorem 3.1.9 to (3.1.34).
(b) If $\omega(0)<0$ then $M_{\mu}(\alpha)=2 \omega\left(t_{0}\right) \mu_{1}+A(\alpha) \mu_{2}$.

For more concreteness, we consider the Duffing-type equation

$$
\begin{equation*}
\ddot{x}-x+2 x^{3}+\mu_{1} \operatorname{sgn} \dot{x}=\mu_{2} \cos t . \tag{3.1.36}
\end{equation*}
$$

Then $\omega(t)=\operatorname{sech} t$ and $A(\alpha)=\int_{-\infty}^{\infty} \operatorname{sech} s \cos (s+\alpha) d s=\pi \operatorname{sech} \frac{\pi}{2} \sin \alpha$. So $\bar{M}=-\bar{m}=\pi \operatorname{sech} \frac{\pi}{2}, t_{0}=0, \omega\left(t_{0}\right)=1$. Theorem 3.1.18 gives the following
Corollary 3.1.20. Equation (3.1.36) has subharmonic solutions with all sufficiently large periods provided that the parameters $\mu_{1}, \mu_{2}$ are sufficiently small satisfying

$$
\frac{\pi}{2} \operatorname{sech} \frac{\pi}{2} \cdot\left|\mu_{2}\right|>\left|\mu_{1}\right|
$$

Now we apply Theorem 3.1 .14 to a modification of (3.1.34) of the form

$$
\begin{equation*}
\ddot{x}+\delta g(x)+\frac{\psi(t)}{\sqrt{\delta}} \dot{x}+\eta \operatorname{sgn} \dot{x}=0 \tag{3.1.37}
\end{equation*}
$$

where $g \in C^{2}(\mathbb{R}, \mathbb{R}), g(0)=0, g^{\prime}(0)<0, \delta>0$ is a large parameter, $\psi \in$ $C^{1}(\mathbb{R},(0, \infty))$ is periodic and $\eta$ is a constant. Now we assume the existence of a homoclinic solution $\omega$ of $\ddot{x}+g(x)=0$ such that $\lim _{t \rightarrow \pm \infty} \omega(t)=0$ and $\omega(0)<0$.

Then again there is a unique $t_{0} \in \mathbb{R}$ satisfying $\dot{\omega}\left(t_{0}\right)=0$, and $\dot{\omega}(t)<0$, $\forall t<t_{0}, \dot{\omega}(t)>0, \forall t>t_{0}$ and $\omega\left(t_{0}\right)<0$. Since $\delta$ is large, we set $\varepsilon=\sqrt{1 / \delta}$, and rewrite (3.1.37) in the form

$$
\begin{equation*}
\varepsilon \dot{x}=y, \quad \varepsilon \dot{y}=-g(x)-\varepsilon^{2}(\psi(t) y+\eta \operatorname{sgn} y) \tag{3.1.38}
\end{equation*}
$$

so Theorem 3.1.14 can be applied for (3.1.38) to obtain the following result.

Theorem 3.1.21. If the function $M(\alpha)=2 \eta \omega\left(t_{0}\right)-\psi(\alpha) \int_{-\infty}^{\infty} \dot{\omega}(s)^{2} d s$ has a simple root, then for any $\delta>0$ sufficiently large, (3.1.37) has subharmonic solutions of all periods.
Remark 3.1.22. (a) It is clear that for the existence of a simple root of $M(\alpha)$ in Theorem 3.1.21, it is necessary to assume

$$
\eta \in\left[\tilde{M} \int_{-\infty}^{\infty} \dot{\omega}(s)^{2} d s / 2 \omega\left(t_{0}\right), \tilde{m} \int_{-\infty}^{\infty} \dot{\omega}(s)^{2} d s / 2 \omega\left(t_{0}\right)\right]
$$

where $\tilde{m}=\min \psi, \tilde{M}=\max \psi$. On the other hand, if $\psi$ has critical points only at minimums and maximums, then the condition

$$
\eta \in\left(\tilde{M} \int_{-\infty}^{\infty} \dot{\omega}(s)^{2} d s / 2 \omega\left(t_{0}\right), \tilde{m} \int_{-\infty}^{\infty} \dot{\omega}(s)^{2} d s / 2 \omega\left(t_{0}\right)\right)
$$

is sufficient for the existence of a simple root of $M(\alpha)$.
(b) If $\eta \geq 0$ and $x$ is a $T$-periodic solution of (3.1.37) then

$$
\begin{gathered}
0=\int_{0}^{T}\left(\ddot{x}(s) \dot{x}(s)+\delta g(x(s)) \dot{x}(s)+\frac{\psi(s)}{\sqrt{\delta}} \dot{x}(s)^{2}+\eta|\dot{x}(s)|\right) d s \\
\geq \int_{0}^{T} \frac{\psi(s)}{\sqrt{\delta}} \dot{x}(s)^{2} d s \geq \frac{\tilde{m}}{\sqrt{\delta}} \int_{0}^{T} \dot{x}(s)^{2} d s
\end{gathered}
$$

So $x$ is constant. Hence (3.1.37) with $\eta \geq 0$ has at most constant subharmonic solutions.

For more concreteness, we consider again the Duffing-type equation

$$
\begin{equation*}
\ddot{x}+\delta\left(-x+2 x^{3}\right)+\frac{(2+\cos t)}{\sqrt{\delta}} \dot{x}+\eta \operatorname{sgn} \dot{x}=0 \tag{3.1.39}
\end{equation*}
$$

with $g(x)=-x+2 x^{3}, \psi(t)=2+\cos t, \omega(t)=-\operatorname{sech} t$. Then $\tilde{m}=1, \tilde{M}=3, t_{0}=0$, $\omega\left(t_{0}\right)=-1$ and $\int_{-\infty}^{\infty} \dot{\omega}(s)^{2} d s=\int_{-\infty}^{\infty}(\operatorname{sech} s)^{2} d s=2 / 3$. Consequently, Remark 3.1.22 a) gives the next result.

Corollary 3.1.23. Equation (3.1.39) has subharmonic solutions with all periods provided that $\delta>0$ is sufficiently large and $\eta \in(-1,-1 / 3)$.

Now we deal with more difficult problem represented by the following coupled discontinuous differential equations

$$
\begin{align*}
\ddot{x}_{1}+\delta g\left(x_{1}\right)+\eta_{1} \operatorname{sgn} \dot{x}_{1} & =\eta_{2} x_{2}  \tag{3.1.40}\\
\ddot{x}_{2}+\delta g\left(x_{2}\right) & =\psi(t) x_{1},
\end{align*}
$$

where $\eta_{1}>0, \eta_{2} \neq 0$ are constants, $\delta>0$ is a large parameter, $\psi \in C^{1}(\mathbb{R}, \mathbb{R})$ is periodic and $g$ satisfies the properties of (3.1.34). Setting $\varepsilon=\sqrt{1 / \delta}$ and rewriting system (3.1.40) in the form

$$
\begin{array}{ll}
\varepsilon \dot{x}_{1}=y_{1}, & \varepsilon \dot{y}_{1}=-g\left(x_{1}\right)+\varepsilon^{2}\left(-\eta_{1} \operatorname{sgn} y_{1}+\eta_{2} x_{2}\right) \\
\varepsilon \dot{x}_{2}=y_{2}, & \varepsilon \dot{y}_{2}=-g\left(x_{2}\right)+\varepsilon^{2} \psi(t) x_{1} \tag{3.1.41}
\end{array}
$$

we have in the notation of (3.1.30)

$$
\begin{aligned}
f\left(x_{1}, y_{1}, x_{2}, y_{2}\right) & =\left(y_{1},-g\left(x_{1}\right), y_{2},-g\left(x_{2}\right)\right) \\
h\left(x_{1}, y_{1}, x_{2}, y_{2}, \varepsilon, t\right) & =\left(0,-\eta_{1} \operatorname{Sgn} y_{1}+\eta_{2} x_{2}, 0, \psi(t) x_{1}\right) .
\end{aligned}
$$

Since $\dot{x}=f(x)$ with $x=\left(x_{1}, y_{1}, x_{2}, y_{2}\right)$ is $\ddot{x}_{1}+g\left(x_{1}\right)=0$ and $\ddot{x}_{2}+g\left(x_{2}\right)=0$, so it is decoupled, it is better to take

$$
\begin{gathered}
\gamma_{\sigma}=\left(\omega, \dot{\omega}, \omega_{\sigma}, \dot{\omega}_{\sigma}\right), \quad \omega_{\sigma}(t)=\omega(t-\sigma), \quad \sigma \in \mathbb{R} \\
u_{\sigma 1}^{\perp}=(-\ddot{\omega}, \dot{\omega}, 0,0), \quad u_{\sigma 2}^{\perp}=\left(0,0,-\ddot{\omega}_{\sigma}, \dot{\omega}_{\sigma}\right) \\
u_{\sigma 3}=(\dot{\omega}, \ddot{\omega}, 0,0), \quad u_{\sigma 4}=\left(0,0, \dot{\omega}_{\sigma}, \ddot{\omega}_{\sigma}\right) .
\end{gathered}
$$

Note $\left\{\gamma_{\sigma}(t) \mid \sigma, t \in \mathbb{R}\right\}$ represents a non-degenerate homoclinic manifold of $\dot{x}=$ $f(x)$ to $x=0$ (see Subsection 4.1.4 for similar results). So $\beta$ is replaced with $\sigma$. Then we use formula (3.1.29) twice for $u_{\sigma 1}^{\perp}$ and $u_{\sigma 2}^{\perp}$ instead of (3.1.28) to get

$$
M(\alpha, \sigma)=\binom{-2 \eta_{1} \omega\left(t_{0}\right)+\eta_{2} B(\sigma)}{-\psi(\alpha) B(\sigma)}
$$

with $B(\sigma)=\int_{-\infty}^{\infty} \omega(t-\sigma) \dot{\omega}(t) d t$. Next we make in (3.1.30) the change of variables

$$
x\left(t+\frac{\alpha}{\varepsilon}\right)=\gamma_{\sigma}(t)+\varepsilon^{2} z(t)+\frac{\varepsilon}{2 m}\left(\gamma_{\sigma}\left(-\frac{m}{\varepsilon}\right)-\gamma_{\sigma}\left(\frac{m}{\varepsilon}\right)\right) t
$$

In this way, we can incorporate parameter $\sigma$ in the differential inclusion above Theorem 3.1.14 concerning (3.1.30). Consequently, it is enough to find a simple zero point of the map

$$
M:\binom{\alpha}{\sigma} \rightarrow\binom{-2 \eta_{1} \omega\left(t_{0}\right)+\eta_{2} B(\sigma)}{-\psi(\alpha) B(\sigma)}
$$

Summarizing, we obtain the next result.
Theorem 3.1.24. If there is a simple root $\sigma_{0}$ of $B\left(\sigma_{0}\right)-2 \eta_{1} \omega\left(t_{0}\right) / \eta_{2}=0$ and a simple root $\alpha_{0}$ of $\psi(\alpha)=0$ as well, then (3.1.40) has subharmonic solutions with all periods provided that $\delta>0$ is sufficiently large.

Proof. According to the above arguments, it is enough to observe that ( $\alpha_{0}, \sigma_{0}$ ) is a simple zero point of $M$, i.e. $M\left(\alpha_{0}, \sigma_{0}\right)=0$ and $\operatorname{det} D M\left(\alpha_{0}, \sigma_{0}\right) \neq 0$, which is obvious.

Corollary 3.1.25. There is a constant $K>0$ such that if $0<\eta_{1} /\left|\eta_{2}\right|<K$ and $\psi(\alpha)=0$ has a simple root, then (3.1.40) has subharmonic solutions with all periods provided that $\delta>0$ is sufficiently large.

Proof. Since $B(0)=0$ and $B^{\prime}(0) \neq 0$, there is a constant $K>0$ such that for any $0<\eta_{1} /\left|\eta_{2}\right|<K$, there is a small simple root of $B\left(\sigma_{0}\right)=2 \eta_{1} \omega\left(t_{0}\right) / \eta_{2}$. The proof is finished by Theorem 3.1.24.

For more concreteness, we again take $g(x)=-x+2 x^{3}, \psi(t)=\cos t, \omega(t)=$ $\operatorname{sech} t, t_{0}=0, \omega\left(t_{0}\right)=1$. Then

$$
B(\sigma)=2 \frac{\sinh \sigma-\sigma \cosh \sigma}{\sinh ^{2} \sigma}
$$

Function $B(\sigma)$ has the only critical points: one maximum about 0.6196336 at $\sigma \doteq-1.6061152$ and one minimum about -0.6196336 at $\sigma \doteq 1.6061152$. Moreover, $B(\sigma)=0$ if and only if $\sigma=0$. Hence we obtain the following result.

Corollary 3.1.26. The equation

$$
\begin{aligned}
& \ddot{x}_{1}+\delta\left(-x_{1}+2 x_{1}^{3}\right)+\eta_{1} \operatorname{sgn} \dot{x}_{1}=\eta_{2} x_{2} \\
& \ddot{x}_{2}+\delta\left(-x_{2}+2 x_{2}^{3}\right)=x_{1} \cos t
\end{aligned}
$$

has subharmonic solutions with all periods provided that $\delta>0$ is sufficiently large and $0<\eta_{1} /\left|\eta_{2}\right|<0.3098167$.

Finally, we consider the following autonomous version of (3.1.34)

$$
\begin{equation*}
\ddot{x}+g(x)+\mu_{1} \operatorname{sgn} \dot{x}+\mu_{2} \dot{x}=0 \tag{3.1.42}
\end{equation*}
$$

where $\mu_{1,2} \in \mathbb{R}$ are small parameters and $g$ satisfies the properties either of (3.1.34) or (3.1.37).

Theorem 3.1.27. There is a $r_{1}>0$ and mappings

$$
\Pi_{1}, \Pi_{2}:\left(-r_{1}, r_{1}\right) \times\left(1 / r_{1}, \infty\right) \rightarrow \mathbb{R}
$$

such that for any $T \in\left(1 / r_{1}, \infty\right)$, (3.1.42) has a $T$-periodic solution near $\omega$ with either for any $\mu_{2} \in\left(-r_{1}, r_{1}\right)$ and $\mu_{1}=\Pi_{1}\left(\mu_{2}, T\right)$ or for any $\mu_{1} \in\left(-r_{1}, r_{1}\right)$ and $\mu_{2}=\Pi_{2}\left(\mu_{1}, T\right)$. Moreover, $\lim _{T \rightarrow \infty, \mu_{2} \rightarrow 0} \Pi_{1}\left(\mu_{2}, T\right)=0$ and $\lim _{T \rightarrow \infty, \mu_{1} \rightarrow 0} \Pi_{2}\left(\mu_{1}, T\right)=0$.

Proof. We apply Theorem 3.1 .15 with either $\xi=\mu_{1}$ and $\theta=\mu_{2}$ or $\xi=\mu_{2}$ and $\theta=\mu_{1}$. Then according to the above computations

$$
M_{\theta}(\xi)=-2\left|\omega\left(t_{0}\right)\right| \mu_{1}-\mu_{2} \int_{-\infty}^{\infty} \dot{\omega}(s)^{2} d s
$$

So we take in Theorem 3.1.15: $\mathbf{B}=(-1,1), \theta_{0}=0, d=1, d_{1}=0$ and by Remark 3.1.16, we obtain the desired mappings $\Pi_{1,2}$. Finally, the limits $\lim _{T \rightarrow \infty, \mu_{2} \rightarrow 0} \Pi_{1}\left(\mu_{2}, T\right)=0$ and $\lim _{T \rightarrow \infty, \mu_{1} \rightarrow 0} \Pi_{2}\left(\mu_{1}, T\right)=0$ follow from the fact that the only zero point of $M_{\theta_{0}}(\xi)=0$ is $\xi=0$.

Remark 3.1.28. Like in Remark 3.1.22b), it is clear that (3.1.42) with $\mu_{1} \mu_{2} \geq$ $0, \mu_{1}^{2}+\mu_{2}^{2} \neq 0$ has at most constant periodic solutions.


Figure 3.4: The graphs of functions $y=\frac{2}{\pi} \arctan k x$ (thick line) and $y=\Phi(x)$ with $k=10$

Remark 3.1.29. The discontinuous function $\operatorname{sgn} r$ modeling dry friction in the Coulomb's friction law is often approximated $[9,12]$ by the mathematically convenient approximation of the form

$$
r \rightarrow \frac{2}{\pi} \arctan k r, \quad k \gg 1
$$

On the other hand, its physically more relevant approximation is given by (see Fig. 3.4)

$$
\Phi(r)=\frac{1}{\pi}(7 \arctan 8 k r-5 \arctan 4 k r), \quad k \gg 1 .
$$

The function $\Phi$ has two symmetric spikes at $r= \pm \frac{\sqrt{6}}{8 k}$ of the values

$$
\pm \frac{1}{\pi}\left(7 \arctan \sqrt{6}-5 \arctan \frac{\sqrt{6}}{2}\right) \doteq \pm 1,2261344
$$

Moreover, $\Phi(r)$ is quickly near 1 , respectively -1 , when $r>0$, respectively $r<0$, tends off 0 . Then a multivalued version of $\Phi$ can be taken as

$$
\operatorname{Sgn}_{\eta, \zeta, \kappa} r=\left\{\begin{array}{cl}
-1 & \text { for } r<-\eta \\
{[-\zeta,-\kappa]} & \text { for }-\eta \leq r<0 \\
{[-\zeta, \zeta]} & \text { for } r=0 \\
{[\kappa, \zeta]} & \text { for } 0<r \leq \eta \\
1 & \text { for } r>\eta
\end{array}\right.
$$

for some constants $\eta \geq 0, \zeta \geq 1,0<\kappa \leq 1$. The term $\operatorname{Sgn}_{\eta, \zeta, \kappa} \dot{x}$ can be considered as an extension for modeling dry friction forces.

To apply Remark 3.1.29, let us consider the problem

$$
\begin{equation*}
\ddot{x}+g(x)-\mu_{2} \psi(t) \in-\mu_{1} \operatorname{Sgn}_{\eta, \zeta, \kappa} \dot{x} \tag{3.1.43}
\end{equation*}
$$

where $\mu_{1}>0, \mu_{2}>0$ are small parameters, $g$ has the properties of either (3.1.34) or (3.1.37) and $\psi \in C(\mathbb{R}, \mathbb{R})$ is periodic. Then, for this case with $\eta<\max |\dot{\omega}|$, the multivalued mapping (3.1.24) has the form

$$
\begin{aligned}
M_{\mu}(\alpha)=\left[-\mu_{1}(\zeta\right. & \left.\int_{I_{\eta-}}|\dot{\omega}(t)| d t+\int_{I_{\eta+}}|\dot{\omega}(t)| d t\right)+\mu_{2} A(\alpha) \\
& \left.\quad-\mu_{1}\left(\kappa \int_{I_{\eta-}}|\dot{\omega}(t)| d t+\int_{I_{\eta+}}|\dot{\omega}(t)| d t\right)+\mu_{2} A(\alpha)\right]
\end{aligned}
$$

where $A$ is the function defined above Theorem 3.1.18 and

$$
I_{\eta-}=\{t \in \mathbb{R}:|\dot{\omega}(t)| \leq \eta\}, \quad I_{\eta+}=\{t \in \mathbb{R}:|\dot{\omega}(t)|>\eta\}
$$

Then Theorem 3.1.9 gives the following result.

Theorem 3.1.30. If $\eta<\max |\dot{\omega}|$ and

$$
\begin{equation*}
0<\bar{M}, \quad(\bar{m} \zeta-\bar{M} \kappa) \int_{I_{\eta-}}|\dot{\omega}(t)| d t<(\bar{M}-\bar{m}) \int_{I_{\eta+}}|\dot{\omega}(t)| d t \tag{3.1.44}
\end{equation*}
$$

where $\bar{m}=\min A$ and $\bar{M}=\max A$, then (3.1.43) has subharmonic solutions with all large periods provided that $\mu_{1}>0, \mu_{2}>0$ are sufficiently small satisfying

$$
\begin{array}{r}
\mu_{1} / \mu_{2} \in\left(\max \left\{0, \bar{m} /\left(\kappa \int_{I_{\eta-}}|\dot{\omega}(t)| d t+\int_{I_{\eta+}}|\dot{\omega}(t)| d t\right)\right\}\right.  \tag{3.1.45}\\
\left.\bar{M} /\left(\zeta \int_{I_{\eta-}}|\dot{\omega}(t)| d t+\int_{I_{\eta+}}|\dot{\omega}(t)| d t\right)\right)
\end{array}
$$

Proof. We take $a<b$ such that $A(a)=\bar{m}, A(b)=\bar{M}$. Then (3.1.45) implies that $r_{1} \in M_{\mu}(a), r_{2} \in M_{\mu}(b)$ give $r_{1}<0, r_{2}>0$. Hence the condition of Theorem 3.1.9 is satisfied.

To be more concrete, we consider the problem

$$
\begin{equation*}
\ddot{x}-x+2 x^{3}-\mu_{2} \cos t \in-\mu_{1} \operatorname{Sgn}_{\eta, \zeta, \kappa} \dot{x} . \tag{3.1.46}
\end{equation*}
$$

Corollary 3.1.31. Inclusion (3.1.46), with $1 / 2>\eta \geq 0$, has subharmonic solutions with all large periods provided that $\mu_{1}>0, \mu_{2} \neq 0$ are sufficiently small satisfying

$$
\frac{\mu_{1}}{\left|\mu_{2}\right|}<\frac{\pi}{2} \operatorname{sech} \frac{\pi}{2} /\left(\zeta+(1-\zeta) \operatorname{sech} t_{1, \eta}+(\zeta-1) \operatorname{sech} t_{2, \eta}\right)
$$

where $0 \leq t_{1, \eta}<t_{2, \eta} \leq \infty$ are the solutions of $\operatorname{sech} t=-\eta$.
Proof. Now $g(x)=-x+2 x^{3}, \omega(t)=\operatorname{sech} t, \psi(t)= \pm \cos t$. We note $\max _{t \in \mathbb{R}}|\operatorname{sech} t|=$ $1 / 2$. The equation $|\operatorname{sech} t|=\eta$ for $1 / 2>\eta \geq 0$ has the solutions

$$
-\infty \leq-t_{2, \eta}<-t_{1, \eta} \leq 0 \leq t_{1, \eta}<t_{2, \eta} \leq \infty
$$

when clearly there are strict inequalities for $\eta>0$. Consequently, we have
$I_{\eta-}=\left(-\infty,-t_{2, \eta}\right] \cup\left[-t_{1, \eta}, t_{1, \eta}\right] \cup\left[t_{2, \eta}, \infty\right), \quad I_{\eta+}=\left(-t_{2, \eta},-t_{1, \eta}\right) \cup\left(t_{1, \eta}, t_{2, \eta}\right)$,
and
$\int_{I_{\eta-}}|\dot{\omega}(t)| d t=2\left(1-\operatorname{sech} t_{1, \eta}+\operatorname{sech} t_{2, \eta}\right), \quad \int_{I_{\eta+}}|\dot{\omega}(t)| d t=2\left(\operatorname{sech} t_{1, \eta}-\operatorname{sech} t_{2, \eta}\right)$.
We also know by the results for (3.1.36) that $A(\alpha)= \pm \pi$ sech $\frac{\pi}{2} \sin \alpha$; hence $\bar{M}=-\bar{m}=\pi$ sech $\frac{\pi}{2}$. By using these computations and Theorem 3.1.30, the corollary is proved.

Remark 3.1.32. In spite of the fact that the aim of this section is to deal with multivalued perturbation problems, we note that our method is clearly applied to piecewise smoothly perturbed problems. For simple illustration of this, let us consider the following concrete piecewise linearly perturbed problem

$$
\begin{equation*}
\ddot{x}-x+2 x^{3}+\mu_{1} \dot{x}^{+}+\mu_{2} \dot{x}^{-}=\mu_{3} \cos t \tag{3.1.47}
\end{equation*}
$$

where $\mu_{1,2,3} \in \mathbb{R}$ are small parameters and $z^{+}=\max \{0, z\}, z^{-}=\min \{0, z\}$. Then we have similarly like for (3.1.36) that (3.1.24) possesses for this case the form

$$
M_{\mu}(\alpha)=-\frac{\mu_{1}+\mu_{2}}{3}+\mu_{3} \pi \operatorname{sech} \frac{\pi}{2} \sin \alpha .
$$

If $\left|\mu_{1}+\mu_{2}\right| /\left|\mu_{3}\right|<3 \pi$ sech $\frac{\pi}{2}$ then $M_{\mu}(\alpha)$ has a simple root, and consequently, (3.1.47) possesses subharmonic solutions with all large periods provided that $\mu_{1,2,3}$ are sufficiently small.

### 3.1.7 Bounded Solutions Close to Homoclinics

We show in this subsection the existence of bounded solutions on $\mathbb{R}$ of (3.1.3), (3.1.25) and (3.1.26) which are near to $\gamma$ and on which subharmonics, found in the previous subsections, accumulate.

Theorem 3.1.33. The assumptions of Theorem 3.1.6 imply for any $\mu \in \mathbf{R}$ of the form $\mu=s^{2} \tilde{\mu}, 0<s \in U_{1}, \tilde{\mu} \in U_{2}$, where $\mathbf{R}, U_{1}, U_{2}$ are from Theorem 3.1.6, the existence of a solution $x_{\mu}$ of (3.1.3) on $\mathbb{R}$ satisfying

$$
\begin{equation*}
\sup _{t \in \mathbb{R}}\left|x_{\mu}(t)-\gamma\left(t-\alpha_{\mu}\right)\right| \leq K s, \tag{3.1.48}
\end{equation*}
$$

where $\alpha_{\mu} \in \mathbb{R},\left|\alpha_{\mu}\right| \leq K$ and $K$ is a constant from Theorem 3.1.6. Moreover, a subsequence of the subharmonics $\left\{x_{m}\right\}_{m \geq[1 / s]}$ from Theorem 3.1.6 accumulates on $x_{\mu}$.

Proof. Let us fix $\mu \in \mathbf{R}$ and let $\left\{x_{m}\right\}_{m \geq[1 / s]}$ be the sequence of subharmonics from Theorem 3.1.6. Since $\left\{x_{m}\right\}_{m \geq[1 / s]}$ is a bounded sequence in the Sobolev space $W^{1, \infty}\left(\mathbb{R}, \mathbb{R}^{n}\right)$, then by the Arzela-Ascolli Theorem [199], there is a subsequence $\left\{x_{m_{j}}\right\}_{j=1}^{\infty}$ of $\left\{x_{m}\right\}_{m \geq[1 / s]}$ and a function

$$
x_{\mu} \in W_{\mathrm{loc}}^{1,2}\left(\mathbb{R}, \mathbb{R}^{n}\right):=\cap_{m \in \mathbb{N}} W^{1,2}\left([-m, m], \mathbb{R}^{n}\right)
$$

with $\left|x_{\mu}\right|_{\infty}<\infty$ and such that for any $p \in \mathbb{N}$ the sequence $\left\{x_{m_{j}}\right\}_{j=1}^{\infty}$ converges to $x_{\mu}$ in $Z_{p}$. Moreover, we can assume $\alpha_{m_{j}} \rightarrow \alpha_{\mu} \in \mathbb{R}$ as $j \rightarrow \infty$.

We note that $\dot{x}_{\mu}$ exist a.e. on $\mathbb{R}$. Now let $t_{0} \in \mathbb{R}$ be such that $\dot{x}_{\mu}\left(t_{0}\right)$ exists. Since $f$ is continuous as well as $f_{i}, i=1, \cdots, k$ are upper-semicontinuous with compact values, for any $\varepsilon>0$ there are $j_{0} \in \mathbb{N}$ and $\delta>0$ with the following property for any $t,\left|t-t_{0}\right|<\delta, j \geq j_{0}$ :

$$
f\left(x_{m_{j}}(t)\right)+\sum_{i=1}^{k} \mu_{i} f_{i}\left(x_{m_{j}}(t), \mu, t\right) \subset \mathbf{K}_{\varepsilon}
$$

where

$$
\mathbf{K}_{\varepsilon}=\left\{z \in \mathbb{R}^{n}: \operatorname{dist}\left(z, f\left(x_{\mu}\left(t_{0}\right)\right)+\sum_{i=1}^{k} \mu_{i} f_{i}\left(x_{\mu}\left(t_{0}\right), \mu, t_{0}\right)\right) \leq \varepsilon\right\}
$$

The set $\mathbf{K}_{\varepsilon}$ is compact and convex. Let us choose a $y \in \mathbb{R} \backslash \mathbf{K}_{\varepsilon}$. Then there is at least one closest point $k_{y}$ of $\mathbf{K}_{\varepsilon}$ to $y$ since $\mathbf{K}_{\varepsilon}$ is compact. The uniqueness of $k_{y}$ follows from the convexity of $\mathbf{K}_{\varepsilon}$, since if there could be two such $k_{y}^{\prime}, k_{y}^{\prime \prime}$ then $\left(k_{y}^{\prime}+k_{y}^{\prime \prime}\right) / 2 \in \mathbf{K}_{\varepsilon}$ would be closer to $y$ as either $k_{y}^{\prime}$ or $k_{y}^{\prime \prime}$. Moreover from the triangular with vertexes $k \in \mathbf{K}_{\varepsilon}, k_{y}$ and $y$ it follows that the angle between $k-k_{y}$ and $y-k_{y}$ is obtuse (see also [47,199]). So there is a unique $k_{y} \in \mathbf{K}_{\varepsilon}$ such that

$$
\begin{equation*}
\left\langle k-k_{y}, y-k_{y}\right\rangle \leq 0, \quad \forall k \in \mathbf{K}_{\varepsilon} . \tag{3.1.49}
\end{equation*}
$$

Next from

$$
\dot{x}_{m_{j}}(t) \in f\left(x_{m_{j}}(t)\right)+\sum_{i=1}^{k} \mu_{i} f_{i}\left(x_{m_{j}}(t), \mu, t\right) \quad \text { a.e. on } \quad\left\{t:\left|t-t_{0}\right| \leq \delta\right\}
$$

for any $j \geq j_{0}$, and (3.1.49) we derive

$$
\begin{gathered}
\frac{2}{p} \int_{t_{0}-(1 / p)}^{t_{0}+(1 / p)}\left\langle\dot{x}_{m_{j}}(s)-k_{y}, y-k_{y}\right\rangle d s \\
=\left\langle\frac{x_{m_{j}}\left(t_{0}+(1 / p)\right)-x_{m_{j}}\left(t_{0}-(1 / p)\right)}{2 / p}-k_{y}, y-k_{y}\right\rangle \leq 0
\end{gathered}
$$

for any $p \in \mathbb{N}$ satisfying $p>1 / \delta$. By passing to the limit first with $j \rightarrow \infty$ and then with $p \rightarrow \infty$, we obtain

$$
\left\langle\dot{x}_{\mu}\left(t_{0}\right)-k_{y}, y-k_{y}\right\rangle \leq 0, \quad \forall y \in \mathbb{R}^{n} \backslash \mathbf{K}_{\varepsilon}
$$

It is clear that

$$
\mathbf{K}_{\varepsilon}=\bigcap_{y \in \mathbb{R}^{n} \backslash \mathbf{K}_{\varepsilon}}\left\{z \in \mathbb{R}^{n}:\left\langle z-k_{y}, y-k_{y}\right\rangle \leq 0\right\}
$$

Consequently, we have

$$
\begin{equation*}
\dot{x}_{\mu}\left(t_{0}\right) \in \mathbf{K}_{\varepsilon} . \tag{3.1.50}
\end{equation*}
$$

Since (3.1.50) holds for any $\varepsilon>0$ and the set $f\left(x_{\mu}\left(t_{0}\right)\right)+\sum_{i=1}^{k} \mu_{i} f_{i}\left(x_{\mu}\left(t_{0}\right), \mu, t_{0}\right)$ is compact, we obtain

$$
\dot{x}_{\mu}\left(t_{0}\right) \in f\left(x_{\mu}\left(t_{0}\right)\right)+\sum_{i=1}^{k} \mu_{i} f_{i}\left(x_{\mu}\left(t_{0}\right), \mu, t_{0}\right) .
$$

The estimate (3.1.48) follows from the similar one of Theorem 3.1.6.
We can analogously find accumulation of subharmonics on bounded solutions in all above results. Finally the method of this Section is extended in Chapter 4 to show chaotic behavior of (3.1.3), (3.1.25) and (3.1.26).

### 3.2 Bifurcation of Periodics from Homoclinics II

### 3.2.1 Singular Discontinuous O.D.Eqns

In this section we proceed with the study of bifurcations of subharmonics from homoclinics in discontinuously perturbed ordinary differential equations. But we study more complicated equations. To motivate our interest in this problem, let us consider a mass $m$ located in a forcing field $-q(x)$, putting horizontally on a moving two-dimensional ribbon with a speed $v_{0}$ and periodically excited
by a force $m p(t)$. The viscous damping is $-\widetilde{k} \dot{x}$, and the dry friction between the ribbon and the mass is $-\mu m \operatorname{sgn}\left(\dot{x}+v_{0}\right)$. Here $\widetilde{k}$ and $\mu$ are positive constants, and $\operatorname{sgn} r=\frac{r}{|r|_{2}}, r \in \mathbb{R}^{2} \backslash\{0\}$ (see Fig. 3.5). By taking the balance of these forces, we arrive at the equation

$$
\begin{equation*}
m \ddot{x}+\widetilde{k} \dot{x}+q(x)+\mu m \operatorname{sgn}\left(\dot{x}+v_{0}\right)=m p(t), \quad x \in \mathbb{R}^{2} . \tag{3.2.1}
\end{equation*}
$$

Rewriting (3.2.1) as a first-order system, we get

$$
\begin{equation*}
\dot{x}=y, \quad m \dot{y}=-\widetilde{k} y-q(x)+m\left(p(t)-\mu \operatorname{sgn}\left(y+v_{0}\right)\right) . \tag{3.2.2}
\end{equation*}
$$

Like in the previous section, we consider (3.2.2) with $m$ small as a singularly perturbed differential inclusion of the form

$$
\begin{equation*}
\dot{x}=y, \quad m \dot{y} \in-\widetilde{k} y-q(x)+m\left(p(t)-\mu \operatorname{Sgn}\left(y+v_{0}\right)\right) \tag{3.2.3}
\end{equation*}
$$

where

$$
\operatorname{Sgn} r=\left\{\begin{array}{cc}
\operatorname{sgn} r & \text { for } r \neq 0 \\
\left\{x \in \mathbb{R}^{2}:|x|_{2} \leq 1\right\} & \text { for } r=0
\end{array}\right.
$$

For more generality, we consider singularly perturbed differential inclusions of the following form

$$
\begin{array}{lll}
\dot{x}(t) \in f(x(t), y(t))+\varepsilon h_{1}(x(t), y(t), t) & \text { a.e. on } & \mathbb{R} \\
\varepsilon \dot{y}(t) \in g(x(t), y(t))+\varepsilon h_{2}(x(t), y(t), t) & \text { a.e. on } & \mathbb{R} \tag{3.2.4}
\end{array}
$$

with $x \in \mathbb{R}^{n}, y \in \mathbb{R}^{k}$ and $\varepsilon>0$ is small. Let $\langle\cdot, \cdot\rangle_{i}$ be the inner product on $\mathbb{R}^{i}, i \in \mathbb{N}$ with the corresponding norm $|\cdot|_{i}$. Now we set the main assumptions about (3.2.4):
(i) $f \in C^{2}\left(\mathbb{R}^{n} \times \mathbb{R}^{k}, \mathbb{R}^{n}\right), g \in C^{2}\left(\mathbb{R}^{n} \times \mathbb{R}^{k} \times \mathbb{R}, \mathbb{R}^{k}\right)$, and $h_{1}: \mathbb{R}^{n} \times \mathbb{R}^{k} \times \mathbb{R} \rightarrow$ $2^{\mathbb{R}^{n}} \backslash\{\emptyset\}, h_{2}: \mathbb{R}^{n} \times \mathbb{R}^{k} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{k}} \backslash\{\emptyset\}$ are upper-semicontinuous with compact and convex values.
(ii) $f(0,0)=0$ and $\Re \tau \neq 0$ for any $\tau \in \sigma\left(D_{x} f(0,0)\right)$.
(iii) $g(\cdot, 0)=0, g(x, y)=A(x) y+o\left(|y|_{k}\right)$ for $A(x) \in L\left(\mathbb{R}^{k}\right)$ satisfying

$$
B(x) A(x) B^{-1}(x)=\left(D_{1}(x), D_{2}(x)\right) \quad \forall x \in \mathbb{R}^{n}
$$

where $B: \mathbb{R}^{n} \rightarrow L\left(\mathbb{R}^{k}\right), D_{1}: \mathbb{R}^{n} \rightarrow L\left(\mathbb{R}^{k_{1}}\right), D_{2}: \mathbb{R}^{n} \rightarrow L\left(\mathbb{R}^{k_{2}}\right)$ are $C^{1}$-smooth mappings, $k=k_{1}+k_{2}$ and

$$
\begin{gathered}
\left\langle D_{1}(x) v, v\right\rangle_{k_{1}} \geq a|v|_{k_{1}}^{2}, \quad\left\langle D_{2}(x) w, w\right\rangle_{k_{2}} \leq-a|w|_{k_{2}}^{2} \\
\forall x \in \mathbb{R}^{n}, \forall v \in \mathbb{R}^{k_{1}}, \forall w \in \mathbb{R}^{k_{2}},
\end{gathered}
$$

where $a>0$ is a constant.
(iv) The reduced equation of (3.2.4) of the form $\dot{x}=f(x, 0)$ has a homoclinic solution: There is a nonzero differentiable function $t \rightarrow \gamma(t)$ such that $\lim _{t \rightarrow+\infty} \gamma(t)=\lim _{t \rightarrow-\infty} \gamma(t)=0$ and $\dot{\gamma}(t)=f(\gamma(t), 0)$.
(v) $h_{i}(x, y, t+2)=h_{i}(x, y, t)$ for $t \in \mathbb{R}$ and $i=1,2$.

When the perturbations $h_{1,2}(x, y, t)$ in (3.2.4) are smooth functions, then we have singularly perturbed ordinary differential equations

$$
\begin{align*}
\dot{x}(t) & =f(x(t), y(t))+\varepsilon h_{1}(x(t), y(t), t) \\
\varepsilon \dot{y}(t) & =g(x(t), y(t))+\varepsilon h_{2}(x(t), y(t), t) . \tag{3.2.5}
\end{align*}
$$

Setting $\varepsilon=0$ in the (3.2.5) we obtain the reduced equation

$$
\begin{equation*}
\dot{x}=f(x, 0) . \tag{3.2.6}
\end{equation*}
$$

The study of dynamics between (3.2.5) and (3.2.6) is started from 1952 [187] by showing that under certain conditions, for given $T>0$ the solutions of (3.2.5) are at a $O(\varepsilon)$-distance from the corresponding solutions of (3.2.6), for $t$ in any compact subset of $(0, T]$. This result was improved in [116, 117]. Later, in [97], a geometric theory of singular systems was developed, where this theory is applied to the autonomous case and states, under certain hypotheses, the existence of a center manifold for (3.2.5) defined on compact subsets on which system (3.2.5) is a regular perturbation of the reduced system (3.2.6). This was used to improve previous results in [100] concerning the existence of periodic solutions of (3.2.5). Geometric theory has been used in [184, 185] to study the problem of bifurcation from a heteroclinic orbit of the reduced system towards a heteroclinic orbit of the overall system (3.2.5). Later, in $[28,72]$, the nonautonomous case have been handled, together with the homoclinic case. These results were improved in [21] by showing that the system (3.2.5) has a global center manifold on which the system (3.2.5) is a regular perturbation of the reduced system (3.2.6). Then applying regular perturbation theory a smooth Melnikov function was derived to obtain homoclinic/heteroclinic solutions. Also there was studied a case when the reduced system (3.2.6) has a heteroclinic orbit joining semi-hyperbolic fixed points. Finally let us mention some other related results in this direction. Attractive invariant manifolds of (3.2.5) are studied in [155] when $h_{1}, h_{2}$ are independent of $t$. In [183] the same problem is investigated as in [155] when $h_{1}, h_{2}$ do depend on $t$. Asymptotic expansions of solutions for (3.2.5) are derived in [193]. Summarizing, a geometric theory for (3.2.5) is rather well-developed, not like for (3.2.4). On the other hand, there are several papers dealing with singularly perturbed differential inclusions (see [69,104] and references therein). Singularly perturbed boundary value problems are studied in [77, 118, 119, 136, 194].

Next from the above-mentioned results on (3.2.5) it follows that (3.2.5) under certain conditions is chaotic (see $[28,72]$ ) with an infinite number of subharmonics. The purpose of this section is to find conditions ensuring that even in multivalued case (3.2.4) there are still infinitely many subharmonics accumulating on a bounded solution of (3.2.4) on $\mathbb{R}$ which is near to the reduced homoclinic solution $(\gamma, 0)$. But approaches already used to (3.2.5) are not possible to apply for differential inclusions such as (3.2.4). To prove our results, we extend the method of Section 3.1 to system (3.2.4).

### 3.2.2 Linearized Equations

Let $W_{0}^{s}$, $W_{0}^{u}$ be the stable and unstable manifolds, respectively, of the hyperbolic origin for (3.2.6), and $d_{s}=\operatorname{dim} W_{0}^{s}, d_{u}=\operatorname{dim} W_{0}^{u}$. Next, for the variational equation of (3.2.6) along $\gamma$ :

$$
\begin{equation*}
\dot{u}(t)=D_{x} f(\gamma(t), 0) u(t), \tag{3.2.7}
\end{equation*}
$$

we have Theorem 3.1.2 of Subsection 3.1.2 when (3.1.5) is replaced with (3.2.7).
We use functional-analytic approach on certain Banach spaces like in the previous section. So we fix $m, j \in \mathbb{N}$ and define the following Banach spaces:

$$
\begin{gathered}
Z_{m, j}=C\left([-m, m], \mathbb{R}^{j}\right) \\
Z_{m, j}^{p}=\left\{z \in Z_{m, j}: z(-m)=z(m)\right\} \\
Y_{m, j}=L^{\infty}\left([-m, m], \mathbb{R}^{j}\right)
\end{gathered}
$$

with the supremum norms $\|\cdot\|_{m, j}$ for $Z_{m, j}$, respectively $|\cdot|_{m, j}$ for $Y_{m, j}$. Next, for the non-homogeneous linear equation

$$
\begin{equation*}
\dot{z}=D_{x} f(\gamma, 0) z+h \tag{3.2.8}
\end{equation*}
$$

we have the following analogy of Theorem 3.1.4.
Theorem 3.2.1. There exist $m_{0}>0, A>0, B>0$ such that for every $m>m_{0}, m \in \mathbb{N}$ there exists a linear function $\mathbf{L}_{m}: Y_{m, n} \rightarrow \mathbb{R}^{n}$ with $\left\|P_{u u} \mathbf{L}_{m}\right\| \leq$ $A \mathrm{e}^{-2 M m}$ and if $h \in Y_{m, n}$ satisfies

$$
\int_{-m}^{m} P_{u u} U(t)^{-1} h(t) d t+P_{u u} \mathbf{L}_{m} h=0
$$

then (3.2.8) has a solution in $z \in Z_{m, n}^{p}$ with $P_{s s} U(0)^{-1} z(0)=0$ and $\|z\|_{m, n} \leq$ $B|h|_{m, n}$. Moreover, this solution $z$ depends linearly on $h$.

Setting

$$
\widetilde{Y}_{m, n}=\left\{z \in Y_{m, n}: \int_{-m}^{m} P_{u u} U(t)^{-1} z(t) d t+P_{u u} \mathbf{L}_{m} z=0\right\}
$$

we define a variation of constants map $K_{m}: \widetilde{Y}_{m, n} \rightarrow Z_{m, n}$ by taking $K_{m} h$ to be the solution in $Z_{m, n}^{p}$ to (3.2.8) from Theorem 3.2.1. Then the norm $\left\|K_{m}\right\|$ is uniformly bounded with respect to $m$ and $K_{m}$ is a compact linear operator. We have the following analogy of Lemma 3.1.5.

Theorem 3.2.2. There exist $A>0, m_{0}>0$ and for each $m>m_{0}, m \in \mathbb{N} a$ projection $\Pi_{m}: Y_{m, n} \rightarrow Y_{m, n}$ such that
(i) $\left\|\Pi_{m}\right\|<A$ for all $m>m_{0}$
(ii) $\mathcal{R}\left(\mathbb{I}-\Pi_{m}\right)=\widetilde{Y}_{m, n}$

Now we study the non-homogeneous variational equation

$$
\begin{equation*}
\varepsilon \dot{y}=A(\gamma(t)) y+h(t) . \tag{3.2.9}
\end{equation*}
$$

Theorem 3.2.3. There is a constant $c>0$ such that for any $m \in \mathbb{N}$ and $0<\varepsilon \leq 1$, (3.2.9) has a unique solution $y \in Z_{m, k}^{p}$ provided that $h \in Y_{m, k}$ and moreover, it is satisfying $\|y\|_{m, k} \leq c|h|_{m, k}$.

Proof. By taking the transformation $z=B(\gamma) y$, (3.2.9) becomes to the form

$$
\begin{equation*}
\varepsilon \dot{z}=\left(D_{1}(\gamma), D_{2}(\gamma)\right) z+\varepsilon\left(D_{x} B(\gamma) \dot{\gamma}\right) B^{-1}(\gamma) z+B(\gamma) h \tag{3.2.10}
\end{equation*}
$$

Let us first consider the equation

$$
\begin{equation*}
\varepsilon \dot{z}=D_{1}(\gamma) z+h, \quad h \in Y_{m, k_{1}} . \tag{3.2.11}
\end{equation*}
$$

Let $Z_{\varepsilon}$ be the fundamental solution of $\varepsilon \dot{z}=D_{1}(\gamma) z$. Then $z(t)=Z_{\varepsilon}(t) Z_{\varepsilon}^{-1}(s) z_{0}$, $z_{0} \in \mathbb{R}^{k_{1}}$ solves $\varepsilon \dot{z}=D_{1}(\gamma) z, z(s)=z_{0}$. Using assumption (iii) of Subsection 3.2.1, we derive

$$
\frac{d}{d t}\left(|z(t)|_{k_{1}}^{2}\right)=2\langle\dot{z}(t), z(t)\rangle_{k_{1}}=\frac{2}{\varepsilon}\left\langle D_{1}(\gamma(t)) z(t), z(t)\right\rangle_{k_{1}} \geq \frac{2 a}{\varepsilon}|z(t)|_{k_{1}}^{2}
$$

So we get $|z(t)|_{k_{1}} \leq \mathrm{e}^{-a(s-t) / \varepsilon}\left|z_{0}\right|_{k_{1}}$ for $t \leq s$, that is $Z_{\varepsilon}$ satisfies the following property

$$
\begin{equation*}
\left|Z_{\varepsilon}(t) Z_{\varepsilon}^{-1}(s)\right| \leq \mathrm{e}^{-a(s-t) / \varepsilon}, \quad t \leq s \tag{3.2.12}
\end{equation*}
$$

The general solution of (3.2.11) has the form

$$
\begin{equation*}
z(t)=Z_{\varepsilon}(t) Z_{\varepsilon}^{-1}(m) z(m)-\frac{1}{\varepsilon} \int_{t}^{m} Z_{\varepsilon}(t) Z_{\varepsilon}^{-1}(s) h(s) d s . \tag{3.2.13}
\end{equation*}
$$

Consequently, this solution is from $Z_{m, k_{1}}^{p}$ if and only if

$$
z(m)=Z_{\varepsilon}(-m) Z_{\varepsilon}^{-1}(m) z(m)-\frac{1}{\varepsilon} \int_{-m}^{m} Z_{\varepsilon}(-m) Z_{\varepsilon}^{-1}(s) h(s) d s
$$

Since by (3.2.12) for $0<\varepsilon \leq 1$ and $m \in \mathbb{N}$ :

$$
\begin{aligned}
& \left|Z_{\varepsilon}(-m) Z_{\varepsilon}^{-1}(m)\right| \leq \mathrm{e}^{-2 a m / \varepsilon}<1 \\
& \left|Z_{\varepsilon}(-m) Z_{\varepsilon}^{-1}(s)\right| \leq \mathrm{e}^{-a(s+m) / \varepsilon}, \quad s \geq-m,
\end{aligned}
$$

we obtain

$$
\begin{gathered}
z(m)=-\left(\mathbb{I}-Z_{\varepsilon}(-m) Z_{\varepsilon}^{-1}(m)\right)^{-1} \frac{1}{\varepsilon} \int_{-m}^{m} Z_{\varepsilon}(-m) Z_{\varepsilon}^{-1}(s) h(s) d s \\
|z(m)|_{k_{1}} \leq\left(1-\mathrm{e}^{-2 a}\right)^{-1} \frac{1}{a}|h|_{m, k_{1}}
\end{gathered}
$$

Moreover, for $-m \leq t \leq m$ we have

$$
|z(t)|_{k_{1}} \leq|z(m)|_{k_{1}}+\frac{1}{a}|h|_{m, k_{1}} \leq \frac{1}{a}\left(1+\left(1-\mathrm{e}^{-2 a}\right)^{-1}\right)|h|_{m, k_{1}}
$$

Hence

$$
\|z\|_{m, k_{1}} \leq \frac{1}{a}\left(1+\left(1-\mathrm{e}^{-2 a}\right)^{-1}\right)|h|_{m, k_{1}} .
$$

We have a similar result for the equation

$$
\begin{equation*}
\varepsilon \dot{z}=D_{2}(\gamma) z+h, \quad h \in Y_{m, k_{2}} . \tag{3.2.14}
\end{equation*}
$$

Since $\sup \left|\left(D_{x} B(\gamma) \dot{\gamma}\right) B^{-1}(\gamma)\right|<\infty$ and $\sup \left|B^{-1}(\gamma)\right|<\infty, \sup |B(\gamma)|<\infty$, the statement of this theorem follows from (3.2.10) by using the above results for (3.2.11) and (3.2.14).

Let $K_{m, \varepsilon} h$ be the unique solution of Theorem 3.2.3. Because $K_{m, \varepsilon}: Y_{m, k} \rightarrow$ $W^{1,2}\left([-m, m], \mathbb{R}^{k}\right)$ is bounded linear and $W^{1,2}\left([-m, m], \mathbb{R}^{k}\right)$ is compactly embedded into $Z_{m, k}$, we see that $K_{m, \varepsilon}: Y_{m, k} \rightarrow Z_{m, k}$ is a linear compact operator. Moreover, the norm $\left\|K_{m, \varepsilon}\right\|$ is uniformly bounded for $m \in \mathbb{N}, 0<\varepsilon \leq 1$. We do not know the limit of $K_{m, \varepsilon}$ as $\varepsilon \rightarrow 0_{+}$and $m \rightarrow \infty$. On the other hand, we have the following result.

Theorem 3.2.4. Let $X_{m, k}=W^{1, \infty}\left([-m, m], \mathbb{R}^{k}\right)$ with the usual norm denoted by $\|\|\cdot\|\|_{m, k}$. Then for a fixed $b \in \mathbb{N}$ and any $h \in X_{m, k}$ satisfying $\left\|\|h\|_{m, k} \leq 1\right.$, the function $K_{m, \varepsilon} h$ tends on $Z_{b, k}$ to $-A^{-1}(\gamma) h$ uniformly by $h$ as $\varepsilon \rightarrow 0_{+}$and $m \rightarrow \infty$.

Proof. For any $h \in X_{m, k}$ satisfying $\||h|\|_{m, k} \leq 1$, we take $z_{h, m} \in Z_{m, k}^{p}$ given by

$$
z_{h, m}(t)=-A^{-1}(\gamma(t)) h(t)-t\left(A^{-1}(\gamma(-m)) h(-m)-A^{-1}(\gamma(m)) h(m)\right) / 2 m
$$

By taking $y=z+z_{h, m}$ in (3.2.9), we arrive at the equation

$$
\begin{gather*}
\varepsilon \dot{z}(t)=A(\gamma(t)) z(t)-\varepsilon_{\dot{z}_{h, m}} \\
-t A(\gamma(t))\left(A^{-1}(\gamma(-m)) h(-m)-A^{-1}(\gamma(m)) h(m)\right) / 2 m \tag{3.2.15}
\end{gather*}
$$

According to the construction of $z_{h, m}$, there is a constant $c>0$ such that

$$
\left\|\mid z_{h, m}\right\|\left\|_{m, k} \leq c, \quad\right\| A(\gamma(t))\left(A^{-1}(\gamma(-m)) h(-m)-A^{-1}(\gamma(m)) h(m)\right) \|_{m, k} \leq c
$$

It is enough to study (3.2.11). In view of (3.2.13), (3.2.15) has the form

$$
\begin{gathered}
z(t)=Z_{\varepsilon}(t) Z_{\varepsilon}^{-1}(m) z(m)-\frac{1}{\varepsilon} \int_{t}^{m} Z_{\varepsilon}(t) Z_{\varepsilon}^{-1}(s) \bar{g}_{h, m}(s) d s \\
z(m)=Z_{\varepsilon}(-m) Z_{\varepsilon}^{-1}(m) z(m)-\frac{1}{\varepsilon} \int_{-m}^{m} Z_{\varepsilon}(-m) Z_{\varepsilon}^{-1}(s) \bar{g}_{h, m}(s) d s
\end{gathered}
$$

where

$$
\bar{g}_{h, m}(t)=-\varepsilon \dot{z}_{h, m}-t A(\gamma(t))\left(A^{-1}(\gamma(-m)) h(-m)-A^{-1}(\gamma(m)) h(m)\right) / 2 m
$$

According to (3.2.12), there is a constant $c_{1}>0$ such that for any $t \in[-b, b]$, $0<b<m$, we have

$$
\begin{gathered}
\left|Z_{\varepsilon}(t) Z_{\varepsilon}^{-1}(m) z(m)\right|_{k_{1}} \leq \mathrm{e}^{-a(m-t) / \varepsilon} c_{1} \leq \mathrm{e}^{-a(m-b) / \varepsilon} c_{1} \\
\left|\frac{1}{\varepsilon} \int_{t}^{m} Z_{\varepsilon}(t) Z_{\varepsilon}^{-1}(s) \bar{g}_{h, m}(s) d s\right|_{k_{1}} \leq \frac{1}{\varepsilon} \int_{t}^{m} \mathrm{e}^{-a(s-t) / \varepsilon} c_{1}\left(\varepsilon+\frac{b}{2 m}\right) d s \leq \frac{c_{1}}{a}\left(\varepsilon+\frac{b}{2 m}\right) .
\end{gathered}
$$

By letting $\varepsilon \rightarrow 0_{+}$and $m \rightarrow \infty$ in the above inequalities for $b \in \mathbb{N}$ fixed, the proof is finished.

Corollary 3.2.5. Let $h \in L^{\infty}\left((-\infty, \infty), \mathbb{R}^{k}\right)$ and let there be a finite sequence of numbers $-\infty<t_{1}<t_{2}<\cdots<t_{i}<\infty$ such that

$$
\begin{gathered}
h /\left[t_{j}, t_{j+1}\right] \in W^{1, \infty}\left(\left[t_{j}, t_{j+1}\right], \mathbb{R}^{k}\right) \quad \forall j=1, \cdots, i \\
h /\left(-\infty, t_{1}\right] \in W^{1, \infty}\left(\left(-\infty, t_{1}\right], \mathbb{R}^{k}\right) \\
h /\left[t_{i}, \infty\right) \in W^{1, \infty}\left(\left[t_{i}, \infty\right), \mathbb{R}^{k}\right)
\end{gathered}
$$

For any sufficiently small $\varepsilon>0$, let us consider $h_{\varepsilon} \in W^{1, \infty}\left((-\infty, \infty), \mathbb{R}^{k}\right)$ defined as follows

$$
\begin{gathered}
h_{\varepsilon}(t)=h(t) \quad \text { for } t \in \bigcup_{j=1}^{i-1}\left[t_{j}, t_{j+1}-\sqrt{\varepsilon}\right] \bigcup\left(-\infty, t_{1}-\sqrt{\varepsilon}\right] \bigcup\left[t_{i}, \infty\right) \\
h_{\varepsilon}(t) \text { is linear on } \bigcup_{j=1}^{i}\left[t_{j}-\sqrt{\varepsilon}, t_{j}\right] .
\end{gathered}
$$

Then for any fixed $b \in \mathbb{N}$ and any $\delta>0$, there are $\varepsilon_{\delta}>0$ and $b<m_{\delta} \in \mathbb{N}$ such that

$$
\left\|K_{m, \varepsilon} h_{\varepsilon}+A^{-1}(\gamma) h_{\varepsilon}\right\|_{b, k}<\delta
$$

for any $m \geq m_{\delta}$ and $0<\varepsilon<\varepsilon_{\delta}$.
Proof. Clearly $\left|\dot{h}_{\varepsilon}\right|_{m, k}=O(1 / \sqrt{\varepsilon})$ and $\left|h_{\varepsilon}\right|_{m, k}=O\left(|h|_{m, k}\right)$ for any $m \in \mathbb{N}$ and $0<\varepsilon \leq 1$. By following the proof of Theorem 3.2.4 (see (3.2.15) when $h$ is replaced by $h_{\varepsilon}$ ), the statement of this corollary is proved.

### 3.2.3 Bifurcation of Subharmonics

To find periodic solutions to (3.2.4) of very large periods which are near $(\gamma, 0)$, we follow the method of Subsection 3.1.3. By hypothesis, the multivalued vector field in (3.2.4) has period $2 m$. We look for solutions to (3.2.4) in $Z_{m, n}^{p} \times Z_{m, k}^{p}$.

In (3.2.4) we change the variable

$$
\begin{aligned}
& \varepsilon \leftrightarrow \varepsilon^{2} \\
& y(t+\alpha)=\varepsilon^{2} w(t) \\
& x(t+\alpha)=\gamma(t)+\varepsilon^{2} z(t)+\sum_{i=1}^{d-1} \varepsilon \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t
\end{aligned}
$$

where $1>\varepsilon>0, \alpha, \beta_{i} \in \mathbb{R}, m \in \mathbb{Z}_{+}$and $E=[1 / \varepsilon]$. Then the differential inclusions for $(z, w)$ are

$$
\begin{aligned}
& \dot{z}(t)-D_{x} f(\gamma(t), 0) z(t) \in g_{m, \varepsilon}(z(t), w(t), \alpha, \beta, t) \quad \text { a.e. on } \quad[-m-E, m+E] \\
& \varepsilon^{2} \dot{w}(t)-A(\gamma(t)) w \in h_{m, \varepsilon}(z(t), w(t), \alpha, \beta, t) \quad \text { a.e. on } \quad[-m-E, m+E]
\end{aligned}
$$

where

$$
\begin{aligned}
& g_{m, \varepsilon}(x, y, \alpha, \beta, t)= \\
& \left\{v \in \mathbb{R}^{n}: v \in \frac{1}{\varepsilon^{2}}\left\{f\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, \varepsilon^{2} y\right)\right.\right. \\
& \left.-f(\gamma(t), 0)-\varepsilon \sum_{i=1}^{d-1} \beta_{i} \dot{u}_{i+d}(t)-\frac{1}{2(m+E)} b(\varepsilon \beta, m+E)-D_{x} f(\gamma(t), 0) \varepsilon^{2} x\right\} \\
& \left.+h_{1}\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, \varepsilon^{2} y, t+\alpha\right)\right\}, \\
& h_{m, \varepsilon}(x, y, \alpha, \beta, t)= \\
& \left\{u \in \mathbb{R}^{k}: u \in \frac{1}{\varepsilon^{2}}\left\{g\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, \varepsilon^{2} y\right)\right.\right. \\
& \left.-A(\gamma(t)) \varepsilon^{2} y\right\} \\
& \left.+h_{2}\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, \varepsilon^{2} y, t+\alpha\right)\right\} .
\end{aligned}
$$

Introducing multivalued mappings

$$
\begin{aligned}
& G_{m, \varepsilon}^{1}: Z_{m+E, n} \times Z_{m+E, k} \times \mathbb{R} \times \mathbb{R}^{d-1} \rightarrow 2^{Y_{m+E, n}} \\
& G_{m, \varepsilon}^{2}: Z_{m+E, n} \times Z_{m+E, k} \times \mathbb{R} \times \mathbb{R}^{d-1} \rightarrow 2^{Y_{m+E, k}}
\end{aligned}
$$

by the formulas

$$
\begin{aligned}
G_{m, \varepsilon}^{1}(z, w, \alpha, \beta)=\left\{h \in Y_{m+E, n}:\right. & h(t) \in g_{m, \varepsilon}(z(t), w(t), \alpha, \beta, t) \\
& \text { a.e. on }[-m-E, m+E]\}, \\
G_{m, \varepsilon}^{2}(z, w, \alpha, \beta)=\left\{h \in Y_{m+E, k}:\right. & h(t) \in h_{m, \varepsilon}(z(t), w(t), \alpha, \beta, t) \\
& \text { a.e. on }[-m-E, m+E]\},
\end{aligned}
$$

the above differential inclusions for $z, w$ can be written to

$$
\begin{align*}
& \dot{z}-D_{x} f(\gamma, 0) z \in G_{m, \varepsilon}^{1}(z, w, \alpha, \beta)  \tag{3.2.16}\\
& \varepsilon^{2} \dot{w}-A(\gamma) w \in G_{m, \varepsilon}^{2}(z, w, \alpha, \beta)
\end{align*}
$$

Since $g_{m, \varepsilon}: \mathbb{R}^{n} \times \mathbb{R}^{k} \times \mathbb{R} \times \mathbb{R}^{d-1} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{n}} \backslash\{\emptyset\}$ and $h_{m, \varepsilon}: \mathbb{R}^{n} \times \mathbb{R}^{k} \times \mathbb{R} \times$ $\mathbb{R}^{d-1} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{k}} \backslash\{\emptyset\}$ are upper-semicontinuous with compact and convex values, like for (3.1.17), $G_{m, \varepsilon}^{j}(z, w, \alpha, \beta), j=1,2$ are non-empty, closed, convex and bounded in $Y_{m+E, n}, Y_{m+E, k}$, and they are also weakly compact in $L^{2}([-m-$ $\left.E, m+E], \mathbb{R}^{n}\right), L^{2}\left([-m-E, m+E], \mathbb{R}^{k}\right)$, respectively.

To proceed, we assume that the following condition holds.
(H) There is an upper-semicontinuous mapping $C: \mathbb{R} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{k}} \backslash\{\emptyset\}$ with compact convex values such that $C(\mathbb{R} \times \mathbb{R})$ is bounded and $C(t, \alpha+2)=$ $C(t, \alpha)$. Moreover, for any $\delta>0, l \in \mathbb{N}, l>l_{0}$, where $l_{0} \in \mathbb{N}$ is fixed, and $\alpha \in \mathbb{R}$, there are $\varepsilon_{\delta, l}>0, l<m_{\delta, l} \in \mathbb{N}, \zeta_{\delta, l}>0$ such that for any $\mathbb{N} \ni m \geq m_{\delta, l}$ and $h \in Y_{m, k}$ satisfying

$$
\begin{aligned}
&|h|_{m, k} \leq 1+\sup _{s, t \in \mathbb{R}}\left\{\max \left\{|v|_{k}: v \in h_{2}(\gamma(t), 0, s) \cup h_{2}(0,0, s)\right\}\right\} \\
&(t, h(t)) \in\left\{u \in \mathbb{R}^{k+1}: \exists s \in \mathbb{R} ; \operatorname{dist}\left\{u,\left(s, h_{2}(\gamma(s), 0, s+\alpha)\right)\right\}<\zeta_{\delta, l}\right\} \\
& \text { a.e. on }[-l-1, l+1]
\end{aligned}
$$

the solution $y$ of (3.2.9) with $0<\varepsilon<\varepsilon_{\delta, l}$ satisfies

$$
(t, y(t)) \in\left\{u \in \mathbb{R}^{n+1}: \exists s \in \mathbb{R} ; \operatorname{dist}\{u,(s, C(s, \alpha))\}<\delta\right\} \quad \text { on } \quad[-l, l]
$$

System (3.2.16) can not be solved directly. We need it to modify. For this reason, for $(z, w, \tilde{w}, \alpha, \beta) \in Z_{m+E, n} \times Z_{m+E, k} \times Z_{m+E, k} \times \mathbb{R} \times \mathbb{R}^{d-1}$, we take the homotopy

$$
\begin{aligned}
& G_{m, \varepsilon, \lambda}^{1}(z, w, \tilde{w}, \alpha, \beta)=\left\{\begin{array}{c}
h \in Y_{m+E, n}: h(t) \in g_{m, \varepsilon, \lambda}(z(t), w(t), \tilde{w}(t), \alpha, \beta, t) \\
\\
G_{m, \varepsilon, \lambda}^{2}(z, w, \alpha, \beta)= \\
\text { a.e. on }[-m-E, m+E]\}, \lambda \in[0,1],
\end{array}\right. \\
& \begin{array}{c}
h \in Y_{m+E, k}: h(t) \in h_{m, \varepsilon, \lambda}(z(t), w(t), \alpha, \beta, t)
\end{array} \\
&\text { a.e. on }[-m-E, m+E]\}, \lambda \in[0,1],
\end{aligned}
$$

where

$$
\begin{aligned}
& g_{m, \varepsilon, \lambda}(x, y, \tilde{y}, \alpha, \beta, t)= \\
& \left\{v \in \mathbb{R}^{n}: v \in \frac{\lambda}{\varepsilon^{2}}\left\{f\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, 0\right)\right.\right. \\
& \left.-f(\gamma(t), 0)-\varepsilon \sum_{i=1}^{d-1} \beta_{i} \dot{u}_{i+d}(t)-\frac{1}{2(m+E)} b(\varepsilon \beta, m+E)-D_{x} f(\gamma(t), 0) \varepsilon^{2} x\right\} \\
& +\frac{\lambda}{\varepsilon^{2}}\left\{f\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, \varepsilon^{2} y\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& -f\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, 0\right)-D_{y}\left(f(\gamma(t), 0) \varepsilon^{2} y\right\} \\
& +\lambda h_{1}\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, \varepsilon^{2} y, t+\alpha\right) \\
& +\frac{1-\lambda}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D_{x}^{2} f(\gamma(t), 0)\left(u_{d+i}(t), u_{d+j}(t)\right) \\
& \left.+D_{y} f(\gamma(t), 0)(\lambda \tilde{y}+(1-\lambda) C(t, \alpha))+(1-\lambda) h_{1}(\gamma(t), 0, t+\alpha)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& h_{m, \varepsilon, \lambda}(x, y, \alpha, \beta, t)= \\
& \left\{u \in \mathbb{R}^{k}: u \in \frac{\lambda}{\varepsilon^{2}}\left\{g\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, \varepsilon^{2} y\right)\right.\right. \\
& \left.-A(\gamma(t)) \varepsilon^{2} y\right\}+(1-\lambda) h_{2}(\gamma(t), 0, t+\alpha) \\
& \left.+\lambda h_{2}\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, \varepsilon^{2} y, t+\alpha\right)\right\} .
\end{aligned}
$$

We note that if $a+b=1, a \geq 0, b \geq 0$ then
$a G_{m, \varepsilon, \lambda}^{1}\left(z, w, \tilde{w}_{1}, \alpha, \beta\right)+b G_{m, \varepsilon, \lambda}^{1}\left(z, w, \tilde{w}_{2}, \alpha, \beta\right) \subset G_{m, \varepsilon, \lambda}^{1}\left(z, w, a \tilde{w}_{1}+b \tilde{w}_{2}, \alpha, \beta\right)$.
Next based on Theorems 3.2.1, 3.2.2 and 3.2.3, we use the Lyapunov-Schmidt approach to decompose and put (3.2.16) in the homotopy as follows

$$
\begin{equation*}
0 \in\left(z-F_{m, \varepsilon, \lambda}^{1}(z, w, \alpha, \beta), w-F_{m, \varepsilon, \lambda}^{2}(z, w, \alpha, \beta), B_{m, \varepsilon, \lambda}(z, w, \alpha, \beta)\right) \tag{3.2.17}
\end{equation*}
$$

for $\lambda \in[0,1]$, where

$$
\begin{aligned}
& \left(F_{m, \varepsilon, \lambda}^{1}(z, w, \alpha, \beta), F_{m, \varepsilon, \lambda}^{2}(z, w, \alpha, \beta), B_{m, \varepsilon, \lambda}(z, w, \alpha, \beta)\right) \\
& =\left\{\left(K_{m+E}\left(\mathbb{I}-\Pi_{m+E}\right) h, K_{m+E, \varepsilon^{2}} v, L_{m+E} h\right):\right. \\
& \left.h \in G_{m, \varepsilon, \lambda}^{1}\left(z, w, K_{m+E, \varepsilon^{2}} v, \alpha, \beta\right), v \in G_{m, \varepsilon, \lambda}^{2}(z, w, \alpha, \beta)\right\},
\end{aligned}
$$

and

$$
L_{m+E} h=\int_{-m-E}^{m+E} P_{u u} U(t)^{-1} h(t) d t+P_{u u} \mathbf{L}_{m+E} h
$$

To handle (3.2.17), we consider the new homotopy

$$
\begin{equation*}
0 \in\left(z-\lambda F_{m, \varepsilon, \lambda}^{1}(z, w, \alpha, \beta), w-\lambda F_{m, \varepsilon, \lambda}^{2}(z, w, \alpha, \beta), B_{m, \varepsilon, \lambda}(z, w, \alpha, \beta)\right) \tag{3.2.18}
\end{equation*}
$$

for $\lambda \in[0,1]$. Using $\left\|P_{u u} \mathbf{L}_{m+E}\right\|=O\left(\mathrm{e}^{-2 M(m+E)}\right)$, we consider the decomposition and homotopy

$$
\left(B_{m 1, \varepsilon, \lambda}+\lambda B_{m 2, \varepsilon, \lambda}\right)(z, w, \alpha, \beta), \quad \lambda \in[0,1]
$$

where

$$
\begin{aligned}
& \quad\left(B_{m 1, \varepsilon, \lambda}+\lambda B_{m 2, \varepsilon, \lambda}\right)(z, w, \alpha, \beta)=\left\{L_{m 1, \varepsilon} h+\lambda L_{m 2, \varepsilon} h:\right. \\
& \left.h \in G_{m, \varepsilon, \lambda}^{1}\left(z, w, K_{m+E, \varepsilon^{2}} v, \alpha, \beta\right), v \in G_{m, \varepsilon, \lambda}^{2}(z, w, \alpha, \beta)\right\}
\end{aligned}
$$

and

$$
L_{m 1, \varepsilon} h=\int_{-m-E}^{m+E} P_{u u} U(t)^{-1} h(t) d t, \quad L_{m 2, \varepsilon} v=P_{u u} \mathbf{L}_{m+E} h
$$

Summarizing, the solvability of (3.2.17)-(3.2.18) can be replaced by the solvability of the following multivalued equation

$$
\begin{equation*}
0 \in H_{m, \varepsilon}(z, w, \alpha, \beta, \lambda) \tag{3.2.19}
\end{equation*}
$$

where $H_{m, \varepsilon}: Z_{m+E, n} \times Z_{m+E, k} \times \mathbb{R} \times \mathbb{R}^{d-1} \times[0,1] \rightarrow 2^{Z_{m+E, n} \times Z_{m+E, k} \times \mathbb{R}^{d}} \backslash\{\emptyset\}$ is given by

$$
\begin{gathered}
H_{m, \varepsilon}(z, w, \alpha, \beta, \lambda)=\left(z-\lambda F_{m, \varepsilon, \lambda}^{1}(z, w, \alpha, \beta), w-\lambda F_{m, \varepsilon, \lambda}^{2}(z, w, \alpha, \beta)\right. \\
\left.\left(B_{m 1, \varepsilon, \lambda}+\lambda B_{m 2, \varepsilon, \lambda}\right)(z, w, \alpha, \beta)\right)
\end{gathered}
$$

for $1>\varepsilon>0$ sufficiently small and fixed, and $\lambda \in[0,1]$ is a homotopy parameter. Like in Subsection 3.1.3, it is not difficult to observe that the mapping $\mathbb{I}_{Z_{m+E, n} \times Z_{m+E, k} \times \mathbb{R}^{d}}-H_{m, \varepsilon}$ is upper-semicontinuous with compact convex values and maps bounded sets into relatively compact ones. So topological degree methods of Section 2.4 .3 can be applied to (3.2.19).

Finally, we introduce a multivalued mapping

$$
\begin{equation*}
M: \mathbb{R}^{d} \rightarrow 2^{\mathbb{R}^{d}} \backslash\{\emptyset\}, \quad M=\left(M_{1}, \cdots, M_{d}\right) \tag{3.2.20}
\end{equation*}
$$

given by

$$
\begin{gathered}
M_{l}(\alpha, \beta)=\left\{\begin{array}{l}
\int_{-\infty}^{\infty}\left\langle h(s), u_{l}^{\perp}(s)\right\rangle_{n} d s: h \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right) \text { satisfying a.e. on } \mathbb{R} \\
\text { the relation } \quad h(t) \in\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D_{x}^{2} f(\gamma(t), 0)\left(u_{d+i}(t), u_{d+j}(t)\right)\right. \\
\left.\left.+D_{y} f(\gamma(t), 0)(C(t, \alpha))+h_{1}(\gamma(t), 0, t+\alpha)\right)\right\}
\end{array} .\right.
\end{gathered}
$$

Following the arguments below (3.1.21), we see that mapping $M$ is uppersemicontinuous with compact convex values and maps bounded sets into bounded ones. Now we are ready to prove the main theorems of this section [74].
Theorem 3.2.6. Let $d>1$. If there is a non-empty open bounded set $\mathbf{B} \subset \mathbb{R}^{d}$ such that
(i) $0 \notin M(\partial \mathbf{B})$
(ii) $\operatorname{deg}(M, \mathbf{B}, 0) \neq 0$

Then there are constants $K>0$ and $\varepsilon_{0}>0$ such that for any $0<\varepsilon<\varepsilon_{0}$, the differential inclusion (3.2.4) possesses a subharmonic solution $\left(x_{m}, y_{m}\right)$ of period $2 m$ for any $m \in \mathbb{N}, m \geq[1 / \sqrt{\varepsilon}]$ satisfying

$$
\sup _{-m \leq t \leq m}\left|y_{m}(t)\right|_{k} \leq K \varepsilon, \quad \sup _{-m \leq t \leq m}\left|x_{m}(t)-\gamma\left(t-\alpha_{m}\right)\right|_{n} \leq K \sqrt{\varepsilon}
$$

where $\alpha_{m} \in \mathbb{R}$ and $\left|\alpha_{m}\right| \leq K$.
Proof. We need to solve (3.2.16) which is plugged into the homotopy (3.2.19). In order to handle (3.2.19), we need the following results.

Lemma 3.2.7. Let $D^{i}:[a, b] \rightarrow 2^{\mathbb{R}^{m}} \backslash\{\emptyset\}, i=1,2$ be upper-semicontinuous mappings with convex and compact values. Here $a, b \in \mathbb{R}, a<b$. Let $\Gamma_{i}$ be the graph of $D^{i}$. Take $c, d \in \mathbb{R}, a \leq c<d \leq b$. Then $\forall \zeta>0, \exists \delta>0$ such that

$$
\begin{array}{r}
\lambda \in[0,1], \quad y_{i}, z_{i} \in \mathbb{R}^{m}, \quad i=1,2, \quad t \in[c, d] \\
\quad \operatorname{dist}\left\{\left(t, y_{i}\right), \Gamma_{i}\right\}<\delta, \quad \operatorname{dist}\left\{\left(t, z_{i}\right), \Gamma_{i}\right\}<\delta
\end{array}
$$

imply

$$
\operatorname{dist}\left\{\left(t, \lambda\left(y_{1}+y_{2}\right)+(1-\lambda)\left(z_{1}+z_{2}\right)\right), \Gamma_{1}+\Gamma_{2}\right\}<\zeta,
$$

where $\Gamma_{1}+\Gamma_{2}=\left\{\left(s, d_{1}+d_{2}\right): d_{i} \in D^{i}(s), i=1,2, s \in[a, b]\right\}$.
Proof. Assume the contrary. So there is $\zeta_{0}>0$ and for all $p \in \mathbb{N}, i=1,2$ :

$$
\begin{gathered}
\lambda_{p} \in[0,1], \quad y_{i, p}, z_{i, p} \in \mathbb{R}^{m}, \quad t_{p} \in[c, d] \\
s_{i, p}, \tilde{s}_{i, p} \in[a, b], \quad d_{i, p} \in D^{i}\left(s_{i, p}\right), \quad \tilde{d}_{i, p} \in D^{i}\left(\tilde{s}_{i, p}\right) \\
\left|t_{p}-s_{i, p}\right|+\left|y_{i, p}-d_{i, p}\right|_{m}<1 / p, \quad\left|t_{p}-\tilde{s}_{i, p}\right|+\left|z_{i, p}-\tilde{d}_{i, p}\right|_{m}<1 / p \\
\operatorname{dist}\left\{\left(t_{p}, \lambda_{p}\left(y_{1, p}+y_{2, p}\right)+\left(1-\lambda_{p}\right)\left(z_{1, p}+z_{2, p}\right)\right), \Gamma_{1}+\Gamma_{2}\right\} \geq \zeta_{0}
\end{gathered}
$$

We can assume

$$
\begin{gathered}
\lambda_{p} \rightarrow \lambda_{0}, \quad y_{i, p} \rightarrow y_{i, 0}, \quad z_{i, p} \rightarrow z_{i, 0}, \quad t_{p} \rightarrow t_{0}, \quad s_{i, p} \rightarrow t_{0} \\
\tilde{s}_{i, p} \rightarrow t_{0}, \quad d_{i, p} \rightarrow y_{i, 0}, \quad \tilde{d}_{i, p} \rightarrow z_{i, 0}, \quad i=1,2 .
\end{gathered}
$$

Hence $y_{i, 0} \in D^{i}\left(t_{0}\right) \ni z_{i, 0}, i=1,2$ and

$$
\operatorname{dist}\left\{\left(t_{0}, \lambda_{0}\left(y_{1,0}+y_{2,0}\right)+\left(1-\lambda_{0}\right)\left(z_{1,0}+z_{2,0}\right)\right), \Gamma_{1}+\Gamma_{2}\right\} \geq \zeta_{0}
$$

This contradicts to

$$
\lambda_{0}\left(y_{1,0}+y_{2,0}\right)+\left(1-\lambda_{0}\right)\left(z_{1,0}+z_{2,0}\right) \in D^{1}\left(t_{0}\right)+D^{2}\left(t_{0}\right)
$$

since $D^{1}\left(t_{0}\right), D^{2}\left(t_{0}\right)$ are convex and
$\lambda_{0}\left(y_{1,0}+y_{2,0}\right)+\left(1-\lambda_{0}\right)\left(z_{1,0}+z_{2,0}\right)=\lambda_{0} y_{1,0}+\left(1-\lambda_{0}\right) z_{1,0}+\lambda_{0} y_{2,0}+\left(1-\lambda_{0}\right) z_{2,0}$.
The proof is finished.

Lemma 3.2.8. Let $D:[a, b] \rightarrow 2^{\mathbb{R}^{m}} \backslash\{\emptyset\}$ be an upper-semicontinuous mapping with compact values. Here $a, b \in \mathbb{R}, a<b$. Let $\Gamma$ be the graph of $D$. Then $\forall t \in[a, b], \forall \zeta>0, \exists \delta>0$ such that

$$
y \in \mathbb{R}^{m}, \quad \operatorname{dist}\{(t, y), \Gamma\}<\delta \Longrightarrow \quad \operatorname{dist}\{y, D(t)\}<\zeta .
$$

Proof. Assume the contrary. So there are $\zeta_{0}>0, t_{0} \in[a, b]$ and for all $p \in \mathbb{N}$ :

$$
\begin{gathered}
y_{p} \in \mathbb{R}^{m}, \quad s_{p} \in[a, b], \quad d_{p} \in D\left(s_{p}\right) \\
\left|t_{0}-s_{p}\right|+\left|y_{p}-d_{p}\right|_{m}<1 / p, \quad \operatorname{dist}\left\{y_{p}, D\left(t_{0}\right)\right\} \geq \zeta_{0} .
\end{gathered}
$$

We can assume $y_{p} \rightarrow y_{0}, s_{p} \rightarrow t_{0}, d_{p} \rightarrow y_{0}$. Then $y_{0} \in D\left(t_{0}\right)$ and dist $\left\{y_{0}, D\left(t_{0}\right)\right\} \geq$ $\zeta_{0}$. We arrive at the contradiction.

Lemma 3.2.9. Condition (i) of Theorem 3.2.6 implies for any $A>0$ the existence of constants $\delta>0,1>\varepsilon_{0}>0$ such that

$$
\left|B_{m 1, \varepsilon, \lambda}(z, w, \alpha, \beta)\right|_{d} \geq \delta
$$

for any $0<\varepsilon<\varepsilon_{0}, m \in \mathbb{Z}_{+}, \lambda \in[0,1],\|z\|_{m+E, n} \leq A,\|w\|_{m+E, k} \leq A$, $(\alpha, \beta) \in \partial \mathbf{B}$.

Proof. First we note

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0_{+}} \frac{1}{\varepsilon^{2}}\left\{f\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, 0\right)\right. \\
& \left.-f(\gamma(t), 0)-\varepsilon \sum_{i=1}^{d-1} \beta_{i} \dot{u}_{i+d}(t)-\frac{1}{2(m+E)} b(\varepsilon \beta, m+E)-D_{x} f(\gamma(t), 0) \varepsilon^{2} x\right\} \\
& =\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D_{x}^{2} f(\gamma(t), 0)\left(u_{i+d}(t), u_{j+d}(t)\right) \\
& \lim _{\varepsilon \rightarrow 0_{+}} \frac{1}{\varepsilon^{2}}\left\{f\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, \varepsilon^{2} y\right)\right. \\
& \left.-f\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, 0\right)\right\}=D_{y} f(\gamma, 0) y \tag{3.2.21}
\end{align*}
$$

and

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0_{+}} \frac{\lambda}{\varepsilon^{2}}\left\{f\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, 0\right)\right. \\
& \left.-f(\gamma(t), 0)-\varepsilon \sum_{i=1}^{d-1} \beta_{i} \dot{u}_{i+d}(t)-\frac{1}{2(m+E)} b(\varepsilon \beta, m+E)-D_{x} f(\gamma(t), 0) \varepsilon^{2} x\right\} \\
& +\frac{\lambda}{\varepsilon^{2}}\left\{f\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, \varepsilon^{2} y\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.-f\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, 0\right)-D_{y} f(\gamma(t), 0) \varepsilon^{2} y\right\} \\
& =\frac{\lambda}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D_{x}^{2} f(\gamma(t), 0)\left(u_{d+i}(t), u_{d+j}(t)\right), \\
& \lim _{\varepsilon \rightarrow 0+} \frac{\lambda}{\varepsilon^{2}}\left\{g\left(\varepsilon^{2} x+\gamma(t)+\varepsilon \sum_{i=1}^{d-1} \beta_{i} u_{i+d}(t)+\frac{1}{2(m+E)} b(\varepsilon \beta, m+E) t, \varepsilon^{2} y\right)\right. \\
& \left.-A(\gamma(t)) \varepsilon^{2} y\right\}=0 \tag{3.2.22}
\end{align*}
$$

uniformly with respect to $x, y, \beta$ bounded and $t \in[-m-E, m+E], m \in \mathbb{Z}_{+}, \lambda \in$ $[0,1]$.

Now assume the contrary in Lemma 3.2.9. So there is an $A>0$ and

$$
\begin{gathered}
\varepsilon_{p} \rightarrow 0, \quad m_{p} \in \mathbb{Z}_{+}, \quad \lambda_{p} \rightarrow \lambda_{0}, \quad\left\|z_{p}\right\|_{m_{p}+E_{p}, n} \leq A \\
\left\|w_{p}\right\|_{m_{p}+E_{p}, k} \leq A, \quad p \in \mathbb{N} \backslash\{1,2\}, \quad \partial \mathbf{B} \ni\left(\alpha_{p}, \beta_{p}\right) \rightarrow\left(\alpha_{0}, \beta_{0}\right) \in \partial \mathbf{B} \\
h_{p} \in G_{m_{p}, \varepsilon_{p}, \lambda_{p}}^{1}\left(z_{p}, w_{p}, K_{m_{p}+E_{p}, \varepsilon_{p}^{2}} v_{p}, \alpha_{p}, \beta_{p}\right), \quad v_{p} \in G_{m_{p}, \varepsilon_{p}, \lambda_{p}}^{2}\left(z_{p}, w_{p}, \alpha_{p}, \beta_{p}\right)
\end{gathered}
$$

such that

$$
\begin{equation*}
L_{m_{p} 1, \varepsilon_{p}} h_{p} \rightarrow 0 \quad \text { as } \quad p \rightarrow \infty \tag{3.2.23}
\end{equation*}
$$

Since $\sup _{p \in \mathbb{N} \backslash\{1,2\}}\left|h_{p}\right|_{m_{p}+E_{p}, n}<\infty$, we can assume, by using the Cantor diagonal procedure together with Theorem 2.1.1, that there is an $h_{0} \in L_{\text {loc }}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right)$ such that $\left\{h_{p}\right\}_{3}^{\infty}$ tends weakly to $h_{0}$ in any $L^{2}\left([-l, l], \mathbb{R}^{n}\right), l \in \mathbb{N}$. Now let us fix a sufficiently large $l \in \mathbb{N}$ and let $\delta>0$. Then for any $\delta_{1}>0$, by using the uppersemicontinuity of $h_{2},(3.2 .3)$ and Lemma 3.2.7, there is a $p_{0}>2$ such that for any $\mathbb{N} \ni p>p_{0}$, the graph of $h_{m_{p}, \varepsilon_{p}, \lambda_{p}}\left(z_{p}, w_{p}, \alpha_{p}, \beta_{p}, \cdot\right)$ in the set $[-l-1, l+1] \times \mathbb{R}^{k}$ is in the $\zeta_{\delta_{1}, l}$-neighborhood of the graph of $h_{2}\left(\gamma(\cdot), 0, \cdot+\alpha_{0}\right)$. By (H), the graph of $K_{m_{p}+E_{p}, \varepsilon_{p}^{2}} v_{p}$ in the set $[-l, l] \times \mathbb{R}^{k}$ is in the $\delta_{1}-$ neighborhood of the graph of $C\left(\cdot, \alpha_{0}\right)$ provided that $p>p_{0}$ is sufficiently large. Then according to Lemma 3.2.7, the upper-semicontinuity of $h_{1}$ and $C$, (3.2.21) and (3.2.3) we have that the graph of $g_{m_{p}, \varepsilon_{p}, \lambda_{p}}\left(z_{p}, w_{p}, K_{m_{p}+E_{p}, \varepsilon_{p}^{2}} v_{p}, \alpha_{p}, \beta_{p}, \cdot\right)$ in the set $[-l+1, l-1] \times \mathbb{R}^{n}$ is located in the $\delta$-neighborhood $O_{\delta, l}$ of the graph $\tilde{\Gamma}$ of

$$
\begin{aligned}
& \frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{0 i} \beta_{0 j} D_{x}^{2} f(\gamma(\cdot), 0)\left(u_{d+i}(\cdot), u_{d+j}(\cdot)\right) \\
& +D_{y} f(\gamma(\cdot), 0)\left(C\left(\cdot, \alpha_{0}\right)\right)+h_{1}\left(\gamma(\cdot), 0, \cdot+\alpha_{0}\right)
\end{aligned}
$$

for a fixed sufficiently small $\delta_{1}>0$ and for any large $p \in \mathbb{N}$. Hence $\left(t, h_{p}(t)\right) \in$ $O_{\delta, l}$ a.e. on $[-l+1, l-1]$ for large $p \in \mathbb{N}$. By Mazur's Theorem 2.1.2 there are $\tilde{h}_{p} \in \operatorname{con}\left[\left\{h_{i}: i \geq p\right\}\right], \forall p \in \mathbb{N} \backslash\{1,2\}$ such that $\tilde{h}_{p} \rightarrow h_{0}$ on $L^{2}\left([-l, l], \mathbb{R}^{n}\right)$. Consequently, we may assume that $\tilde{h}_{p}(t) \rightarrow h_{0}(t)$ a.e. on $[-l, l]$. Since we can take arbitrarily small convex neighborhood of a compact convex subset of $\mathbb{R}^{n}$, by Lemma 3.2.8 and letting $\delta \rightarrow 0_{+}$, we have $\left(t, h_{0}(t)\right) \in \tilde{\Gamma}$ a.e. on $[-l+1, l-1]$.

By letting $l \rightarrow \infty$, we obtain

$$
\begin{array}{r}
h_{0}(t) \in\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{0 i} \beta_{0 j} D_{x}^{2} f(\gamma(t), 0)\left(u_{d+i}(t), u_{d+j}(t)\right)\right. \\
\left.+D_{y} f(\gamma(t), 0)\left(C\left(t, \alpha_{0}\right)\right)+h_{1}\left(\gamma(t), 0, t+\alpha_{0}\right)\right) \text { a.e. on } \quad \mathbb{R} .
\end{array}
$$

Finally, by Theorem 3.2.1 and the properties (ii) and (iv) of Theorem 3.1.2, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0_{+}} L_{m 1, \varepsilon} h=\int_{-\infty}^{\infty} P_{u u} U(t)^{-1} h(t) d t, \quad \lim _{\varepsilon \rightarrow 0_{+}} L_{m 2, \varepsilon} h=0 \tag{3.2.24}
\end{equation*}
$$

uniformly with respect to $h$ bounded and $m \in \mathbb{Z}_{+}$arbitrary. Then (3.2.23) and (3.2.24) give $\int_{-\infty}^{\infty} P_{u u} U(t)^{-1} h_{0}(t) d t=0$. This contradicts to (i) of this theorem.

The next result is a simple consequence of Lemma 3.2.9 and the construction of $H_{m, \varepsilon}$.

Lemma 3.2.10. There is an open small connected neighborhood $\tilde{U} \subset \mathbb{R}$ of 0 and a constant $K_{1}>0$ such that

$$
0 \notin H_{m, \varepsilon}(\partial \Omega, \lambda)
$$

for any $0<\varepsilon \in \tilde{U}, \lambda \in[0,1], m \in \mathbb{Z}_{+}$, where

$$
\begin{gathered}
\Omega=\left\{(z, w, \alpha, \beta) \in Z_{m+E, n} \times Z_{m+E, k} \times \mathbb{R}^{d}:\right. \\
\left.\|z\|_{m+E, n}<K_{1},\|w\|_{m+E, k}<K_{1},(\alpha, \beta) \in \mathbf{B}\right\}
\end{gathered}
$$

From Lemma 3.2.10 for any $0<\varepsilon \in \tilde{U}, m \in \mathbb{Z}_{+}$, we get

$$
\operatorname{deg}\left(H_{m, \varepsilon}(\cdot, 1), \Omega, 0\right)=\operatorname{deg}\left(H_{m, \varepsilon}(\cdot, 0), \Omega, 0\right)
$$

where according to (3.2.19):

$$
\begin{aligned}
& H_{m, \varepsilon}(z, w, \alpha, \beta, 0)=(z, w \\
& \left\{L_{m 1, \varepsilon} h: h \in L^{2}\left([-m-E, m+E], \mathbb{R}^{n}\right) \text { satisfying a.e. on }[-m-E, m+E]\right. \\
& \quad \text { the relation } \quad h(t) \in\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D_{x}^{2} f(\gamma(t), 0)\left(u_{d+i}(t), u_{d+j}(t)\right)\right. \\
& \left.\left.\left.\quad+D_{y} f(\gamma(t), 0)(C(t, \alpha))+h_{1}(\gamma(t), 0, t+\alpha)\right)\right\}\right)
\end{aligned}
$$

In order to compute $\operatorname{deg}\left(H_{m, \varepsilon}(\cdot, 0), \Omega, 0\right)$, we consider the homotopy

$$
\begin{gathered}
\left\{\lambda L_{m 1, \varepsilon} h+(1-\lambda) \int_{-\infty}^{\infty} P_{u u} U(t)^{-1} h(t) d t: h \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right) \text { satisfying a.e. on } \mathbb{R}\right. \\
\text { the relation } \quad h(t) \in\left(\frac{1}{2} \sum_{i, j=1}^{d-1} \beta_{i} \beta_{j} D_{x}^{2} f(\gamma(t), 0)\left(u_{d+i}(t), u_{d+j}(t)\right)\right. \\
\left.\left.+D_{y} f(\gamma(t), 0)(C(t, \alpha))+h_{1}(\gamma(t), 0, t+\alpha)\right)\right\}
\end{gathered}
$$

Using (3.2.24) with Lemma 3.2.9, when $\varepsilon_{0}$ is shrunk if necessary, we derive

$$
\operatorname{deg}\left(H_{m, \varepsilon}(\cdot, 0), \Omega, 0\right)=\operatorname{deg}(M, \mathbf{B}, 0) \neq 0
$$

Consequently (3.2.19) has a solution in $\Omega$ for any $0<\varepsilon \in U_{1}, m \in \mathbb{Z}_{+}$and $\lambda=1$, where $U_{1}=\tilde{U}_{1} \cap\left\{\varepsilon \in \mathbb{R}: 0<\varepsilon<\varepsilon_{0}\right\}$. This solution is a solution of (3.2.16) according to the definition of (3.2.19).

For $d=1$ we have $M: \mathbb{R} \rightarrow 2^{\mathbb{R}} \backslash\{\emptyset\}$ with

$$
\begin{align*}
M(\alpha)= & \left\{\int_{-\infty}^{\infty}\left\langle h(s), u_{1}^{\perp}(s)\right\rangle_{n} d s: h \in L_{\mathrm{loc}}^{2}(\mathbb{R}, \mathbb{R}) ;\right. \\
& \left.h(t) \in D_{y} f(\gamma(t), 0)(C(t, \alpha))+h_{1}(\gamma(t), 0, t+\alpha) \quad \text { a.e. on } \quad \mathbb{R}\right\} \tag{3.2.25}
\end{align*}
$$

Theorem 3.2.11. Let $d=1$. If there are constants $a<b$ such that $M(a) M(b) \subset$ $(-\infty, 0)$, then there are constants $K>0$ and $\varepsilon_{0}>0$ such that for any $0<\varepsilon<$ $\varepsilon_{0}$, the differential inclusion (3.2.4) possesses a subharmonic solution ( $x_{m}, y_{m}$ ) of period $2 m$ for any $m \in \mathbb{N}, m \geq[1 / \sqrt{\varepsilon}]$ satisfying

$$
\sup _{-m \leq t \leq m}\left|y_{m}(t)\right|_{k} \leq K \varepsilon, \quad \sup _{-m \leq t \leq m}\left|x_{m}(t)-\gamma\left(t-\alpha_{m}\right)\right|_{n} \leq K \varepsilon
$$

where $\alpha_{m} \in(a, b)$.
Proof. We use Theorem 3.2 .6 with $\mathbf{B}=(a, b)$ : assumption (i) is clearly satisfied. For showing (ii), we can directly repeat arguments in the proof of Theorem 3.1.9. The proof is finished.

Remark 3.2.12. When $d=1$ and $h_{1}, h_{2}$ are $C^{2}$-smooth in all variables, then according to Theorem 3.2.4, we can take

$$
C(t, \alpha)=\left\{-A^{-1}(\gamma(t)) h_{2}(\gamma(t), 0, t+\alpha)\right\}
$$

and then $M \in C^{1}(\mathbb{R}, \mathbb{R})$. A simple root $\alpha_{0}$ of $M(\alpha)=0$ implies chaos for such systems with subharmonic solutions of all large periods. This is mentioned in Subsection 3.2.1. But the existence of a simple root $\alpha_{0}$ of $M(\alpha)=0$ implies also the validity of the assumption of Theorem 3.2.11 with $a=\alpha_{0}-\widetilde{\delta}$ and $b=\alpha_{0}+\widetilde{\delta}$ for $\widetilde{\delta}>0$ small. Consequently, Theorem 3.2.11 is a generalization of results in $[28,72]$ concerning subharmonics to the multivalued case (3.2.4) (see also Subsection 4.2.1).

Finally we note that like in Subsection 3.1.7 periodic solutions of (3.2.4) found above, accumulate on bounded solutions on $\mathbb{R}$ of (3.2.4), i.e. repeating the proof of Theorem 3.1.33 we can derive the following

Theorem 3.2.13. The assumptions of Theorems 3.2.6 and 3.2.11 imply for any $\varepsilon>0$ sufficiently small, the existence of a solution $\left(x_{\varepsilon}, y_{\varepsilon}\right)$ of (3.2.4) on $\mathbb{R}$ satisfying
either $\sup _{t \in \mathbb{R}}\left|x_{\varepsilon}(t)-\gamma\left(t-\alpha_{\varepsilon}\right)\right|_{n} \leq K \sqrt{\varepsilon}$ for Theorem 3.2.6
or $\sup _{t \in \mathbb{R}}\left|x_{\varepsilon}(t)-\gamma\left(t-\alpha_{\varepsilon}\right)\right|_{n} \leq K \varepsilon \quad$ for Theorem 3.2.11 and
$\sup _{t \in \mathbb{R}}\left|y_{\varepsilon}(t)\right|_{k} \leq K \varepsilon \quad$ in the both Theorems 3.2.6 and 3.2.11,
where $\alpha_{\varepsilon} \in \mathbb{R},\left|\alpha_{\varepsilon}\right| \leq K$ and $K$ is a constant from Theorem 3.2.6, respectively Theorem 3.2.11. Moreover, a subsequence of the subharmonics $\left\{\left(x_{m}, y_{m}\right)\right\}_{m \geq[1 / \varepsilon]}$ from Theorem 3.2.6, respectively Theorem 3.2.11, accumulates on $\left(x_{\varepsilon}, y_{\varepsilon}\right)$.

### 3.2.4 Applications to Singular Discontinuous O.D.Eqns

As a first application of the above results we consider (3.2.3) with $\widetilde{k}=1$, for simplicity, and $q \in C^{2}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right), p \in C^{1}\left(\mathbb{R}, \mathbb{R}^{2}\right)$ and $p(t+2)=p(t), \forall t \in \mathbb{R}$. To get the form of (3.2.4), we exchange the variables

$$
y \leftrightarrow y+q(x), \quad x \leftrightarrow x, \quad t \leftrightarrow-t,
$$

and then (3.2.3) possesses the form

$$
\begin{gather*}
\dot{x}=-y+q(x) \\
m \dot{y} \in y+m\left(\mu \operatorname{Sgn}\left(y-q(x)+v_{0}\right)-p(-t)-D_{x} q(x)(y-q(x))\right) \tag{3.2.27}
\end{gather*}
$$

with

$$
\begin{gathered}
f(x, y)=-y+q(x), \quad h_{1}=0, \quad g(x, y)=y, \quad A(x)=\mathbb{I}, \quad \varepsilon=m \\
h_{2}(x, y, t)=\mu \operatorname{Sgn}\left(y-q(x)+v_{0}\right)-p(-t)-D_{x} q(x)(y-q(x))
\end{gathered}
$$

in the notation of (3.2.4). Moreover we assume $\dot{x}=q(x)$ has a homoclinic solution $\gamma$ to the hyperbolic fixed point $x=0$. Then

$$
\begin{gathered}
h_{2}(\gamma(t), 0, t+\alpha)=\mu \operatorname{Sgn}\left(-\dot{\gamma}(t)+v_{0}\right)-p(-t-\alpha)+D_{x} q(\gamma(t)) q(\gamma(t)) \\
=\mu \operatorname{Sgn}\left(-\dot{\gamma}(t)+v_{0}\right)-p(-t-\alpha)+\ddot{\gamma}(t)
\end{gathered}
$$

Lemma 3.2.14. If there is only a finite sequence of numbers $-\infty<t_{1}<$ $t_{2}<\cdots<t_{i}<\infty$ such that

$$
-\dot{\gamma}(t)+v_{0}=0 \quad \text { if and only if } \quad t=t_{1}, \cdots, t_{i}
$$

$$
\begin{equation*}
\text { and } \sup _{\left[t_{1}-1, t_{i}+1\right] \ni t \neq t_{1}, \cdots, t_{i}}\left|\frac{d}{d t}\left(\operatorname{sgn}\left(-\dot{\gamma}(t)+v_{0}\right)\right)\right|_{2}<\infty \text {, } \tag{3.2.28}
\end{equation*}
$$

then we can take in the condition $(\mathbf{H})$

$$
C(t, \alpha)=\left\{\begin{array}{l}
\left\{-\mu \operatorname{sgn}\left(-\dot{\gamma}(t)+v_{0}\right)+p(-t-\alpha)-\ddot{\gamma}(t)\right\} \\
\text { for } t \neq t_{1}, \cdots, t_{i}, \\
\left\{v \in \mathbb{R}^{2}:|v|_{2} \leq \max _{t \in[0,2]}|p(t)|_{2}+\mu+2+\sup _{t \in \mathbb{R}}|\ddot{\gamma}(t)|_{2}\right\} \\
\text { for } t=t_{1}, \cdots, t_{i}
\end{array}\right.
$$

Proof. Let $1>\delta>0$ be small and $l \in \mathbb{N}$ satisfying $l>3+\max \left\{\left|t_{j}\right| \mid j=\right.$ $1, \cdots, i\}$. To verify (H), we take $h \in Y_{m, 2}$ such that

$$
\begin{gather*}
(t, h(t)) \in\left\{u \in \mathbb{R}^{3}: \exists s \in \mathbb{R} ; \operatorname{dist}\left\{u,\left(s, h_{2}(\gamma(s), 0, s+\alpha)\right)\right\}<\delta\right\} \\
\text { a.e. on }[-l-1, l+1]  \tag{3.2.29}\\
|h|_{m, 2} \leq K_{1}, \quad K_{1}=\max _{t \in[0,2]}|p(t)|_{2}+\mu+2+\sup _{t \in \mathbb{R}}|\ddot{\gamma}(t)|_{2}
\end{gather*}
$$

for $\mathbb{N} \ni m>l$. According to (3.2.28), $h_{2}(\gamma(t), 0, t+\alpha), t \neq t_{1}, \cdots, t_{i}$ satisfies the assumptions of Corollary 3.2.5. So for any sufficiently small $1 \geq \varepsilon>0$, we take $h_{2, \varepsilon}$ from this corollary such that

$$
\begin{gathered}
\left|h(t)-h_{2, \varepsilon}(t)\right|_{2}<\delta \quad \text { a.e. on } \quad[-l-1, l+1] \backslash \cup_{j=1}^{i}\left[t_{j}-\delta, t_{j}+\delta\right], \\
\left|h-h_{2, \varepsilon}\right|_{m, 2} \leq 2 K_{1}, \quad \text { where } \quad m>\max \left\{m_{\delta}, l+2\right\} .
\end{gathered}
$$

We note that (3.2.9) has now the form (3.2.11) with $D_{1}=\mathbb{I}$, so $Z_{\varepsilon}(t)=\mathrm{e}^{t / \varepsilon} \mathbb{I}$. We have for $t \in[-l, l]$ the following cases:

If $t_{i}+2 \delta \leq t \leq l$, then

$$
\frac{1}{\varepsilon} \int_{t}^{l+1} \mathrm{e}^{-(s-t) / \varepsilon}\left|h(s)-h_{2, \varepsilon}(s)\right|_{2} d s \leq \delta
$$

If $t_{j}-2 \delta \leq t \leq t_{j}+2 \delta$ for some $j=1, \cdots, i$, then

$$
\frac{1}{\varepsilon} \int_{t}^{l+1} \mathrm{e}^{-(s-t) / \varepsilon}|h(s)|_{2} d s \leq K_{1}
$$

If $t_{j}+2 \delta \leq t \leq t_{j+1}-2 \delta$ for some $j=1, \cdots, i-1$, then

$$
\begin{gathered}
\frac{1}{\varepsilon} \int_{t}^{l+1} \mathrm{e}^{-(s-t) / \varepsilon}\left|h(s)-h_{2, \varepsilon}(s)\right|_{2} d s=\frac{1}{\varepsilon} \int_{t}^{t_{j+1}-\delta} \mathrm{e}^{-(s-t) / \varepsilon}\left|h(s)-h_{2, \varepsilon}(s)\right|_{2} d s \\
+\frac{1}{\varepsilon} \int_{t_{j+1}-\delta}^{l+1} \mathrm{e}^{-(s-t) / \varepsilon}\left|h(s)-h_{2, \varepsilon}(s)\right|_{2} d s \leq \delta+2 K_{1} \mathrm{e}^{-\left(t_{j+1}-\delta-t\right) / \varepsilon} \\
\leq \delta+2 K_{1} \mathrm{e}^{-\delta / \varepsilon}
\end{gathered}
$$

If $-l \leq t \leq t_{1}-2 \delta$, then

$$
\begin{gathered}
\frac{1}{\varepsilon} \int_{t}^{l+1} \mathrm{e}^{-(s-t) / \varepsilon}\left|h(s)-h_{2, \varepsilon}(s)\right|_{2} d s=\frac{1}{\varepsilon} \int_{t}^{t_{1}-\delta} \mathrm{e}^{-(s-t) / \varepsilon}\left|h(s)-h_{2, \varepsilon}(s)\right|_{2} d s \\
+\frac{1}{\varepsilon} \int_{t_{1}-\delta}^{l+1} \mathrm{e}^{-(s-t) / \varepsilon}\left|h(s)-h_{2, \varepsilon}(s)\right|_{2} d s \leq \delta+2 K_{1} \mathrm{e}^{-\left(t_{1}-\delta-t\right) / \varepsilon} \\
\leq \delta+2 K_{1} \mathrm{e}^{-\delta / \varepsilon}
\end{gathered}
$$

On the other hand,

$$
\begin{aligned}
& \quad \frac{1}{\varepsilon} \int_{l+1}^{m} \mathrm{e}^{-(s-t) / \varepsilon}\left|h(s)-h_{2, \varepsilon}(s)\right|_{2} d s \leq \mathrm{e}^{-(l+1-t) / \varepsilon} 2 K_{1} \leq 2 K_{1} \mathrm{e}^{-\delta / \varepsilon} \\
& \text { for } t \leq l \text {. }
\end{aligned}
$$

Furthermore, according to (3.2.13), the proof of Theorem 3.2.3 and the above estimates, we know that

$$
\left|K_{m, \varepsilon} h(t)-K_{m, \varepsilon} h_{2, \varepsilon}(t)\right|_{2} \leq 2 \mathrm{e}^{-(m-l) / \varepsilon}\left(1-\mathrm{e}^{-2}\right)^{-1} K_{1}+\delta+4 K_{1} \mathrm{e}^{-\delta / \varepsilon}
$$

for $t \in[-l, l] \backslash \cup_{j=1}^{i}\left[t_{j}-2 \delta, t_{j}+2 \delta\right]$, and

$$
\begin{equation*}
\left|K_{m, \varepsilon} h(t)\right|_{2} \leq 2 \mathrm{e}^{-(m-l) / \varepsilon}\left(1-\mathrm{e}^{-2}\right)^{-1} K_{1}+K_{1}+2 K_{1} \mathrm{e}^{-\delta / \varepsilon} \tag{3.2.30}
\end{equation*}
$$

for $t \in \cup_{j=1}^{i}\left[t_{j}-2 \delta, t_{j}+2 \delta\right]$. Then Corollary 3.2 .5 gives

$$
\begin{align*}
& \left|K_{m, \varepsilon} h(t)+h(t)\right|_{2} \leq\left|K_{m, \varepsilon} h(t)-K_{m, \varepsilon} h_{2, \varepsilon}(t)\right|_{2}+\left|K_{m, \varepsilon} h_{2, \varepsilon}(t)(t)+h_{2, \varepsilon}(t)(t)\right|_{2} \\
& \quad+\left|h_{2, \varepsilon}(t)(t)-h(t)(t)\right|_{2} \leq 3 \delta+2 \mathrm{e}^{-(m-l) / \varepsilon}\left(1-\mathrm{e}^{-2}\right)^{-1} K_{1}+4 K_{1} \mathrm{e}^{-\delta / \varepsilon} \tag{3.2.31}
\end{align*}
$$

for $t \in[-l, l] \backslash \cup_{j=1}^{i}\left[t_{j}-2 \delta, t_{j}+2 \delta\right]$ and $m>\max \left\{m_{\delta}, l+2\right\}$. Now it follows from (3.2.30)-(3.2.31) by considering sufficiently small $\varepsilon>0$ and sufficiently large $m>l$ that

$$
\begin{gather*}
\left|K_{m, \varepsilon} h(t)+h(t)\right|_{2} \leq 4 \delta \text { for } t \in[-l, l] \backslash \cup_{j=1}^{i}\left[t_{j}-2 \delta, t_{j}+2 \delta\right]  \tag{3.2.32}\\
\left|K_{m, \varepsilon} h(t)\right|_{2} \leq K_{1}+\delta \text { for } t \in \cup_{j=1}^{i}\left[t_{j}-2 \delta, t_{j}+2 \delta\right] .
\end{gather*}
$$

Recalling (3.2.29) together with (3.2.32) the Lemma 3.2.14 is proved.
The variational equation (3.2.7) is now $\dot{u}(t)=D_{x} q(\gamma(t)) u(t)$. Clearly $d=1$ and according to [157, p. 253], we can take

$$
u_{1}^{\perp}(t)=\mathrm{e}^{-\int_{0}^{t}\left(\frac{\partial q_{1}}{\partial x_{1}}(\gamma(s))+\frac{\partial q_{2}}{\partial x_{2}}(\gamma(s))\right) d s}\left(\dot{\gamma}_{2}(t),-\dot{\gamma}_{1}(t)\right),
$$

where $q=\left(q_{1}, q_{2}\right)$ and $\gamma=\left(\gamma_{1}, \gamma_{2}\right)$. Then (3.2.25) has now the form

$$
\begin{align*}
& M(\alpha)=\int_{-\infty}^{\infty}\left\langle-\mathbb{I}\left(p(-s-\alpha)-\mu \operatorname{sgn}\left(-\dot{\gamma}(t)+v_{0}\right)-\ddot{\gamma}(s), u_{1}^{\perp}(s)\right\rangle_{2} d s\right. \\
= & \int_{-\infty}^{\infty}\left\langle\ddot{\gamma}(s)+\mu \frac{-\dot{\gamma}(s)+v_{0}}{\left|-\dot{\gamma}(s)+v_{0}\right|_{2}}, u_{1}^{\perp}(s)\right\rangle_{2} d s-\int_{-\infty}^{\infty}\left\langle p(-s-\alpha), u_{1}^{\perp}(s)\right\rangle_{2} d s . \tag{3.2.33}
\end{align*}
$$

The following result follows immediately from Theorems 3.2.11 and 3.2.13.
Theorem 3.2.15. If the assumptions of Lemma 3.2.14 are satisfied and there are constants $a<b$ such that $M(a) M(b)<0$, where $M$ is given by (3.2.33), then for any sufficiently small $m>0$, (3.2.2) possesses a $2 i$-periodic solution near $(\gamma, \dot{\gamma})$ for all $\mathbb{N} \ni i \geq[\sqrt{1 / m}]$. Moreover, a subsequence of these solutions accumulates as $i \rightarrow \infty$ on a bounded solution on $\mathbb{R}$ of (3.2.2) which is also near $(\gamma, \dot{\gamma})$.

The next result is useful for verifying assumptions of (3.2.28).
Proposition 3.2.16. If $-\dot{\gamma}\left(t_{1}\right)+v_{0}=0, \ddot{\gamma}\left(t_{1}\right) \neq 0$ then $t_{1}$ is an isolated solution of $-\dot{\gamma}(t)+v_{0}=0$ and moreover,

$$
\begin{gathered}
\lim _{t \rightarrow t_{1 \pm}} \frac{-\dot{\gamma}(t)+v_{0}}{\left|-\dot{\gamma}(t)+v_{0}\right|_{2}}=\mp \frac{\ddot{\gamma}\left(t_{1}\right)}{\left|\ddot{\gamma}\left(t_{1}\right)\right|_{2}}, \quad \lim _{t \rightarrow t_{1 \pm}} \frac{d}{d t}\left(\frac{-\dot{\gamma}(t)+v_{0}}{\left|-\dot{\gamma}(t)+v_{0}\right|_{2}}\right)= \\
\frac{ \pm 1}{2\left|\ddot{\gamma}\left(t_{1}\right)\right|_{2}^{3}}\left(-\dddot{\gamma}\left(t_{1}\right)\left\langle\ddot{\gamma}\left(t_{1}\right), \ddot{\gamma}\left(t_{1}\right)\right\rangle_{2}+\ddot{\gamma}\left(t_{1}\right)\left\langle\dddot{\gamma}\left(t_{1}\right), \ddot{\gamma}\left(t_{1}\right)\right\rangle_{2}\right) .
\end{gathered}
$$

Proof. Since $\gamma \in C^{3}\left(\mathbb{R}, \mathbb{R}^{2}\right)$, we get

$$
-\dot{\gamma}(t)+v_{0}=-\ddot{\gamma}\left(t_{1}\right)\left(t-t_{1}\right)-\dddot{\gamma}\left(t_{1}\right) \frac{\left(t-t_{1}\right)^{2}}{2}+o\left(t-t_{1}\right)^{2} .
$$

So we have

$$
\begin{gathered}
\frac{-\dot{\gamma}(t)+v_{0}}{\left|-\dot{\gamma}(t)+v_{0}\right|_{2}}=\frac{-\ddot{\gamma}\left(t_{1}\right)\left(t-t_{1}\right)-\dddot{\gamma}\left(t_{1}\right) \frac{\left(t-t_{1}\right)^{2}}{2}+o\left(t-t_{1}\right)^{2}}{\left|-\ddot{\gamma}\left(t_{1}\right)\left(t-t_{1}\right)-\dddot{\gamma}\left(t_{1}\right) \frac{\left(t-t_{1}\right)^{2}}{2}+o\left(t-t_{1}\right)^{2}\right|_{2}} \\
\quad=\frac{-\ddot{\gamma}\left(t_{1}\right)+o(1)}{\left|-\ddot{\gamma}\left(t_{1}\right)+o(1)\right|_{2}} \frac{t-t_{1}}{\left|t-t_{1}\right|} \rightarrow \mp \frac{\ddot{\gamma}\left(t_{1}\right)}{\left|\ddot{\gamma}\left(t_{1}\right)\right|_{2}} \quad \text { as } \quad t \rightarrow t_{1 \pm} .
\end{gathered}
$$

Similarly we obtain the second limit.
Remark 3.2.17. Supposing $\int_{-\infty}^{\infty}\left\langle\frac{-\dot{\gamma}(s)+v_{0}}{\left|-\dot{\gamma}(s)+v_{0}\right|_{2}}, u_{1}^{\perp}(s)\right\rangle_{2} d s \neq 0$, Theorem 3.2.15 is applicable only for non-large $\mu$, because of then there is a $\mu_{0}>0$ such that for any $\mu>\mu_{0}$ and $a<b$ it holds $M(a) M(b)>0$. On the other hand, if $\sup |q(\cdot)|_{2}<\infty$ and $v_{0} \neq 0$ then for $\mu>\left(\sup |q(\cdot)|_{2}+m \max |p(\cdot)|_{2}\right) / m$,
(3.2.1) has no periodic solutions: if $x$ is a $2 i-$ periodic solution of (3.2.1) for some $i \in \mathbb{R}$ then

$$
\begin{aligned}
& 0 \leq \widetilde{k} \int_{0}^{2 i}|\dot{x}(s)|_{2}^{2} d s=\int_{0}^{2 i}\left(\left\langle-q(x(s))+m p(s), \operatorname{sgn}\left(\dot{x}(s)+v_{0}\right)\right\rangle_{2}\right. \\
&-\mu m)\left|\dot{x}(s)+v_{0}\right|_{2} d s \leq 0
\end{aligned}
$$

This implies $\int_{0}^{2 i}|\dot{x}(s)|_{2}^{2} d s=\int_{0}^{2 i}\left|\dot{x}(s)+v_{0}\right|_{2}^{2} d s=0$, which is impossible.
Now we consider the following more simple tractable, coupled equations

$$
\begin{gather*}
\ddot{z}+2 z^{3}-z=\dot{y}  \tag{3.2.34}\\
\varepsilon \ddot{y}+\dot{y}+y+\varepsilon \operatorname{sgn} \dot{y}=\varepsilon \mu \sin t
\end{gather*}
$$

where $z, y \in \mathbb{R}$ and $\mu \in \mathbb{R}$ is a parameter. Rewriting again (3.2.34) in the form

$$
\begin{gathered}
\dot{x}_{1}=x_{2}, \quad \dot{x}_{2}=x_{1}-2 x_{1}^{3}+y-x_{3} \\
\dot{x}_{3}=y-x_{3}, \quad \varepsilon \dot{y}=-y+\varepsilon\left(\mu \sin t+y-x_{3}-\operatorname{sgn}\left(y-x_{3}\right)\right),
\end{gathered}
$$

we put

$$
\begin{gathered}
x=\left(x_{1}, x_{2}, x_{3}\right), \quad f(x, y)=\left(x_{2}, x_{1}-2 x_{1}^{3}+y-x_{3}, y-x_{3}\right), \quad A(x)=-\mathbb{I} \\
g(x, y)=-y, \quad h_{1}(x, y, t)=0, \quad h_{2}(x, y, t)=\mu \sin t+y-x_{3}-\operatorname{Sgn}\left(y-x_{3}\right) .
\end{gathered}
$$

Since the reduced equation is

$$
\dot{x}_{1}=x_{2}, \quad \dot{x}_{2}=x_{1}-2 x_{1}^{3}-x_{3}, \quad \dot{x}_{3}=-x_{3},
$$

we have

$$
\begin{gathered}
\gamma(t)=(r(t), \dot{r}(t), 0), \quad r(t)=\operatorname{sech} t, \quad u_{1}^{\perp}(t)=(-\ddot{r}(t), \dot{r}(t), 0), \quad d=1 \\
h_{2}(\gamma(t), 0, t+\alpha)=[-1+\mu \sin (t+\alpha), 1+\mu \sin (t+\alpha)] .
\end{gathered}
$$

To find $C(t, \alpha)$, we consider (3.2.9) for this case of the form

$$
\begin{gather*}
\varepsilon \dot{y}=-y+h, \quad h \in Y_{m, 1}, \quad|h|_{m, 1} \leq 2+\mu, \quad \mathbb{N} \ni l<m-1 \\
h(t) \in[-1-\zeta+\mu \sin (t+\alpha), 1+\zeta+\mu \sin (t+\alpha)] \text { a.e. on }[-l-1, l+1] . \tag{3.2.35}
\end{gather*}
$$

Putting in (3.2.35) $y=z+\mu \sin (t+\alpha), h=w+\mu \sin (t+\alpha)$ and taking $t \leftrightarrow-t$, we have

$$
\begin{gathered}
\varepsilon \dot{z}=z+\varepsilon \mu \cos (-t+\alpha)-w(-t), \quad w \in Y_{m, 1}, \quad|w|_{m, 1} \leq 2+2 \mu \\
w(t) \in[-1-\zeta, 1+\zeta] \quad \text { a.e. on } \quad[-l-1, l+1] .
\end{gathered}
$$

Following the proof of Theorem 3.2.3 (see (3.2.13)) and Lemma 3.2.14, we obtain

$$
\|z\|_{l, 1} \leq\left(\frac{\mathrm{e}^{-(m-l) / \varepsilon}}{1-\mathrm{e}^{-2}}+\mathrm{e}^{-1 / \varepsilon}\right)(2+2 \mu+\varepsilon \mu)+1+\zeta+\varepsilon \mu
$$

Consequently, we can take in (H) that

$$
C(t, \alpha)=[-1+\mu \sin (t+\alpha), 1+\mu \sin (t+\alpha)]
$$

and then (3.2.25) possesses the form

$$
\begin{align*}
M(\alpha)= & {\left[\int_{-\infty}^{0}(\mu \sin (s+\alpha)-1) \dot{r}(s) d s+\int_{0}^{\infty}(\mu \sin (s+\alpha)+1) \dot{r}(s) d s\right.} \\
& \left.\int_{-\infty}^{0}(\mu \sin (s+\alpha)+1) \dot{r}(s) d s+\int_{0}^{\infty}(\mu \sin (s+\alpha)-1) \dot{r}(s) d s\right] \\
& =\left[-\mu \pi \operatorname{sech} \frac{\pi}{2} \cos \alpha-2,-\mu \pi \operatorname{sech} \frac{\pi}{2} \cos \alpha+2\right] \tag{3.2.36}
\end{align*}
$$

By Theorems 3.2.11, 3.2.13 with $a=0, b=\pi$ and $M$ is given by (3.2.36), we obtain the following result.

Theorem 3.2.18. If $|\mu|>\frac{2}{\pi} \cosh \frac{\pi}{2} \doteq 1.5973925$ is fixed, then (3.2.34) possesses for any sufficiently small $\varepsilon>0$ a $2 \pi i$-periodic solution for all $\mathbb{N} \ni i \geq$ $[1 / \sqrt{\varepsilon}]$. Moreover, a subsequence of these solutions accumulates as $i \rightarrow \infty$ on a bounded solution on $\mathbb{R}$ of (3.2.34).

Finally, our method is clearly applied like in Remark 3.1.32 to piecewise smoothly and singularly perturbed problems. For instance, for

$$
\begin{align*}
& \ddot{z}+2 z^{3}-z+\varepsilon \dot{z}^{+}=\dot{y} \\
& \varepsilon \ddot{y}+\dot{y}+y=\varepsilon \mu \sin t \tag{3.2.37}
\end{align*}
$$

we find that (3.2.25) now has the form

$$
M(\alpha)=\mu \int_{-\infty}^{\infty} \sin (s+\alpha) \dot{r}(s) d s-\int_{-\infty}^{0} \dot{r}(s)^{2} d s=-\mu \pi \operatorname{sech} \frac{\pi}{2} \cos \alpha-\frac{1}{3} .
$$

Consequently, by Theorems 3.2.11 and 3.2.13, we obtain the following result.
Theorem 3.2.19. If $|\mu|>\frac{1}{3 \pi} \cosh \frac{\pi}{2} \doteq 0.266232$ is fixed, then (3.2.37) possesses for any sufficiently small $\varepsilon>0$ a $2 \pi i$-periodic solution for all $\mathbb{N} \ni i \geq[1 / \sqrt{\varepsilon}]$. Moreover, a subsequence of these solutions accumulates as $i \rightarrow \infty$ on a bounded solution on $\mathbb{R}$ of (3.2.37).

The method of this Section is extended in Chapter 4 to show chaotic behavior of (3.2.4).

### 3.3 Bifurcation of Periodics from Periodics

### 3.3.1 Discontinuous O.D.Eqns

In this section we continue with the study of bifurcations of periodic solutions for ordinary differential equations with discontinuous periodic perturbations. But


Figure 3.5: A block on a periodically moving ribbon under a force
now we investigate the problem of bifurcations of periodics from periodics, while in the previous two Sections 3.1 and 3.2 bifurcations of subharmonics are studied with very large periods from homoclinics. For motivation, we again consider a mass attached to a spring and putting horizontally on a moving ribbon with a speed $v_{0} \sin \omega t$ (see Fig. 3.5). The resulting differential equation has the form

$$
\begin{equation*}
\ddot{x}+q(x)+\mu \operatorname{sgn}\left(\dot{x}+v_{0} \sin \omega t\right)=0, \tag{3.3.1}
\end{equation*}
$$

where $q \in C^{2}(\mathbb{R}, \mathbb{R})$ and $\mu>0, v_{0}>0, \omega>0$ are constants. Like in the previous sections, discontinuous equation (3.3.1) is considered as a perturbed differential inclusion of the form

$$
\begin{equation*}
\dot{x}=y, \quad \dot{y} \in-q(x)-\mu \operatorname{Sgn}\left(y+v_{0} \sin \omega t\right) . \tag{3.3.2}
\end{equation*}
$$

By assuming the existence of a $2 \pi / \omega$-periodic solution $\gamma$ of $\ddot{x}+q(x)=0$, we study bifurcation of $2 \pi / \omega$-periodic solutions for (3.3.2) from the 1 -parametric family $\{\gamma(t+\theta) \mid \theta \in \mathbb{R}\}$. Of course, we consider more general systems of perturbed differential inclusions than (3.3.2) which take the form

$$
\begin{equation*}
\dot{x}(t) \in f(x(t))+\sum_{j=1}^{k} \mu_{j} f_{j}(x(t), \mu, t) \quad \text { a.e. on } \quad \mathbb{R} \tag{3.3.3}
\end{equation*}
$$

with $x \in \mathbb{R}^{n}, \mu \in \mathbb{R}^{k}, \mu=\left(\mu_{1}, \cdots, \mu_{k}\right)$. Motivated by (3.3.2), we set the main assumptions about (3.3.3):
(i) $f \in C^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ and $f_{j}: \mathbb{R}^{n} \times \mathbb{R}^{k} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{n}} \backslash\{\emptyset\}, j=1, \cdots, k$ are all upper-semicontinuous with compact and convex values.
(ii) The unperturbed equation $\dot{x}=f(x)$ has a manifold of 1-periodic solutions, i.e. there is an open subset $\mathcal{O} \subset \mathbb{R}^{d-1}, d \geq 1$ and a $C^{2}$-mapping $\gamma$ : $\mathcal{O} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ such that $\gamma(\theta, t+1)=\gamma(\theta, t)$ and $\gamma(\theta, \cdot)$ is a solution of $\dot{x}=f(x)$.
(iii) $f_{j}(x, \mu, t+1)=f_{j}(x, \mu, t)$ for $j=1, \cdots, k$.

We investigate, if some of these periodic solutions $\gamma(\theta, t)$ persists after perturbation (3.3.3). The case when $f_{j}$ are all singlevalued and smooth is a classical problem of bifurcation of periodic solutions for o.d.eqns and we refer the reader to $[55,151]$ for more details. The purpose of this section is to extend some of those results to the multivalued case (3.3.3).

### 3.3.2 Linearized Problem

In order to study bifurcations of 1-periodic solutions for (3.3.3) from the family $\gamma(\theta, t), \theta \in \mathcal{O}$, first we consider the non-homogeneous variational equation

$$
\begin{gather*}
\dot{x}=A(\theta, t) x+h(t) \quad \text { a.e. on } \quad[0,1], \\
A(\theta, t)=D_{x} f(\gamma(\theta, t)), \quad h \in L^{2}:=L^{2}\left([0,1], \mathbb{R}^{n}\right),  \tag{3.3.4}\\
x \in C_{p}=\left\{y \in C\left([0,1], \mathbb{R}^{n}\right): y(0)=y(1)\right\}
\end{gather*}
$$

along with the homogeneous one

$$
\begin{equation*}
\dot{x}=A(\theta, t) x, \quad x \in C_{p} . \tag{3.3.5}
\end{equation*}
$$

Note (3.3.5) is just the linearization of the unperturbed equation $\dot{x}=f(x)$ of (3.3.3) along $\gamma(\theta, t), \theta \in \mathcal{O}$. The aim of this subsection is to derive a Fredholmlike alternative result for (3.3.4) in order to apply the Lyapunov-Schmidt decomposition in the next subsections to (3.3.3). The first step towards this is the differentiation with respect to $\theta$ and $t$ of $\dot{\gamma}(\theta, t)=f(\gamma(\theta, t))$ which yields respectively

$$
\frac{\partial}{\partial \theta_{i}} \dot{\gamma}(\theta, t)=A(\theta, t) \frac{\partial}{\partial \theta_{i}} \gamma(\theta, t), \quad \ddot{\gamma}(\theta, t)=A(\theta, t) \dot{\gamma}(\theta, t),
$$

where $\theta=\left(\theta_{1}, \cdots, \theta_{d-1}\right)$. We see that (3.3.5) has "trivial" 1-periodic solutions $\frac{\partial}{\partial \theta_{i}} \gamma(\theta, t), i=1, \cdots, d-1$ and $\dot{\gamma}(\theta, t)$. We assume that the following condition is satisfied:
(iv) The family $\{\gamma(\theta, t) \mid \theta \in \mathcal{O}\}$ is non-degenerate, i.e. the only 1-periodic solutions of $\dot{x}=A(\theta, \cdot) x$ are linear combinations of $\frac{\partial}{\partial \theta_{i}} \gamma(\theta, t), i=1, \cdots, d-1$ and $\dot{\gamma}(\theta, t)$. Moreover, $\frac{\partial}{\partial \theta_{i}} \gamma(\theta, t), i=1, \cdots, d-1$ and $\dot{\gamma}(\theta, t)$ are linearly independent.

Let $U(\theta, t)$ be the fundamental solution of $\dot{x}=A(\theta, t) x$. Then

$$
\begin{equation*}
\mathcal{N}(\mathbb{I}-U(\theta, 1))=\operatorname{span}\left\{\frac{\partial}{\partial \theta_{i}} \gamma(\theta, 0), \dot{\gamma}(\theta, 0), i=1, \cdots, d-1\right\} \tag{3.3.6}
\end{equation*}
$$

and $\mathcal{R}(\mathbb{I}-U(\theta, 1))$ is a continuous trivial vector bundle over $\mathcal{O}$. The adjoint equation to (3.3.5) has the form

$$
\begin{equation*}
\dot{x}=-A(\theta, t)^{*} x, \quad x \in C_{p} \tag{3.3.7}
\end{equation*}
$$

with the fundamental solution $\left(U^{-1}(\theta, t)\right)^{*}$. Then any 1-periodic solution of (3.3.7) has the form $\left(U^{-1}(\theta, t)\right)^{*} y, y \in \mathbb{R}^{n}$ with $\left(U^{-1}(\theta, 1)\right)^{*} y=y$. Since

$$
\begin{equation*}
\left(U^{-1}(\theta, 1)\right)^{*} y=y \Longleftrightarrow U(\theta, 1)^{*} y=y \tag{3.3.8}
\end{equation*}
$$

we get

$$
\mathcal{N}\left(\mathbb{I}-\left(U^{-1}(\theta, 1)\right)^{*}\right)=\mathcal{N}\left(\mathbb{I}-U(\theta, 1)^{*}\right)=(\mathcal{R}(\mathbb{I}-U(\theta, 1)))^{\perp}
$$

According to (3.3.6), $(\mathcal{R}(\mathbb{I}-U(\theta, 1)))^{\perp}$ is a continuous trivial vector bundle over $\mathcal{O}$. So taking its basis, there are linearly independent continuous mappings $v_{i}(\theta, t), i=1, \cdots, d, v_{i}: \mathcal{O} \times \mathbb{R} \rightarrow \mathbb{R}^{n}, v_{i}(\theta, t+1)=v_{i}(\theta, t)$ and all $v_{i}$ are solutions of (3.3.7). Let $\langle\cdot, \cdot\rangle$ be the inner product on $\mathbb{R}^{n}$ and let $\Pi(\theta): L^{2} \rightarrow L^{2}$ be a projection onto the subspace

$$
\left\{h \in L^{2} \mid \int_{0}^{1}\left\langle h(s), v_{i}(\theta, s)\right\rangle d s=0, \forall i=1, \cdots, d\right\}
$$

depending continuously on $\theta$ in $L\left(L^{2}\right)$ and having uniformly bounded $\|\Pi(\theta)\|$ on any bounded subset of $\mathcal{O}$. Such a projection exists, for instance the orthogonal one. Now we can state the following well-known Fredholm alternative result [110, p. 411].

Lemma 3.3.1. System (3.3.4) has a solution if and only if $(\mathbb{I}-\Pi(\theta)) h=0$. This solution $x$ is unique provided that it satisfies $\int_{0}^{1}\left\langle x(s), \frac{\partial}{\partial \theta_{i}} \gamma(\theta, s)\right\rangle d s=0$ for all $i=1, \cdots, d-1$ along with $\int_{0}^{1}\langle x(s), \dot{\gamma}(\theta, s)\rangle d s=0$. Moreover, let $K(\theta): L^{2} \rightarrow C_{p}$ be the linear operator defined so that $x=K(\theta) h$ be the unique solution of the linear system

$$
\begin{equation*}
\dot{x}=A(\theta, t) x+\Pi(\theta) h . \tag{3.3.9}
\end{equation*}
$$

Then $K(\theta): L^{2} \rightarrow C_{p}$ is a compact linear operator depending continuously on $\theta$. Proof. We derive a parameterized Green formula for $K(\theta)$ [110]. The orthogonal projection $\Pi(\theta): L^{2} \rightarrow L^{2}$ is given by the formula

$$
\begin{equation*}
\Pi(\theta) h=h-\sum_{i=1}^{d} c_{i}(\theta) v_{i}(\theta, \cdot) \tag{3.3.10}
\end{equation*}
$$

where $c_{i}(\theta)$ solve the linear system

$$
\begin{equation*}
\sum_{i=1}^{d} c_{i}(\theta) \int_{0}^{1}\left\langle v_{i}(\theta, s), v_{j}(\theta, s)\right\rangle d s=\int_{0}^{1}\left\langle h(s), v_{j}(\theta, s)\right\rangle d s, \quad j=1,2, \cdots, d \tag{3.3.11}
\end{equation*}
$$

The Gram matrix

$$
G(\theta)=\left(\int_{0}^{1}\left\langle v_{i}(\theta, s), v_{j}(\theta, s)\right\rangle d s\right)_{i, j=1}^{d}
$$

is invertible, so (3.3.11) implies

$$
\begin{gathered}
\left(c_{1}(\theta), \cdots, c_{d}(\theta)\right)^{*}=G^{-1}(\theta)\left(\int_{0}^{1}\left\langle h(s), v_{1}(\theta, s)\right\rangle d s, \cdots, \int_{0}^{1}\left\langle h(s), v_{d}(\theta, s)\right\rangle d s\right)^{*} \\
=\int_{0}^{1} G^{-1}(\theta)\left(\left\langle h(s), v_{1}(\theta, s)\right\rangle, \cdots,\left\langle h(s), v_{d}(\theta, s)\right\rangle\right)^{*} d s
\end{gathered}
$$

This gives by (3.3.10) the formula of $\Pi(\theta)$ :

$$
\begin{equation*}
(\Pi(\theta) h)(t)=h(t)-\int_{0}^{1} M_{1}(\theta, t, s) h(s) d s \tag{3.3.12}
\end{equation*}
$$

where

$$
M_{1}(\theta, t, s) h:=\left(v_{1}(\theta, t)^{*}, \cdots, v_{d}(\theta, t)^{*}\right) G^{-1}(\theta)\left(\left\langle h, v_{1}(\theta, s)\right\rangle, \cdots,\left\langle h, v_{d}(\theta, s)\right\rangle\right)^{*}
$$

is a continuous $n \times n$-matrix on $\mathcal{O} \times[0,1]^{2}$.
Next, a general solution of (3.3.9) is given by

$$
\begin{equation*}
x(t)=U(\theta, t) x_{0}+\int_{0}^{t} U(\theta, t) U^{-1}(\theta, s)(\Pi(\theta) h)(s) d s \tag{3.3.13}
\end{equation*}
$$

and it satisfies $x(1)=x_{0}$ if and only if

$$
\begin{equation*}
(\mathbb{I}-U(\theta, 1)) x_{0}=\int_{0}^{1} U(\theta, 1) U^{-1}(\theta, s)(\Pi(\theta) h)(s) d s \tag{3.3.14}
\end{equation*}
$$

Note

$$
(\mathcal{R}(\mathbb{I}-U(\theta, 1)))^{\perp}=\operatorname{span}\left\{v_{i}(\theta, 0) \mid i=1,2, \cdots, d\right\}
$$

So (3.3.14) has a solution $x_{0}$ if and only if

$$
\begin{equation*}
\left\langle\int_{0}^{1} U(\theta, 1) U^{-1}(\theta, s)(\Pi(\theta) h)(s) d s, v_{i}(\theta, 0)\right\rangle=0, \quad \forall i=1,2, \cdots, d \tag{3.3.15}
\end{equation*}
$$

But using (3.3.8) we derive

$$
\begin{array}{r}
\left\langle\int_{0}^{1} U(\theta, 1) U^{-1}(\theta, s)(\Pi(\theta) h)(s) d s, v_{i}(\theta, 0)\right\rangle \\
=\int_{0}^{1}\left\langle(\Pi(\theta) h)(s), U^{-1}(\theta, s)^{*} U(\theta, 1)^{*} v_{i}(\theta, 0)\right\rangle=\int_{0}^{1}\left\langle(\Pi(\theta) h)(s), v_{i}(\theta, s)\right\rangle=0
\end{array}
$$

according to the definition of $\Pi(\theta)$. So (3.3.14) has a solution $x_{0}$. We show its uniqueness. Put for simplicity

$$
w_{i}(\theta, s):=\frac{\partial}{\partial \theta_{i}} \gamma(\theta, s), \quad i=1,2, \cdots, d-1, \quad w_{d}(\theta, s)=\dot{\gamma}(\theta, s) .
$$

Let

$$
\operatorname{span}\left\{e_{d+1}(\theta), \cdots, e_{n}(\theta)\right\}=\left\{w_{i}(\theta, 0) \mid i=1,2, \cdots, d\right\}^{\perp}
$$

with $e_{k}(\theta)$ continuous. Then

$$
\begin{equation*}
x_{0}=\sum_{j=1}^{d} \eta_{j}(\theta) w_{j}(\theta, 0)+\sum_{j=d+1}^{n} \eta_{j}(\theta) e_{j}(\theta) \tag{3.3.16}
\end{equation*}
$$

and so

$$
\begin{gathered}
(\mathbb{I}-U(\theta, 1)) x_{0}=\sum_{j=1}^{d} \eta_{j}(\theta)(\mathbb{I}-U(\theta, 1)) w_{j}(\theta, 0) \\
+\sum_{j=d+1}^{n} \eta_{j}(\theta)(\mathbb{I}-U(\theta, 1)) e_{j}(\theta)=\sum_{j=d+1}^{n} \eta_{j}(\theta)(\mathbb{I}-U(\theta, 1)) e_{j}(\theta) .
\end{gathered}
$$

Introducing an $n \times(n-d)$-matrix

$$
M(\theta):=\left(\left[(\mathbb{I}-U(\theta, 1)) e_{d+1}(\theta)\right]^{*}, \cdots,\left[(\mathbb{I}-U(\theta, 1)) e_{n}(\theta)\right]^{*}\right)
$$

(3.3.14) has the form

$$
\begin{equation*}
M(\theta)\left(\eta_{d+1}(\theta), \cdots, \eta_{n}(\theta)\right)^{*}=\int_{0}^{1} U(\theta, 1) U^{-1}(\theta, s)(\Pi(\theta) h)(s) d s \tag{3.3.17}
\end{equation*}
$$

The $n \times(n-d)$-matrix $M(\theta)$ has the rank $n-d$, so the $(n-d) \times(n-d)$-matrix $M(\theta)^{*} M(\theta)$ is invertible. Hence (3.3.12), (3.3.17) and the Fubiny theorem [171] imply

$$
\begin{equation*}
\left(\eta_{d+1}(\theta), \cdots, \eta_{n}(\theta)\right)^{*}=\int_{0}^{1} M_{2}(\theta, s) h(s) d s \tag{3.3.18}
\end{equation*}
$$

where

$$
\begin{aligned}
& M_{2}(\theta, s):= \\
& \qquad\left[M(\theta)^{*} M(\theta)\right]^{-1} M(\theta)^{*} U(\theta, 1)\left[U^{-1}(\theta, s)-\int_{0}^{1} U^{-1}(\theta, z) M_{1}(\theta, z, s) d z\right]
\end{aligned}
$$

is a continuous $(n-d) \times n$-matrix on $\mathcal{O} \times[0,1]$.

Now we compute the rest $\eta_{i}$. Using the assumption of Lemma 3.3.1:

$$
\int_{0}^{1}\left\langle x(s), w_{j}(\theta, s)\right\rangle d s=0, \quad j=1,2, \cdots, d
$$

together with (3.3.13), we derive

$$
\begin{equation*}
\int_{0}^{1}\left\langle\sum_{i=1}^{d} \eta_{i}(\theta) U(\theta, s) w_{i}(\theta, 0), w_{j}(\theta, s)\right\rangle d s=\widetilde{H}_{j}(\theta), \quad j=1,2, \cdots, d \tag{3.3.19}
\end{equation*}
$$

where

$$
\begin{aligned}
& \widetilde{H}_{j}(\theta):=-\int_{0}^{1}\left\langle\sum_{i=d+1}^{n} \eta_{i}(\theta) U(\theta, s) e_{i}(\theta), w_{j}(\theta, s)\right\rangle d s \\
& -\int_{0}^{1}\left\langle\int_{0}^{s} U(\theta, s) U^{-1}(\theta, z)(\Pi(\theta) h)(z) d z, w_{j}(\theta, s)\right\rangle d s
\end{aligned}
$$

for $j=1,2, \cdots, d$. Using the Fubiny theorem we see that

$$
\left(\widetilde{H}_{1}(\theta), \cdots, \widetilde{H}_{d}(\theta)\right)^{*}=\int_{0}^{1} M_{3}(\theta, s) h(s) d s
$$

for a continuous $d \times n$-matrix $M_{3}(\theta, s)$ on $\mathcal{O} \times[0,1]$. Since

$$
\begin{gathered}
\int_{0}^{1}\left\langle\sum_{i=1}^{d} \eta_{i}(\theta) U(\theta, s) w_{i}(\theta, 0), w_{j}(\theta, s)\right\rangle d s=\sum_{i=1}^{d} \eta_{i}(\theta) \int_{0}^{1}\left\langle w_{i}(\theta, s), w_{j}(\theta, s)\right\rangle d s \\
=\widetilde{G}(\theta)\left(\eta_{1}(\theta), \cdots, \eta_{d}(\theta)\right)^{*}
\end{gathered}
$$

and the Gram matrix

$$
\widetilde{G}(\theta):=\left(\int_{0}^{1}\left\langle w_{i}(\theta, s), w_{j}(\theta, s)\right\rangle d s\right)_{i, j=1}^{d}
$$

is invertible, from (3.3.19) we derive

$$
\begin{equation*}
\left(\eta_{1}(\theta), \cdots, \eta_{d}(\theta)\right)^{*}=\int_{0}^{1} \widetilde{G}(\theta)^{-1} M_{3}(\theta, s) h(s) d s \tag{3.3.20}
\end{equation*}
$$

Inserting formulas (3.3.18) and (3.3.20) into (3.3.16), we get

$$
\begin{equation*}
x_{0}=\int_{0}^{1} M_{4}(\theta, s) h(s) d s \tag{3.3.21}
\end{equation*}
$$

for a continuous $n \times n$-matrix $M_{4}(\theta, s)$ on $\mathcal{O} \times[0,1]$. Next plugging (3.3.12) and (3.3.21) into (3.3.13), and using the Fubiny theorem, we obtain a formula of $K(\theta) h$ of the form

$$
(K(\theta) h)(t)=\int_{0}^{1} K_{1}(\theta, t, s) h(s) d s+\int_{0}^{t} K_{2}(\theta, t, s) h(s) d s
$$

for continuous $n \times n$-matrix functions $K_{1}(\theta, t, s)$ and $K_{2}(\theta, t, s)$ on $\mathcal{O} \times[0,1]^{2}$. Using standard method [199] based on the uniform continuity of continuous functions on compact intervals along with the Arzela-Ascolli theorem [59], we see that $K(\theta): L^{2} \rightarrow C_{p}$ is a compact linear operator which is continuous with respect to $\theta$. Finally, introducing the parameterized Green function $G(\theta, t, s)$ as follows

$$
G(\theta, t, s):=\left\{\begin{array}{cl}
K_{1}(\theta, t, s)+K_{2}(\theta, t, s) & \text { for } 0 \leq s \leq t \leq 1 \\
K_{1}(\theta, t, s) & \text { for } 0 \leq t \leq s \leq 1
\end{array}\right.
$$

we see that

$$
(K(\theta) h)(t)=\int_{0}^{1} G(\theta, t, s) h(s) d s
$$

The proof is finished.

### 3.3.3 Bifurcation of Periodics in Nonautonomous Systems

In this subsection, we study bifurcation of periodic solutions to (3.3.3) by using Lemma 3.3.1 together with topological degree arguments. For this reason, we first scale $\mu \rightarrow s \mu$ for $s \in \mathbb{R} \backslash\{0\}$ and take the change of variables [75]

$$
\begin{equation*}
x(t+\alpha)=\gamma(\theta, t)+s z(t), \quad \alpha \in \mathbb{R}, \quad s \in \mathbb{R} \backslash\{0\}, \tag{3.3.22}
\end{equation*}
$$

so then (3.3.3) possesses the form

$$
\begin{equation*}
\dot{z}(t)-A(\theta, t) z(t) \in g(z(t), \theta, \alpha, \mu, s, t) \quad \text { a.e. on } \quad[0,1], \tag{3.3.23}
\end{equation*}
$$

where

$$
\begin{aligned}
& g(x, \theta, \alpha, \mu, s, t)=\left\{\quad v \in \mathbb{R}^{n}: v \in \frac{1}{s}[f(s x+\gamma(\theta, t))-f(\gamma(\theta, t))-A(\theta, t) s x]\right. \\
& \left.+\sum_{j=1}^{k} \mu_{j} f_{j}(s x+\gamma(\theta, t), s \mu, t+\alpha)\right\}
\end{aligned}
$$

and $g$ is extended to $s=0$ by putting the term in the square brackets equal to zero. Then $g: \mathbb{R}^{n} \times \mathcal{O} \times \mathbb{R} \times \mathbb{R}^{k} \times \mathbb{R} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{n}} \backslash\{\emptyset\}$ is upper-semicontinuous with compact and convex values. Introducing a multivalued mapping $G: C_{p} \times$ $\mathcal{O} \times \mathbb{R} \times \mathbb{R}^{k} \times \mathbb{R} \rightarrow 2^{L^{2}}$ by the formula

$$
G(z, \theta, \alpha, \mu, s)=\left\{h \in L^{2}: h(t) \in g(z(t), \theta, \alpha, \mu, s, t) \quad \text { a.e. on } \quad[0,1]\right\}
$$

(3.3.23) is considered as a multivalued equation for $z$ of the form

$$
\begin{equation*}
\dot{z}-A(\theta, \cdot) z \in G(z, \theta, \alpha, \mu, s) \tag{3.3.24}
\end{equation*}
$$

Like for (3.1.17), $G(z, \theta, \alpha, \mu, s)$ are non-empty, closed, convex and bounded in $L^{2}$, and they are also weakly compact in $L^{2}$. In order to solve (3.3.24), we consider the homotopy

$$
\begin{equation*}
\dot{z}-A(\theta, \cdot) z \in F(z, \theta, \alpha, \mu, s, \lambda), \quad \lambda \in[0,1] \tag{3.3.25}
\end{equation*}
$$

for

$$
F(z, \theta, \alpha, \mu, s, \lambda)=\left\{h \in L^{2}: h(t) \in p(z(t), \theta, \alpha, \mu, s, \lambda, t) \text { a.e. on }[0,1]\right\}
$$

with

$$
\begin{aligned}
& p(x, \theta, \alpha, \mu, s, \lambda, t)=\left\{v \in \mathbb{R}^{n}: v \in \frac{\lambda}{s}[f(s x+\gamma(\theta, t))-f(\gamma(\theta, t))-A(\theta, t) s x]\right. \\
& \left.\quad+\lambda \sum_{j=1}^{k} \mu_{j} f_{j}(s x+\gamma(\theta, t), s \mu, t+\alpha)+(1-\lambda) \sum_{j=1}^{k} \mu_{j} f_{j}(\gamma(\theta, t), 0, t+\alpha)\right\}
\end{aligned}
$$

Again $p$ is extended to $s=0$ like $g$ above. Now we use the Fredholm alternative result of Lemma 3.3.1 to (3.3.25) by introducing a projection $L(\theta): L^{2} \rightarrow \mathbb{R}^{d}$ given by

$$
L(\theta) h=\left(\int_{0}^{1}\left\langle h(s), v_{1}(\theta, s)\right\rangle d s, \cdots, \int_{0}^{1}\left\langle h(s), v_{d}(\theta, s)\right\rangle d s\right),
$$

and then decomposing (3.3.25) as follows:

$$
\left\{\begin{array}{c}
0 \in H(z, \theta, \alpha, \mu, s, \lambda)  \tag{3.3.26}\\
H(z, \theta, \alpha, \mu, s, \lambda)=\{(z-\lambda K(\theta) h, L(\theta) h): h \in F(z, \theta, \alpha, \mu, s, \lambda)\}
\end{array}\right.
$$

Like in Subsection 3.1.3, $H: C_{p} \times \mathcal{O} \times \mathbb{R} \times \mathbb{R}^{k} \times \mathbb{R} \times[0,1] \rightarrow 2^{C_{p} \times \mathbb{R}^{d}} \backslash\{\emptyset\}$ is upper-semicontinuous and $\mathbb{I}_{C_{p} \times \mathbb{R}^{d}}-H$ has compact convex values and maps bounded sets into relatively compact ones. Finally for stating Theorem 3.3.2 below, we introduce a multivalued mapping $M_{\mu}: \mathcal{O} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{d}} \backslash\{\emptyset\}$ by

$$
\begin{equation*}
M_{\mu}(\theta, \alpha)=\left\{L(\theta) h: h \in L^{2}, h(t) \in \sum_{j=1}^{k} \mu_{j} f_{j}(\gamma(\theta, t), 0, t+\alpha) \text { a.e. on }[0,1]\right\} . \tag{3.3.27}
\end{equation*}
$$

Arguing as for (3.1.21), the mapping $M_{\mu}$ is upper-semicontinuous with compact convex values and maps bounded sets into bounded ones. Now we are ready to prove the main results of this section.

Theorem 3.3.2. Let $d>1$. If there is a non-empty open bounded set $\mathcal{B} \subset \mathcal{O} \times \mathbb{R}$ and $\mu_{0} \in S^{k-1}$ such that
(i) $0 \notin M_{\mu_{0}}(\partial \mathcal{B})$
(ii) $\operatorname{deg}\left(M_{\mu_{0}}, \mathcal{B}, 0\right) \neq 0$

Then there is a constant $K>0$ and a region in $\mathbb{R}^{k}$ for $\mu$ of the form

$$
\mathcal{R}=\left\{\begin{array}{l}
\text { s } \tilde{\mu}: s \text { and } \tilde{\mu} \text { are from open small connected neighborhoods } \\
\\
\left.U_{1} \text { and } U_{2} \subset S^{k-1} \text { of } 0 \in \mathbb{R} \text { and of } \mu_{0}, \text { respectively }\right\}
\end{array}\right.
$$

such that for any $\mu \in \mathcal{R}$ of the form $\mu=s \tilde{\mu}, s \in U_{1}, \tilde{\mu} \in U_{2}$, the differential inclusion (3.3.3) possesses a 1-periodic solution $x_{\mu}$ satisfying, according to (3.3.22),

$$
\sup _{0 \leq t \leq 1}\left|x_{\mu}(t)-\gamma\left(\theta_{\mu}, t-\alpha_{\mu}\right)\right| \leq K s
$$

where $\alpha_{\mu} \in \mathbb{R}$ and $\theta_{\mu} \in \mathcal{O}$.
Proof. We have to solve (3.3.24) which is inserted into the homotopy (3.3.26). In order to handle (3.3.26), we need the following results.

Lemma 3.3.3. Under condition (i) of Theorem 3.3.2, for any $A>0$ there are constants $\delta>0,1>s_{0}>0$ such that $|L(\theta) h| \geq \delta$ for all $h \in F(z, \theta, \alpha, \mu, s, \lambda)$ and for any $|s|<s_{0}, \lambda \in[0,1],|z| \leq A,(\theta, \alpha) \in \partial \mathcal{B},\left|\mu-\mu_{0}\right| \leq \delta$.

Proof. We prove Lemma 3.3 .3 by the contrary. So assume that there is an $A>0$ and

$$
\begin{gathered}
s_{p} \rightarrow 0, \quad \lambda_{p} \rightarrow \lambda_{0}, \quad\left|z_{p}\right| \leq A, \quad \mu_{p} \rightarrow \mu_{0}, \quad p \in \mathbb{N} \\
\partial \mathcal{B} \ni\left(\theta_{p}, \alpha_{p}\right) \rightarrow\left(\theta_{0}, \alpha_{0}\right) \in \partial \mathcal{B}, \quad h_{p} \in F\left(z_{p}, \theta_{p}, \alpha_{p}, \mu_{p}, s_{p}, \lambda_{p}\right)
\end{gathered}
$$

such that $L\left(\theta_{p}\right) h_{p} \rightarrow 0$ as $p \rightarrow \infty$. Using the boundedness of $\left\{h_{p}\right\}_{1}^{p}$ in $L^{2}$ and Theorem 2.1.1, we can assume that $h_{p}$ tends weakly to some $h_{0} \in L^{2}$. Then by Mazur's Theorem 2.1.2 like in the proof of Lemma 3.1.7, $h_{0}(t) \in$ $\sum_{j=1}^{k} \mu_{0 j} f_{j}\left(\gamma\left(\theta_{0}, t\right), 0, t+\alpha_{0}\right)$ a.e. on $[0,1]$, and $L\left(\theta_{0}\right) h_{0}=0$. This contradicts to (i) of this theorem. The Lemma 3.3.3 is proved.

From Lemma 3.3.3 and the construction of $H$ it follows:
Lemma 3.3.4. There are open small connected neighborhoods $U_{1} \subset \mathbb{R}, U_{2} \subset$ $S^{k-1}$ of 0 and $\mu_{0}$, respectively, and a constant $K_{1}>0$ such that $0 \notin H(\partial \Omega, \mu, s, \lambda)$ for any $s \in U_{1}, \mu \in U_{2}, \lambda \in[0,1]$ with

$$
\Omega=\left\{(z, \theta, \alpha) \in C_{p} \times \mathbb{R}^{d}:|z|<K_{1},(\theta, \alpha) \in \mathcal{B}\right\}
$$

Finally applying Lemma 3.3.4 for any $s \in U_{1}, \mu \in U_{2}$ we derive

$$
\operatorname{deg}(H(\cdot, \mu, s, 1), \Omega, 0)=\operatorname{deg}\left(H\left(\cdot, \mu_{0}, 0,0\right), \Omega, 0\right)=\operatorname{deg}\left(M_{\mu_{0}}, \mathcal{B}, 0\right) \neq 0
$$

Hence (3.3.26) has a solution in $\Omega$ for any $s \in U_{1}, \mu \in U_{2}$ and $\lambda=1$. This solution gives a solution of (3.3.24) according to the definition of (3.3.26). The proof of Theorem 3.3.2 is finished.

Applying Theorem 3.3.2 with $\mathcal{B}=(a, b)$ together with the proof of Theorem 3.1.9 we get

Corollary 3.3.5. Let $d=1$. If there are constants $a<b$ and $\mu_{0} \in S^{k-1}$ such that $M_{\mu_{0}}(a) M_{\mu_{0}}(b) \subset(-\infty, 0)$, then the conclusion of Theorem 3.3.2 is applicable.

Remark 3.3.6. The restriction $\left|\mu_{0}\right|=1$ is not essential, since $M_{\mu}$ in (3.3.27) is homogeneous with respect to the variable $\mu$.
Remark 3.3.7. Let $f(x)=B x$ for a matrix $B$ and let $\gamma_{1}, \cdots, \gamma_{d}$ be the maximum number of linearly independent 1 -periodic solutions of $\dot{x}=B x$. Then we take $\gamma(\theta, t)=\theta_{1} \gamma_{1}+\cdots+\theta_{d} \gamma_{d}$ and $\frac{\partial \gamma}{\partial \theta_{i}}, i=1, \cdots, d$ represent the maximum number of linearly independent 1 -periodic solutions of $\dot{x}=B x$. Considering now (3.3.22) with $\alpha=0$ and repeating the above procedure, we get $\mathcal{O}=\mathbb{R}^{d}$ and $M_{\mu}: \mathbb{R}^{d} \rightarrow$ $2^{\mathbb{R}^{d}} \backslash\{\emptyset\}$ of the form

$$
\begin{align*}
M_{\mu}(\theta)=\{ & L h: h \in L^{2}, \\
& \left.h(t) \in \sum_{j=1}^{k} \mu_{j} f_{j}\left(\theta_{1} \gamma_{1}(t)+\cdots+\theta_{d} \gamma_{d}(t), 0, t\right) \text { a.e. on }[0,1]\right\} \tag{3.3.28}
\end{align*}
$$

where $L h=\left(\int_{0}^{1}\left\langle h(s), v_{1}(s)\right\rangle d s, \cdots, \int_{0}^{1}\left\langle h(s), v_{d}(s)\right\rangle d s\right)$ and $v_{i}, i=1, \cdots, d$ are linearly independent 1-periodic solutions of $\dot{v}=-B^{*} v$. Then Theorem 3.3.2 is valid with such $M_{\mu}$ (3.3.28).

### 3.3.4 Bifurcation of Periodics in Autonomous Systems

When all $f_{j}$ are independent of $t$ in (3.3.3) then we need to modify the arguments of Subsection 3.3.3. So we start from the differential inclusion

$$
\begin{equation*}
\dot{x}(t) \in f(x(t))+\sum_{j=1}^{k} \mu_{j} f_{j}(x(t), \mu) \quad \text { a.e. on } \quad \mathbb{R} \tag{3.3.29}
\end{equation*}
$$

with $x \in \mathbb{R}^{n}, \mu \in \mathbb{R}^{k}, \mu=\left(\mu_{1}, \cdots, \mu_{k}\right)$ and $f, f_{j}$ satisfying the assumptions (i), (ii) and (iv). Scaling $\mu \rightarrow s \mu$ for $s \in \mathbb{R} \backslash\{0\}$ and taking now, instead of (3.3.22), the change of variables

$$
\begin{equation*}
x((1+s \alpha) t)=\gamma(\theta, t)+s z(t), \quad \alpha \in \mathbb{R}, \quad s \in \mathbb{R} \backslash\{0\} \tag{3.3.30}
\end{equation*}
$$

(3.3.29) is rewritten in the form

$$
\begin{equation*}
\dot{z}(t)-A(\theta, t) z(t) \in \tilde{g}(z(t), \theta, \alpha, \mu, s, t) \quad \text { a.e. on } \quad[0,1] \tag{3.3.31}
\end{equation*}
$$

with

$$
\begin{aligned}
\tilde{g}(x, \theta, \alpha, \mu, s, t)= & \left\{v \in \mathbb{R}^{n}: v \in \frac{1}{s}[f(s x+\gamma(\theta, t))-f(\gamma(\theta, t))-A(\theta, t) s x]\right. \\
& \left.+\alpha f(\gamma(\theta, t)+s x)+(1+s \alpha) \sum_{j=1}^{k} \mu_{j} f_{j}(s x+\gamma(\theta, t), s \mu)\right\}
\end{aligned}
$$

Because of (3.3.31) has a similar form like (3.3.23), we do repeat the approach of Subsection 3.3.3 to (3.3.31) and we arrive like for (3.3.27) at a multivalued mapping $N_{\mu}: \mathcal{O} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{d}} \backslash\{\emptyset\}$ with

$$
\begin{equation*}
N_{\mu}(\theta, \alpha)=\left\{L(\theta) h: h \in L^{2}, h(t) \in \alpha \dot{\gamma}(\theta, t)+\sum_{j=1}^{k} \mu_{j} f_{j}(\gamma(\theta, t), 0) \text { a.e. on }[0,1]\right\} \tag{3.3.32}
\end{equation*}
$$

$N_{\mu}$ is again upper-semicontinuous with compact convex values and maps bounded sets into bounded ones. Following the proof of Theorem 3.3.2, we get the following result.

Theorem 3.3.8. Let $d>1$. Let there exist a non-empty open bounded set $\mathcal{B} \subset \mathcal{O} \times \mathbb{R}$ and $\mu_{0} \in S^{k-1}$ such that $0 \notin N_{\mu_{0}}(\partial \mathcal{B})$ and $\operatorname{deg}\left(N_{\mu_{0}}, \mathcal{B}, 0\right) \neq 0$. Then there is a constant $K>0$ and a region in $\mathbb{R}^{k}$ for $\mu$ of the form

$$
\mathcal{R}=\left\{\begin{array}{l}
s \tilde{\mu}: s \text { and } \tilde{\mu} \text { are from open small connected neighborhoods } \\
\left.U_{1} \text { and } U_{2} \subset S^{k-1} \text { of } 0 \in \mathbb{R} \text { and of } \mu_{0}, \text { respectively }\right\}
\end{array}\right.
$$

such that for any $\mu \in \mathcal{R}$ of the form $\mu=s \tilde{\mu}$, $s \in U_{1}, \tilde{\mu} \in U_{2}$, the differential inclusion (3.3.29) possesses a $\left(1+s \alpha_{\mu}\right)$-periodic solution $x_{\mu}$ satisfying, according to (3.3.30),

$$
\sup _{0 \leq t \leq 1+s \alpha_{\mu}}\left|x_{\mu}(t)-\gamma\left(\theta_{\mu}, t /\left(1+s \alpha_{\mu}\right)\right)\right| \leq K s
$$

where $\alpha_{\mu} \in \mathbb{R},\left|\alpha_{\mu}\right| \leq K$ and $\theta_{\mu} \in \mathcal{O}$.
We proceed with the case $d=1$. Then $\gamma(\theta, t)=\gamma(t)$ and the adjoint variational equation (3.3.7) has a unique (up to scalar multiples) 1-periodic solution $v(t)$.

Corollary 3.3.9. If

$$
\begin{equation*}
\int_{0}^{1}\langle\dot{\gamma}(s), v(s)\rangle d s \neq 0 \tag{3.3.33}
\end{equation*}
$$

then there is a constant $K>0$ such that for any sufficiently small $\mu$, the differential inclusion (3.3.29) possesses a periodic solution $x_{\mu}$ with the properties of Theorem 3.3.8.
Proof. There is a $\widetilde{K}>0$ such that

$$
\operatorname{dist}\left\{N_{\mu}(\alpha), \alpha \int_{0}^{1}\langle\dot{\gamma}(s), v(s)\rangle d s\right\}<\widetilde{K}
$$

for any $\mu \in S^{k-1}$ and $\alpha \in \mathbb{R}$. Then there is a $\bar{K}>0$ such that $N_{\mu}(-\bar{K}) N_{\mu}(\bar{K}) \subset$ $(-\infty, 0)$, which gives $\left|\operatorname{deg}\left(N_{\mu},(-\bar{K}, \bar{K}), 0\right)\right|=1$ uniformly for $\mu \in S^{k-1}$. Applying Theorem 3.3 .8 with $\mathcal{B}=(-\bar{K}, \bar{K})$, the proof is finished.

Remark 3.3.10. Corollary 3.3 .9 is an extension of a classical bifurcation result of [110, p. 416, Theorem 2.4] to the multivalued case (3.3.29), since when (3.3.33) is satisfied and (3.3.29) is smooth then we can apply the implicit function theorem in order to solve the variable $\alpha$ near 0 from a bifurcation equation as a function of a small parameter $\mu$. Note (3.3.33) is a transversality assumption for $\alpha$. As a consequence, for any small $\mu$, there is a unique 1-periodic solution near $\gamma$ in the smooth case.

To complete the subject of Corollary 3.3.9, we suppose

$$
\begin{equation*}
\int_{0}^{1}\langle\dot{\gamma}(s), v(s)\rangle d s=0 \tag{3.3.34}
\end{equation*}
$$

Then we loose the variable $\alpha$ in $N_{\mu}$, and we deal with a second-order singularity of (3.3.29) of a fold-type [56]. We need to modify the above approach. To this end, we scale $\mu \rightarrow s^{2} \mu$ for $s>0$ and change the variables

$$
\begin{equation*}
x((1+s \alpha) t)=\gamma(t)+s \alpha u(t)+s^{2} z(t), \quad \alpha \in \mathbb{R}, \quad s>0 \tag{3.3.35}
\end{equation*}
$$

where $u \in C_{p}$ is the unique solution of $\dot{u}-A(t) u=\dot{\gamma}, \int_{0}^{1}\langle u(s), \dot{\gamma}(s)\rangle d s=0$ and $A(t)=D_{x} f(\gamma(t))$. Then (3.3.31) has the form

$$
\begin{equation*}
\dot{z}(t)-A(t) z(t) \in \bar{g}(z(t), \alpha, \mu, s, t) \quad \text { a.e. on } \quad[0,1] \tag{3.3.36}
\end{equation*}
$$

where

$$
\begin{aligned}
\bar{g}(x, \alpha, \mu, s, t)= & \left\{v \in \mathbb{R}^{n}: v \in \frac{1}{s^{2}}\left[f\left(s \alpha u(t)+s^{2} x+\gamma(t)\right)-f(\gamma(t))\right.\right. \\
& \left.-A(t)\left(s \alpha u(t)+s^{2} x\right)\right]+\frac{\alpha}{s}\left[f\left(\gamma(t)+s \alpha u(t)+s^{2} x\right)-f(\gamma(t))\right] \\
& \left.+(1+s \alpha) \sum_{j=1}^{k} \mu_{j} f_{j}\left(s \alpha u(t)+s^{2} x+\gamma(t), s^{2} \mu\right)\right\}
\end{aligned}
$$

Repeating the procedure of Subsection 3.3.3 for (3.3.36), the resulting multivalued function is (like for (3.3.27)) as follows:

$$
\begin{align*}
& P_{\mu}(\alpha)=\left\{\int_{0}^{1}\langle h(s), v(s)\rangle d s: h \in L^{2} \text { satisfying a.e. on }[0,1]\right. \text { the relation } \\
& \left.h(t) \in \alpha^{2}\left[\frac{1}{2} D_{x}^{2} f(\gamma(t))(u(t), u(t))+D_{x} f(\gamma(t)) u(t)\right]+\sum_{j=1}^{k} \mu_{j} f_{j}(\gamma(t), 0)\right\} . \tag{3.3.37}
\end{align*}
$$

We have the following extension of Corollary 3.3.9.
Theorem 3.3.11. Let $d=1$ and (3.3.34) hold. Suppose

$$
A_{0}:=\int_{0}^{1}\left\langle\frac{1}{2} D_{x}^{2} f(\gamma(s))(u(s), u(s))+D_{x} f(\gamma(s)) u(s), v(s)\right\rangle d s>0
$$

and there exists $\mu_{0} \in S^{k-1}$ such that $\int_{0}^{1}\langle h(s), v(s)\rangle d s<0$ for any $h \in L^{2}$ satisfying $h(t) \in \sum_{j=1}^{k} \mu_{0 j} f_{j}(\gamma(t), 0)$ a.e. on $[0,1]$. Then there is a constant $K>0$ and a wedge-shaped region in $\mathbb{R}^{k}$ for $\mu$ of the form

$$
\mathcal{R}=\left\{\begin{array}{l}
s^{2} \tilde{\mu}: s>0 \text { and } \tilde{\mu} \text { are from open small connected neighborhoods } \\
\\
\left.U_{1} \text { and } U_{2} \subset S^{k-1} \text { of } 0 \in \mathbb{R} \text { and of } \mu_{0}, \text { respectively }\right\}
\end{array}\right.
$$

such that for any $\mu \in \mathcal{R}$ of the form $\mu=s^{2} \tilde{\mu}, 0<s \in U_{1}, \tilde{\mu} \in U_{2}$, the differential inclusion (3.3.29) possesses two $\left(1+s \alpha_{ \pm, \mu}\right)$-periodic solutions $x_{ \pm, \mu}$ satisfying, according to (3.3.35),

$$
\sup _{0 \leq t \leq 1+s \alpha_{ \pm, \mu}}\left|x_{ \pm, \mu}(t)-\gamma\left(t /\left(1+s \alpha_{ \pm, \mu}\right)\right)-s \alpha_{ \pm, \mu} u\left(t /\left(1+s \alpha_{ \pm, \mu}\right)\right)\right| \leq K s^{2}
$$

where $\alpha_{+, \mu}>0, \alpha_{-, \mu}<0$ and $\left|\alpha_{ \pm, \mu}\right| \leq K$.
Proof. Since $P_{\mu_{0}}(\alpha)=\alpha^{2} A_{0}+S$, where $A_{0}>0$ and

$$
S=\left\{\int_{0}^{1}\langle h(s), v(s)\rangle d s: h \in L^{2}, h(t) \in \sum_{j=1}^{k} \mu_{0 j} f_{j}(\gamma(t), 0) \text { a.e. on }[0,1]\right\}
$$

is a set of negative numbers, we have that $P_{\mu_{0}}(0)=S$ contains only negative numbers, while there is an $\alpha_{0}>0$ such that $P_{\mu_{0}}\left( \pm \alpha_{0}\right)$ contains only positive numbers. Then according to the proof of Theorem 3.1.9, we derive $\operatorname{deg}\left(P_{\mu_{0}},\left(-\alpha_{0}, 0\right), 0\right)=-1$ and $\operatorname{deg}\left(P_{\mu_{0}},\left(0, \alpha_{0}\right), 0\right)=1$. Applying Theorem 3.3.8 with $\mathcal{B}=\left(-\alpha_{0}, 0\right)$ and $\mathcal{B}=\left(0, \alpha_{0}\right)$, respectively, the proof is finished.

Remark 3.3.12. Theorem 3.3.11 is an extension of a saddle-node bifurcation of periodic solutions [108, p. 197], [151] to the multivalued case (3.3.29). Indeed, if (3.3.29) is smooth then we can use the implicit function theorem for solving a bifurcation equation, and we get the singularity fold. This means that when $k=1$, for $\mu>0$, there are only two 1-periodic solutions near $\gamma$, for $\mu=0$ the only one is $\gamma$ near it, while for $\mu<0$ there are no 1-periodic solutions near $\gamma$.

In the rest of this subsection, we deal with planar differential inclusions under the condition (i), and (ii), (iv) are replaced by
(v) There are numbers $0<c<e$ and a $C^{2}$-mapping $\gamma:(c, e) \times \mathbb{R} \rightarrow \mathbb{R}^{2}$ such that $\gamma(\theta, t)$ has the minimal period $\theta$ in $t$ and $\gamma(\theta, \cdot)$ is a solution of $\dot{x}=f(x)$.

Condition (v) usually holds when $\dot{x}=f(x)$ is a nonlinear conservative second-order equation, for instance like the Duffing equation $\ddot{z}-z+z^{3}=0$ possessing a 1-parametric family of periodic solutions (see Fig. 1.2) with explicit formulas expressed in terms of the Jacobi elliptic functions [108, p. 198]. Next, differentiating $\dot{\gamma}(\theta, t)=f(\gamma(\theta, t))$ with respect to $t$ and $\theta$, we see that the linear
variational equation $\dot{u}=D_{x} f(\gamma(\theta, t)) u$ has two solutions: $\dot{\gamma}(\theta, t)$ and $\frac{\partial}{\partial \theta} \gamma(\theta, t)$. The first one is $\theta$-periodic, but the second one is not, since $\gamma(\theta, t+\theta)=\gamma(\theta, t)$ implies $\frac{\partial}{\partial \theta} \gamma(\theta, t+\theta)+\dot{\gamma}(\theta, t)=\frac{\partial}{\partial \theta} \gamma(\theta, t)$. Consequently, $\dot{u}=D_{x} f(\gamma(\theta, t)) u$ has the single (up to scalar multiples) $\theta$-periodic solution $\dot{\gamma}(\theta, t)$. Then according to Subsection 3.3.2, (v) implies the existence of a non-zero, continuous mapping $v:(c, e) \rightarrow \mathbb{R}^{2}$ such that $v(\theta, t)$ is a $\theta$-periodic solution of the adjoint equation $\dot{v}=-A(\theta, t)^{*} v$. Then $w(\theta, t)=v(\theta, \theta t)$ is a 1 -periodic solution (up to scalar multiples) of $\dot{w}=-\theta A(\theta, \theta t)^{*} w$.

To study bifurcation of $\theta$-periodic solutions in (3.3.29), we scale $\mu \rightarrow s \mu$ like above for $s \in \mathbb{R} \backslash\{0\}$ and change variables as follows

$$
\begin{equation*}
x(\theta t)=\gamma(\theta, \theta t)+s z(t), \quad s \in \mathbb{R} \backslash\{0\} . \tag{3.3.38}
\end{equation*}
$$

Then (3.3.29) has the form

$$
\begin{equation*}
\dot{z}(t)-\theta A(\theta, \theta t) z(t) \in \bar{p}(z(t), \theta, \mu, s, t) \quad \text { a.e. on } \quad[0,1], \tag{3.3.39}
\end{equation*}
$$

where

$$
\begin{aligned}
\bar{p}(x, \theta, \mu, s, t)= & \left\{v \in \mathbb{R}^{2}: v \in \frac{\theta}{s}[f(s x+\gamma(\theta, \theta t))-f(\gamma(\theta, \theta t))-A(\theta, \theta t) s x]\right. \\
& \left.+\theta \sum_{j=1}^{k} \mu_{j} f_{j}(s x+\gamma(\theta, \theta t), s \mu)\right\}
\end{aligned}
$$

Applying the procedure of Subsection 3.3.3, we can solve (3.3.39) in $z \in C_{p}$ considering $\theta \in(c, e)$ as a parameter. The corresponding multivalued mapping has the form

$$
\begin{align*}
Q_{\mu}(\theta)= & \left\{\begin{array}{l}
\int_{0}^{1}\langle h(s), w(\theta, s)\rangle d s: h \in L^{2}, \\
\\
\left.h(t) \in \theta \sum_{j=1}^{k} \mu_{j} f_{j}(\gamma(\theta, \theta t), 0) \quad \text { a.e. on } \quad[0,1]\right\}
\end{array}\right. \\
= & \left\{\begin{array}{l}
\int_{0}^{\theta}\langle h(s), v(\theta, s)\rangle d s: h \in L^{2}\left([0, \theta], \mathbb{R}^{2}\right) \\
\\
\\
\left.h(t) \in \sum_{j=1}^{k} \mu_{j} f_{j}(\gamma(\theta, t), 0) \quad \text { a.e. on } \quad[0, \theta]\right\}
\end{array}\right. \tag{3.3.40}
\end{align*}
$$

Summarizing, we obtain the following result.
Theorem 3.3.13. Let (i) and (v) be satisfied. If there are constants $c<a<b<$ $e$ and $\mu_{0} \in S^{k-1}$ such that $Q_{\mu_{0}}(a) Q_{\mu_{0}}(b) \subset(-\infty, 0)$, then there is a constant $K>0$ and a region in $\mathbb{R}^{k}$ for $\mu$ of the form
$\mathcal{R}=\{s \tilde{\mu}: s$ and $\tilde{\mu}$ are from open small connected neighborhoods $U_{1}$ and $U_{2} \subset S^{k-1}$ of $0 \in \mathbb{R}$ and of $\mu_{0}$, respectively $\}$
such that for any $\mu \in \mathcal{R}$ of the form $\mu=s \tilde{\mu}$, $s \in U_{1}, \tilde{\mu} \in U_{2}$, the differential inclusion (3.3.29) possesses a $\theta_{\mu}$-periodic solution $x_{\mu}$ satisfying, according to (3.3.38),

$$
\sup _{0 \leq t \leq \theta_{\mu}}\left|x_{\mu}(t)-\gamma\left(\theta_{\mu}, t\right)\right| \leq K s,
$$

where $\theta_{\mu} \in(c, e)$.
Remark 3.3.14. If $\dot{x}=f(x)$ is a Hamiltonian system and $\gamma(\theta, t)=\left(\gamma_{1}(\theta, t), \gamma_{2}(\theta, t)\right)$ then $v(\theta, t)=\left(\dot{\gamma}_{2}(\theta, t),-\dot{\gamma}_{1}(\theta, t)\right)$ and

$$
\int_{0}^{\theta}\langle h(s), v(\theta, s)\rangle d s=\int_{0}^{\theta} h(s) \wedge \dot{\gamma}(\theta, s) d s=\int_{0}^{\theta} h(s) \wedge f(\gamma(\theta, s)) d s
$$

where $\wedge$ is the wedge product given as $a \wedge b:=a_{1} b_{2}-a_{2} b_{1}$ for $a=\left(a_{1}, a_{2}\right)$ and $b=\left(b_{1}, b_{2}\right)$ [108, p. 187].
Remark 3.3.15. $Q_{\mu}(\theta)$ in (3.3.40) is an extension of a classical Melnikov function [55], [108, p. 195] to the multivalued case (3.3.29). Hence Theorem 3.3.13 is a generalization of the Poincaré-Andronov bifurcation theorem.

### 3.3.5 Applications to Discontinuous O.D.Eqns

First we consider the following simple version of (3.3.1):

$$
\begin{equation*}
\ddot{x}+\mu_{1} \tau(x)+\mu_{2} \operatorname{sgn}\left(\dot{x}+v_{0} \beta(t)\right)=0, \tag{3.3.41}
\end{equation*}
$$

with $\tau \in C(\mathbb{R}, \mathbb{R}), \beta \in C(\mathbb{R}, \mathbb{R})$ is 1 -periodic and $\mu_{1,2}>0, v_{0}>0$ are constants. Rewriting (3.3.41) in the form of (3.3.3)

$$
\begin{equation*}
\dot{z}=y, \quad \dot{y} \in-\mu_{1} \tau(z)-\mu_{2} \operatorname{Sgn}\left(y+v_{0} \beta(t)\right), \tag{3.3.42}
\end{equation*}
$$

we get $f=0$, so we apply Remark 3.3.7. 1-periodic solutions of the variational equation $\dot{z}=y, \dot{y}=0$ and adjoint one $\dot{u}=0, \dot{v}=-u$ are constant ones $\gamma_{1}(t)=(1,0)$ and $v_{1}(t)=(0,1)$, respectively.

Theorem 3.3.16. Let $0 \leq t_{1}<t_{2}<\cdots<t_{2 j}<1, j \geq 1$ be the only zero points of $\beta$. Let $\inf \tau=\Gamma_{1}<0<\Gamma_{2}=\sup \tau$. If $\mu_{1,2}>0$ are sufficiently small satisfying

$$
\begin{gather*}
\mu_{1} / \mu_{2}>\max \left\{-\frac{\Gamma_{3}}{\Gamma_{1}},-\frac{\Gamma_{3}}{\Gamma_{2}}\right\}, \quad \text { where } \\
\Gamma_{3}=\left(-1+2 \sum_{i=1}^{2 j}(-1)^{i} t_{i}\right) \operatorname{sgn} \beta\left(\frac{t_{1}+t_{2}}{2}\right), \tag{3.3.43}
\end{gather*}
$$

then (3.3.41) has a 1-periodic solution.

Proof. Multivalued function (3.3.28) has now the form

$$
\begin{aligned}
M_{\mu}(\theta)=\left\{\begin{array}{l}
\int_{0}^{1} h(s) d s: h \in L^{2}, \\
\\
\\
\left.h(t) \in-\mu_{1} \tau(\theta)-\mu_{2} \operatorname{Sgn}\left(v_{0} \beta(t)\right) \quad \text { a.e. on } \quad[0,1]\right\}
\end{array}, \quad,\right.
\end{aligned}
$$

which, by the assumptions of this theorem, has the form

$$
M_{\mu}(\theta)=-\mu_{1} \tau(\theta)-\mu_{2}\left(-1+2 \sum_{i=1}^{2 j}(-1)^{i} t_{i}\right) \operatorname{sgn} \beta\left(\frac{t_{1}+t_{2}}{2}\right) .
$$

From (3.3.43) there are $a<b$ such that $M_{\mu}(a) M_{\mu}(b)<0$. The proof is completed by Corollary 3.3.5.

The next example is a multivalued van der Pol oscillator (see [55]) of the form

$$
\begin{equation*}
\dot{x}=y, \quad \dot{y} \in-x+\mu \phi(x) y, \tag{3.3.44}
\end{equation*}
$$

where $\phi(x)=\left[\phi_{1}(x), \phi_{2}(x)\right], \mu>0$ and $\phi_{1,2} \in C(\mathbb{R}, \mathbb{R}), \phi_{1}(x) \leq \phi_{2}(x)$. Note (3.3.42) and (3.3.44) are multivalued perturbations of linear second-order o.d.eqns.

Theorem 3.3.17. If there are constants $0<\theta_{1}, 0<\theta_{2}$ such that

$$
0<\int_{0}^{2 \pi} \phi_{1}\left(\theta_{1} \cos s\right) \sin ^{2} s d s, \quad \int_{0}^{2 \pi} \phi_{2}\left(\theta_{2} \cos t\right) \sin ^{2} s d s<0
$$

then (3.3.44) has a periodic solution for any sufficiently small $\mu>0$.
Proof. We apply Theorem 3.3.8. The unperturbed equation in (3.3.44) is just the harmonic oscillator, so we have

$$
\begin{gathered}
\gamma(\theta, t)=\theta(\cos t,-\sin t), \quad \dot{\gamma}(\theta, t)=-\theta(\sin t, \cos t), \quad \theta>0 \\
v_{1}(\theta, t)=(\cos t,-\sin t), \quad v_{2}(\theta, t)=(\sin t, \cos t)
\end{gathered}
$$

and (3.3.32) now possesses the form

$$
N_{1}(\theta, \alpha)=\left\{\left(-\int_{0}^{2 \pi} h(s) \sin s d s,-2 \theta \alpha \pi+\int_{0}^{2 \pi} h(s) \cos s d s\right):\right.
$$

$h \in L^{2}([0,2 \pi], \mathbb{R}), \quad h(t) \in\left[\phi_{1}(\theta \cos t), \phi_{2}(\theta \cos t)\right](-\theta \sin t)$ a.e. on $\left.[0,2 \pi]\right\}$.

To compute $\operatorname{deg}\left(N_{1}, \mathcal{B}, 0\right)$ with $\mathcal{B}=\left(\theta_{1}, \theta_{2}\right) \times\left(-\alpha_{0}, \alpha_{0}\right)$ for $\alpha_{0}>0$ large, we consider the homotopy

$$
\begin{gathered}
N_{1, \lambda}(\theta, \alpha)= \\
\left\{\left((\lambda \theta+1-\lambda) \int_{0}^{2 \pi} h(s) \sin ^{2} s d s,-2(\lambda \theta+1-\lambda) \alpha \pi-\lambda \theta \int_{0}^{2 \pi} h(s) \sin s \cos s d s\right):\right. \\
\left.h \in L^{2}([0,2 \pi], \mathbb{R}), \quad h(t) \in\left[\phi_{1}(\theta \cos t), \phi_{2}(\theta \cos t)\right] \text { a.e. on }[0,2 \pi]\right\} .
\end{gathered}
$$

If $\alpha_{0}>0$ is sufficiently large then $0 \notin N_{1, \lambda}(\partial \mathcal{B})$, and so $\operatorname{deg}\left(N_{1}, \mathcal{B}, 0\right)=$ $\operatorname{deg}\left(N_{1,0}, \mathcal{B}, 0\right)= \pm 1$. Theorem 3.3.8 gives the result.

Now we study (3.3.2) by assuming:
(vi) There are numbers $0<c<e$ and a $C^{2}$-mapping $\gamma:(c, e) \times \mathbb{R} \rightarrow \mathbb{R}$ such that $\gamma(\theta, t)$ has the minimal period $\theta$ in $t, \dot{\gamma}(\theta, 0)=0$ and $\gamma(\theta, \cdot)$ is a solution of $\ddot{x}+q(x)=0$.

Fixing $\theta=2 \pi / \omega$, provided that $c<2 \pi / \omega<e$, condition (iv) holds with $d=1$. We need the following well-known property of $\gamma$.

Lemma 3.3.18. $\dot{\gamma}(2 \pi / \omega, \pi / \omega)=0$ and $\dot{\gamma}(2 \pi / \omega, t) \neq 0$ for any $\pi / \omega \neq t \in$ $(0,2 \pi / \omega)$.

Proof. Since $\dot{\gamma}(2 \pi / \omega, t)$ is periodic, there is a smallest $t_{1}, 0<t_{1} \leq 2 \pi / \omega$ such that $\dot{\gamma}\left(2 \pi / \omega, t_{1}\right)=0$. Then $y(t)=\gamma\left(2 \pi / \omega, 2 t_{1}-t\right)$ is also a solution of $\ddot{x}+$ $q(x)=0$ such that $y\left(t_{1}\right)=\gamma\left(2 \pi / \omega, t_{1}\right), \dot{y}\left(t_{1}\right)=\dot{\gamma}\left(2 \pi / \omega, t_{1}\right)$. Hence $\gamma(2 \pi / \omega, t)=$ $\gamma\left(2 \pi / \omega, 2 t_{1}-t\right)$. Similarly we have $\gamma(2 \pi / \omega,-t)=\gamma(2 \pi / \omega, t)$. So $\gamma(2 \pi / \omega, t)$ is $2 t_{1}$ periodic, and this gives $2 t_{1}=2 \pi / \omega$.

Now we can prove the following
Theorem 3.3.19. Let $v_{0}>0$ be sufficiently large. If (vi) holds and $c<2 \pi / \omega<$ $e$, then for any sufficiently small $\mu>0$, (3.3.2) has a $2 \pi / \omega$-periodic solution near the family $\gamma(\theta, t), \theta \in(c, e)$ from (vi).

Proof. We apply Corollary 3.3.5. Like in Remark 3.3.14, we have $v_{1}(t)=$ $(\ddot{\gamma}(2 \pi / \omega, t),-\dot{\gamma}(2 \pi / \omega, t))$. Next, for $v_{0}>0$ sufficiently large the equation

$$
\dot{\gamma}(2 \pi / \omega, \alpha)+v_{0} \sin \omega(t+\alpha)=0, \quad 0 \leq \alpha \leq 2 \pi / \omega
$$

has as precisely the solutions $t_{1}(\alpha)+2 \pi j / \omega, t_{2}(\alpha)+2 \pi j / \omega, j \in \mathbb{Z}$, where $t_{1}, t_{2}$ are continuous functions such that $t_{1}(\alpha)<t_{2}(\alpha), t_{1}(0)=\pi / \omega, t_{2}(0)=$ $2 \pi / \omega, t_{1}(\pi / \omega)=0, t_{2}(\pi / \omega)=\pi / \omega, t_{1}(\alpha)$ is near $\pi / \omega-\alpha$ and $t_{2}(\alpha)$ is near $2 \pi / \omega-\alpha$. Moreover, for $v_{0}>0$ sufficiently large, $\dot{\gamma}(2 \pi / \omega, t)+v_{0} \sin \omega(t+\alpha)$
is positive on $\left(t_{2}(\alpha), t_{1}(\alpha)+2 \pi / \omega\right)$ and negative on $\left(t_{1}(\alpha), t_{2}(\alpha)\right)$, respectively. Using this, (3.3.27) possesses the form

$$
\begin{aligned}
M_{1}(\alpha)= & \left\{-\int_{0}^{2 \pi / \omega}\langle h(s), \dot{\gamma}(2 \pi / \omega, s)\rangle d s: h \in L^{2},\right. \\
& \left.h(t) \in-\operatorname{Sgn}\left(\dot{\gamma}(2 \pi / \omega, t)+v_{0} \sin \omega(t+\alpha)\right) \text { a.e. on }[0,2 \pi / \omega]\right\} \\
= & \int_{t_{1}(\alpha)+2 \pi / \omega}^{t_{2}(\alpha)} \dot{\gamma}(2 \pi / \omega, s) d s-\int_{t_{1}(\alpha)}^{t_{2}(\alpha)} \dot{\gamma}(2 \pi / \omega, s) d s \\
= & 2\left(\gamma\left(2 \pi / \omega, t_{1}(\alpha)\right)-\gamma\left(2 \pi / \omega, t_{2}(\alpha)\right)\right) .
\end{aligned}
$$

We have

$$
M_{1}(0)=2(\gamma(2 \pi / \omega, \pi / \omega)-\gamma(2 \pi / \omega, 2 \pi / \omega))=-M_{1}(\pi / \omega) .
$$

According to Lemma 3.3.18, $\gamma(2 \pi / \omega, t)$ has the global extrema on $[0,2 \pi / \omega]$ at $t=0, \pi / \omega$, and so $\gamma(2 \pi / \omega, \pi / \omega) \neq \gamma(2 \pi / \omega, 2 \pi / \omega)$, i.e. $M_{1}(\pi / \omega) \neq 0$. This gives that $M_{1}(\pi / \omega) M_{1}(0)<0$. Taking $a=0, b=\pi / \omega$ in Corollary 3.3.5, the proof is finished.

The following example is motivated by a clock-pendulum [123].
Theorem 3.3.20. Consider the equation

$$
\begin{equation*}
\ddot{x}+q(x)+\mu \operatorname{sgn} x \cdot \operatorname{sgn} \dot{x}=0, \tag{3.3.45}
\end{equation*}
$$

where (vi) holds. Let us assume in addition
(vii) $\gamma(\theta, 0)>0$ and $\gamma(\theta, \theta / 2)<0$.

If there are constants $c<a<b<e$ such that

$$
\begin{equation*}
(\gamma(a, 0)+\gamma(a, a / 2))(\gamma(b, 0)+\gamma(b, b / 2))<0 \tag{3.3.46}
\end{equation*}
$$

then (3.3.45) has a periodic solution for any sufficiently small $\mu>0$.
Proof. We apply Theorem 3.3 .13 to (3.3.45). According to the proof of Lemma 3.3.18 and (vii), on $[0, \theta], \gamma(\theta, t)$ has a global positive maximum at $t=0$ and a global negative minimum at $t=\theta / 2$. Then there are continuous mappings $\tilde{t}_{1}(\cdot), \tilde{t}_{2}(\cdot):(c, e) \rightarrow(0, \infty)$ such that $0<\tilde{t}_{1}(\theta)<\theta / 2<\tilde{t}_{2}(\theta)<\theta$ and $\gamma\left(\theta, \tilde{t}_{1}(\theta)\right)=\gamma\left(\theta, \tilde{t}_{2}(\theta)\right)=0$. Clearly, $\gamma(\theta, t), \dot{\gamma}(\theta, t)$ have the signs $(+,-)$, $(-,-),(-,+),(+,+)$ on the intervals $\left(0, \tilde{t}_{1}(\theta)\right),\left(\tilde{t}_{1}(\theta), \theta / 2\right),\left(\theta / 2, \tilde{t}_{2}(\theta)\right)$, $\left(\tilde{t}_{2}(\theta), \theta\right)$, respectively. Again $v(\theta, t)=(\ddot{\gamma}(\theta, t),-\dot{\gamma}(\theta, t))$, and then (3.3.40) for (3.3.45) has the form

$$
\begin{gathered}
Q_{1}(\theta)=-\int_{0}^{\tilde{t}_{1}(\theta)} \dot{\gamma}(\theta, s) d s
\end{gathered}+\int_{\tilde{t}_{1}(\theta)}^{\theta / 2} \dot{\gamma}(\theta, s) d s-\int_{\theta / 2}^{\tilde{t}_{2}(\theta)} \dot{\gamma}(\theta, s) d s+\int_{\tilde{t}_{2}(\theta)}^{\theta} \dot{\gamma}(\theta, s) d s
$$

Since the assumptions of this theorem imply $Q_{1}(a) Q_{1}(b)<0$, the proof is completed by Theorem 3.3.13.

Remark 3.3.21. Since $\bar{q}(\gamma(\theta, 0))=\bar{q}(\gamma(\theta, \theta / 2))$ for $\bar{q}(x)=\int_{0}^{x} q(s) d s$, inequality (3.3.46) could be verified from the graph of $\bar{q}$.

We conclude this subsection by considering coupled oscillators

$$
\begin{gather*}
\ddot{x}_{1}+q_{1}\left(x_{1}\right)+\mu_{1} \operatorname{sgn}\left(\dot{x}_{1}-\dot{x}_{2}\right)=0  \tag{3.3.47}\\
\ddot{x}_{2}+q_{2}\left(x_{2}\right)+\mu_{2} \operatorname{sgn}\left(\dot{x}_{2}-\dot{x}_{1}\right)=\mu_{3} \operatorname{sw} t
\end{gather*}
$$

where $q_{1,2} \in C^{2}(\mathbb{R}, \mathbb{R}), \mu_{1,2,3}>0$ are parameters and

$$
\operatorname{sw} t= \begin{cases}1 & \text { for }[2 t] \text { even } \\ 0 & \text { for }[2 t] \text { odd }\end{cases}
$$

Here $[t]$ is the integer part of $t$. (3.3.47) represents a movement of two masses on a ribbon coupled with an interference of the masses given by the relative velocity $\dot{x}_{1}-\dot{x}_{2}$. The term sw $t$ is a switching. In this interpretation of (3.3.47), the coupling is given by the dry friction. We assume that there are constants $0<c<1<e$ and mappings $\rho_{1,2}:(c, e) \times \mathbb{R} \rightarrow \mathbb{R}$ such that $\rho_{i}$ and $\ddot{x}_{i}+q_{i}\left(x_{i}\right)=$ $0, i=1,2$ satisfy the conditions (vi) and (vii).

Theorem 3.3.22. Let us assume
(viii) There are continuous functions $\bar{t}_{1}, \bar{t}_{2}:[0,1] \rightarrow \mathbb{R}$ such that $\bar{t}_{1}(\theta)<\bar{t}_{2}(\theta)$, $\bar{t}_{1}(0)=1 / 2, \bar{t}_{2}(0)=1, \bar{t}_{1}(1 / 2)=0, \bar{t}_{2}(1 / 2)=1 / 2$ and $\dot{\rho}_{1}(1, t)-\dot{\rho}_{2}(1, t+\theta)$ is positive or negative on $\left(\bar{t}_{1}(\theta), \bar{t}_{2}(\theta)\right),\left(\bar{t}_{2}(\theta), \bar{t}_{1}(\theta)+1\right)$, respectively.

If $\mu_{1,2,3}>0$ are sufficiently small such that $\mu_{3}>2 \mu_{2}$, then (3.3.47) has a 1 -periodic solution.

Proof. First, defining a multivalued mapping by

$$
\operatorname{Sw} t=\left\{\begin{array}{cl}
1 & \text { for }[2 t] \text { even and } 2 t \notin \mathbb{Z} \\
{[0,1]} & \text { for } 2 t \in \mathbb{Z} \\
0 & \text { for }[2 t] \text { odd and } 2 t \notin \mathbb{Z}
\end{array}\right.
$$

(3.3.47) is rewritten in the form of (3.3.3):

$$
\begin{gather*}
\dot{x}_{1}=y_{1}, \quad \dot{y}_{1} \in-q\left(x_{1}\right)-\mu_{1} \operatorname{Sgn}\left(y_{1}-y_{2}\right), \\
\dot{x}_{2}=y_{2}, \quad \dot{y}_{2} \in-q\left(x_{2}\right)-\mu_{2} \operatorname{Sgn}\left(y_{2}-y_{1}\right)+\mu_{3} \operatorname{Sw} t . \tag{3.3.48}
\end{gather*}
$$

According to Remark 3.3.14, (ii) (iv) hold with

$$
\begin{gathered}
\gamma(\theta, t)=\left(\rho_{1}(1, t), \dot{\rho}_{1}(1, t), \rho_{2}(1, t+\theta), \dot{\rho}_{2}(1, t+\theta)\right), \\
v_{1}(\theta, t)=\left(\ddot{\rho}_{1}(1, t),-\dot{\rho}_{1}(1, t), 0,0\right) \\
v_{2}(\theta, t)=\left(0,0, \ddot{\rho}_{2}(1, t+\theta),-\dot{\rho}_{2}(1, t+\theta)\right)
\end{gathered}
$$

We intend to apply Theorem 3.3.2 to (3.3.48). In this case, (3.3.27) reads

$$
\begin{aligned}
& M_{\mu}(\theta, \alpha)=\left\{\left(-\int_{0}^{1} h_{1}(s) \dot{\rho}_{1}(1, s) d s,-\int_{0}^{1} h_{2}(s) \dot{\rho}_{2}(1, s+\theta) d s\right): h_{1} \in L^{2}\right. \\
& h_{1}(t) \in-\mu_{1} \operatorname{Sgn}\left(\dot{\rho}_{1}(1, t)-\dot{\rho}_{2}(1, t+\theta)\right) \quad \text { a.e. on } \quad[0,1], \quad h_{2} \in L^{2} \\
& \left.h_{2}(t) \in-\mu_{2} \operatorname{Sgn}\left(\dot{\rho}_{2}(1, t+\theta)-\dot{\rho}_{1}(1, t)\right)+\mu_{3} \operatorname{Sw}(t+\alpha) \quad \text { a.e. on } \quad[0,1]\right\} .
\end{aligned}
$$

Using (viii), we can simplify $M_{\mu}=\left(M_{1 \mu}, M_{2 \mu}\right)$ as follows:

$$
\begin{aligned}
M_{1 \mu}(\theta) & =\mu_{1}\left(\int_{\bar{t}_{1}(\theta)}^{\bar{t}_{2}(\theta)} \dot{\rho}_{1}(1, s) d s-\int_{\bar{t}_{2}(\theta)}^{\bar{t}_{1}(\theta)+1} \dot{\rho}_{1}(1, s) d s\right) \\
& =2 \mu_{1}\left(\rho_{1}\left(1, \bar{t}_{2}(\theta)\right)-\rho_{1}\left(1, \bar{t}_{1}(\theta)\right)\right), \\
M_{2 \mu}(\theta, \alpha) & =\mu_{2}\left(\int_{\bar{t}_{2}(\theta)}^{\bar{t}_{1}(\theta)+1} \dot{\rho}_{2}(1, s+\theta) d s-\int_{\bar{t}_{1}(\theta)}^{\bar{t}_{2}(\theta)} \dot{\rho}_{2}(1, s+\theta) d s\right) \\
& -\mu_{3}\left(\left(\rho_{2}\left(1, \frac{1}{2}+\theta-\alpha\right)-\rho_{2}(1, \theta-\alpha)\right)\right. \\
& =2 \mu_{2}\left(\rho_{2}\left(1, \bar{t}_{1}(\theta)+\theta\right)-\rho_{2}\left(1, \bar{t}_{2}(\theta)+\theta\right)\right) \\
& -\mu_{3}\left(\left(\rho_{2}\left(1, \frac{1}{2}+\theta-\alpha\right)-\rho_{2}(1, \theta-\alpha)\right) .\right.
\end{aligned}
$$

We have

$$
M_{1 \mu}(0)=2 \mu_{1}\left(\rho_{1}(1,1)-\rho_{1}(1,1 / 2)\right)=-M_{1 \mu}(1 / 2) .
$$

Like at the end of the proof of Theorem 3.3.19, we derive $M_{1 \mu}(0)>0$ and $M_{1 \mu}(1 / 2)<0$ provided that $\mu_{1}>0$. Finally we take

$$
\mathcal{B}=\left\{(\theta, \alpha): \theta \in(0,1 / 2), \quad \theta<\alpha<\frac{1}{2}+\theta\right\}
$$

and put $M_{\mu}$ in the homotopy $M_{\mu, \lambda}=\left(M_{1 \mu, \lambda}, M_{2 \mu, \lambda}\right)$ given by

$$
\begin{gathered}
M_{1 \mu, \lambda}(\theta)=\lambda M_{1 \mu}(\theta)+(1-\lambda)\left(\frac{1}{4}-\theta\right) \\
M_{2 \mu, \lambda}=\lambda M_{2 \mu}(\theta, \alpha)+(1-\lambda)\left(\theta-\alpha+\frac{1}{4}\right) .
\end{gathered}
$$

Since $\max _{[0,1]} \rho_{2}(1, t)=\rho_{2}(1,0)$ and $\min _{[0,1]} \rho_{2}(1, t)=\rho_{2}(1,1 / 2)$, we see that $\mu_{1}>$ $0, \mu_{3}>2 \mu_{2}>0$ implies $0 \notin M_{\mu, \lambda}(\partial \mathcal{B}), \lambda \in[0,1]$. Hence

$$
\operatorname{deg}\left(M_{\mu}, \mathcal{B}, 0\right)=\operatorname{deg}\left(M_{\mu, 0}, \mathcal{B}, 0\right)=1
$$

Now the result follows from Theorem 3.3.2.

### 3.3.6 Concluding Remarks

Remark 3.3.23. Coulomb's law for the dry friction $[64,123]$ includes a statistic coefficient of friction $\mu_{s}$ and a dynamic coefficient of friction $\mu_{d}$. If $\mu_{s}=\mu_{d}=\mu$, then the friction law may be written as $\dot{x} \rightarrow \mu \operatorname{sgn} \dot{x}$. This is done in this section. On the other hand, since usually $\mu_{s}>\mu_{d}$, we can apply Remark 3.1.29.

Remark 3.3.24. Our method is clearly applied to piecewise smoothly perturbed problems like the problem

$$
\begin{equation*}
\ddot{x}+\mu_{1}\left(x^{+}\right)^{2}+\mu_{2} x^{-}=\mu_{3} \beta(t), \tag{3.3.49}
\end{equation*}
$$

where $\mu_{1,2,3} \in \mathbb{R}$ are small parameters and $\beta \in C(\mathbb{R}, \mathbb{R})$ is 1 -periodic. Then we have similarly as for (3.3.41) that (3.3.27) now assumes the form $M_{\mu}(\theta)=$ $-\mu_{1}\left(\theta^{+}\right)^{2}-\mu_{2} \theta^{-}+\mu_{3} \int_{0}^{1} \beta(s) d s$. By estimating the number of simple roots of $M_{\mu}$, we obtain from Corollary 3.3 .5 that (3.3.49) has a 1-periodic solution for any sufficiently small $\mu_{1,2,3}$ satisfying one of the following conditions:
(a) $\mu_{3} \int_{0}^{1} \beta(s) d s<0$ and either $\mu_{1}<0$ or $\mu_{2}>0$
(b) $\mu_{3} \int_{0}^{1} \beta(s) d s>0$ and either $\mu_{1}>0$ or $\mu_{2}<0$

Moreover, (3.3.49) has at least two 1-periodic solutions for any sufficiently small $\mu_{1,2,3}$ satisfying one of the following conditions:
(c) $\mu_{3} \int_{0}^{1} \beta(s) d s<0$ and $\mu_{1}<0, \mu_{2}>0$
(d) $\mu_{3} \int_{0}^{1} \beta(s) d s>0$ and $\mu_{1}>0, \mu_{2}<0$

Remark 3.3.25. Finally we note that by combining the method of this section with that of Section 3.2, we can straightforwardly extend the results of this section to singularly perturbed differential inclusions of the form

$$
\begin{array}{lll}
\dot{x}(t) \in f(x(t), y(t))+\varepsilon h_{1}(x(t), y(t), t) & \text { a.e. on } & \mathbb{R} \\
\varepsilon \dot{y}(t) \in g(x(t), y(t))+\varepsilon h_{2}(x(t), y(t), t) & \text { a.e. on } & \mathbb{R} \tag{3.3.50}
\end{array}
$$

with $x \in \mathbb{R}^{n}, y \in \mathbb{R}^{k}, \varepsilon>0$ is small, all $h_{i}(x, y, t)$ are 1-periodic in $t$ and assumptions (i) and (iii) of Subsection 3.2.1 are satisfied along with the following one that the reduced equation $\dot{x}=f(x, 0)$ of (3.3.50) has a nondegenerate manifold of 1 -periodic solutions, i.e. $\dot{x}=f(x, 0)$ satisfies assumptions (ii) and (iv) of this section.

By assuming in addition the validity of the condition (H) of Subsection 3.2.3, multivalued mappings like (3.3.27), (3.3.32) and (3.3.40) can be derived for both the non-autonomous and autonomous versions of (3.3.50). For instance,
a multivalued mapping $M: \mathbb{R}^{d} \rightarrow 2^{\mathbb{R}^{d}} \backslash\{\emptyset\}$ corresponding to (3.3.27) has the form

$$
M(\theta, \alpha)=\left\{L(\theta) h d s: h \in L^{2} \text { satisfying a.e. on }[0,1]\right.
$$

the relation $\left.\quad h(t) \in D_{y} f(\gamma(\theta, t), 0)(C(\theta, t, \alpha))+h_{1}(\gamma(\theta, t), 0, t+\alpha)\right\}$,
where $C: \mathcal{O} \times[0,1] \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{k}} \backslash\{\emptyset\}$ is the upper-semicontinuous mapping from the condition $\mathbf{( H )}$ of Subsection 3.2.3.

### 3.4 Bifurcation of Periodics in Relay Systems

### 3.4.1 Systems with Relay Hysteresis

Oscillations in systems with relay hysteresis are extensively studied in literature [42, 153, 192] using several approaches ranging from harmonic balance methods [143,144] to analysis of Poincaré maps [39,192]. Such oscillators model a variety of phenomena from electrical circuitry to circadian biological clocks, chemical oscillators and ecological systems as well (see [192] for more references). For instance, electrical engineers are interested in the periodic behavior of circuits with hysteresis which could be modeled by $L_{m} y=f(y)$, where $L_{m}$ is an $m$ thorder differential operator and $f$ is a relay hysteresis operator. In this section, we continue with this study. To deal with much more general equations, we are interested in the periodic oscillations of systems given by

$$
\begin{equation*}
\dot{x}=A x+\mu f\left(x_{1}\right) b, \tag{3.4.1}
\end{equation*}
$$

where $A$ is a constant $n \times n$ matrix, $x_{1}$ is the first component of $x \in \mathbb{R}^{n}, b \in \mathbb{R}^{n}$ is a constant vector and $\mu \in \mathbb{R}$ is a small parameter.

A relay hysteresis operator $f$ is defined as follows: there is given a pair of real numbers $\alpha<\beta$ (thresholds) and a pair of real-valued continuous functions $h_{o} \in C([\alpha, \infty), \mathbb{R}), h_{c} \in C((-\infty, \beta], \mathbb{R})$ such that $h_{o}(u) \geq h_{c}(u) \forall u \in[\alpha, \beta]$. Moreover, we suppose that $h_{o}, h_{c}$ are bounded on $[\alpha, \infty),(-\infty, \beta]$, respectively (see Fig. 3.6). For a given continuous input $u(t), t \geq t_{0}$, one defines the output $v(t)=f(u)(t)$ of the relay hysteresis operator as follows

$$
f(u)(t)= \begin{cases}h_{o}(u(t)) & \text { if } \quad u(t) \geq \beta \\ h_{c}(u(t)) & \text { if } \quad u(t) \leq \alpha, \\ h_{o}(u(t)) & \text { if } u(t) \in(\alpha, \beta) \quad \text { and } \quad u(\tau(t))=\beta \\ h_{c}(u(t)) & \text { if } \quad u(t) \in(\alpha, \beta) \quad \text { and } \quad u(\tau(t))=\alpha\end{cases}
$$

where $\tau(t)=\sup \left\{s: s \in\left[t_{0}, t\right], u(s)=\alpha\right.$ or $\left.u(s)=\beta\right\}$. If $\tau(t)$ does not exist (i.e. $u(\sigma) \in(\alpha, \beta)$ for $\sigma \in\left[t_{0}, t\right]$ ), then $f(u)(\sigma)$ is undefined and we have to initially set the relay open or closed when $u\left(t_{0}\right) \in(\alpha, \beta)$. Of course, when either $h_{o}(\beta)>h_{c}(\beta)$ or $h_{o}(\alpha)>h_{c}(\alpha)$ then $f(u)$ is generally discontinuous.


Figure 3.6: A relay hysteresis

Contrary to the above-mentioned papers, we assume that (3.4.1) is at resonance, i.e. $\dot{x}=A x$ has a nonzero periodic solution. Since (3.4.1) is generally discontinuous, we consider it as a differential inclusion.

### 3.4.2 Bifurcation of Periodics

First we study the linear equation $\dot{x}=A x$ with its adjoint one $\dot{x}=-A^{*} x$. We suppose that the following condition holds
(i) There is an $x_{0} \in \mathcal{N}\left(\mathbb{I}-\mathrm{e}^{A}\right)$ such that $A x_{0} \neq 0$.

Then $\operatorname{dim} \mathcal{N}\left(\mathbb{I}-\mathrm{e}^{-A^{*}}\right)=\operatorname{dim} \mathcal{N}\left(\mathbb{I}-\mathrm{e}^{A}\right)>1$. Let $\langle\cdot, \cdot\rangle$ be the inner product on $\mathbb{R}^{n}$. By Lemma 3.3.1, we know that the linear equation

$$
\dot{x}=A x+h(t), \quad h \in L^{2}:=L^{2}\left([0,1], \mathbb{R}^{n}\right)
$$

has a solution $x \in W^{1, \infty}:=W^{1, \infty}\left([0,1], \mathbb{R}^{n}\right)$ satisfying $x(0)=x(1)$ if and only if $\int_{0}^{1}\left\langle h(s), \mathrm{e}^{-A^{*} s} w\right\rangle d s=0 \forall w \in \mathcal{N}\left(\mathbb{I}-\mathrm{e}^{-A^{*}}\right)$. The norm on $W^{1, \infty}$ is denoted by $\|\cdot\|$. This solution is unique if it satisfies $\int_{0}^{1}\left\langle x(s), \mathrm{e}^{A s} z\right\rangle d s=0 \forall z \in \mathcal{N}\left(\mathbb{I}-\mathrm{e}^{A}\right)$.
Let $x=\mathcal{K} h$ be this solution. We put

$$
X=\left\{x \in W^{1, \infty}: \int_{0}^{1}\left\langle x(s), \mathrm{e}^{A s} z\right\rangle d s=0 \quad \forall z \in \mathcal{N}\left(\mathbb{I}-\mathrm{e}^{A}\right)\right\}
$$

Let

$$
\Pi: L^{2} \rightarrow\left\{h \in L^{2}: \int_{0}^{1}\left\langle h(s), \mathrm{e}^{-A^{*} s} w\right\rangle d s=0 \quad \forall w \in \mathcal{N}\left(\mathbb{I}-\mathrm{e}^{-A^{*}}\right)\right\}
$$

be the orthogonal projection. Then $\mathcal{K}: \mathcal{R} \Pi \rightarrow X$ is linear and bounded.
According to assumption (i) there is a basis $\left\{w_{1}, \cdots, w_{d}\right\}$ of $\mathcal{N}\left(\mathbb{I}-\mathrm{e}^{A}\right)$ such that any 1-periodic solution of $\dot{x}=A x$ has a form $\gamma(\theta, t+\omega)$ for some $\omega \in \mathbb{R}$ and $\theta \in \mathbb{R}^{d-1}$, where

$$
\gamma(\theta, t)=\sum_{i=1}^{d-1} \theta_{i} \mathrm{e}^{A t} w_{i}, \quad \theta_{i} \in \mathbb{R}
$$

Let $\gamma_{1}(\theta, t)$ be the first coordinate of $\gamma(\theta, t)$. Now we suppose the following conditions:
(ii) There is an open bounded subset $\emptyset \neq \mathcal{O} \subset \mathbb{R}^{d-1}$ such that $\forall \theta \in \mathcal{O}$ and $\forall t_{0} \in \mathbb{R}$ it holds

$$
\gamma_{1}\left(\theta, t_{0}\right)=\alpha, \beta \quad \Longrightarrow \quad \dot{\gamma}_{1}\left(\theta, t_{0}\right) \neq 0 .
$$

(iii) $\min _{t \in \mathbb{R}} \gamma_{1}(\theta, t)<\alpha, \quad \max _{t \in \mathbb{R}} \gamma_{1}(\theta, t)>\beta \quad \forall \theta \in \mathcal{O}$.

In order to state the next theorem, we introduce a mapping given by

$$
\begin{align*}
& M: \mathbb{R} \times \mathcal{O} \rightarrow \mathbb{R}^{d}, \quad M(\omega, \theta)=\mathcal{L} h \\
h(t)= & f\left(\gamma_{1}(\theta, \cdot)\right)(t) b+\omega A \gamma(\theta, t) \quad \text { a.e. on } \quad[0,1] \tag{3.4.2}
\end{align*}
$$

where $\mathcal{L}: L^{2} \rightarrow \mathbb{R}^{d}$ is defined by

$$
\mathcal{L} h:=\left(\int_{0}^{1}\left\langle h(s), \mathrm{e}^{-A^{*} s} \tilde{w}_{1}\right\rangle d s, \cdots, \int_{0}^{1}\left\langle h(s), \mathrm{e}^{-A^{*} s} \tilde{w}_{d}\right\rangle d s\right)
$$

for a basis $\left\{\tilde{w}_{1}, \cdots, \tilde{w}_{d}\right\}$ of $\mathcal{N}\left(\mathbb{I}-\mathrm{e}^{-A^{*}}\right)$. From (ii) and (iii) we see that $M$ is well-defined and continuous.

Theorem 3.4.1. Assume that (i-iii) hold. If there is a non-empty open bounded set $\mathcal{B}$ such that $\overline{\mathcal{B}} \subset \mathbb{R} \times \mathcal{O}$ and
(i) $0 \notin M(\partial \mathcal{B})$
(ii) $\operatorname{deg}(M, \mathcal{B}, 0) \neq 0$
where $M$ is given by (3.4.2). Then there are constants $K_{1}>0$ and $\mu_{0}>0$ such that for any $|\mu|<\mu_{0}$, there are $\left(\omega_{\mu}, \theta_{\mu}\right) \in \mathcal{B}$ and an $\left(1+\mu \omega_{\mu}\right)$-periodic solution $x_{\mu}$ of (3.4.1) satisfying

$$
\sup _{t \in \mathbb{R}}\left|x_{\mu}(t)-\gamma\left(\theta_{\mu}, t /\left(1+\mu \omega_{\mu}\right)\right)\right| \leq K_{1}|\mu|
$$

Proof. Following arguments from Subsection 3.3.4, first we make in (3.4.1) the change of variables

$$
x((1+\mu \omega) t)=\mu z(t)+\gamma(\theta, t), \quad \omega \in \mathbb{R}
$$

and consider (3.4.1) as a differential inclusion of the form

$$
\begin{equation*}
\dot{x}-A x \in \mu F\left(x_{1}\right) b, \tag{3.4.3}
\end{equation*}
$$

where $F$ is a multivalued mapping defined as follows

$$
F(u)(t)=\left\{\begin{array}{cl}
f(u)(t) & \text { if } u(t) \neq \alpha, \beta \\
h_{c}(\alpha) & \text { if } u(t)=\alpha \text { and } u(\tau(s))=\alpha \text { for any } s<t \text { near } t \\
h_{o}(\beta) & \text { if } u(t)=\beta \text { and } u(\tau(s))=\beta \text { for any } s<t \text { near } t \\
{\left[h_{c}(\alpha), h_{o}(\alpha)\right]} & \text { if } u(t)=\alpha \text { and } u(\tau(s))=\beta \text { for any } s<t \text { near } t \\
{\left[h_{c}(\beta), h_{o}(\beta)\right]} & \text { if } u(t)=\beta \text { and } u(\tau(s))=\alpha \text { for any } s<t \text { near } t
\end{array}\right.
$$

The conditions (ii) and (iii) imply that for any $\tilde{K}>0$ there is an $\mu_{0}>0$ such that if $z \in X$ satisfies $\|z\| \leq \tilde{K}$ and $|\mu| \leq \mu_{0}$ then $u(t)=\mu z_{1}(t)+\gamma_{1}(\theta, t)$ strictly monotonically crosses $\alpha$ and $\beta$ for any $\theta \in \mathcal{O}$. Consequently, $F(u)$ is well-defined.

In variable $z(t),(3.4 .3)$ has the form

$$
\begin{equation*}
\dot{z}(t)-A z(t) \in(1+\mu \omega) F\left(\mu z_{1}+\gamma_{1}(\theta, \cdot)\right)(t) b+\omega A(\mu z(t)+\gamma(\theta, t)) . \tag{3.4.4}
\end{equation*}
$$

Since we intend to use functional-analytical method, we take the mapping

$$
\begin{aligned}
& G(z, \omega, \theta, \mu, \lambda)=\left\{h \in L^{2}: \text { satisfying a.e. on }[0,1]\right. \text { the relation } \\
& \left.h(t) \in(1+\lambda \mu \omega) F\left(\lambda \mu z_{1}+\gamma_{1}(\theta, \cdot)\right)(t) b+\omega A(\lambda \mu z(t)+\gamma(\theta, t))\right\}
\end{aligned}
$$

and consider (3.4.4) in the form

$$
\begin{equation*}
\dot{z}-A z \in G(z, \omega, \theta, \mu, 1) \tag{3.4.5}
\end{equation*}
$$

To solve (3.4.5), using $\Pi$ and $\mathcal{K}$, we rewrite (3.4.5) as follows

$$
\left\{\begin{array}{c}
0 \in H(z, \omega, \theta, \mu, 1)  \tag{3.4.6}\\
H(z, \omega, \theta, \mu, \lambda)=\{(z-\lambda \mathcal{K} \Pi h, \mathcal{L} h): h \in G(z, \omega, \theta, \mu, \lambda)\} .
\end{array}\right.
$$

Since $f$ is bounded in (3.4.1), there are $\mu_{0}>0$ and $K>0$ such that $\|\mathcal{K} \Pi h\| \leq K$ for any $h \in G(z, \omega, \theta, \mu, \lambda),(z, \omega, \theta) \in \Omega,|\mu| \leq \mu_{0}$ and $\lambda \in[0,1]$ where

$$
\Omega=\left\{(z, \omega, \theta) \in X \times \mathbb{R}^{d}:\|z\|<K+1, \quad(\omega, \theta) \in \mathcal{B}\right\}
$$

Moreover, if $\mu_{0}$ is sufficiently small then by (ii) and (iii), the mapping

$$
\begin{equation*}
H: \Omega \times\left[-\mu_{0}, \mu_{0}\right] \times[0,1] \rightarrow 2^{X \times \mathbb{R}^{d}} \tag{3.4.7}
\end{equation*}
$$

is well-defined and singlevalued. It is easy to show that $H: \Omega \times\left[-\mu_{0}, \mu_{0}\right] \times$ $[0,1] \rightarrow X \times \mathbb{R}^{d}$ is continuous and $\mathbb{I}_{X \times \mathbb{R}^{d}}-H$ is compact as well. Next we show

$$
0 \notin H\left(\partial \Omega \times\left[-\mu_{0}, \mu_{0}\right] \times[0,1]\right)
$$

for any $\mu_{0}>0$ sufficiently small. Assume the contrary. So there are

$$
\begin{gathered}
{[0,1] \ni \lambda_{i} \rightarrow \lambda_{0}, \quad\left\|z_{i}\right\| \leq K+1, \quad \mu_{i} \rightarrow 0, \quad i \in \mathbb{N}} \\
\partial \mathcal{B} \ni\left(\omega_{i}, \theta_{i}\right) \rightarrow\left(\omega_{0}, \theta_{0}\right) \in \partial \mathcal{B}, \quad h_{i} \in G\left(z_{i}, \omega_{i}, \theta_{i}, \mu_{i}, \lambda_{i}\right)
\end{gathered}
$$

such that $\mathcal{L} h_{i}=0$. We can assume that $z_{i} \rightarrow z$ in $C\left([0,1], \mathbb{R}^{n}\right)$ and $h_{i}$ tends weakly to some $h_{0} \in L^{2}$. Then by applying Mazur's Theorem 2.1.2 like for (3.1.21), we obtain

$$
h \in G\left(z, \omega_{0}, \theta_{0}, 0, \lambda_{0}\right) \quad \text { and } \quad \mathcal{L} h_{0}=0
$$

i.e. $0=M\left(\omega_{0}, \theta_{0}\right)$ for some $\left(\omega_{0}, \theta_{0}\right) \in \partial \mathcal{B}$. This contradicts to (i) of this theorem.

Consequently, we compute for $\mu$ sufficiently small

$$
\operatorname{deg}(H(\cdot, \cdot, \cdot, \mu, 1), \Omega, 0)=\operatorname{deg}(H(\cdot, \cdot, \cdot, \mu, 0), \Omega, 0)=\operatorname{deg}(M, \mathcal{B}, 0) \neq 0
$$

In this way, (3.4.6) has a solution $(z, \omega, \theta) \in \Omega$ for any $\mu$ sufficiently small. The proof is finished.

Now we return to the differential equation of Subsection 3.4.1

$$
\begin{equation*}
L_{m} y=\sum_{i=0}^{m} a_{i} y^{(i)}=\mu f(y) \tag{3.4.8}
\end{equation*}
$$

where $a_{i} \in \mathbb{R}, a_{m}=1$ and $y^{(i)}=\frac{d^{i}}{d t^{i}} y$. Of course, (3.4.8) can be rewritten in the form of (3.4.1). We put

$$
L_{m}^{*} y=\sum_{i=0}^{m}(-1)^{i} a_{i} y^{(i)}
$$

Let $\phi_{1}, \cdots, \phi_{d}$, respectively $\psi_{1}, \cdots, \psi_{d}$, be a basis of the space of all 1-periodic solutions of $L_{m} y=0$, respectively $L_{m}^{*} y=0$. Supposing that $\phi_{d}$ is non-constant, it could be of the form $\sin 2 \pi k_{d} t$ for some $k_{d} \in \mathbb{N}$. Then we could take $\phi_{d-1}(t)=$ $\cos 2 \pi k_{d} t$, and as a result of this we see that any 1-periodic solution of $L_{m} y=0$ has a form $\eta(\theta, t+\omega)$ for some $\theta$ and $\omega$ where $\eta(\theta, t):=\sum_{i=1}^{d-1} \theta_{i} \phi_{i}(t)$.
Theorem 3.4.2. Assume that $\phi_{d}$ is non-constant and the following conditions hold:
(a) There is an open bounded subset $\emptyset \neq \mathcal{O} \subset \mathbb{R}^{d-1}$ such that $\forall \theta \in \mathcal{O}$ and $\forall t_{0} \in \mathbb{R}$ it holds

$$
\eta\left(\theta, t_{0}\right)=\alpha, \beta \quad \Longrightarrow \quad \dot{\eta}\left(\theta, t_{0}\right) \neq 0 .
$$

(b) $\min _{t \in \mathbb{R}} \eta(\theta, t)<\alpha, \quad \max _{t \in \mathbb{R}} \eta(\theta, t)>\beta \quad \forall \theta \in \mathcal{O}$.

If there is a non-empty open bounded set $\mathcal{B}$ such that $\overline{\mathcal{B}} \subset \mathbb{R} \times \mathcal{O}$ and
(i) $0 \notin M(\partial \mathcal{B})$
(ii) $\operatorname{deg}(M, \mathcal{B}, 0) \neq 0$
where $M: \mathbb{R} \times \mathcal{O} \rightarrow \mathbb{R}^{d}$ is given by

$$
\begin{gather*}
M(\omega, \theta)=\left(\int_{0}^{1} h(s) \psi_{1}(s) d s, \cdots, \int_{0}^{1} h(s) \psi_{d}(s) d s\right)  \tag{3.4.9}\\
h(t)=f(\eta(\theta, \cdot))(t)+\omega \sum_{i=1}^{m} i a_{i} \eta^{(i)}(\theta, t) \quad \text { a.e. on } \quad[0,1] .
\end{gather*}
$$

Then there are constants $K_{1}>0$ and $\mu_{0}>0$ such that for any $|\mu|<\mu_{0}$, there are $\left(\omega_{\mu}, \theta_{\mu}\right) \in \mathcal{B}$ and an $\left(1+\mu \omega_{\mu}\right)$-periodic solution $y_{\mu}$ of (3.4.8) satisfying

$$
\sup _{t \in \mathbb{R}}\left|y_{\mu}(t)-\eta\left(\theta_{\mu}, t /\left(1+\mu \omega_{\mu}\right)\right)\right| \leq K_{1}|\mu|
$$

Proof. We follow the proof of Theorem 3.4.1 by taking in (3.4.8) the change of variables

$$
y((1+\mu \omega) t)=\mu z(t)+\eta(\theta, t), \quad \omega \in \mathbb{R}
$$

Conditions (a) and (b) are analogies of (i-iii). Since computations are the same as for Theorem 3.4.1, we omit details.

Results of Remark 3.3.7 can be directly modified to existence results of subharmonic solutions of nonautonomous periodic versions of (3.4.1) expressed in the following theorems [84].

Theorem 3.4.3. Consider

$$
\begin{equation*}
\dot{x}=A x+\mu\left(f\left(x_{1}\right) b+q(t)\right) \tag{3.4.10}
\end{equation*}
$$

where $q \in C\left(\mathbb{R}, \mathbb{R}^{n}\right)$ is 1 -periodic and $A, f, b$ are given in (3.4.1). Assume that ( $\mathrm{i}-\mathrm{iii}$ ) hold. If there is a non-empty open bounded set $\mathcal{B}$ such that $\overline{\mathcal{B}} \subset \mathbb{R} \times \mathcal{O}$, $0 \notin M(\partial \mathcal{B})$ and $\operatorname{deg}(M, \mathcal{B}, 0) \neq 0$, where $M$ is given by

$$
\begin{align*}
& M: \mathbb{R} \times \mathcal{O} \rightarrow \mathbb{R}^{d}, \quad M(\omega, \theta)=\mathcal{L} h \\
& h(t)=f\left(\gamma_{1}(\theta, \cdot)\right)(t) b+q(t+\omega) \quad \text { a.e. on } \quad[0,1] . \tag{3.4.11}
\end{align*}
$$

Then there are constants $K_{1}>0$ and $\mu_{0}>0$ such that for any $|\mu|<\mu_{0}$, there are $\left(\omega_{\mu}, \theta_{\mu}\right) \in \mathcal{B}$ and an 1 -periodic solution $x_{\mu}$ of (3.4.10) satisfying

$$
\sup _{t \in \mathbb{R}}\left|x_{\mu}(t)-\gamma\left(\theta_{\mu}, t-\omega_{\mu}\right)\right| \leq K_{1}|\mu| .
$$

Theorem 3.4.4. Consider

$$
\begin{equation*}
L_{m} y=\mu(f(y)+q(t)) \tag{3.4.12}
\end{equation*}
$$

where $L_{m}, f$ are given in (3.4.8) and $q \in C(\mathbb{R}, \mathbb{R})$ is 1 -periodic. Assume that $\phi_{d}$ is non-constant, and (a) and (b) of Theorem 3.4.2 are valid. If there is a non-empty open bounded set $\mathcal{B}$ such that $\overline{\mathcal{B}} \subset \mathbb{R} \times \mathcal{O}, 0 \notin M(\partial \mathcal{B})$ and $\operatorname{deg}(M, \mathcal{B}, 0) \neq 0$, where $M: \mathbb{R} \times \mathcal{O} \rightarrow \mathbb{R}^{d}$ is given by

$$
\begin{align*}
& M(\omega, \theta)=\left(\int_{0}^{1} h(s) \psi_{1}(s) d s, \cdots, \int_{0}^{1} h(s) \psi_{d}(s) d s\right)  \tag{3.4.13}\\
& h(t)=f(\eta(\theta, \cdot))(t)+q(t+\omega) \quad \text { a.e. on } \quad[0,1] .
\end{align*}
$$

Then there are constants $K_{1}>0$ and $\mu_{0}>0$ such that for any $|\mu|<\mu_{0}$, there are $\left(\omega_{\mu}, \theta_{\mu}\right) \in \mathcal{B}$ and an 1 -periodic solution $y_{\mu}$ of (3.4.12) satisfying

$$
\sup _{t \in \mathbb{R}}\left|y_{\mu}(t)-\eta\left(\theta_{\mu}, t-\omega_{\mu}\right)\right| \leq K_{1}|\mu|
$$

Remark 3.4.5. The boundedness of $h_{o}$ and $h_{c}$ on $[\alpha, \infty)$, respectively $(-\infty, \beta]$, is not essential in our considerations.

Remark 3.4.6. The smallness of $\mu_{0}$ in Theorems 3.4.1-3.4.4 can be estimated.

### 3.4.3 Third-Order O.D.Eqns with Small Relay Hysteresis

First, we consider the following autonomous problem

$$
\begin{equation*}
\dddot{y}+\ddot{y}+\dot{y}+y=\mu f(y), \tag{3.4.14}
\end{equation*}
$$

where $f$ is of the form

$$
\alpha=-\delta, \quad \beta=\delta, \quad \delta>0, \quad h_{o}=g+p, \quad h_{c}=g-p
$$

with $p>0$ constant and $g \in C(\mathbb{R}, \mathbb{R})$.
Theorem 3.4.7. If there are numbers $\delta<a_{1}<a_{2}$ such that the numbers

$$
\begin{equation*}
4 p\left(\frac{\delta}{a_{i}}+\sqrt{1-\frac{\delta^{2}}{a_{i}^{2}}}\right)+\int_{0}^{2 \pi} g\left(a_{i} \sin t\right) \sin t d t, \quad i=1,2 \tag{3.4.15}
\end{equation*}
$$

have opposite signs, then there is a constant $K>0$ such that for any $\mu$ sufficiently small there are $\theta_{\mu} \in\left(a_{1}, a_{2}\right), \omega_{\mu} \in\left(-\frac{3 \delta p}{\pi a_{1}^{2}},-\frac{\delta p}{\pi a_{2}^{2}}\right)$ and a $2 \pi\left(1+\mu \omega_{\mu}\right)-$ periodic solution $y_{\mu}$ of (3.4.14) satisfying

$$
\sup _{t \in \mathbb{R}}\left|y_{\mu}(t)-\theta_{\mu} \sin \frac{t}{1+\mu \omega_{\mu}}\right| \leq K|\mu|
$$

Proof. We apply Theorem 3.4.2 with

$$
\phi_{1}(t)=\psi_{1}(t)=\sin t, \quad \phi_{2}(t)=\psi_{2}(t)=\cos t, \quad \eta(\theta, t)=\theta \sin t
$$

By taking $\mathcal{O}=(\delta, \infty)$, the conditions (a) and (b) of Theorem 3.4.2 are satisfied. Let $t_{0}=\arcsin \frac{\delta}{\theta}$ for $\theta \in \mathcal{O}$. Computing (3.4.9) for this case, we derive

$$
\begin{equation*}
M(\omega, \theta)=\left(M_{1}(\omega, \theta), M_{2}(\omega, \theta)\right), \tag{3.4.16}
\end{equation*}
$$

where

$$
\begin{gathered}
M_{1}(\omega, \theta)=\int_{0}^{2 \pi} \omega(\theta \cos t-2 \theta \sin t-3 \theta \cos t) \sin t d t+\int_{t_{0}}^{t_{0}+\pi}(g(\theta \sin t)+p) \sin t d t \\
+\int_{t_{0}+\pi}^{t_{0}+2 \pi}(g(\theta \sin t)-p) \sin t d t=-2 \pi \theta \omega+4 p \sqrt{1-\frac{\delta^{2}}{\theta^{2}}}+\int_{0}^{2 \pi} g(\theta \sin t) \sin t d t \\
M_{2}(\omega, \theta)=\int_{0}^{2 \pi} \omega(\theta \cos t-2 \theta \sin t-3 \theta \cos t) \cos t d t+\int_{t_{0}}^{t_{0}+\pi}(g(\theta \sin t)+p) \cos t d t \\
\quad+\int_{t_{0}+\pi}^{t_{0}+2 \pi}(g(\theta \sin t)-p) \cos t d t=-2 \pi \theta \omega-4 \frac{\delta p}{\theta} .
\end{gathered}
$$

Now we verify (i) and (ii) of Theorem 3.4.2 when $M$ is given by (3.4.16) and $\mathcal{B}=\left(-\frac{3 \delta p}{\pi a_{1}^{2}},-\frac{\delta p}{\pi a_{2}^{2}}\right) \times\left(a_{1}, a_{2}\right)$. For this reason, we put (3.4.16) in the homotopy

$$
M(\omega, \theta, \lambda)=\left(M_{1}(\omega, \theta, \lambda), M_{2}(\omega, \theta, \lambda)\right), \quad \lambda \in[0,1]
$$

where

$$
\begin{aligned}
M_{1}(\omega, \theta, \lambda) & =-2 \pi\left(\lambda \theta+(1-\lambda) \frac{a_{1}+a_{2}}{2}\right)(\omega-(1-\lambda) D)+4 p \sqrt{1-\frac{\delta^{2}}{\theta^{2}}} \\
& +\int_{0}^{2 \pi} g(\theta \sin t) \sin t d t+4 \frac{\delta p}{\theta}-\frac{4 \lambda \delta p}{\left(\lambda \theta+(1-\lambda) \frac{a_{1}+a_{2}}{2}\right)}, \\
M_{2}(\omega, \theta, \lambda)= & -2 \pi\left(\lambda \theta+(1-\lambda) \frac{a_{1}+a_{2}}{2}\right)(\omega-(1-\lambda) D)-\frac{4 \lambda \delta p}{\left(\lambda \theta+(1-\lambda) \frac{a_{1}+a_{2}}{2}\right)}
\end{aligned}
$$

and $D:=-\frac{\delta p}{\pi a_{1}^{2}}-\frac{\delta p}{\pi a_{2}^{2}}$.
It is elementary to see that $0 \notin M(\partial \mathcal{B}, \lambda), \forall \lambda \in[0,1]$. Indeed, for $\theta \in$ $\left\{a_{1}, a_{2}\right\}$, this follows from (3.4.15). Next, let $\omega \in\left\{-\frac{3 \delta p}{\pi a_{1}^{2}},-\frac{\delta p}{\pi a_{2}^{2}}\right\}$ and $\theta \in\left(a_{1}, a_{2}\right)$. If $M_{2}(\omega, \theta, \lambda)=0$, we have $\lambda \theta+(1-\lambda) \frac{a_{1}+a_{2}}{2} \in\left(a_{1}, a_{2}\right)$ and

$$
\begin{equation*}
\frac{\omega-D}{\lambda}+D=\frac{-2 \delta p}{\pi\left(\lambda \theta+(1-\lambda) \frac{a_{1}+a_{2}}{2}\right)^{2}} \in\left(-\frac{2 \delta p}{\pi a_{1}^{2}},-\frac{2 \delta p}{\pi a_{2}^{2}}\right) \tag{3.4.17}
\end{equation*}
$$

for $\lambda \in(0,1]$. If $\omega=-\frac{3 \delta p}{\pi a_{1}^{2}}$ then $\frac{\omega-D}{\lambda}+D \leq \omega<-\frac{2 \delta p}{\pi a_{1}^{2}}$, and if $\omega=-\frac{\delta p}{\pi a_{2}^{2}}$ then $\frac{\omega-D}{\lambda}+D \geq \omega>-\frac{2 \delta p}{\pi a_{2}^{2}}$. This contradicts to (3.4.17). So $M_{2}(\omega, \theta, \lambda) \neq 0$. If $\lambda=0$ then $M_{2}(\omega, \theta, 0)=-\pi\left(a_{1}+a_{2}\right)(\omega-D) \neq 0$.

Consequently, we obtain
$\operatorname{deg}(M(\cdot, \cdot, 1), \mathcal{B}, 0)=\operatorname{deg}(M(\cdot, \cdot, 0), \mathcal{B}, 0)=-\operatorname{deg}\left(M_{1}(D, \cdot, 0),\left(a_{1}, a_{2}\right), 0\right) \neq 0$.
The proof is finished by Theorem 3.4.2.
Corollary 3.4.8. If $g(x)=c_{1} x+c_{2}$ in (3.4.14) with constant $c_{1,2}$ such that $c_{1}<0$ and $4 p>-c_{1} \delta \pi$, then the conclusion of Theorem 3.4.7 is applicable.
Proof. In Theorem 3.4.7 now we compute

$$
4 p\left(\frac{\delta}{\theta}+\sqrt{1-\frac{\delta^{2}}{a \theta^{2}}}\right)+\int_{0}^{2 \pi}\left(c_{1} \theta \sin t+c_{2}\right) \sin t d t=4 p\left(\frac{\delta}{\theta}+\sqrt{1-\frac{\delta^{2}}{\theta^{2}}}\right)+c_{1} \theta \pi
$$

Taking $a_{1}>\delta$ near to $\delta$ and $a_{2}>a_{1}$ sufficiently large, the proof is finished.
Next we consider a forced problem of (3.4.14)

$$
\begin{equation*}
\dddot{y}+\ddot{y}+\dot{y}+y=\mu(f(y)+\sin t), \tag{3.4.18}
\end{equation*}
$$

where $f$ is given in (3.4.14).
Theorem 3.4.9. Assume that $4 p=\pi$ and $g \in C^{1}(\mathbb{R}, \mathbb{R})$. If the function

$$
\rho \rightarrow \int_{0}^{2 \pi} g(\delta \rho \sin t) \sin t d t
$$

has a simple root $\rho_{0}>1$, then by putting $1 / \rho_{0}=\sin \omega_{0}, \pi / 2<\omega_{0}<\pi$, there is a constant $K>0$ such that for any $\mu$ sufficiently small there are $\left(\omega_{\mu}, \theta_{\mu}\right)$ near to $\left(\omega_{0}, \delta \rho_{0}\right)$ and a $2 \pi$-periodic solution $y_{\mu}$ of (3.4.18) satisfying

$$
\sup _{t \in \mathbb{R}}\left|y_{\mu}(t)-\theta_{\mu} \sin \left(t-\omega_{\mu}\right)\right| \leq K|\mu|
$$

Proof. We apply Theorem 3.4.4. The mapping (3.4.13) for (3.4.18) has the form

$$
\begin{equation*}
M(\omega, \theta)=\left(M_{1}(\omega, \theta), M_{2}(\omega, \theta)\right), \tag{3.4.19}
\end{equation*}
$$

where

$$
\begin{aligned}
& M_{1}(\omega, \theta)=\pi \sqrt{1-\frac{\delta^{2}}{\theta^{2}}}+\int_{0}^{2 \pi} g(\theta \sin t) \sin t d t+\int_{0}^{2 \pi} \sin (t+\omega) \sin t d t \\
&=\pi \sqrt{1-\frac{\delta^{2}}{\theta^{2}}}+\int_{0}^{2 \pi} g(\theta \sin t) \sin t d t+\pi \cos \omega \\
& M_{2}(\omega, \theta)=-\frac{\delta \pi}{\theta}+\int_{0}^{2 \pi} \sin (t+\omega) \cos t d t=-\frac{\delta \pi}{\theta}+\pi \sin \omega
\end{aligned}
$$

For $\pi / 2<\omega<\pi, M_{1}=0, M_{2}=0$ are equivalent to $\int_{0}^{2 \pi} g\left(\frac{\sin t}{\sin \omega} \delta\right) \sin t d t=0$. Since $\rho_{0}>1$ is a simple root of $\rho \rightarrow \int_{0}^{2 \pi} g(\delta \rho \sin t) \sin t d t$, then we can easily verify (see Lemma 3.5.5) that $\left(\omega_{0}, \theta_{0}\right)$ defined as $\theta_{0}=\delta \rho_{0}, 1 / \rho_{0}=\sin \omega_{0}, \pi / 2<$ $\omega_{0}<\pi$ is a simple zero of $M=0$ given by (3.4.19), i.e. $M\left(\omega_{0}, \theta_{0}\right)=0$ and $D M\left(\omega_{0}, \theta_{0}\right)$ is invertible. So the Brouwer index of $M$ at $\left(\omega_{0}, \theta_{0}\right)$ is nonzero. Consequently, the proof is finished by Theorem 3.4.4 when $\mathcal{B}$ is taken as a small open neighborhood of $\left(\omega_{0}, \theta_{0}\right)$.

Corollary 3.4.10. Assume that $4 p=\pi$. If $g(x)=c_{1} x^{3}+c_{2} x$ in (3.4.14) with constant $c_{1,2}$ such that $c_{1} c_{2}<\frac{-3}{4} c_{1}^{2} \delta^{2}$, then the conclusion of Theorem 3.4.9 is applicable.
Proof. We apply Theorem 3.4.9. We have $\int_{0}^{2 \pi} g(\delta \rho \sin t) \sin t d t=\frac{3}{4} \pi c_{1} \delta^{3} \rho^{3}+$ $\pi \delta c_{2} \rho$ for $g(x)=c_{1} x^{3}+c_{2} x$. Under assumption $c_{1} c_{2}<\frac{-3}{4} c_{1}^{2} \delta^{2}$, equation $\frac{3}{4} \pi c_{1} \delta^{3} \rho^{3}+\pi \delta c_{2} \rho=0$ has a simple root $\rho_{0}>1$. The proof is finished.

We finish this subsection with the case $c_{2}=0$.
Theorem 3.4.11. Assume that $g(x)=c_{1} x$ with a constant $c_{1}>0$ such that $\pi^{2}-16 p^{2}>c_{1}^{2} \delta^{2} \pi^{2}$. Then there is a constant $K>0$ such that for any $\mu$ sufficiently small there are $\left(\omega_{\mu}, \theta_{\mu}\right)$ near to $\left(\omega_{0}, \theta_{0}\right)$ given by

$$
\begin{equation*}
\theta_{0}=\sqrt{\left(\frac{-4 p+\pi \sqrt{1-\delta^{2} c_{1}^{2}}}{c_{1} \pi}\right)^{2}+\delta^{2}}, \quad \sin \omega_{0}=\frac{4 \delta p}{\pi \theta_{0}}, \omega_{0} \in(\pi / 2, \pi) \tag{3.4.20}
\end{equation*}
$$

and a $2 \pi$-periodic solution $y_{\mu}$ of (3.4.18) satisfying

$$
\sup _{t \in \mathbb{R}}\left|y_{\mu}(t)-\theta_{\mu} \sin \left(t-\omega_{\mu}\right)\right| \leq K|\mu|
$$

Proof. Now (3.4.19) has the form

$$
M_{1}(\omega, \theta)=4 p \sqrt{1-\frac{\delta^{2}}{\theta^{2}}}+\pi \cos \omega+c_{1} \theta \pi, \quad M_{2}(\omega, \theta)=-4 \frac{\delta p}{\theta}+\pi \sin \omega
$$

Since $\pi>4 p$ and $\theta>\delta$, we can solve $\omega$ with $\pi / 2<\omega<\pi$ from $M_{2}(\omega, \theta)=0$, and inserting it into $M_{1}(\omega, \theta)=0$ we see that equation $M(\omega, \theta)=0$ is equivalent to $4 p \sqrt{1-\frac{\delta^{2}}{\theta^{2}}}-\pi \sqrt{1-\frac{16 \delta^{2} p^{2}}{\theta^{2} \pi^{2}}}+c_{1} \theta \pi=0$, i.e.

$$
\begin{equation*}
8 \pi c_{1} p \sqrt{\theta^{2}-\delta^{2}}+c_{1}^{2} \theta^{2} \pi^{2}=\pi^{2}-16 p^{2} \tag{3.4.21}
\end{equation*}
$$

Since $\pi^{2}-16 p^{2}>c_{1}^{2} \delta^{2} \pi^{2}$ then (3.4.21) has a unique simple root $\theta_{0}>\delta$ given by (3.4.20) . Then $\left(\theta_{0}, \omega_{0}\right)$ is a simple root of $M(\omega, \theta)=0$. The proof is finished by Theorem 3.4.4 when $\mathcal{B}$ is taken as a small open neighborhood of $\left(\omega_{0}, \theta_{0}\right)$.

Similarly we have

Theorem 3.4.12. Assume that $g(x)=c_{1} x$ with a constant $c_{1}<0$ such that $16 p^{2}\left(1-c_{1}^{2} \delta^{2}\right)>\pi^{2}$. Then there is a constant $K>0$ such that for any $\mu$ sufficiently small there are $\left(\omega_{\mu}, \theta_{\mu}\right)$ near to $\left(\omega_{0}, \theta_{0}\right)$ given by

$$
\theta_{0}=\frac{1}{\pi} \sqrt{\left(\frac{\pi-4 p \sqrt{1-\delta^{2} c_{1}^{2}}}{c_{1}}\right)^{2}+16 \delta^{2} p^{2}}, \quad \sin \omega_{0}=\frac{4 \delta p}{\pi \theta_{0}}, \quad \omega_{0} \in(\pi / 2, \pi),
$$

and a $2 \pi$-periodic solution $y_{\mu}$ of (3.4.18) satisfying

$$
\sup _{t \in \mathbb{R}}\left|y_{\mu}(t)-\theta_{\mu} \sin \left(t-\omega_{\mu}\right)\right| \leq K|\mu|
$$

Proof. We can directly follow the proof of Theorem 3.4.11 when now (3.4.21) has a form $16 p^{2}=c_{1}^{2} \theta^{2} \pi^{2}-2 c_{1} \pi \sqrt{\theta^{2} \pi^{2}-16 \delta^{2} p^{2}}+\pi^{2}$.

### 3.5 Nonlinear Oscillators with Weak Couplings

### 3.5.1 Weakly Coupled Systems

Systems with slowly varying coefficients often arise in applications, like as an Einstein pendulum

$$
\ddot{x}+\omega(\varepsilon t)^{2} x=0
$$

with slowly varying frequency or a pendulum

$$
\frac{d}{d t}\left(l(\varepsilon t)^{2} \dot{x}\right)+l(\varepsilon t)=g(\varepsilon t, x, \dot{x})
$$

with slowly varying length and some other perturbations. We have a Duffingtype perturbation for $g(\tau, x, \dot{x})=\mu l(\tau) x^{3}-\sigma l(\tau) \dot{x}$ [173]. Parameter $\varepsilon>0$ is assumed to be small in the both equations. Averaging method is usually applied to study the dynamics of such systems on the intervals $\left[0, O\left(\varepsilon^{-1}\right)\right]$. We also study some systems with slowly varying coefficients in Sections 3.1 and 4.2 (see (3.1.27) and (3.1.30)) by using different methods, since averaging method is not applicable to these equations. Similarly we can formulate nonlinear oscillators when some their coefficients are governed by weakly nonlinear equations like the following Duffing-type one

$$
\begin{equation*}
\ddot{x}+\omega^{2} x+x^{3}=\varepsilon \widetilde{f}(x, \dot{x}, t), \quad \dot{\omega}=\varepsilon \widetilde{g}(x, \dot{x}), \tag{3.5.1}
\end{equation*}
$$

with slowly varying frequency. In this section, we investigate more general weakly coupled equations than (3.5.1) of the form

$$
\begin{gather*}
x^{\prime}=\varepsilon f(x, y, t, \varepsilon)  \tag{3.5.2}\\
y^{\prime}=g(x, y)+\varepsilon h(x, y, t, \varepsilon),
\end{gather*}
$$

where $x \in \mathbb{R}^{n}, y \in \mathbb{R}^{m}, f, g, h$ are sufficiently smooth, $f, h$ are 1-periodic in $t$ and $\varepsilon>0$ is a small parameter. For $\varepsilon=0$, we get the unperturbed equation

$$
\begin{equation*}
\dot{y}=g(x, y), \tag{3.5.3}
\end{equation*}
$$

where $x$ is considered as a parameter. We suppose that (3.5.3) has for any $x$ in some open subset either a single 1-periodic solution or a nondegenerate family of 1-periodic solutions. By using the averaging method which is a combination of the Lyapunov-Schmidt method together with the Brouwer degree theory, we find conditions for bifurcation of 1-periodic solutions of (3.5.2) from the above 1-periodic solutions of (3.5.3). Finally, the averaging method is also used, for instance, in [44, 48, 98, 111, 135, 141] with many interesting applications. Other nonlinear boundary value problems are investigated in [105].

### 3.5.2 Forced Oscillations from Single Periodics

We start with the following condition:
(H1) (3.5.3) has a 1-periodic smooth solution $y=\varphi(t, x)$ for any $x \in \Omega$, where $\Omega \subset \mathbb{R}^{n}$ is an open subset.

Since we are looking for 1-periodic solutions of (3.5.2) bifurcating from $\varphi(t, x)$, $x \in \Omega$, we shift the time $t \leftrightarrow t+\alpha, \alpha \in \mathbb{R}$ and change the variable $y \leftrightarrow y+\varphi(t, x)$ to get the equation

$$
\begin{gather*}
x^{\prime}=\varepsilon f(x, y+\varphi(t, x), t+\alpha, \varepsilon) \\
y^{\prime}=g(x, y+\varphi(t, x))-g(x, \varphi(t, x))+  \tag{3.5.4}\\
\varepsilon\left(h(x, y+\varphi(t, x), t+\alpha, \varepsilon)-\varphi_{x}(t, x) f(x, y+\varphi(t, x), t+\alpha, \varepsilon)\right)
\end{gather*}
$$

Like in the previous sections, first we investigate the linearization of (3.5.3) along $\varphi(t, x)$, i.e. the variational equation

$$
\begin{equation*}
v^{\prime}=g_{y}(x, \varphi(t, x)) v \tag{3.5.5}
\end{equation*}
$$

and its dual variational system

$$
\begin{equation*}
w^{\prime}=-g_{y}^{*}(x, \varphi(t, x)) w \tag{3.5.6}
\end{equation*}
$$

Certainly the function $\varphi^{\prime}(t, x)$ satisfies (3.5.5). We suppose
(H2) There are smooth basis $\left\{v_{i}(t, x)\right\}_{i=0}^{r}$ and $\left\{w_{i}(t, x)\right\}_{i=0}^{r}$ of 1-periodic solutions of (3.5.5) and (3.5.6), respectively, for any $x \in \Omega$. We assume $v_{0}(t, x)=\varphi^{\prime}(t, x)$.

In order to apply the Lyapunov-Schmidt decomposition, we introduce the Banach spaces

$$
\begin{aligned}
& X=\left\{x \in C\left(\mathbb{R}, \mathbb{R}^{n}\right) \mid x(t+1)=x(t) \forall t \in \mathbb{R}\right\} \\
& Y=\left\{y \in C\left(\mathbb{R}, \mathbb{R}^{m}\right) \mid y(t+1)=y(t) \forall t \in \mathbb{R}\right\}
\end{aligned}
$$

and then the projections $P_{1}: X \rightarrow X, P_{x}: Y \rightarrow Y$ defined by

$$
\begin{gathered}
P_{1} x:=x(t)-\int_{0}^{1} x(s) d s \\
P_{x} y:=y(t)-q_{0} w_{0}(t, x)-q_{1} w_{1}(t, x)-\cdots-q_{r} w_{r}(t, x) \\
\left(q_{0}, q_{1}, \cdots, q_{r}\right)^{*}:=A(x)^{-1}\left(\int_{0}^{1}\left(y(t), w_{0}(t, x)\right) d t, \cdots, \int_{0}^{1}\left(y(t), w_{r}(t, x)\right) d t\right)^{*}
\end{gathered}
$$

where $(\cdot, \cdot)$ is the scalar product on $\mathbb{R}^{m}$ and $A(x): \mathbb{R}^{r} \rightarrow \mathbb{R}^{r}$ is the Gram matrix given by

$$
A(x):=\left(\int_{0}^{1}\left(w_{i}(t, x), w_{j}(t, x)\right) d t\right)_{i, j=1}^{r} .
$$

The meaning of these projections is the following: The nonhomogeneous variational equation of (3.5.2) along $\varphi(t, x)$ is given by

$$
\begin{equation*}
z^{\prime}=h, \quad v^{\prime}=g_{y}(x, \varphi(t, x)) v+y, \quad h \in X, \quad y \in Y . \tag{3.5.7}
\end{equation*}
$$

From Lemma 3.3.1 we know that (3.5.7) has a 1-periodic solution if and only if $P_{1} h=h$ and $P_{x} y=y$. Moreover this solution is unique if $P_{1} z=z$ and $\int_{0}^{1}\left(v(t), v_{i}(t, x)\right) d t=0, i=0,1, \cdots, r$. Let us denote it by $z:=\mathcal{K} h$ and $v:=$ $\mathcal{K}_{x} y$. Using these projections and operators $\mathcal{K}, \mathcal{K}_{x}$, like in Section 3.3, we take in (3.5.4) the changes

$$
\begin{gathered}
\varepsilon \leftrightarrow \varepsilon^{2}, \quad x=u+x_{1}, \quad u \in X, \quad P_{1} u=u, \quad x_{1} \in \mathbb{R}^{n} \\
y=v+\varepsilon \sum_{i=1}^{r} \beta_{i} v_{i}\left(t, u+x_{1}\right), \int_{0}^{1}\left(v(t), v_{i}(t)\right) d t=0, \quad i=0,1, \cdots, r
\end{gathered}
$$

to obtain the decomposition of (3.5.4) on

$$
\begin{gather*}
u=\varepsilon^{2} \mathcal{K} P_{1} f\left(u+x_{1}, v+\varepsilon \sum_{i=1}^{r} \beta_{i} v_{i}\left(t, u+x_{1}\right)+\varphi\left(t, u+x_{1}\right), t+\alpha, \varepsilon^{2}\right) \\
v=\mathcal{K}_{x_{1}} P_{x_{1}} H\left(u, v, x_{1}, \varepsilon, \alpha, \beta, t\right) \tag{3.5.8}
\end{gather*}
$$

and

$$
\begin{align*}
& \int_{0}^{1} f\left(u+x_{1}, v+\varepsilon \sum_{i=1}^{r} \beta_{i} v_{i}\left(t, u+x_{1}\right)+\varphi\left(t, u+x_{1}\right), t+\alpha, \varepsilon^{2}\right) d t=0  \tag{3.5.9}\\
& \quad \frac{1}{\varepsilon^{2}} \int_{0}^{1}\left(H\left(u, v, x_{1}, \varepsilon, \alpha, \beta, t\right), w_{j}\left(t, u+x_{1}\right)\right) d t=0 \quad j=0,1, \cdots, r
\end{align*}
$$

where $\beta:=\left(\beta_{1}, \beta_{2}, \cdots, \beta_{r}\right)$ and

$$
\begin{gathered}
H\left(u, v, x_{1}, \varepsilon, \alpha, \beta, t\right):=g\left(u+x_{1}, v+\varepsilon \sum_{i=1}^{r} \beta_{i} v_{i}\left(t, u+x_{1}\right)+\varphi\left(t, u+x_{1}\right)\right)- \\
g\left(u+x_{1}, \varphi\left(t, u+x_{1}\right)\right)- \\
g_{y}\left(u+x_{1}, \varphi\left(t, u+x_{1}\right)\right)\left(v+\varepsilon \sum_{i=1}^{r} \beta_{i} v_{i}\left(t, u+x_{1}\right)\right)+ \\
+\left(g_{y}\left(u+x_{1}, \varphi\left(t, u+x_{1}\right)\right)-g_{y}\left(x_{1}, \varphi\left(t, x_{1}\right)\right)\right) v-\varepsilon^{3} \sum_{i=1}^{r} \beta_{i} v_{i x}\left(t, u+x_{1}\right) \times \\
P_{1} f\left(u+x_{1}, v+\varepsilon \sum_{i=1}^{r} \beta_{i} v_{i}\left(t, u+x_{1}\right)+\varphi\left(t, u+x_{1}\right), t+\alpha, \varepsilon^{2}\right)+ \\
\varepsilon^{2} h\left(u+x_{1}, v+\varepsilon \sum_{i=1}^{r} \beta_{i} v_{i}\left(t, u+x_{1}\right)+\varphi\left(t, u+x_{1}\right), t+\alpha, \varepsilon^{2}\right)- \\
\varepsilon^{2} \varphi_{x}\left(t, u+x_{1}\right) \times f\left(u+x_{1}, v+\varepsilon \sum_{i=1}^{r} \beta_{i} v_{i}\left(t, u+x_{1}\right)+\varphi\left(t, u+x_{1}\right), t+\alpha, \varepsilon^{2}\right) .
\end{gathered}
$$

Since

$$
\begin{gathered}
H\left(u, v, x_{1}, \varepsilon, \alpha, \beta, t\right)=\frac{1}{2} g_{y y}\left(u+x_{1}, \varphi\left(t, u+x_{1}\right)\right)\left(v+\varepsilon \sum_{i=1}^{r} \beta_{i} v_{i}\left(t, u+x_{1}\right)\right)^{2}+ \\
\varepsilon^{2} h\left(u+x_{1}, v+\varepsilon \sum_{i=1}^{r} \beta_{i} v_{i}\left(t, u+x_{1}\right)+\varphi\left(t, u+x_{1}\right), t+\alpha, \varepsilon^{2}\right)- \\
\begin{array}{c}
\varepsilon^{2} \varphi_{x}\left(t, u+x_{1}\right) \times f\left(u+x_{1}, v+\varepsilon \sum_{i=1}^{r} \beta_{i} v_{i}\left(t, u+x_{1}\right)+\varphi\left(t, u+x_{1}\right), t+\alpha, \varepsilon^{2}\right) \\
+O\left(\left(v+\varepsilon \sum_{i=1}^{r} \beta_{i} v_{i}\left(t, u+x_{1}\right)\right)^{3}\right)+O(|u|)|v|+O\left(\varepsilon^{3}\right) \\
=O\left(|v|^{2}\right)+O(|u|)|v|+O(\varepsilon)
\end{array}
\end{gathered}
$$

we can uniquely solve (3.5.8) in $u, v$ small by means of the implicit function theorem and moreover, $u=O\left(\varepsilon^{2}\right)$ and $v=O\left(\varepsilon^{2}\right)$. Then we insert these solutions to (3.5.9) to get the bifurcation equation

$$
\begin{gather*}
0=G\left(x_{1}, \beta, \alpha, \varepsilon\right)=G_{0}\left(x_{1}, \beta, \alpha\right)+G_{1}\left(x_{1}, \beta, \alpha\right) \varepsilon+\cdots+ \\
G_{p}\left(x_{1}, \beta, \alpha\right) \varepsilon^{p}+Q_{p}\left(x_{1}, \beta, \alpha, \varepsilon\right) \varepsilon^{p+1}:=  \tag{3.5.10}\\
q_{p}\left(x_{1}, \beta, \alpha, \varepsilon\right)+Q_{p}\left(x_{1}, \beta, \alpha, \varepsilon\right) \varepsilon^{p+1}
\end{gather*}
$$

where $G\left(x_{1}, \beta, \alpha, \varepsilon\right)$ is the left-hand side of (3.5.9). Summarizing, we arrive at the following result.

Theorem 3.5.1. Suppose ( H 1 ) and $(\mathrm{H} 2)$ hold. If there is an open bounded subset $\mathcal{O} \subset \Omega \times \mathbb{R}^{r} \times \mathbb{R}$ and a constant $c_{p}>0$ such that

$$
\left|q_{p}\left(x_{1}, \beta, \alpha, \varepsilon\right)\right| \geq c_{p} \varepsilon^{p}
$$

on the boundary $\partial \mathcal{O}$ for any $\varepsilon>0$ small, and $\operatorname{deg}\left(q_{p}(\cdot, \cdot, \cdot, \varepsilon), \mathcal{O}, 0\right) \neq 0$. Then (3.5.2) has a 1-periodic solution for $\varepsilon>0$ small.

Proof. To solve (3.5.10), we put it in the homotopy

$$
G\left(x_{1}, \beta, \alpha, \varepsilon, \lambda\right):=q_{p}\left(x_{1}, \beta, \alpha, \varepsilon\right)+\lambda Q_{p}\left(x_{1}, \beta, \alpha, \varepsilon\right) \varepsilon^{p+1}
$$

for $\lambda \in[0,1]$. Then the assumptions of this theorem imply that $G(\cdot, \cdot, \cdot, \varepsilon, \lambda) \neq 0$ on $\partial \mathcal{O}$ for any $\varepsilon>0$ small and $\lambda \in[0,1]$. Hence

$$
\operatorname{deg}(G(\cdot, \cdot, \cdot, \varepsilon), \mathcal{O}, 0)=\operatorname{deg}\left(q_{p}(\cdot, \cdot, \cdot, \varepsilon), \mathcal{O}, 0\right) \neq 0
$$

So (3.5.10) is solvable for any $\varepsilon>0$ small. The proof is finished.
For $p=0$, we can immediately derive from (3.5.8) and (3.5.9) that

$$
\begin{gather*}
G_{0}\left(x_{1}, \beta, \alpha\right)=\left(\int_{0}^{1} f\left(x_{1}, \varphi\left(t, x_{1}\right), t+\alpha, 0\right) d t, \sum_{i, j=1}^{r} \beta_{i} \beta_{j} a_{i j k}\left(x_{1}\right)\right. \\
\left.+\int_{0}^{1}\left(h\left(x_{1}, \varphi\left(t, x_{1}\right), t+\alpha, 0\right)-\varphi_{x}\left(t, x_{1}\right) f\left(x_{1}, \varphi\left(t, x_{1}\right), t+\alpha, 0\right), w_{k}\left(t, x_{1}\right)\right) d t\right) \tag{3.5.11}
\end{gather*}
$$

where $k=0,1,2, \cdots, r$ and

$$
a_{i j k}\left(x_{1}\right):=\frac{1}{2} \int_{0}^{1}\left(g_{y y}\left(x_{1}, \varphi\left(t, x_{1}\right)\right)\left(v_{i}\left(t, x_{1}\right), v_{j}\left(t, x_{1}\right)\right), w_{k}\left(t, x_{1}\right)\right) d t
$$

Of course, higher-order terms $G_{i}\left(x_{1}, \beta, \alpha\right), i \geq 1$ are much more complicated, for this reason, we do not derive their general forms.

### 3.5.3 Forced Oscillations from Families of Periodics

In the case that unperturbed equation (3.5.3) possesses some symmetries then very often instead of condition (H1) the following one holds (see Subsection 3.3.2)
(C1) Equation(3.5.3) has a smooth family $\varphi(t, x, \theta)$ of 1-periodic solutions for any $x \in \Omega$ and $\theta \in \Gamma$, where $\Omega \subset \mathbb{R}^{n}, \Gamma \subset \mathbb{R}^{r}$ are open bounded subsets.

So the symmetry causes that (3.5.3) has not only a single 1-periodic solution for any $x \in \Omega$, like in (H1), but a family parameterized by $\theta \in \Gamma$ (see arguments below (3.5.24) for a concrete problem). Then we can repeat the above procedure to (3.5.2) with the next modifications: First, (3.5.5) is changed to

$$
\begin{equation*}
v^{\prime}=g_{y}(x, \varphi(t, x, \theta)) v \tag{3.5.12}
\end{equation*}
$$

Clearly $\varphi^{\prime}(t, x, \theta), \varphi_{\theta_{i}}(t, x, \theta), i=1,2, \cdots, r, \theta=\left(\theta_{1}, \theta_{2}, \cdots, \theta_{r}\right)$ are 1-periodic solutions of (3.5.12). We suppose
(C2) The family $\varphi(t, x, \theta)$ is non-degenerate, i.e. the functions $\widetilde{v}_{0}(t, x, \theta):=$ $\varphi^{\prime}(t, x, \theta), \widetilde{v}_{i}(t, x, \theta):=\varphi_{\theta_{i}}(t, x, \theta), i=1,2, \cdots, r$ form a basis of the space of 1-periodic solutions of (3.5.12).
From Subsection 3.3.2 we know that condition (C2) implies the existence of a smooth basis $\widetilde{w}_{j}(t, x, \theta), j=0,1, \cdots, r$ of the space of 1-periodic solutions of the adjoint system $w^{\prime}=-g_{y}^{*}(x, \varphi(t, x, \theta)) w$ to (3.5.12).

Now, in the above procedure, we keep the projection $P_{1}$, but we replace $P_{x}$ with $P_{x, \theta}: Y \rightarrow Y$ defined by

$$
\begin{gathered}
P_{x, \theta} y:=y(t)-\widetilde{q}_{0} \widetilde{w}_{0}(t, x, \theta)-\widetilde{q}_{1} \widetilde{w}_{1}(t, x, \theta)-\cdots-\widetilde{q}_{r} \widetilde{w}_{r}(t, x, \theta), \\
\left(\widetilde{q}_{0}, \widetilde{q}_{1}, \cdots, \widetilde{q}_{r}\right)^{*}:= \\
\widetilde{A}(x, \theta)^{-1}\left(\int_{0}^{1}\left(y(t), \widetilde{w}_{0}(t, x, \theta)\right) d t, \cdots, \int_{0}^{1}\left(y(t), \widetilde{w}_{r}(t, x, \theta)\right) d t\right)^{*}
\end{gathered}
$$

where $\widetilde{A}(x, \theta):=\left(\int_{0}^{1}\left(\widetilde{w}_{i}(t, x, \theta), \widetilde{w}_{j}(t, x, \theta)\right) d t\right)_{i, j=1}^{r}$ is an $r \times r$-matrix. Then changing

$$
\begin{gathered}
x=u+x_{1}, \quad u \in X, \quad P_{1} u=u, \quad x_{1} \in \mathbb{R}^{n} \\
y=v+\varphi\left(t, u+x_{1}, \theta\right), \int_{0}^{1}\left(v(t), \widetilde{v}_{i}(t)\right) d t=0, \quad i=0,1, \cdots, r
\end{gathered}
$$

in (3.5.2) and using projections $P_{1}, P_{x, \theta}$, we derive like above

$$
\begin{array}{r}
u^{\prime}=\varepsilon P_{1} f\left(u+x_{1}, v+\varphi\left(t, u+x_{1}, \theta\right), t+\alpha, \varepsilon\right)  \tag{3.5.13}\\
v^{\prime}-g_{y}\left(x_{1}, \varphi\left(t, x_{1}, \theta\right)\right) v=P_{x_{1}, \theta} \widetilde{H}(u, v, \varepsilon, \alpha, \theta, t)
\end{array}
$$

and

$$
\begin{gather*}
\int_{0}^{1} f\left(u+x_{1}, v+\varphi\left(t, u+x_{1}, \theta\right), t+\alpha, \varepsilon\right) d t=0 \\
\frac{1}{\varepsilon} \int_{0}^{1}\left(\widetilde{H}(u, v, \varepsilon, \alpha, \theta, t), \widetilde{w}_{j}\left(t, u+x_{1}, \theta\right)\right) d t=0 \quad j=0,1, \cdots, r, \tag{3.5.14}
\end{gather*}
$$

where

$$
\begin{gathered}
\widetilde{H}(u, v, \varepsilon, \alpha, \theta, t):=g\left(u+x_{1}, v+\varphi\left(t, u+x_{1}, \theta\right)\right)- \\
g\left(u+x_{1}, \varphi\left(t, u+x_{1}, \theta\right)\right)-g_{y}\left(x_{1}, \varphi\left(t, u+x_{1}, \theta\right)\right) v+ \\
\varepsilon\left(h\left(u+x_{1}, v+\varphi\left(t, u+x_{1}, \theta\right), t+\alpha, \varepsilon\right)-\right. \\
\left.\varphi_{x}\left(t, u+x_{1}, \theta\right) f\left(u+x_{1}, v+\varphi\left(t, u+x_{1}, \theta\right), t+\alpha, \varepsilon\right)\right) .
\end{gathered}
$$

Finally, using again the implicit function theorem we get solutions $u=O(\varepsilon)$ and $v=O(\varepsilon)$ of (3.5.13), and then inserting them into (3.5.14), we obtain the bifurcation equation

$$
\begin{gathered}
0=\widetilde{G}\left(x_{1}, \theta, \alpha, \varepsilon\right)=\widetilde{G}_{0}\left(x_{1}, \theta, \alpha\right)+\widetilde{G}_{1}\left(x_{1}, \theta, \alpha\right) \varepsilon+\cdots+ \\
\widetilde{G}_{p}\left(x_{1}, \theta, \alpha\right) \varepsilon^{p}+\widetilde{Q}_{p}\left(x_{1}, \theta, \alpha, \varepsilon\right) \varepsilon^{p+1}:=\widetilde{q}_{p}\left(x_{1}, \theta, \alpha, \varepsilon\right)+\widetilde{Q}_{p}\left(x_{1}, \theta, \alpha, \varepsilon\right) \varepsilon^{p+1}
\end{gathered}
$$

where $\widetilde{G}\left(x_{1}, \beta, \alpha, \varepsilon\right)$ is the left-hand side of (3.5.14). Consequently, the Brouwer degree method again gives the following result.
Theorem 3.5.2. Suppose (C1) and (C2). If there is an open bounded subset $\mathcal{O} \subset \Omega \times \Gamma \times \mathbb{R}$ and a constant $\widetilde{c}_{p}>0$ such that

$$
\left|\widetilde{q}_{p}\left(x_{1}, \beta, \alpha, \varepsilon\right)\right| \geq \widetilde{c}_{p} \varepsilon^{p}
$$

on the boundary $\partial \mathcal{O}$ for any $\varepsilon>0$ small, and $\operatorname{deg}\left(\widetilde{q}_{p}(\cdot, \cdot, \cdot, \varepsilon), \mathcal{O}, 0\right) \neq 0$. Then (3.5.2) has a 1-periodic solution for $\varepsilon>0$ small.

Since again, the higher-order terms $\widetilde{G}_{i}\left(x_{1}, \theta, \alpha\right), i \geq 1$ are still rather complicated, we do not derive them. For $p=0$ from (3.5.13) and (3.5.14) we derive

$$
\begin{align*}
\widetilde{G}_{0}\left(x_{1}, \theta, \alpha\right) & =\left(\int_{0}^{1} f\left(x_{1}, \varphi\left(t, x_{1}, \theta\right), t+\alpha, 0\right) d t, \int_{0}^{1}\left(h\left(x_{1}, \varphi\left(t, x_{1}, \theta\right), t+\alpha, 0\right)\right.\right. \\
- & \left.\left.\varphi_{x}\left(t, x_{1}, \theta\right) f\left(x_{1}, \varphi\left(t, x_{1}, \theta\right), t+\alpha, 0\right), \widetilde{w}_{k}\left(t, x_{1}, \theta\right)\right) d t\right) \tag{3.5.15}
\end{align*}
$$

for $k=0,1,2, \cdots, r$.

### 3.5.4 Applications to Weakly Coupled Nonlinear Oscillators

We present in this part two examples, where we apply Theorems 3.5.1 and 3.5.2.

Example 3.5.3. We first apply Theorem 3.5.1 to the system

$$
\begin{align*}
y_{1}^{\prime} & =\left(x^{2}+1\right)\left(y_{1}^{2}+y_{2}^{2}\right) y_{2}+\varepsilon y_{1}  \tag{3.5.16}\\
y_{2}^{\prime} & =-\left(x^{2}+1\right)\left(y_{1}^{2}+y_{2}^{2}\right) y_{1}-\varepsilon y_{2}^{3} \\
x^{\prime} & =\varepsilon\left(y_{1}^{3} \sin 2 \pi t+y_{2} \cos 2 \pi t\right) .
\end{align*}
$$

We need to verify conditions (H1) and (H2) for the unperturbed system (3.5.3) of the form

$$
\begin{equation*}
y_{1}^{\prime}=\left(x^{2}+1\right)\left(y_{1}^{2}+y_{2}^{2}\right) y_{2}, \quad y_{2}^{\prime}=-\left(x^{2}+1\right)\left(y_{1}^{2}+y_{2}^{2}\right) y_{1} \tag{3.5.17}
\end{equation*}
$$

possessing a smooth family of 1-periodic solutions

$$
\begin{equation*}
\varphi(t, x)=\sqrt{\frac{2 \pi k}{x^{2}+1}}(\sin 2 \pi k t, \cos 2 \pi k t) \tag{3.5.18}
\end{equation*}
$$

for $k \in \mathbb{Z} \backslash\{0\}$. The linearization of (3.5.17) along (3.5.18) is

$$
\begin{align*}
& v_{1}^{\prime}=2 \pi k\left(\sin 4 \pi k t v_{1}+(2+\cos 4 \pi k t) v_{2}\right) \\
& v_{2}^{\prime}=-2 \pi k\left((2-\cos 4 \pi k t) v_{1}+\sin 4 \pi k t v_{2}\right) \tag{3.5.19}
\end{align*}
$$

and the adjoint system is

$$
\begin{align*}
& w_{1}^{\prime}=2 \pi k  \tag{3.5.20}\\
& w_{2}^{\prime}=2 \pi k
\end{align*}\left(-\sin 4 \pi k t w_{1}+(2-\cos 4 \pi k t) w_{2}\right) .
$$

Clearly (3.5.19) has solutions

$$
\begin{aligned}
v_{0}(t, x) & =(\cos 2 \pi k t,-\sin 2 \pi k t) \\
\widetilde{v}(x, t) & =(\sin 2 \pi k t+4 \pi k t \cos 2 \pi k t, \cos 2 \pi k t-4 \pi k t \sin 2 \pi k t)
\end{aligned}
$$

Hence $v_{0}(x, t)$ is a basis of 1-periodic solutions of (3.5.19). Furthermore, the function

$$
w_{0}(t, x)=(\sin 2 \pi k t, \cos 2 \pi k t)
$$

is a basis of 1-periodic solutions of (3.5.20). Now we do not have parameters $\beta$. For simplicity we take $k=1$. After some computations, the function $G_{0}$ of (3.5.11) for this case (3.5.16) has the form

$$
\begin{gather*}
G_{0}\left(x_{1}, \alpha\right)=\frac{\sqrt{\pi}}{2 \sqrt{2}\left(x_{1}^{2}+1\right)^{3 / 2}} \times\left(\left(2+3 \pi+2 x_{1}^{2}\right) \cos 2 \alpha \pi\right. \\
\left.2-3 \pi+2 x_{1}^{2}+\frac{x \sqrt{2 \pi}}{\left(x_{1}^{2}+1\right)^{3 / 2}}\left(2+3 \pi+2 x_{1}^{2}\right) \cos 2 \alpha \pi\right) . \tag{3.5.21}
\end{gather*}
$$

We immediately see that (3.5.21) has a simple root $x_{1}=\sqrt{\frac{3 \pi-2}{2}}$ and $\alpha=\frac{1}{4}$. Taking a small neighborhood $\mathcal{O}$ of $\left(\sqrt{\frac{3 \pi-2}{2}}, \frac{1}{4}\right)$, Theorem 3.5.1 gives an 1periodic solution of (3.5.16) for any $\varepsilon>0$ small which is in an $O(\varepsilon)$-neighborhood of $\left(-\frac{2 \sqrt{3}}{3} \cos 2 \pi t, \frac{2 \sqrt{3}}{3} \sin 2 \pi t, \sqrt{\frac{3 \pi-2}{2}}\right)$.

Example 3.5.4. Finally, we consider the system

$$
\begin{array}{cc}
y_{1}^{\prime}=y_{2}, & y_{2}^{\prime}=-y_{1}-\left(x^{2}+1\right)\left(y_{1}^{2}+y_{3}^{2}\right) y_{1}-\varepsilon \delta y_{2}-\varepsilon \mu_{1}\left(y_{1}-y_{3}\right)-\varepsilon \mu_{2} \cos 2 \pi t \\
y_{3}^{\prime}=y_{4}, & y_{4}^{\prime}=-y_{3}-\left(x^{2}+1\right)\left(y_{1}^{2}+y_{3}^{2}\right) y_{3}-\varepsilon \delta y_{4}-\varepsilon \mu_{1}\left(y_{3}-y_{1}\right)-\varepsilon \mu_{2} \cos 2 \pi t \\
x^{\prime}=\varepsilon\left(y_{1} \sin 2 \pi t+y_{3} \cos 2 \pi t\right), \tag{3.5.22}
\end{array}
$$

where $\delta, \mu_{1}, \mu_{2}$ are positive parameters. We verify assumptions (C1) and (C2) for its unperturbed system

$$
\begin{array}{ll}
y_{1}^{\prime}=y_{2}, & y_{2}^{\prime}=-y_{1}-\left(x^{2}+1\right)\left(y_{1}^{2}+y_{3}^{2}\right) y_{1} \\
y_{3}^{\prime}=y_{4}, & y_{4}^{\prime}=-y_{3}-\left(x^{2}+1\right)\left(y_{1}^{2}+y_{3}^{2}\right) y_{3} . \tag{3.5.23}
\end{array}
$$

We note that (3.5.23) has the form

$$
\begin{equation*}
\ddot{w}+\left(1+\left(x^{2}+1\right)\|w\|^{2}\right) w=0 \tag{3.5.24}
\end{equation*}
$$

for $w=\left(y_{1}, y_{3}\right)$ and $\|w\|=\sqrt{y_{1}^{2}+y_{3}^{2}}$. For $\Gamma(\theta)=\left(\begin{array}{rr}\cos \theta-\sin \theta \\ \sin \theta & \cos \theta\end{array}\right)$ we see that if $w(t)$ solves (3.5.24) then $\Gamma(\theta) w(t)$ is also its solution. We know [132] that

$$
y_{1}(t)=v(t, x, k)=\frac{\sqrt{2} k}{\sqrt{\left(1-2 k^{2}\right)\left(x^{2}+1\right)}} \mathrm{cn} \frac{t}{\sqrt{1-2 k^{2}}}
$$

solves $y_{1}^{\prime}=y_{2}, y_{2}^{\prime}=-y_{1}-\left(x^{2}+1\right) y_{1}^{3}$, where cn is the Jacobi elliptic function and $k$ is the elliptic modulus. Consequently, (3.5.23) has a smooth family of periodic solutions

$$
\begin{equation*}
y(t, x, \theta, k)=\left(\cos \theta v(t, x, k), \cos \theta v(t, x, k)^{\prime}, \sin \theta v(t, x, k), \sin \theta v(t, x, k)^{\prime}\right) \tag{3.5.25}
\end{equation*}
$$

The function $y(t, x, \theta, k)$ has the period $T(k)=4 K(k) \sqrt{1-2 k^{2}}$ for the complete elliptic integral $K(k)$ of the first kind. We note $T(0)=2 \pi$ and $T(\sqrt{2} / 2)=0$. By numerically solving the equation $T(k)=1$, we find its unique solution $k_{0} \doteq$ 0.700595 with $T\left(k_{0}\right)^{\prime} \neq 0$. So we fix $k=k_{0}$ and take

$$
\varphi(t, x, \theta)=y\left(t, x, \theta, k_{0}\right)
$$

to satisfy condition (C1). Next we show the nondegeneracy of $\varphi(t, x, \theta)$ from condition (C2). The linearization of (3.5.24) at $w$ has the form

$$
\begin{equation*}
\ddot{z}+\left(1+\left(x^{2}+1\right)\|w\|^{2}\right) z+2\left(x^{2}+1\right)<w, z>w=0 \tag{3.5.26}
\end{equation*}
$$

where $<\cdot, \cdot>$ is the usual scalar product on $\mathbb{R}^{2}$. Furthermore, we can easily check that if $z=\Gamma(\theta) z_{1}$ and $w=\Gamma(\theta) w_{1}$, then

$$
\begin{equation*}
\ddot{z}_{1}+\left(1+\left(x^{2}+1\right)\left\|w_{1}\right\|^{2}\right) z_{1}+2\left(x^{2}+1\right)<w_{1}, z_{1}>w=0 . \tag{3.5.27}
\end{equation*}
$$

Consequently, in order to study the linearization of (3.5.23) (or (3.5.26)) at $\varphi(t, x, \theta)$, we study the linearization of (3.5.27) at $w_{1}(t)=(v(t, x), 0), v(t, x)=$ $v\left(t, x, k_{0}\right)$ which has the form

$$
\begin{array}{ll}
v_{1}^{\prime}=v_{2}, & v_{2}^{\prime}=-\left(1+3 w\left(t, k_{0}\right)\right) v_{1} \\
v_{3}^{\prime}=v_{4}, & v_{4}^{\prime}=-\left(1+w\left(t, k_{0}\right)\right) v_{3} \tag{3.5.29}
\end{array}
$$

for $w(t, k)=\frac{2 k^{2}}{1-2 k^{2}} \mathrm{cn}^{2} \frac{t}{\sqrt{1-2 k^{2}}}$. Equation (3.5.28) has an 1-periodic solution $v(t, x)^{\prime}$ and a non-1-periodic solution $\frac{\partial}{\partial k} v\left(t, x, k_{0}\right)$. Equation (3.5.29) has a 1periodic solution $v(t, x)$ and by solving numerically (3.5.29) with initial value conditions $v_{3}(0)=0, v_{4}(0)=1$, we see that the second solution of (3.5.29) is non-1-periodic. Consequently, condition (C2) is satisfied with

$$
\begin{aligned}
& \widetilde{v}_{0}(t, x, \theta)=\left(\cos \theta v(t, x)^{\prime}, \cos \theta v(t, x)^{\prime \prime}, \sin \theta v(t, x)^{\prime}, \sin \theta v(t, x)^{\prime \prime}\right) \\
& \widetilde{v}_{1}(t, x, \theta)=\left(-\sin \theta v(t, x),-\sin \theta v(t, x)^{\prime}, \cos \theta v(t, x), \cos \theta v(t, x)^{\prime}\right) .
\end{aligned}
$$

Similarly we derive

$$
\begin{aligned}
& \widetilde{w}_{0}(t, x, \theta)=\left(-\cos \theta v(t, x)^{\prime \prime}, \cos \theta v(t, x)^{\prime},-\sin \theta v(t, x)^{\prime \prime}, \sin \theta v(t, x)^{\prime}\right) \\
& \widetilde{w}_{1}(t, x, \theta)=\left(\sin \theta v(t, x)^{\prime},-\sin \theta v(t, x),-\cos \theta v(t, x)^{\prime}, \cos \theta v(t, x)\right) .
\end{aligned}
$$

Now we insert the above formulas to (3.5.15) and by using the evenness of function cn , after some computations we get the first-order bifurcation function

$$
\widetilde{G}_{0}(x, \theta, \alpha)=\left(\widetilde{G}_{01}(x, \theta, \alpha), \widetilde{G}_{02}(x, \theta, \alpha), \widetilde{G}_{03}(x, \theta, \alpha)\right)
$$

where

$$
\begin{gathered}
\widetilde{G}_{01}(x, \theta, \alpha)=\frac{\sin (2 \pi \alpha+\theta)}{\sqrt{x^{2}+1}} \int_{0}^{1} w(t) \cos 2 \pi t d t \\
\widetilde{G}_{02}(x, \theta, \alpha)= \\
\frac{1}{\left(x^{2}+1\right)} \int_{0}^{1}\left\{-\delta \dot{w}(t)^{2}+\mu_{2}(\cos \theta+\sin \theta) \sqrt{x^{2}+1} \sin 2 \pi t \sin 2 \pi \alpha \dot{w}(t)\right. \\
\left.+\frac{x}{\left(x^{2}+1\right)^{3 / 2}}\left(\dot{w}(t)^{2}-\ddot{w}(t) w(t)\right) w(t) \cos 2 \pi t \sin (2 \pi \alpha+\theta)\right\} d t \\
\frac{\widetilde{G}_{0,3}(x, \theta, \alpha)=}{x^{2}+1} \int_{0}^{1}\left\{\mu_{1} \cos 2 \theta w(t)^{2}-\sqrt{x^{2}+1} \mu_{2}(\cos \theta-\sin \theta) \cos 2 \pi t \cos 2 \pi \alpha w(t)\right\} d t
\end{gathered}
$$

and $w(t)=\frac{\sqrt{2} k_{0}}{\sqrt{1-2 k_{0}^{2}}} \mathrm{cn} \frac{t}{\sqrt{1-2 k_{0}^{2}}}$. In order to prove the next theorem, we need the following obvious result.

Lemma 3.5.5. Let $F_{1} \in C^{1}\left(\Omega_{1} \times \Omega_{2}, \mathbb{R}^{n}\right), F_{2} \in C^{1}\left(\Omega_{1} \times \Omega_{2}, \mathbb{R}^{m}\right), \Omega_{1} \subset \mathbb{R}^{n}$, $\Omega_{2} \subset \mathbb{R}^{m}$ be open subsets. Suppose that for any $y \in \Omega_{2}$ there is a $x:=f(y) \in$ $\Omega_{1}$ such that $F_{1}(f(y), y)=0$ and $D_{x} F_{1}(f(y), y): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is regular, i.e. $F_{1}(x, y)=0$ has a simple root $x=f(y)$ in $\Omega_{1}$ for any $y \in \Omega_{2}$. Assume that $G(y):=F_{2}(f(y), y)=0$ has a simple root $y_{0} \in \Omega_{2}$, i.e. $G\left(y_{0}\right)=0$ and $D G\left(y_{0}\right)$ is regular. Then $\left(x_{0}, y_{0}\right), x_{0}:=f\left(y_{0}\right)$ is a simple root of $F=\left(F_{1}, F_{2}\right)^{*}$, i.e. $F\left(x_{0}, y_{0}\right)=0$ and $D F\left(x_{0}, y_{0}\right)$ is regular. Note a local uniqueness of simple roots and their smooth dependence on parameters follow from the implicit function theorem, so we suppose that $f \in C^{1}\left(\Omega_{2}, \Omega_{1}\right)$.

Proof. From $D G(y)=D_{y} F_{2}(f(y), y)-D_{x} F_{2}(f(y), y) D_{x} F_{1}(f(y), y)^{-1} D_{y} F_{1}$ $(f(y), y)$ and $D F=\left(\begin{array}{ll}D_{x} F_{1} & D_{y} F_{1} \\ D_{x} F_{2} & D_{y} F_{2}\end{array}\right)$, we derive

$$
\left(\begin{array}{cc}
D_{x} F_{1}^{-1} & 0_{n \times m} \\
-D_{x} F_{2} D_{x} F_{1}^{-1} & \mathbb{I}_{m \times m}
\end{array}\right) \circ D F=\left(\begin{array}{cc}
\mathbb{I}_{n \times n} & D_{x} F_{1}^{-1} D_{y} F_{1} \\
0_{m \times n} & D G
\end{array}\right)
$$

Hence $D G\left(y_{0}\right)$ is regular if and only if $D F\left(x_{0}, y_{0}\right)$ is regular. The proof is finished.

We are ready to prove the following result [93].
Theorem 3.5.6. If one of the following assumptions is satisfied

$$
\begin{gather*}
\delta \neq 0.313471 \mu_{1}, \quad \delta>0.02236 \mu_{2},  \tag{3.5.30}\\
F\left(6.38018 \delta / \mu_{1}\right)<44.7227 \delta / \mu_{2}, \quad \delta \neq 0.313471 \mu_{1},  \tag{3.5.31}\\
0.00463021 \mu_{2}<\delta<0.0211411 \mu_{1}, \tag{3.5.32}
\end{gather*}
$$

where

$$
\begin{gathered}
F(A)=3 A\left(1+A+\frac{A^{2}-4 A+1}{C^{1 / 3}}+C^{1 / 3}\right)^{-1} \\
C=1+21 A-6 A^{2}+A^{3}+3 \sqrt{6 A+42 A^{2}-18 A^{3}+3 A^{4}}
\end{gathered}
$$

Then system (3.5.22) possesses an 1-periodic solution for any $\varepsilon>0$ small.
Proof. In order to apply Theorem 3.5 .2 , we search for a simple root of $\widetilde{G}_{0}(x, \theta, \alpha)$ by using Lemma 3.5.5. Then its Brouwer index is nonzero. Since $\int_{0}^{1} w(t)$ $\cos 2 \pi t d t \doteq 3.49859$, we see that $\widetilde{G}_{01}(x, \theta, \alpha)=0$ gives two possibilities: either $2 \pi \alpha+\theta=0$ or $2 \pi \alpha+\theta=\pi$. Then $\widetilde{G}_{02}(x, \theta, \alpha)=0$ implies

$$
\begin{equation*}
\sqrt{x^{2}+1}=\frac{\delta \int_{0}^{1} \dot{w}(t)^{2} d t}{\mu_{2}(\cos \theta+\sin \theta) \sin 2 \pi \alpha \int_{0}^{1} \dot{w}(t) \sin 2 \pi t d t}>1 \tag{3.5.33}
\end{equation*}
$$

By inserting (3.5.33) into $\widetilde{G}_{03}(x, \theta, \alpha)=0$ we get the following equivalent equation

$$
\begin{gather*}
\delta(\cos \theta-\sin \theta) \cos 2 \pi \alpha \int_{0}^{1} \dot{w}(t)^{2} d t \int_{0}^{1} w(t) \cos 2 \pi t d t-  \tag{3.5.34}\\
\mu_{1} \cos 2 \theta(\cos \theta+\sin \theta) \sin 2 \pi \alpha \int_{0}^{1} w(t)^{2} d t \int_{0}^{1} \dot{w}(t) \sin 2 \pi t d t=0
\end{gather*}
$$

First we consider the case $2 \pi \alpha=-\theta$. Then from (3.5.33) we obtain

$$
\begin{equation*}
\frac{\delta}{\mu_{2}(\cos \theta+\sin \theta) \sin \theta}>0.02236 \tag{3.5.35}
\end{equation*}
$$

while (3.5.34) gives

$$
\begin{equation*}
(\cos \theta-\sin \theta)\left\{6.38018 \delta \cos \theta-\mu_{1}(\sin \theta+\cos \theta)^{2} \sin \theta\right\}=0 \tag{3.5.36}
\end{equation*}
$$

To solve (3.5.36), we first consider either $\theta_{0}=\pi / 4$ or $\theta_{0}=5 \pi / 4$, which are simple roots of (3.5.36) if $\delta / \mu_{1} \neq 0.313471$. Then by inserting $\theta=\theta_{0}$ into (3.5.35), we get $\delta / \mu_{2}>0.02236$. So Theorem 3.5.6 is proved when (3.5.30) holds, since $\left(\sqrt{2000.1216 \frac{\delta^{2}}{\mu_{2}^{2}}-1}, \theta_{0},-\frac{\theta_{0}}{2 \pi}\right)$ is a simple root of $\widetilde{G}_{0}(x, \theta, \alpha)$.

Now we consider that $\theta \neq \theta_{0}$ and still $2 \pi \alpha=-\theta$, then (3.5.35) and (3.5.36) are equivalent to

$$
\begin{equation*}
A=6.38018 \delta / \mu_{1}=\frac{(1+\tan \theta)^{2}}{1+\tan ^{2} \theta} \tan \theta=\Psi_{1}(\tan \theta) \tag{3.5.37}
\end{equation*}
$$

and

$$
\begin{equation*}
44.7227 \delta / \mu_{2}>\frac{1+\tan \theta}{1+\tan ^{2} \theta} \tan \theta=\Psi_{2}(\tan \theta)>0 \tag{3.5.38}
\end{equation*}
$$

So we take $\theta \in(0, \pi / 2) \backslash\{\pi / 4\}$. Since $\Psi_{1}$ is increasing on $[0, \infty)$ and $\Psi_{1}(0)=0$, we see that (3.5.37) is uniquely solvable in $\tan \theta$ as a function of $A \geq 0$. Then inserting this solution into the right hand side of (3.5.38), we obtain (3.5.31). Note condition $\delta / \mu_{1} \neq 0.313471$ comes from $6.38018 \delta / \mu_{1}=$ $\Psi_{1}(\tan \theta) \neq \Psi_{1}(\tan \pi / 4)=2$. So Theorem 3.5.6 is proved also for this assumption, since

$$
\left(\sqrt{\frac{2000.1216 \delta^{2}}{\mu_{2}^{2} \Psi_{2}\left(\tan \theta_{1}\right)^{2}}-1}, \theta_{1},-\frac{\theta_{1}}{2 \pi}\right)
$$

with $\theta_{1}=\arctan \left[\Psi_{1}^{-1}\left(6.38018 \delta / \mu_{1}\right)\right] \in(0, \pi / 2) \backslash\{\pi / 4\}$ is a simple root of $\widetilde{G}_{0}(x, \theta, \alpha)$.

Finally, we consider the case $2 \pi \alpha=\pi-\theta$. Then (3.5.37) and (3.5.38) are changing to

$$
\begin{equation*}
-6.38018 \delta / \mu_{1}=\Psi_{1}(\tan \theta) \tag{3.5.39}
\end{equation*}
$$

and

$$
\begin{equation*}
-44.7227 \delta / \mu_{2}<\Psi_{2}(\tan \theta)<0 \tag{3.5.40}
\end{equation*}
$$

respectively. So we take $\theta \in(-\pi / 4,0)$. Now the situation is different: functions $\Psi_{1,2}$ are not invertible on interval $\mathcal{I}=[-1,0]$. They are both non-positive on $\mathcal{I}$. Function $\Psi_{1}$ has the minimum -0.134884 on $\mathcal{I}$ at -0.295598 , while function $\Psi_{2}$ has the minimum -0.207107 on $\mathcal{I}$ at -0.414214 . So in order to solve (3.5.39) we suppose $-6.38018 \delta / \mu_{1}>-0.134884$, while the condition $-44.7227 \delta / \mu_{2}<$ -0.207107 is sufficient for holding (3.5.40). We can put these two inequalities into one (3.5.32). So Theorem 3.5.6 is proved also for the last assumption, since $\widetilde{G}_{0}(x, \theta, \alpha)$ has a simple root at

$$
\left(\sqrt{\frac{2000.1216 \delta^{2}}{\mu_{2}^{2} \Psi_{2}\left(\tan \theta_{2}\right)^{2}}-1}, \theta_{2}, \frac{\pi-\theta_{2}}{2 \pi}\right)
$$

for $\theta_{2}=\arctan \left[\Psi_{1}^{-1}\left(6.38018 \delta / \mu_{1}\right)\right] \in(-\pi / 4,0)$.
Remark 3.5.7. When several conditions of (3.5.30-3.5.32) hold simultaneously, then we get multiple 1-periodic solutions. For instance, we can numerically check that function $F(A)$ has a global maximum $F\left(A_{0}\right) \doteq 1.20711$ on $[0, \infty)$ at $A_{0} \doteq$ 4.12132. Hence for $\delta / \mu_{2}>0.02699$ and $\delta / \mu_{1} \neq 0.313471$ both (3.5.30) and (3.5.31) are satisfied, and we get 3 different 1-periodic solutions of (3.5.22): 2 solutions bifurcating for $\theta_{0,1}=\pi / 4, \theta_{0,2}=5 \pi / 4$, and the 3 rd one for $\theta_{1} \in$ $(0, \pi / 2) \backslash\{\pi / 4\}$ in (3.5.25). Moreover, for $0.02699 \mu_{2}<\delta<0.0211411 \mu_{1}$ we have 4 different 1-periodic solutions of (3.5.22), the 4th one bifurcating for $\theta_{2} \in$ $(-\pi / 4,0)$ in (3.5.25).

The case $\delta=0$ is a different situation. Theorem 3.5.2 gives the following result.

Theorem 3.5.8. If $\delta=0$ and $\mu_{1}>0.14264 \mu_{2}$ then system (3.5.22) possesses an 1-periodic solution for any $\varepsilon>0$ small.

Proof. We again search for a simple root of $\widetilde{G}_{0}(x, \theta, \alpha)$. The form of bifurcation function $\widetilde{G}_{0}(x, \theta, \alpha)$ remains and $\widetilde{G}_{01}(x, \theta, \alpha)=0$ gives still that either $2 \pi \alpha=-\theta$ or $2 \pi \alpha=\pi-\theta$. But equations $\widetilde{G}_{0 j}(x, \theta, \alpha)=0, j=2,3$ now imply the following ones

$$
\begin{gather*}
(\cos \theta+\sin \theta) \sin \theta=0 \\
(\cos \theta-\sin \theta)\left(7.0107 \mu_{1}(\cos \theta+\sin \theta)-\mu_{2} \cos 2 \pi \alpha \sqrt{x^{2}+1}\right)=0 \tag{3.5.41}
\end{gather*}
$$

By analyzing system (3.5.41), we get a solution:

$$
\theta=0, \quad \alpha=0, \quad 7.0107 \mu_{1} / \mu_{2}=\sqrt{x^{2}+1}
$$

For $\mu_{1}>0.14264 \mu_{2}$, we get a simple root $\left(\sqrt{49.1499 \mu_{1}^{2} / \mu_{2}^{2}-1}, 0,0\right)$ of $\widetilde{G}_{0}(x, \theta, \alpha)$. The proof is finished.

Of course, (3.5.1) could be similarly handled like (3.5.22).

## Chapter 4

## Bifurcation of Chaotic Solutions

### 4.1 Chaotic Differential Inclusions

### 4.1.1 Nonautonomous Discontinuous O.D.Eqns

Motivated by several coupled oscillators with small quasiperiodic forcing terms and with small dry friction effects like the following one

$$
\begin{align*}
& \ddot{x}=x-2 x\left(x^{2}+y^{2}\right)+\varepsilon \mu_{1} \cos \omega_{1} t-\varepsilon \delta_{1} \operatorname{sgn} \dot{x}, \\
& \ddot{y}=y-2 y\left(x^{2}+y^{2}\right)+\varepsilon \mu_{2} \cos \omega_{2} t-\varepsilon \delta_{2} \operatorname{sgn} \dot{y}, \tag{4.1.1}
\end{align*}
$$

where $\omega_{1}>\omega_{2}, \delta_{1,2}$ and $\mu_{1,2}$ are positive constants and $\varepsilon>0$ is a small parameter, in this section, we consider differential inclusions of the form

$$
\begin{equation*}
\dot{x}(t) \in f(x(t))+\varepsilon g(x(t), \varepsilon, t) \quad \text { a.e. on } \quad \mathbb{R} \tag{4.1.2}
\end{equation*}
$$

with $x \in \mathbb{R}^{n}$ and $\varepsilon \in \mathbb{R}$ small. Similar systems are studied in Sections 3.1 and 3.3 with periodic perturbations. In this section we proceed in this investigation to show more complicated solutions under the following assumptions about (4.1.2):
(i) $f \in C^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ and $g: \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{n}} \backslash\{\emptyset\}$ has a form $g(x, \varepsilon, t)=F(x, \varepsilon)+G(x, \varepsilon, t)$, where mapping $F: \mathbb{R}^{n} \times \mathbb{R} \rightarrow 2^{\mathbb{R}^{n}} \backslash$ $\{\emptyset\}$ is upper-semicontinuous with compact and convex values, and $G \in$ $C\left(\mathbb{R}^{n+2}, \mathbb{R}^{n}\right)$. Moreover, for any bounded subset $\Omega \subset \mathbb{R}^{n+1}$, mapping $G(x, \varepsilon, t)$ is bounded and uniformly continuous on $\Omega \times \mathbb{R}$.
(ii) $f(0)=0$ and the eigenvalues of $D f(0)$ lie off the imaginary axis.
(iii) The unperturbed equation has a homoclinic solution. That is, there exists a differentiable function $t \rightarrow \gamma(t) \neq 0$ such that $\lim _{t \rightarrow+\infty} \gamma(t)=$ $\lim _{t \rightarrow-\infty} \gamma(t)=0$ and $\dot{\gamma}(t)=f(\gamma(t))$.

Hence we again suppose a homoclinic structure for the unperturbed equation $\dot{x}=f(x)$ of (4.1.2) like in Section 3.1, where bifurcation of infinitely many subharmonics from homoclinics is shown. Here we study bifurcation of more oscillatory solutions when perturbations are not necessary periodic. The most interesting case is when

$$
\begin{equation*}
g(x, \varepsilon, t)=q\left(x, \varepsilon, \omega_{1} t, \cdots, \omega_{m} t\right) \tag{4.1.3}
\end{equation*}
$$

for $\omega_{1}, \cdots, \omega_{m} \in \mathbb{R}$ and the multivalued mapping $q: \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}^{m} \rightarrow 2^{\mathbb{R}^{n}} \backslash$ $\{\emptyset\}$ is upper-semicontinuous with compact and convex values. Moreover, the multivalued mapping $q\left(x, \varepsilon, \theta_{1}, \cdots, \theta_{m}\right)$ is 1 -periodic in each $\theta_{i}, i=1,2, \cdots, m$. We note that our method of Subsection 4.1.5 is applicable to (4.1.3).

When $g(x, \varepsilon, t)$ is periodic in $t$, this problem is also solved in [10-12]. Almost periodic ordinary differential equations are investigated in [152, 160, 195] while partial differential equations are studied in [38]. Our main result on (4.1.2) is as follows: For multivalued almost periodic perturbations, we find conditions ensuring that for any sequence $E=\left\{e_{j}\right\}_{j \in \mathbb{Z}} \in \mathcal{E}$ and $\varepsilon>0$ small, there is a bounded solution of (4.1.2) on $\mathbb{R}$. Moreover, different solutions correspond to different sequences and in addition, each sequence $E$ characterizes (or counts) turnings of the corresponding solution around $\gamma$. These chaotic solutions are in a narrow layer around $\gamma$. Consequently, we extend the deterministic chaos of Section 2.5.3 to almost periodically perturbed problems of (4.1.2).

### 4.1.2 The Linearized Equation

To prove our main results, we extend the method of Section 3.1 to (4.1.2). Hence we first extend Theorem 3.1.4 to more general cases as follows. First, we fix $\tau>0$ and define the following Banach spaces:

$$
Z_{\tau}=C\left([-\tau, \tau], \mathbb{R}^{n}\right), \quad Y_{\tau}=L^{\infty}\left([-\tau, \tau], \mathbb{R}^{n}\right)
$$

with supremum norms $\|\cdot\|_{\tau}$ and $|\cdot|_{\tau}$ for $Z_{\tau}$, respectively for $Y_{\tau}$. Then we consider the linear equation

$$
\begin{equation*}
\dot{v}(t)=D f(0) v(t), \tag{4.1.4}
\end{equation*}
$$

and put

$$
\begin{aligned}
& V(t)=\mathrm{e}^{t D f(0)}, \quad Q_{u s}=C\left(\begin{array}{cc}
\mathbb{I}_{s} & 0 \\
0 & 0
\end{array}\right) C^{-1} \\
& Q_{s s}=0, \quad Q_{u u}=0, \quad Q_{s u}=C\left(\begin{array}{cc}
0 & 0 \\
0 & \mathbb{I}_{u}
\end{array}\right) C^{-1}
\end{aligned}
$$

where $C$ is from Theorem 3.1.2. The next result follows directly from assumption (ii).

Theorem 4.1.1. By considering in Theorems 3.1.2-3.1.3 the exchanges

$$
U(t) \leftrightarrow V(t), \quad P_{s s} \leftrightarrow Q_{s s}, \quad P_{s u} \leftrightarrow Q_{s u}, \quad P_{u s} \leftrightarrow Q_{u s}, \quad P_{u u} \leftrightarrow Q_{u u},
$$

Theorems 3.1.2-3.1.3 are valid for (4.1.4).

Now for any finite sequence $E_{p}=\left\{e_{j}\right\}_{j=-p}^{p} \in\{0,1\}^{2 p+1}, p \in \mathbb{N}$ we put:
if $e_{j}=1$ then

$$
\begin{aligned}
& A_{j}(t)=D f(\gamma(t)), \quad U_{j}=U, \quad P_{s s}^{j}=P_{s s} \\
& P_{s u}^{j}=P_{s u}, \quad P_{u s}^{j}=P_{u s}, \quad P_{u u}^{j}=P_{u u}
\end{aligned}
$$

if $e_{j}=0$ then

$$
\begin{aligned}
& A_{j}(t)=D f(0), \quad U_{j}=V, \quad P_{s s}^{j}=Q_{s s} \\
& P_{s u}^{j}=Q_{s u}, \quad P_{u s}^{j}=Q_{u s}, \quad P_{u u}^{j}=Q_{u u}
\end{aligned}
$$

Let $I_{p}=\{-p,-p+1, \cdots, p\}$. Now we fix a sequence $\left\{t_{i}\right\}_{i \in \mathbb{Z}}, t_{i}<t_{i+1}$ such that $t_{i} \rightarrow \pm \infty$ as $i \rightarrow \pm \infty$. For any $\alpha \in \mathcal{A}_{E_{p}}$, where the set $\mathcal{A}_{E_{p}}$ is defined by

$$
\mathcal{A}_{E_{p}}=\left\{\left(\alpha_{-p}, \cdots, \alpha_{p}\right) \in \mathbb{R}^{2 p+1}: \alpha_{j} \in \mathbb{R} \text { if } e_{j}=1 \text { and } \alpha_{j}=0 \text { if } e_{j}=0\right\}
$$

we consider the non-homogeneous coupled linear equations

$$
\begin{gather*}
\dot{z}_{j}=A_{j}\left(t-\alpha_{j}\right) z_{j}+h_{j}, \quad j \in I_{p}, \quad h_{j} \in Y_{\tau_{j}} \\
z_{j}\left(\tau_{j}\right)=z_{j+1}\left(-\tau_{j+1}\right) \quad \text { for } \quad-p \leq j \leq p-1  \tag{4.1.5}\\
z_{p}\left(\tau_{p}\right)=z_{-p}\left(-\tau_{-p}\right)
\end{gather*}
$$

for $\tau_{j}=\left(t_{j+1}-t_{j}\right) / 2, j \in I_{p}$. We put

$$
\mathcal{Y}_{p}=\times_{j \in I_{p}} Y_{\tau_{j}}
$$

with the norm $|h|_{p}=\max _{j \in I_{p}}\left|h_{j}\right|_{\tau_{j}}, h=\left(h_{-p}, \cdots, h_{p}\right), h_{j} \in Y_{\tau_{j}}, j \in I_{p}$. Repeating arguments of the proof of Theorem 3.1.4, we have a Fredholm-like alternative result for (4.1.5).

Theorem 4.1.2. For any $K>0$, there exist $m_{0}>0, A>0, B>0$ such that if $\tau_{j}>m_{0}$ for every $j \in I_{p}$ and $\alpha \in \mathcal{A}_{E_{p}}$ such that $|\alpha| \leq K$, then there exist linear functions $\mathcal{L}_{\alpha, j}: \mathcal{Y}_{p} \rightarrow \mathbb{R}^{n}, j \in I_{p}$ with $\left\|P_{u u}^{j} \mathcal{L}_{\alpha, j}\right\| \leq A \mathrm{e}^{-2 M \tau_{j}}$ and with the property that if $h \in \mathcal{Y}_{p}$ satisfies

$$
\int_{-\tau_{j}}^{\tau_{j}} P_{u u}^{j} U_{j}\left(t-\alpha_{j}\right)^{-1} h_{j}(t) d t+P_{u u}^{j} \mathcal{L}_{\alpha, j} h=0
$$

for every $j \in I_{p}$, then (4.1.5) has solutions in $z_{j} \in Z_{\tau_{j}}$ satisfying

$$
P_{s s}^{j} U_{j}\left(-\alpha_{j}\right)^{-1} z_{j}(0)=0 \quad \text { and } \quad \max _{j \in I_{p}}\left\|z_{j}\right\|_{\tau_{j}} \leq B \max _{j \in I_{p}}\left|h_{j}\right|_{\tau_{j}}
$$

Moreover, these solutions $z_{j}$ depend linearly on $h$ and continuously on $\alpha$ as well.

Proof. Putting $\tilde{U}_{j}(t)=U_{j}\left(t-\alpha_{j}\right), j \in I_{p}$, we consider the following two solutions to (4.1.5):

$$
\begin{aligned}
z_{1, j}(t)= & \tilde{U}_{j}(t) P_{s u}^{j} \xi_{1, j}+\tilde{U}_{j}(t)\left(P_{u s}^{j}+P_{u u}^{j}\right) \tilde{U}_{j}\left(-\tau_{j}\right)^{-1} \varphi_{1, j} \\
& +\tilde{U}_{j}(t) \int_{0}^{t}\left(P_{s s}^{j}+P_{s u}^{j}\right) \tilde{U}_{j}(s)^{-1} h_{j}(s) d s \\
+ & +\tilde{U}_{j}(t) \int_{-\tau_{j}}^{t}\left(P_{u s}^{j}+P_{u u}^{j}\right) \tilde{U}_{j}(s)^{-1} h_{j}(s) d s, \\
z_{2, j}(t)= & \tilde{U}_{j}(t) P_{u s}^{j} \xi_{2, j}+\tilde{U}_{j}(t)\left(P_{s u}^{j}+P_{u u}^{j}\right) \tilde{U}_{j}\left(\tau_{j}\right)^{-1} \varphi_{2, j} \\
& +\tilde{U}_{j}(t) \int_{0}^{t}\left(P_{s s}^{j}+P_{u s}^{j}\right) \tilde{U}_{j}(s)^{-1} h_{j}(s) d s \\
& -\tilde{U}_{j}(t) \int_{t}^{\tau_{j}}\left(P_{s u}^{j}+P_{u u}^{j}\right) \tilde{U}_{j}(s)^{-1} h_{j}(s) d s
\end{aligned}
$$

for arbitrary $\xi_{1, j}, \xi_{2, j}, \varphi_{1, j}$ and $\varphi_{2, j}$. They satisfy $P_{s s}^{j} \tilde{U}_{j}(0)^{-1} z_{j}(0)=0$, while we consider $z_{1, j}(t)$ for $t \in\left[-\tau_{j}, 0\right]$ and $z_{2, j}(t)$ for $t \in\left[0, \tau_{j}\right]$. To find the desired solution, we consider the first matching conditions determined by $z_{1, j}(0)=z_{2, j}(0)$ and then the second ones given at end points determined by $z_{1, j+1}\left(-\tau_{j+1}\right)=$ $z_{2, j}\left(\tau_{j}\right)$. Now we see that the proof of Theorem 3.1.4 can be directly modified, so we omit further details and refer the reader to [81] for a complete proof.

Following Subsection 3.1.2, we define closed linear subspaces $Y_{\alpha, j, E_{p}} \subset \mathcal{Y}_{p}$ by

$$
Y_{\alpha, j, E_{p}}=\left\{z \in \mathcal{Y}_{p}: \int_{-\tau_{j}}^{\tau_{j}} P_{u u}^{j} U_{j}\left(t-\alpha_{j}\right)^{-1} z_{j}(t) d t+P_{u u}^{j} \mathcal{L}_{\alpha, j} z=0\right\}
$$

and a variation of constants map

$$
K_{\alpha, E_{p}}: Y_{\alpha, E_{p}}=\bigcap_{j \in I_{p}} Y_{\alpha, j, E_{p}} \rightarrow \times_{j \in I_{p}} Z_{\tau_{j}}=\mathcal{Z}_{p}
$$

by taking $K_{\alpha, E_{p}}(h), h=\left(h_{-p}, \cdots, h_{p}\right)$ to be the solution in $\mathcal{Z}_{p}$ to (4.1.5) from Theorem 4.1.2. Then $K_{\alpha, E_{p}}$ is a compact linear operator with the norm $\left\|K_{\alpha, E_{p}}\right\|$ uniformly bounded with respect to $E_{p}$ and $\alpha \in \mathcal{A}_{E_{p}}$ bounded. We note that the norm on $\mathcal{Z}_{p}$ is defined as $\max _{j \in I_{p}}\left\|z_{j}\right\|_{\tau_{j}}$.

Remark 4.1.3. If $e_{j}=0$ then $Y_{\alpha, j, E_{p}}=\mathcal{Y}_{p}$ and $P_{u u}^{j}=0$.
Finally, Lemma 3.1.5 can be also simply adapted to closed linear subspaces $Y_{\alpha, j, E_{p}}$.

### 4.1.3 Bifurcation of Chaotic Solutions

We find chaotic solutions of (4.1.2) in this subsection. First we set a mapping $M: \mathbb{R}^{d} \rightarrow 2^{\mathbb{R}^{d}} \backslash\{\emptyset\}, M=\left(M_{1}, \cdots, M_{d}\right)$ given by

$$
\begin{align*}
& M_{l}(\alpha, \beta)=\left\{\int_{-\infty}^{\infty}\left\langle h(s), u_{l}^{\perp}(s)\right\rangle d s: h \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right) \text { satisfying a.e. on } \mathbb{R}\right. \\
& \left.h(t) \in\left(\frac{1}{2} \sum_{i, r=1}^{d-1} \beta_{i} \beta_{r} D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+r}(t)\right)+g(\gamma(t), 0, t+\alpha)\right)\right\} \tag{4.1.6}
\end{align*}
$$

Like in Subsection 3.1.3 we know that $M$ is upper-semicontinuous with compact convex values and maps bounded sets into bounded ones. Now we can prove the following result.

Theorem 4.1.4. Let (i-iii) hold and $d>1$. If there are non-empty open bounded sets $\mathcal{B}_{j} \subset \mathbb{R}^{d-1}, j \in \mathbb{Z}$ along with a sequence of intervals $\left\{\left(a_{j}, b_{j}\right)\right\}_{j \in \mathbb{Z}}$ such that
(i) $a_{j} \rightarrow+\infty$ as $j \rightarrow+\infty$, and $b_{j} \rightarrow-\infty$ as $j \rightarrow-\infty$
(ii) $\bigcup_{j \in \mathbb{Z}} \mathcal{B}_{j}$ is bounded and $\sup _{j \in \mathbb{Z}}\left(b_{j}-a_{j}\right)<\infty$
(iii) $\inf _{j \in \mathbb{Z}} \operatorname{dist}\left(0, M\left(\partial\left(\left(a_{j}, b_{j}\right) \times \mathcal{B}_{j}\right)\right)\right)>0$
(iv) $\operatorname{deg}\left(M,\left(a_{j}, b_{j}\right) \times \mathcal{B}_{j}, 0\right) \neq 0$

Then there is a constant $K>0$ and for any sufficiently small $s>0$ there are increasing sequences $\left\{t_{j}\right\}_{j \in \mathbb{Z}}, t_{j+1}-t_{j} \geq 2 / s, \forall j \in \mathbb{Z}$, and $\{k(j)\}_{j \in \mathbb{Z}}, k(j) \in \mathbb{Z}$, such that for $\varepsilon=s^{2}$ and any infinite sequence $E=\left\{e_{j}\right\}_{j \in \mathbb{Z}} \in \mathcal{E}$, the differential inclusion (4.1.2) possesses a solution $x_{E, s}$ satisfying

$$
\begin{gather*}
\sup _{t_{j} \leq t \leq t_{j+1}}\left|x_{E, s}(t)-\gamma\left(t-\bar{\alpha}_{j, E, s}\right)\right| \leq K s \quad \text { when } \quad e_{j}=1 \\
\sup _{t_{j} \leq t \leq t_{j+1}}\left|x_{E, s}(t)\right| \leq K s^{2} \quad \text { when } \quad e_{j}=0 \tag{4.1.7}
\end{gather*}
$$

where $\bar{\alpha}_{j, E, s} \in\left(a_{k(j)}, b_{k(j)}\right) \subset\left(t_{j}, t_{j+1}\right)$ for any $j \in \mathbb{Z}$ with $e_{j}=1$. The mapping $E \rightarrow z_{E, s}$ is injective.

Proof. Let $E=\left\{e_{j}\right\}_{j \in \mathbb{Z}} \in \mathcal{E}$ be given. We first find solutions of (4.1.2) associated to any $E_{p}=\left\{e_{j}\right\}_{j \in I_{p}} \in\{0,1\}^{2 p+1}, p \in \mathbb{N}$ and then by passing to the limit $p \rightarrow \infty$, we show the desired solutions. We closely follow the method of Section 3.1. We start with a construction of sequence $\left\{t_{i}\right\}_{i \in \mathbb{Z}}$ as follows: By using assumptions (i), (ii) of this theorem, we choose step by step an increasing sequence $\{k(j)\}_{j \in \mathbb{Z}}, k(j) \in \mathbb{Z}$ such that $\bar{t}_{j}=\frac{a_{k(j)}+b_{k(j)}}{2}, j \in \mathbb{Z}$ satisfy

$$
\begin{aligned}
& \bar{t}_{j} \geq \frac{1}{s}+2 \bar{t}_{j-1}-2 \bar{t}_{j-2}+\cdots+(-1)^{j+1} 2 \bar{t}_{0}, \quad j \geq 1 \\
& \bar{t}_{0} \geq \frac{1}{s}, \quad \bar{t}_{-1} \leq-\frac{1}{s} \\
& \bar{t}_{j} \leq-\frac{1}{s}+2 \bar{t}_{j+1}-2 \bar{t}_{j+2}+\cdots+(-1)^{j} 2 \bar{t}_{-1}, \quad j \leq-2 .
\end{aligned}
$$

Here we suppose $2 /\left(\sup _{j \in \mathbb{Z}}\left(b_{j}-a_{j}\right)\right)>s>0$. Then we get by

$$
\begin{aligned}
& t_{j}=2 \bar{t}_{j-1}-2 \bar{t}_{j-2}+\cdots+(-1)^{j+1} 2 \bar{t}_{0}, \quad j \geq 1 \\
& t_{0}=0 \\
& t_{j}=2 \bar{t}_{j}-2 \bar{t}_{j+1}+\cdots+(-1)^{j+1} 2 \bar{t}_{-1}, \quad j \leq-1
\end{aligned}
$$

an increasing sequence $\left\{t_{j}\right\}_{j \in \mathbb{Z}}$ such that $t_{j+1}-t_{j} \geq 2 / s, \bar{t}_{j}=\frac{t_{j+1}+t_{j}}{2}=$ $\frac{a_{k(j)}+b_{k(j)}}{2}$ and $\left(a_{k(j)}, b_{k(j)}\right) \subset\left(t_{j}, t_{j+1}\right)$.

Next we fix $E_{p}$. For any $\alpha \in \mathcal{A}_{E_{p}}$ we put:
if $e_{j}=1$ then

$$
\begin{gathered}
\gamma_{j}(t)=\gamma\left(t-\alpha_{j}\right), \quad \beta_{j}=\left(\beta_{1, j}, \cdots, \beta_{d-1, j}\right) \in \mathbb{R}^{d-1} \\
u_{i+d, j}(t)=u_{i+d}\left(t-\alpha_{j}\right), i \in\{1, \cdots, d-1\}
\end{gathered}
$$

if $e_{j}=0$ then

$$
\begin{gathered}
\gamma_{j}(t)=0, \quad \beta_{j}=(0, \cdots, 0) \in \mathbb{R}^{d-1} \\
u_{i+d, j}=0, i \in\{1, \cdots, d-1\}
\end{gathered}
$$

We define the functions $b_{j}, j \in I_{p}$ by

$$
\begin{aligned}
& b_{j}\left(\alpha_{j}, \alpha_{j+1}, \beta_{j}, \beta_{j+1}, r_{1}, r_{2}\right) \\
& =\gamma_{j+1}\left(-r_{2}\right)-\gamma_{j}\left(r_{1}\right)+\sum_{i=1}^{d-1}\left(\beta_{i, j+1} u_{i+d, j+1}\left(-r_{2}\right)-\beta_{i, j} u_{i+d, j}\left(r_{1}\right)\right)
\end{aligned}
$$

Clearly

$$
\left|b_{j}\left(\alpha_{j}, \alpha_{j+1}, \beta_{j}, \beta_{j+1}, r_{1}, r_{2}\right)\right|=O\left(\mathrm{e}^{-2 M r}\right)
$$

as $r=\min \left\{r_{1}, r_{2}\right\} \rightarrow \infty$ uniformly with respect to bounded $\alpha_{j}, \alpha_{j+1}, \beta_{j}, \beta_{j+1}$.
Then we consider (4.1.2) with $\varepsilon=s^{2}$ on the interval $\left[t_{-p}, t_{p+1}\right]$ and we make on each interval $\left[t_{j}, t_{j+1}\right], j \in I_{p}$ the changes of variables

$$
\begin{gather*}
x\left(t+\bar{t}_{j}\right)=\gamma_{j}(t)+s^{2} z_{j}(t)+\sum_{i=1}^{d-1} s \beta_{i, j} u_{i+d, j}(t)  \tag{4.1.8}\\
+\frac{1}{2 \tau_{j}} b_{j}\left(\alpha_{j}, \alpha_{j+1}, s \beta_{j}, s \beta_{j+1}, \tau_{j}, \tau_{j+1}\right)\left(t+\tau_{j}\right), \quad z_{j} \in Z_{\tau_{j}}
\end{gather*}
$$

where $\tau_{j}=\left(t_{j+1}-t_{j}\right) / 2, j \in I_{p}$. We consider in (4.1.8) for any $j$ with $e_{j}=1$ that $\beta_{j} \in \mathcal{B}_{k(j)}$ and $\alpha_{j} \in\left(-\frac{b_{k(j)}-a_{k(j)}}{2}, \frac{b_{k(j)}-a_{k(j)}}{2}\right)$. Assumption (ii) of this theorem implies that $\beta_{j}, \alpha_{j}$ are uniformly bounded with respect to $j \in \mathbb{Z}$. We set $\tau_{p+1}=\tau_{-p}$. Note if $z_{j}\left(\tau_{j}\right)=z_{j+1}\left(-\tau_{j+1}\right)$ for $-p \leq j \leq p-1$ and $z_{p}\left(\tau_{p}\right)=$ $z_{-p}\left(-\tau_{-p}\right)$, and $z_{j}$ are continuous then $x$ in (4.1.8) is continuously extended on $\left[t_{-p}, t_{p+1}\right]$.

Inserting (4.1.8) into (4.1.2), the differential inclusions for $z_{j}, j \in I_{p}$ are

$$
\begin{equation*}
\dot{z}_{j}(t)-D f\left(\gamma_{j}(t)\right) z_{j}(t) \in g_{s, j, E_{p}}\left(z_{j}(t), \alpha_{j}, \alpha_{j+1}, \beta_{j}, \beta_{j+1}, t\right) \tag{4.1.9}
\end{equation*}
$$

a.e. on $\left[-\tau_{j}, \tau_{j}\right], j \in I_{p}$, where

$$
\begin{aligned}
& g_{s, j, E_{p}}\left(x, \alpha_{j}, \alpha_{j+1}, \beta_{j}, \beta_{j+1}, t\right)=\left\{v \in \mathbb{R}^{n}: v \in \frac{1}{s^{2}}\left\{f \left(s^{2} x+\gamma_{j}(t)\right.\right.\right. \\
& \left.+s \sum_{i=1}^{d-1} \beta_{i, j} u_{i+d, j}(t)+\frac{1}{2 \tau_{j}} b_{j}\left(\alpha_{j}, \alpha_{j+1}, s \beta_{j}, s \beta_{j+1}, \tau_{j}, \tau_{j+1}\right)\left(t+\tau_{j}\right)\right)-f\left(\gamma_{j}(t)\right) \\
& \left.-s \sum_{i=1}^{d-1} \beta_{i, j} \dot{u}_{i+d, j}(t)-\frac{1}{2 \tau_{j}} b_{j}\left(\alpha_{j}, \alpha_{j+1}, s \beta_{j}, s \beta_{j+1}, \tau_{j}, \tau_{j+1}\right)-D f\left(\gamma_{j}(t)\right) s^{2} x\right\} \\
& +g\left(s^{2} x+\gamma_{j}(t)+s \sum_{i=1}^{d-1} \beta_{i, j} u_{i+d, j}(t)\right. \\
& \left.\left.+\frac{1}{2 \tau_{j}} b_{j}\left(\alpha_{j}, \alpha_{j+1}, s \beta_{j}, s \beta_{j+1}, \tau_{j}, \tau_{j+1}\right)\left(t+\tau_{j}\right), s^{2}, t+\bar{t}_{j}\right)\right\} .
\end{aligned}
$$

We note that $D f\left(\gamma_{j}(t)\right)=A_{j}\left(t-\alpha_{j}\right)$ in the notations of Subsection 4.1.2. Now we can repeat with the help of Theorem 4.1.2 the arguments of Subsection 3.1 .3 to solve (4.1.9) in $\mathcal{Z}_{p}$. We omit details, since we can directly modify the proofs without any changes to arrive at a similar inclusion like (3.1.20). So for $j \in I_{p}$ such that $e_{j}=1$, according to Subsection 3.1.3 (see (3.1.20)), (4.1.9) is homotopically associated to a mapping $\tilde{M}_{j}: \mathbb{R}^{d} \rightarrow 2^{\mathbb{R}^{d}} \backslash\{\emptyset\}$ given by $\tilde{M}_{j}\left(\alpha_{j}, \beta_{j}\right)=M\left(\bar{t}_{j}+\alpha_{j}, \beta_{j}\right)$. While for $j \in I_{p}$ such that $e_{j}=0$, according to Subsection 3.1.3 and Remark 4.1.3 (see again (3.1.20)), (4.1.9) is homotopically trivial. Consequently, like in the proof of Theorem 3.1.6, the solvability of (4.1.9) is homotopically reduced to the solvability of the system of $p_{E_{p}}$ inclusions

$$
\begin{equation*}
\underbrace{0 \in \tilde{M}_{j_{1}}, \quad \cdots, \quad 0 \in \tilde{M}_{j_{p_{E_{p}}}}}_{p_{E_{p}}-\text { times }} \tag{4.1.10}
\end{equation*}
$$

on the set

$$
\Omega_{E_{p}}:=\times_{k \in p_{E_{p}}}\left[\left(-\frac{b_{k\left(j_{k}\right)}-a_{k\left(j_{k}\right)}}{2}, \frac{b_{k\left(j_{k}\right)}-a_{k\left(j_{k}\right)}}{2}\right) \times \mathcal{B}_{k\left(j_{k}\right)}\right]
$$

Here $p_{E_{p}}$ is the number of 1 in $E_{p}$ and each above $\tilde{M}_{j_{k}}, k=1,2, \cdots, p_{E_{p}}$ corresponds to such $j_{k}$ that $e_{j_{k}}=1$. By assumption (iv) of this theorem, system of inclusions (4.1.10) is solvable on $\Omega_{E_{p}}$. Consequently we get a solution $x_{E_{p}, s}$ of (4.1.2) satisfying (4.1.7). Finally passing to the limit $p \rightarrow \infty$ for $x_{E_{p}, s}$ like in Theorem 3.1.33, we get the solution $x_{E, s}$ of this theorem. The proof is finished.

Similarly we get the next result.
Theorem 4.1.5. Let (i-iii) hold and $d=1$. If there is a sequence of intervals $\left\{\left(a_{j}, b_{j}\right)\right\}_{j \in \mathbb{Z}}$ along with a constant $\delta>0$ such that
(i) $a_{j} \rightarrow+\infty$ as $j \rightarrow+\infty, b_{j} \rightarrow-\infty$ as $j \rightarrow-\infty$, and $\sup _{j \in \mathbb{Z}}\left(b_{j}-a_{j}\right)<\infty$,
(ii) Either $M\left(a_{j}\right) \subset[\delta, \infty)$ and $M\left(b_{j}\right) \subset(-\infty,-\delta]$, or $M\left(a_{j}\right) \subset(-\infty,-\delta]$ and $M\left(b_{j}\right) \subset[\delta, \infty)$, for any $j \in \mathbb{Z}$,
where $M: \mathbb{R} \rightarrow 2^{\mathbb{R}} \backslash\{\emptyset\}$ is defined by

$$
M(\alpha)= \begin{cases} & \int_{-\infty}^{\infty}\left\langle h(s), u_{1}^{\perp}(s)\right\rangle d s: \\ & \left.h \in L_{\text {loc }}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right), h(t) \in g(\gamma(t), 0, t+\alpha) \text { a.e. on } \mathbb{R}\right\}\end{cases}
$$

Then there is a constant $K>0$ and for any sufficiently small $s>0$, there are increasing sequences $\left\{t_{j}\right\}_{j \in \mathbb{Z}}, t_{j+1}-t_{j} \geq 2 / s$, and $\{k(j)\}_{j \in \mathbb{Z}}, k(j) \in \mathbb{Z}$, such that for $\varepsilon= \pm s^{2}$ and any infinite sequence $E=\left\{e_{j}\right\}_{j \in \mathbb{Z}} \in \mathcal{E}$, the differential inclusion (4.1.2) possesses a solution $x_{E, s}$ satisfying

$$
\begin{gather*}
\sup _{t_{j} \leq t \leq t_{j+1}}\left|x_{E, s}(t)-\gamma\left(t-\bar{\alpha}_{j, E, s}\right)\right| \leq K s^{2} \quad \text { when } \quad e_{j}=1 \\
\sup _{t_{j} \leq t \leq t_{j+1}}\left|x_{E, s}(t)\right| \leq K s^{2} \quad \text { when } \quad e_{j}=0 \tag{4.1.11}
\end{gather*}
$$

where $\bar{\alpha}_{j, E, s} \in\left(a_{k(j)}, b_{k(j)}\right) \subset\left(t_{j}, t_{j+1}\right)$ for any $j \in \mathbb{Z}$ with $e_{j}=1$. The mapping $E \rightarrow z_{E, s}$ is injective.

Hence for any $\varepsilon>0$ sufficiently small and $E \in \mathcal{E}$, (4.1.2) possesses a solution $z_{E, s}$ satisfying either (4.1.7) or (4.1.11). These estimates (4.1.7) and (4.1.11) give the chaotic behavior of solutions $z_{E, s}$ for any $E \in \mathcal{E}$. This is more discussed in the next section.

### 4.1.4 Chaos from Homoclinic Manifolds

In many cases, the assumption (iii) of Subsection 4.1.1 is replaced by
(iv) The unperturbed equation $\dot{x}=f(x)$ has a manifold of homoclinic solutions. That is, there exists a $C^{2}$-smooth mapping $\gamma: \mathbb{R}^{d-1} \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ such that $t \rightarrow \gamma(\theta, t)$ is a homoclinic solution of $\dot{x}=f(x)$ to 0 and $\left\{\frac{\partial \gamma}{\partial \theta_{i}}(\theta, t), \dot{\gamma}(\theta, t)\right\}_{i=1}^{d-1}, \theta=\left(\theta_{1}, \cdots, \theta_{d-1}\right)$ form a basis of bounded solutions on $\mathbb{R}$ of the variational equation $\dot{u}(t)=D f(\gamma(\theta, t)) u(t)$.

This usually happens when $\dot{x}=f(x)$ has some symmetry. Bifurcations from family of periodics are studied in Sections 3.3 and 3.5.

Let $U(\theta, t)$ denote a fundamental solution of $\dot{u}(t)=D f(\gamma(\theta, t)) u(t)$. Then Theorem 3.1.2 is valid for each parameter $\theta$. Let $u_{j}(\theta, t)$ be the $j$ th column of $U(\theta, t)$ and define $u_{i}^{\perp}(\theta, t)$ by $\left\langle u_{i}^{\perp}(\theta, t), u_{j}(\theta, t)\right\rangle=\delta_{i j}$. Now we can repeat the above procedure. Instead of (4.1.8), we make on each interval $\left[t_{j}, t_{j+1}\right], j \in I_{p}$ the changes of variables

$$
\begin{gathered}
x\left(t+\bar{t}_{j}\right)=\gamma_{j}\left(\theta_{j}, t-\alpha_{j}\right)+\varepsilon z_{j}(t) \\
+\frac{1}{2 \tau_{j}}\left(\gamma_{j+1}\left(\theta_{j+1},-\tau_{j+1}-\alpha_{j+1}\right)-\gamma_{j}\left(\theta_{j}, \tau_{j}-\alpha_{j}\right)\right)\left(t+\tau_{j}\right), \quad z_{j} \in Z_{\tau_{j}}
\end{gathered}
$$

where $\gamma_{j}(\theta, t)=\gamma(\theta, t)$ for $e_{j}=1$ and $\gamma_{j}(\theta, t)=0$ for $e_{j}=0$. In this way for $e_{j}=1$, we arrive at a mapping $\tilde{M}_{j}: \mathbb{R}^{d} \rightarrow 2^{\mathbb{R}^{d}} \backslash\{\emptyset\}$ given by

$$
\begin{align*}
& \tilde{M}_{j}\left(\alpha_{j}, \theta_{j}\right)=M\left(\bar{t}_{j}+\alpha_{j}, \theta_{j}\right), \quad M=\left(M_{1}, \cdots, M_{d}\right), \\
& M_{l}(\alpha, \theta)=\left\{\quad \int_{-\infty}^{\infty}\left\langle h(s), u_{l}^{\perp}(\theta, s)\right\rangle d s: h \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right),\right.  \tag{4.1.12}\\
& h(t) \in g(\gamma(\theta, t), 0, t+\alpha) \quad \text { a.e. on } \quad \mathbb{R}\} .
\end{align*}
$$

Following the proof of Theorem 4.1.4, we get the next result.
Theorem 4.1.6. Let (i), (ii), (iv) hold. If there is a non-empty open bounded set $\mathcal{B} \subset \mathbb{R}^{d-1}$ along with a sequence of intervals $\left\{\left(a_{j}, b_{j}\right)\right\}_{j \in \mathbb{Z}}$ such that
(i) $a_{j} \rightarrow+\infty$ as $j \rightarrow+\infty$, and $b_{j} \rightarrow-\infty$ as $j \rightarrow-\infty$
(ii) $\sup _{j \in \mathbb{Z}}\left(b_{j}-a_{j}\right)<\infty$
(iii) $\inf _{j \in \mathbb{Z}} \operatorname{dist}\left(0, M\left(\partial\left(\left(a_{j}, b_{j}\right) \times \mathcal{B}\right)\right)\right)>0$
(iv) $\operatorname{deg}\left(M,\left(a_{j}, b_{j}\right) \times \mathcal{B}, 0\right) \neq 0$
where $M$ is given by (4.1.12). Then there is a constant $K>0$ and for any sufficiently small $\varepsilon \neq 0$ there are increasing sequences $\left\{t_{j}\right\}_{j \in \mathbb{Z}}, t_{j+1}-t_{j} \geq$ $2 /|\varepsilon|, \forall j \in \mathbb{Z}$, and $\{k(j)\}_{j \in \mathbb{Z}}, k(j) \in \mathbb{Z}$, such that for any infinite sequence $E=\left\{e_{j}\right\}_{j \in \mathbb{Z}} \in \mathcal{E}$, the differential inclusion (4.1.2) possesses a solution $x_{E, \varepsilon}$ satisfying

$$
\begin{gathered}
\sup _{t_{j} \leq t \leq t_{j+1}}\left|x_{E, \varepsilon}(t)-\gamma\left(\theta_{j}, t-\bar{\alpha}_{j, E, \varepsilon}\right)\right| \leq K|\varepsilon| \quad \text { when } \quad e_{j}=1 \\
\sup _{t_{j} \leq t \leq t_{j+1}}\left|x_{E, \varepsilon}(t)\right| \leq K|\varepsilon| \quad \text { when } \quad e_{j}=0
\end{gathered}
$$

where $\bar{\alpha}_{j, E, \varepsilon} \in\left(a_{k(j)}, b_{k(j)}\right) \subset\left(t_{j}, t_{j+1}\right)$ and $\theta_{j} \in \mathcal{B}$ for any $j \in \mathbb{Z}$ with $e_{j}=1$. The mapping $E \rightarrow z_{E, \varepsilon}$ is injective.

### 4.1.5 Almost and Quasi Periodic Discontinuous O.D.Eqns

We apply in this subsection previous abstract results to concrete examples. For simplicity we first study the case when

$$
\begin{equation*}
g(x, \varepsilon, t)=\mu_{1} F(x)+\mu_{2} h(t) \tag{4.1.13}
\end{equation*}
$$

with $\mu_{1,2} \in \mathbb{R}, F: \mathbb{R}^{n} \rightarrow 2^{\mathbb{R}^{n}} \backslash\{\emptyset\}$ is upper-semicontinuous with compact and convex values, and $h \in C\left(\mathbb{R}, \mathbb{R}^{n}\right)$ is almost periodic, i.e. it fulfills the following definition [152].

Definition 4.1.7. $h \in C\left(\mathbb{R}, \mathbb{R}^{n}\right)$ is almost periodic if $\forall \zeta>0 \exists L>0$ such that $\forall a \in \mathbb{R} \exists \tau \in[a, a+L]$ such that $|h(x+\tau)-h(x)| \leq \zeta \forall x \in \mathbb{R}$.

Function (4.1.13) expresses usual forcing terms in mechanics with dry friction terms and almost periodic perturbations, for example a quasi-periodically forced Duffing's equation (see (3.1.36)):

$$
\begin{equation*}
\ddot{x}-x+2 x^{3}+\varepsilon \mu_{1} \operatorname{sgn} \dot{x}=\varepsilon \mu_{2}(\cos t+\cos \sqrt{2} t) . \tag{4.1.14}
\end{equation*}
$$

For (4.1.13), formula (4.1.6) has the form

$$
\begin{align*}
& M_{l}(\alpha, \beta)=\mu_{1}\left\{\int_{-\infty}^{\infty}\left\langle h(s), u_{l}^{\perp}(s)\right\rangle d s: h \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right),\right. \\
& h(t) \in F(\gamma(t)) \quad \text { a.e. on } \quad \mathbb{R}\}+\frac{1}{2} \sum_{i, r=1}^{d-1} \beta_{i} \beta_{r} b_{i r l}+\mu_{2} a_{l}(\alpha), \tag{4.1.15}
\end{align*}
$$

where

$$
\begin{aligned}
& b_{i r l}=\int_{-\infty}^{\infty}\left\langle D^{2} f(\gamma(t))\left(u_{d+i}(t), u_{d+r}(t)\right), u_{l}^{\perp}(t)\right\rangle d t \\
& a_{l}(\alpha)=\int_{-\infty}^{\infty}\left\langle h(t+\alpha), u_{l}^{\perp}(t)\right\rangle d t
\end{aligned}
$$

while (4.1.12) has the form

$$
\begin{align*}
M_{l}(\alpha, \theta)=\mu_{1}\{ & \int_{-\infty}^{\infty}\left\langle h(s), u_{l}^{\perp}(\theta, s)\right\rangle d s: h \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right), \\
& h(t) \in F(\gamma(\theta, t)) \quad \text { a.e. on } \quad \mathbb{R}\}+\mu_{2} a_{l}(\alpha, \theta), \tag{4.1.16}
\end{align*}
$$

where

$$
a_{l}(\alpha, \theta)=\int_{-\infty}^{\infty}\left\langle h(t+\alpha), u_{l}^{\perp}(\theta, t)\right\rangle d t .
$$

Since all functions $u_{l}^{\perp}(t)$ and $u_{l}^{\perp}(\theta, s)$ are integrable over $\mathbb{R}$ with respect to $s$, it easy to show that functions $a(\alpha)=\left(a_{1}(\alpha), \cdots, a_{d}(\alpha)\right)$ and $a(\alpha, \theta)=$ $\left(a_{1}(\alpha, \theta), \cdots, a_{d}(\alpha, \theta)\right)$ are also almost periodic in $\alpha$, while $a(\alpha, \theta)$ uniformly on bounded sets of $\theta$.

Theorem 4.1.8. Let $d>1$. If there is a non-empty open bounded set $\mathcal{B} \subset \mathbb{R}^{d-1}$ along with an interval $(a, b) \subset \mathbb{R}$ such that
(i) $0 \notin M(\partial((a, b) \times \mathcal{B}))$
(ii) $\operatorname{deg}(M,(a, b) \times \mathcal{B}, 0) \neq 0$
where $M$ is given by either (4.1.15) or (4.1.16). Then the statements of Theorems 4.1.4 and 4.1.6, respectively, are applicable to (4.1.2) with perturbation (4.1.13).

Proof. We consider the case (4.1.15), the case (4.1.16) is similar. We have to verify assumptions of Theorem 4.1.4. Since $a(\alpha)$ is almost periodic, by Definition 4.1.7, for any $\zeta>0$ there is a sequence $\left\{c_{k}\right\}_{k \in \mathbb{Z}}, c_{k} \rightarrow \pm \infty$ as $k \rightarrow \pm \infty$ such that

$$
\left|a\left(\alpha+c_{k}\right)-a(\alpha)\right| \leq \zeta, \quad \forall \alpha \in \mathbb{R}
$$

For any $j \in \mathbb{Z}$, we put

$$
\mathcal{B}_{j}=\mathcal{B}, \quad a_{j}=c_{j}+a, \quad b_{j}=c_{j}+b
$$

If $\zeta$ is sufficiently small, then assumptions (i) and (ii) of this theorem clearly imply assumptions (i-iv) of Theorem 4.1.4, so the proof is finished.

Similarly we have the next result.
Theorem 4.1.9. Let $d=1$. If there is an interval $(a, b) \subset \mathbb{R}$ such that $M(a) M(b) \subset(-\infty, 0)$, where $M$ is given by

$$
\begin{aligned}
M(\alpha)=\mu_{1}\left\{\begin{array}{l}
\int_{-\infty}^{\infty}\left\langle h(s), u_{1}^{\perp}(s)\right\rangle d s: h \in L_{l o c}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right), \\
\\
\\
h(t) \in F(\gamma(t)) \quad \text { a.e. on } \quad \mathbb{R}\}+\mu_{2} a_{1}(\alpha)
\end{array} .\right.
\end{aligned}
$$

Then the statement of Theorem 4.1.5 is applicable for (4.1.2) with perturbation (4.1.13).

Now we intend to show that conditions of Theorems 4.1.8 and 4.1.9 imply the validity of these conditions also for any $h^{*}$ in the hull $H(h)$ of $h$. We recall $[152,160]$ that the hull $H(h)$ of $h$ is defined as a set

$$
\begin{aligned}
H(h):= & \left\{h^{*} \in C(\mathbb{R}, \mathbb{R}) \mid \exists\left\{\tau_{n}\right\}_{n \geq 1} \subset \mathbb{R}\right. \text { such that } \\
& \left.h\left(t+\tau_{n}\right) \rightarrow h^{*}(t) \text { uniformly on } \mathbb{R} \text { as } n \rightarrow \infty\right\} .
\end{aligned}
$$

We note that $h^{*}$ is also almost periodic. We again consider the case (4.1.15), so

$$
a_{l}^{h}(\alpha)=\int_{-\infty}^{\infty}\left\langle h(t+\alpha), u_{l}^{\perp}(t)\right\rangle d t, \quad a_{l}^{h^{*}}(\alpha)=\int_{-\infty}^{\infty}\left\langle h^{*}(t+\alpha), u_{l}^{\perp}(t)\right\rangle d t
$$

for $l=1,2, \cdots, d$. Theorem 3.1.2 implies that

$$
\left|u_{l}^{\perp}(t)\right| \leq K_{0} \mathrm{e}^{-2 M|t|} \quad \forall t \in \mathbb{R}
$$

For any $\delta>0$, there is an $\tau \in \mathbb{R}$ such that

$$
\left|h(t+\tau)-h^{*}(t)\right| \leq \delta \quad \forall t \in \mathbb{R}
$$

Hence

$$
\int_{-\infty}^{\infty}\left|\left\langle h(t+\alpha)-h^{*}(t+\alpha-\tau), u_{l}^{\perp}(t)\right\rangle\right| d t \leq \delta K_{0} / M .
$$

This gives

$$
\left|a_{l}^{h}(\alpha)-a_{l}^{h^{*}}(\alpha-\tau)\right| \leq \delta K_{0} / M
$$

By taking $\delta>0$ sufficiently small, the assumptions of Theorems 4.1.8 and 4.1.9 are satisfied for $h^{*}$ in (4.1.13) instead of $h$ with the set $\mathcal{B}$ and with an interval $(a-\tau, b-\tau)$. Consequently, Theorems 4.1.8 and 4.1.9 imply chaos of (4.1.2) with the perturbation (4.1.13) over any element of the hull $H(h)$. This result is a generalization of similar ones from [152, 160, 181, 195] to multivalued perturbations. We state this result in the next theorem.

Theorem 4.1.10. Under conditions of Theorems 4.1.8 or 4.1.9, differential inclusion (4.1.2) is also chaotic with perturbation (4.1.13) when $h$ is replaced in perturbation (4.1.13) by any $h^{*} \in H(h)$.

Clearly the above results hold also for continuous $h(x, t)$ in perturbation (4.1.13) when $h(x, t)$ is uniformly almost periodic in $t$ on any bounded set of variable $x[152$, p. 68].

Applying Theorem 4.1 .9 to (4.1.14) and using computations to (3.1.36), we derive

$$
M(\alpha)=-2 \mu_{1}+\mu_{2}\left[\pi \operatorname{sech} \frac{\pi}{2} \sin \alpha+\sqrt{2} \pi \operatorname{sech} \frac{\sqrt{2} \pi}{2} \sin \sqrt{2} \alpha\right]
$$

Since $\sqrt{2}$ is irrational we have $\sup _{\alpha \in \mathbb{R}}\left|\pi \operatorname{sech} \frac{\pi}{2} \sin \alpha+\sqrt{2} \pi \operatorname{sech} \frac{\sqrt{2} \pi}{2} \sin \sqrt{2} \alpha\right|=$ $\pi \operatorname{sech} \frac{\pi}{2}+\sqrt{2} \pi \operatorname{sech} \frac{\sqrt{2} \pi}{2}$. So for

$$
\begin{equation*}
\left[\pi \operatorname{sech} \frac{\pi}{2}+\sqrt{2} \pi \operatorname{sech} \frac{\sqrt{2} \pi}{2}\right]\left|\mu_{2}\right|>2\left|\mu_{1}\right| \tag{4.1.17}
\end{equation*}
$$

the assumptions of Theorem 4.1.9 are satisfies and then (4.1.14) is chaotic. Moreover, we have [152, p. 70]
$H(\cos t+\cos \sqrt{2} t)=\left\{\cos \left(t+\xi_{1}\right)+\cos \left(\sqrt{2} t+\xi_{2}\right) \mid \xi_{1}, \xi_{2} \in \mathbb{R}, \xi_{1,2} \equiv \bmod 2 \pi\right\}$.
So (4.1.14) over its hull has the form

$$
\begin{gather*}
\ddot{x}-x+2 x^{3}+\varepsilon \mu_{1} \operatorname{sgn} \dot{x}=\varepsilon \mu_{2}\left(\cos \Omega_{1}+\cos \Omega_{2}\right)  \tag{4.1.18}\\
\dot{\Omega}_{1}=1, \quad \dot{\Omega}_{2}=\sqrt{2}
\end{gather*}
$$

and according to Theorem 4.1.10, system (4.1.18) is also chaotic when (4.1.17) holds.

Finally, we deal with weakly coupled oscillators with a symmetry given by (4.1.1) which is considered as a differential inclusion

$$
\begin{gathered}
\dot{x}_{1}=x_{2}, \quad \dot{x}_{2}-x_{1}+2 x_{1}\left(x_{1}^{2}+y_{1}^{2}\right)-\varepsilon \mu_{1} \cos \omega_{1} t \in-\varepsilon \delta_{1} \operatorname{Sgn} x_{2}, \\
\dot{y}_{1}=y_{2}, \quad \dot{y}_{2}-y_{1}+2 y_{1}\left(x_{1}^{2}+y_{1}^{2}\right)-\varepsilon \mu_{2} \cos \omega_{2} t \in-\varepsilon \delta_{2} \operatorname{Sgn} y_{2},
\end{gathered}
$$

where $\operatorname{Sgn} r$ is defined by (2.4.1). The unperturbed equation of (4.1.1)

$$
\begin{equation*}
\dot{x}_{1}=x_{2}, \dot{x}_{2}=x_{1}-2 x_{1}\left(x_{1}^{2}+y_{1}^{2}\right), \quad \dot{y}_{1}=y_{2}, \dot{y}_{2}=y_{1}-2 y_{1}\left(x_{1}^{2}+y_{1}^{2}\right) \tag{4.1.19}
\end{equation*}
$$

has a rotational symmetry, i.e. it has a homoclinic manifold given by $\gamma(\theta, t)=$ $(r(t) \cos \theta, \dot{r}(t) \cos \theta, r(t) \sin \theta, \dot{r}(t) \sin \theta)$ where $r(t)=\operatorname{sech} t($ see example $(3.5 .22)$ and [106] for similar computations). Then

$$
\begin{aligned}
u_{1}^{\perp}(\theta, t) & =(-\dot{r}(t) \sin \theta, r(t) \sin \theta, \dot{r}(t) \cos \theta,-r(t) \cos \theta), \\
u_{2}^{\perp}(\theta, t) & =(-\ddot{r}(t) \cos \theta, \dot{r}(t) \cos \theta,-\ddot{r}(t) \sin \theta, \dot{r}(t) \sin \theta),
\end{aligned}
$$

where $\theta \in[0,2 \pi)$. Now (4.1.16) has for $\theta \neq 0, \pi / 2, \pi, 3 \pi / 2$ the form

$$
\begin{align*}
M_{1}(\alpha, \theta)= & \pi \mu_{1} \operatorname{sech} \frac{\omega_{1} \pi}{2} \sin \theta \cos \omega_{1} \alpha-\pi \mu_{2} \operatorname{sech} \frac{\omega_{2} \pi}{2} \cos \theta \cos \omega_{2} \alpha \\
& M_{2}(\alpha, \theta)=\pi \mu_{1} \omega_{1} \operatorname{sech} \frac{\omega_{1} \pi}{2} \cos \theta \sin \omega_{1} \alpha  \tag{4.1.20}\\
+ & \pi \mu_{2} \omega_{2} \operatorname{sech} \frac{\omega_{2} \pi}{2} \sin \theta \sin \omega_{2} \alpha-2 \delta_{1}|\cos \theta|-2 \delta_{2}|\sin \theta|
\end{align*}
$$

In order to apply Theorem 4.1.8, it is enough to find an isolated root of (4.1.20) with a nonzero Brouwer index. We consider that $\theta \in(0, \pi / 2)$ and $\alpha \in\left(0, \frac{\pi}{2 \omega_{1}}\right)=I_{0}$. Then equation $M(\alpha, \theta)=0$ has the form

$$
\begin{equation*}
A_{1}(\alpha) \sin \theta+A_{2}(\alpha) \cos \theta=0, \quad A_{3}(\alpha) \sin \theta+A_{4}(\alpha) \cos \theta=0 \tag{4.1.21}
\end{equation*}
$$

where functions $A_{i}(\alpha), i=1,2,3,4$ are given by the definition. Note that $A_{1}(\alpha) \neq 0$ and $A_{2}(\alpha) \neq 0$ on $I_{0}$. It is clear that (4.1.21) is equivalent to

$$
\begin{gather*}
B(\alpha)=A_{1}(\alpha) A_{4}(\alpha)-A_{2}(\alpha) A_{3}(\alpha)=0  \tag{4.1.22}\\
A_{1}(\alpha) \sin \theta+A_{2}(\alpha) \cos \theta=0,
\end{gather*}
$$

where

$$
\begin{aligned}
B(\alpha)= & \frac{\pi^{2}}{2} \mu_{1}^{2} \omega_{1}\left(\operatorname{sech} \frac{\omega_{1} \pi}{2}\right)^{2} \sin 2 \omega_{1} \alpha+\frac{\pi^{2}}{2} \mu_{2}^{2} \omega_{2}\left(\operatorname{sech} \frac{\omega_{2} \pi}{2}\right)^{2} \sin 2 \omega_{2} \alpha \\
& -2 \delta_{1} \mu_{1} \pi \operatorname{sech} \frac{\omega_{1} \pi}{2} \cos \omega_{1} \alpha-2 \delta_{2} \mu_{2} \pi \operatorname{sech} \frac{\omega_{2} \pi}{2} \cos \omega_{2} \alpha
\end{aligned}
$$

Since $B(0)<0$, function $B(\alpha)$ is nonzero analytic and it could have only isolated zeroes with finite orders. Consequently, supposing

$$
\begin{gather*}
\frac{\pi^{2}}{2} \mu_{1}^{2} \omega_{1}\left(\operatorname{sech} \frac{\omega_{1} \pi}{2}\right)^{2}+\frac{\pi^{2}}{2} \mu_{2}^{2} \omega_{2}\left(\operatorname{sech} \frac{\omega_{2} \pi}{2}\right)^{2} \sin \frac{\pi \omega_{2}}{2 \omega_{1}}>  \tag{4.1.23}\\
\sqrt{2} \delta_{1} \mu_{1} \pi \operatorname{sech} \frac{\omega_{1} \pi}{2}+2 \delta_{2} \mu_{2} \pi \operatorname{sech} \frac{\omega_{2} \pi}{2} \cos \frac{\pi \omega_{2}}{4 \omega_{1}}
\end{gather*}
$$

we see that $B\left(\frac{\pi}{4 \omega_{1}}\right)>0$ and $B(\alpha)$ changes the sign over $I_{0}$. Then there are $\alpha_{0} \in I_{0}, \eta>0$ such that $B(\alpha)$ has the only zero $\alpha=\alpha_{0}$ in the interval $\left[\alpha_{0}-\eta, \alpha_{0}+\eta\right] \subset I_{0}$ and $B\left(\alpha_{0}-\eta\right) B\left(\alpha_{0}+\eta\right)<0$. We take

$$
\theta(\alpha)=-\arctan \left(A_{2}(\alpha) / A_{1}(\alpha)\right), \quad \theta_{0}^{-}=\frac{\theta\left(\alpha_{0}\right)}{2}, \quad \theta_{0}^{+}=\frac{2 \theta_{0}^{-}+\pi}{4} .
$$

Then on the set

$$
\mathcal{I}=\left[\alpha_{0}-\eta, \alpha_{0}+\eta\right] \times\left[\theta_{0}^{-}, \theta_{0}^{+}\right] \subset I_{0} \times(0, \pi / 2),
$$

mapping $M(\alpha, \theta)$ has the only zero point $\widetilde{\alpha}_{0}:=\left(\alpha_{0}, \theta\left(\alpha_{0}\right)\right)$. To show the nonvanishing of the Brouwer index $I\left(\widetilde{\alpha}_{0}\right)$ of this isolated zero point of $M(\alpha, \theta)$ (cf. Section 2.2.3), we consider the equation

$$
\begin{gather*}
A_{1}(\alpha) \sin \theta+A_{2}(\alpha) \cos \theta=0 \\
A_{3}(\alpha) \sin \theta+A_{4}(\alpha) \cos \theta=c_{1} \tag{4.1.24}
\end{gather*}
$$

for $c_{1} \neq 0$ small and $(\alpha, \theta) \in \mathcal{I}$. Equation (4.1.24) gives

$$
\begin{equation*}
c_{1}=C(\alpha):=\frac{B(\alpha)}{\sqrt{A_{1}(\alpha)^{2}+A_{2}(\alpha)^{2}}} . \tag{4.1.25}
\end{equation*}
$$

Let $L(\alpha)$ be the linearization of the left hand side of (4.1.24) at point $(\alpha, \theta(\alpha))$. A boring computation gives

$$
\begin{equation*}
\operatorname{det} L(\alpha)=-C^{\prime}(\alpha) \sqrt{A_{1}(\alpha)^{2}+A_{2}(\alpha)^{2}} \tag{4.1.26}
\end{equation*}
$$

We note $A_{1}(\alpha)^{2}+A_{2}(\alpha)^{2} \neq 0$ on $\left[\alpha_{0}-\eta, \alpha_{0}+\eta\right]$. Let $\left\{\left(\alpha_{i}, \theta\left(\alpha_{i}\right)\right)\right\}_{i=1}^{N}$ be the solutions of (4.1.24) in $\mathcal{I}$. Then for $c_{1}$ sufficiently small such that $C^{\prime}\left(\alpha_{i}\right) \neq 0$, $i=1,2, \cdots, N$, by the definition of the Brouwer degree (cf. Section 2.2.3) and (4.1.26), we have

$$
\begin{gathered}
\left|I\left(\widetilde{\alpha}_{0}\right)\right|=\left|\sum_{i=1}^{N} \operatorname{sgn} \operatorname{det} L\left(\alpha_{i}\right)\right|=\left|\sum_{i=1}^{N} \operatorname{sgn} C^{\prime}\left(\alpha_{i}\right)\right| \\
\quad=\left|\operatorname{deg}\left(C(\alpha),\left(\alpha_{0}-\eta, \alpha_{0}+\eta\right), 0\right)\right|=1
\end{gathered}
$$

since by (4.1.25), function $C(\alpha)$ has the only zero $\alpha=\alpha_{0}$ in $\left[\alpha_{0}-\eta, \alpha_{0}+\eta\right]$ and $C\left(\alpha_{0}-\eta\right) C\left(\alpha_{0}+\eta\right)<0$. Hence we get from Theorem 4.1.8 the following result.

Theorem 4.1.11. If (4.1.23) holds then (4.1.1) is chaotic for any $\varepsilon>0$ small.
Condition (4.1.23) means that the forcing terms must be sufficiently large in (4.1.1) with respect to damping terms, to get chaos in (4.1.1), and the rate is given by this condition.

We note that if the ratio $\omega_{2} / \omega_{1}$ is irrational, then the hull of the function $h(t)=\left(\mu_{1} \cos \omega_{1} t, \mu_{2} \cos \omega_{2} t\right)$ is given by

$$
H(h)=\left\{\left(\mu_{1} \cos \left(\omega_{1} t+\xi_{1}\right), \mu_{2} \cos \left(\omega_{2} t+\xi_{2}\right)\right) \mid \xi_{1}, \xi_{2} \in \mathbb{R}, \xi_{1,2} \equiv \bmod 2 \pi\right\}
$$

So (4.1.1) considered over $H(h)$ has the form

$$
\begin{gather*}
\ddot{x}=x-2 x\left(x^{2}+y^{2}\right)+\varepsilon \mu_{1} \cos \Omega_{1}-\varepsilon \delta_{1} \operatorname{sgn} \dot{x}, \\
\ddot{y}=y-2 y\left(x^{2}+y^{2}\right)+\varepsilon \mu_{2} \cos \Omega_{2}-\varepsilon \delta_{2} \operatorname{sgn} \dot{y},  \tag{4.1.27}\\
\dot{\Omega}_{1}=\omega_{1}, \quad \dot{\Omega}_{2}=\omega_{2} .
\end{gather*}
$$

Theorem 4.1.10 implies chaos of (4.1.27) under condition (4.1.23). This result is a generalization of similar ones of $[152,195]$ to multivalued and quasiperiodic perturbations. Of course, other discontinuous perturbations such as in Remark 3.1.29 could be considered in (4.1.1), but we do not carry out those computations.

### 4.2 Chaos in Periodic Differential Inclusions

### 4.2.1 Regular Periodic Perturbations

Using results of the previous Section 4.1, in this section we show chaotic solutions to the problem (3.1.3) studied in Chapter 3. We suppose assumptions (i-iv) from Subsection 3.1.1. Note that now all multivalued Melnikov functions are periodic. So applying Theorem 4.1.4 like in the proof of Theorem 4.1.8, we immediately have the following generalizations of Theorems 3.1.6-3.1.9 (see [76]).
Theorem 4.2.1. Let $d>1$. If there is a non-empty open bounded set $\mathcal{B} \subset \mathbb{R}^{d}$ and $\mu_{0} \in S^{k-1}$ such that $0 \notin M_{\mu_{0}}(\partial \mathcal{B})$ and $\operatorname{deg}\left(M_{\mu_{0}}, \mathcal{B}, 0\right) \neq 0$, where $M_{\mu}$ is defined by (3.1.21). Then there is a constant $K>0$ and a wedge-shaped region in $\mathbb{R}^{k}$ for $\mu$ of the form
$\mathcal{R}=\left\{s^{2} \tilde{\mu}: s>0\right.$, respectively $\tilde{\mu}$, is from an open small connected neighborhood $U_{1}$, respectively $U_{2} \subset S^{k-1}$, of $0 \in \mathbb{R}$, respectively of $\left.\mu_{0}\right\}$
such that for any $\mu \in \mathcal{R}$ of the form $\mu=s^{2} \tilde{\mu}, 0<s \in U_{1}, \tilde{\mu} \in U_{2}$, for any sequence $E=\left\{e_{j}\right\}_{j \in \mathbb{Z}} \in \mathcal{E}$ and for any $m \in \mathbb{N}, m \geq[1 / s]$, the differential inclusion (3.1.3) possesses a solution $x_{m, E}$ satisfying

$$
\begin{gather*}
\sup _{(2 j-1) m \leq t \leq(2 j+1) m}\left|x_{m, E}(t)-\gamma\left(t-2 m j-\alpha_{m, j, E}\right)\right| \leq K s \quad \text { when } \quad e_{j}=1 \\
\sup _{(2 j-1) m \leq t \leq(2 j+1) m}\left|x_{m, E}(t)\right| \leq K s^{2} \quad \text { when } \quad e_{j}=0 \tag{4.2.1}
\end{gather*}
$$

where $\alpha_{m, j, E} \in \mathbb{R}$ and $\left|\alpha_{m, j, E}\right| \leq K$.
Theorem 4.2.2. Let $d=1$. If there are constants $a<b$ and $\mu_{0} \in S^{k-1}$ such that $M_{\mu_{0}}(a) M_{\mu_{0}}(b) \subset(-\infty, 0)$, where $M_{\mu}$ is defined by (3.1.24). Then there is a constant $K>0$ and a wedge-shaped region in $\mathbb{R}^{k}$ for $\mu$ of the form
$\mathcal{R}=\left\{ \pm s^{2} \tilde{\mu}: s>0\right.$, respectively $\tilde{\mu}$, is from an open small connected neighborhood $U_{1}$, respectively $U_{2} \subset S^{k-1}$, of $0 \in \mathbb{R}$, respectively of $\left.\mu_{0}\right\}$
such that for any $\mu \in \mathcal{R}$ of the form $\mu= \pm s^{2} \tilde{\mu}, 0<s \in U_{1}, \tilde{\mu} \in U_{2}$, for any sequence $E=\left\{e_{j}\right\}_{j \in \mathbb{Z}} \in \mathcal{E}$ and for any $m \in \mathbb{N}, m \geq[1 / s]$, the differential inclusion (3.1.3) possesses a solution $x_{m, E}$ satisfying

$$
\begin{gather*}
\sup _{(2 j-1) m \leq t \leq(2 j+1) m}\left|x_{m, E}(t)-\gamma\left(t-2 m j-\alpha_{m, j, E}\right)\right| \leq K s^{2} \quad \text { when } \quad e_{j}=1, \\
\sup _{(2 j-1) m \leq t \leq(2 j+1) m}\left|x_{m, E}(t)\right| \leq K s^{2} \quad \text { when } \quad e_{j}=0, \tag{4.2.2}
\end{gather*}
$$

where $\alpha_{m, j, E} \in(a, b)$.
Note that now $t_{j}=(2 j-1) m$ in the notations of Theorem 4.1.4, since now $M_{\mu}$ is 2-periodic in $\alpha$. This comes directly following the proof of Theorem 4.1.8 (see [76] for more details).

Hence for any $\mu \in \mathcal{R}, m \in \mathbb{N}$ sufficiently large and $E \in \mathcal{E}$, (3.1.3) possesses a solution $z_{m, E}$ satisfying either (4.2.1) or (4.2.2). These estimates (4.2.1-4.2.2) give the injectivity of the mapping $E \rightarrow z_{m, E}$ for $s>0$ small. Let $\sigma: \mathcal{E} \rightarrow \mathcal{E}$ be the Bernoulli shift defined in Section 2.5.2. Now the estimates (4.2.1-4.2.2) imply that $x_{m, \sigma(E)}(t)$ is orbitally close to $x_{m, E}(t+2 m)$. Summarizing we obtain the following result.

Theorem 4.2.3. Under the assumptions either of Theorem 4.2.1 or of Theorem 4.2.2, for any $\mu \in \mathcal{R}$ and $m \in \mathbb{N}$ sufficiently large, (3.1.3) possesses a family of solutions $\left\{z_{m, E}\right\}_{E \in \mathcal{E}}$ such that
(i) $E \rightarrow x_{m, E}$ is injective
(ii) $x_{m, \sigma(E)}(t)$ is orbitally close to $x_{m, E}(t+2 m)$

This result extends the deterministic chaos mentioned in Sections 2.5.2 and 2.5.3 to discontinuous o.d.eqns as follows. For simplicity, we consider (3.1.34) which we recall here for the reader convenience

$$
\begin{equation*}
\ddot{x}+g(x)+\mu_{1} \operatorname{sgn} \dot{x}=\mu_{2} \psi(t), \tag{4.2.3}
\end{equation*}
$$

where $g$ satisfies conditions of (3.1.35), $\psi \in C^{1}(\mathbb{R}, \mathbb{R})$ is 2-periodic and $\mu_{1}, \mu_{2}$ are small parameters. When $\mu_{1}=0$, then (4.2.3) is a regular system of the form

$$
\begin{equation*}
\ddot{x}+g(x)=\mu_{2} \psi(t) . \tag{4.2.4}
\end{equation*}
$$

According to computations of Subsection 3.1.6, the corresponding Melnikov function for the problem (4.2.3) is as follows

$$
M_{\mu}(\alpha)=\mu_{2} \int_{-\infty}^{\infty} \dot{\omega}(s) \psi(s+\alpha) d s-2 \omega\left(t_{0}\right) \mu_{1}
$$

where $\mu:=\left(\mu_{1}, \mu_{2}\right)$. The Melnikov function for (4.2.4) is just

$$
\widetilde{M}(\alpha)=\int_{-\infty}^{\infty} \dot{\omega}(s) \psi(s+\alpha) d s
$$

Under the existence of a simple zero $\alpha_{0}$ of $\widetilde{M}$, i.e. $\widetilde{M}\left(\alpha_{0}\right)=0$ and $\widetilde{M}^{\prime}\left(\alpha_{0}\right) \neq 0$, the assumption $\widetilde{M}(a) \widetilde{M}(b)<0$ of Theorem 4.2.3 is satisfied for $a=\alpha_{0}-\zeta$ and $b=\alpha_{0}+\zeta$ with $\zeta>0$ small. But since the existence of a simple zero of $\widetilde{M}$ is stronger than the above assumption of Theorem 4.2.3, when $\mu_{2} \neq 0$ is small, the property (ii) of this theorem for (4.2.4) has the form (cf. [157, 195])

$$
\begin{equation*}
x_{m, \sigma(E)}(t)=x_{m, E}(t+2 m) \tag{4.2.5}
\end{equation*}
$$

Put

$$
\Lambda:=\left\{\left(x_{m, E}(0), \dot{x}_{m, E}(0)\right) \mid E \in \mathcal{E}\right\} \subset \mathbb{R}^{2}
$$

Let $F_{\mu_{2}}$ be the time map of the flow of the first order system of (4.2.4), i.e. $F_{\mu_{2}}\left(x_{0}, y_{0}\right):=(x(2), y(2))$, where $x(t)$ and $y(t)$ solve the Cauchy problem

$$
\dot{x}(t)=y(t), \quad \dot{y}(t)=\mu_{2} \psi(t)-g(x(t)), \quad x(0)=x_{0}, \quad y(0)=y_{0}
$$

Then from (4.2.5) we immediately derive

$$
F_{\mu_{2}}^{m}\left(\left(x_{m, E}(0), \dot{x}_{m, E}(0)\right)\right)=\left(x_{m, \sigma(E)}(0), \dot{x}_{m, \sigma(E)}(0)\right) .
$$

Hence

$$
F_{\mu_{2}}^{m}: \Lambda \rightarrow \Lambda
$$

and

$$
\begin{equation*}
F_{\mu_{2}}^{m} \circ \mathcal{J}=\mathcal{J} \circ \sigma \tag{4.2.6}
\end{equation*}
$$

where $\mathcal{J}: \mathcal{E} \rightarrow \Lambda$ is defined as follows

$$
\mathcal{J}(E)=\left(x_{m, E}(0), \dot{x}_{m, E}(0)\right)
$$

Then (4.2.6) means that $F_{\mu_{2}}^{m}$ has the same dynamics on $\Lambda$ as the Bernoulli shift $J$ on $\mathcal{E}$. So by Theorem 2.5.3, the time map $F_{\mu_{2}}^{m}$ is chaotic on $\Lambda$. Moreover, it is possible to show a sensitive dependence on initial conditions of $F_{\mu_{2}}^{m}$ on $\Lambda$ in the sense that there is an $\varepsilon_{0}>0$ such that for any $(x, y) \in \Lambda$ and any neighborhood $U$ of $(x, y)$, there exists $(u, z) \in U \cap \Lambda$ and an integer $q \geq 1$ such that

$$
\left|F_{\mu_{2}}^{m q}(x, y)-F_{\mu_{2}}^{m q}(u, z)\right|>\varepsilon_{0} .
$$

Of course, these results are known [157, 195], and they are mentioned also in Section 2.5.3. Hence (4.2.4) is chaotic and sensitive depends on initial conditions as well. The set $\Lambda$ is Smale's horseshoe of $F_{\mu_{2}}^{m}$ and $F_{\mu_{2}}^{m}$ has horseshoe dynamics on $\Lambda$.

Summarizing, when $\mu_{1} \neq 0$ is small then Theorem 4.2.3 extends the deterministic chaos of (4.2.4) to (4.2.3), when in place of (4.2.5) we get property (ii) of Theorem 4.2.3.

### 4.2.2 Singular Differential Inclusions

In Subsection 4.2.1, Theorems 4.2.1-4.2.2 are obtained by extending Theorems 3.1.6-3.1.9 of Subsection 3.1.3. Now Theorems 3.1.12-3.1.13 have the following extensions (see [76]).

Theorem 4.2.4. Let $d>1$. If there is a non-empty open bounded set $\mathcal{B} \subset \mathbb{R}^{d}$ and $* \in\{-,+\}$ such that $0 \notin M_{*}(\partial \mathcal{B})$ and $\operatorname{deg}\left(M_{*}, \mathcal{B}, 0\right) \neq 0$, where $M_{*}$ is given by (3.1.28). Then there is a constant $K>0$ such that for any sufficiently small $\varepsilon \neq 0, \operatorname{sgn} \varepsilon=* 1$ and any $E=\left\{e_{j}\right\}_{j \in \mathbb{Z}} \in \mathcal{E}$, the differential inclusion (3.1.25) possesses a solution $x_{m, \varepsilon, E}$ for any $m \in \mathbb{N}$ satisfying

$$
\begin{gathered}
\sup _{(2 j-1) m \leq t \leq(2 j+1) m}\left|x_{m, \varepsilon, E}(t)-\gamma\left(\frac{t-2 m j-\alpha_{m, j, \varepsilon, E}}{\varepsilon}\right)\right| \leq K \sqrt{|\varepsilon|} \quad \text { when } e_{j}=1, \\
\sup _{(2 j-1) m \leq t \leq(2 j+1) m}\left|x_{m, \varepsilon, E}(t)\right| \leq K|\varepsilon| \quad \text { when } \quad e_{j}=0
\end{gathered}
$$

where $\alpha_{m, j, \varepsilon, E} \in \mathbb{R}$ and $\left|\alpha_{m, j, \varepsilon, E}\right| \leq K$.
Theorem 4.2.5. Let $d=1$. If there are constants $a<b$ such that $M(a) M(b) \subset$ $(-\infty, 0)$, where $M$ is given by (3.1.29). Then there is a constant $K>0$ such that for any sufficiently small $\varepsilon \neq 0$ and any $E=\left\{e_{j}\right\}_{j \in \mathbb{Z}} \in \mathcal{E}$, the differential inclusion (3.1.25) possesses a solution $x_{m, \varepsilon, E}$ for any $m \in \mathbb{N}$ satisfying

$$
\begin{gathered}
\sup _{(2 j-1) m \leq t \leq(2 j+1) m}\left|x_{m, \varepsilon, E}(t)-\gamma\left(\frac{t-2 m j-\alpha_{m, j, \varepsilon, E}}{\varepsilon}\right)\right| \leq K|\varepsilon| \quad \text { when } \quad e_{j}=1 \\
\sup _{(2 j-1) m \leq t \leq(2 j+1) m}\left|x_{m, \varepsilon, E}(t)\right| \leq K|\varepsilon| \quad \text { when } \quad e_{j}=0
\end{gathered}
$$

where $\alpha_{m, j, \varepsilon, E} \in(a, b)$.
Finally, we consider the singularly perturbed differential inclusion (3.2.4) of Section 3.2. By combining the arguments of Sections 3.2 and 4.1, we obtain the following extensions of Theorems 3.2.6-3.2.11.

Theorem 4.2.6. Let $d>1$. If there is a non-empty open bounded set $\mathcal{B} \subset \mathbb{R}^{d}$ such that $0 \notin M(\partial \mathcal{B})$ and $\operatorname{deg}(M, \mathcal{B}, 0) \neq 0$, where $M$ is given by (3.2.20). Then there are constants $K>0$ and $\varepsilon_{0}>0$ such that for any $0<\varepsilon<\varepsilon_{0}$ and any $E=\left\{e_{j}\right\}_{j \in \mathbb{Z}} \in \mathcal{E}$, the differential inclusion (3.2.4) possesses a solution ( $x_{m, \varepsilon, E}, y_{m, \varepsilon, E}$ ) for any $m \in \mathbb{N}, m \geq[1 / \sqrt{\varepsilon}]$ satisfying

$$
\begin{gathered}
\sup _{t \in \mathbb{R}}\left|y_{m, \varepsilon, E}(t)\right| \leq K \varepsilon \\
\sup _{(2 j-1) m \leq t \leq(2 j+1) m}\left|x_{m, \varepsilon, E}(t)-\gamma\left(t-2 m j-\alpha_{m, j, \varepsilon, E}\right)\right| \leq K \sqrt{\varepsilon} \text { for } e_{j}=1 \\
\sup _{(2 j-1) m \leq t \leq(2 j+1) m}\left|x_{m, \varepsilon, E}(t)\right| \leq K \varepsilon \quad \text { for } \quad e_{j}=0
\end{gathered}
$$

where $\alpha_{m, j, \varepsilon, E} \in \mathbb{R}$ and $\left|\alpha_{m, j, \varepsilon, E}\right| \leq K$.

Theorem 4.2.7. Let $d=1$. If there are constants $a<b$ such that $M(a) M(b) \subset$ $(-\infty, 0)$, where $M$ is given by (3.2.25). Then there are constants $K>0$ and $\varepsilon_{0}>0$ such that for any $0<\varepsilon<\varepsilon_{0}$ and any $E=\left\{e_{j}\right\}_{j \in \mathbb{Z}} \in \mathcal{E}$, the differential inclusion (3.2.4) possesses a solution $\left(x_{m, \varepsilon, E}, y_{m, \varepsilon, E}\right)$ for any $m \in \mathbb{N}, m \geq[1 / \sqrt{\varepsilon}]$ satisfying

$$
\begin{gathered}
\sup _{t \in \mathbb{R}}\left|y_{m, \varepsilon, E}(t)\right| \leq K \varepsilon \\
\sup _{(2 j-1) m \leq t \leq(2 j+1) m}\left|x_{m, \varepsilon, E}(t)-\gamma\left(t-2 m j-\alpha_{m, j, \varepsilon, E}\right)\right| \leq K \varepsilon \text { for } e_{j}=1 \\
\sup _{(2 j-1) m \leq t \leq(2 j+1) m}\left|x_{m, \varepsilon, E}(t)\right| \leq K \varepsilon \quad \text { when } \quad e_{j}=0
\end{gathered}
$$

where $\alpha_{m, j, \varepsilon, E} \in(a, b)$.

### 4.3 More About Homoclinic Bifurcations

In Sections 4.1 and 4.2, we study bifurcation of chaotic solutions accumulating on bounded solutions for ordinary differential equations with small multivalued perturbations. We assume that the o.d.eqns have homoclinic solutions to hyperbolic equilibria. More recently, we have considered bifurcation from nonsmooth homoclinics, i.e. we considered parameterized discontinuous o.d.eqns with homoclinics crossing discontinuity levels. There are the following two main possibilities.

### 4.3.1 Transversal Homoclinic Crossing Discontinuity

In [22] we investigate the following problem: Let $G(x)$ be a $C^{r}$-function on $\Omega \subset \mathbb{R}^{n}, r \geq 2$ and let $\Omega_{ \pm}=\left\{x \in \Omega \mid G(x)_{<}^{\geq} 0\right\}, \Omega_{0}:=\{x \in \Omega \mid G(x)=0\}$. Let $f_{ \pm}(x) \in C^{r}\left(\bar{\Omega}_{ \pm}\right)$and consider the equation

$$
\begin{equation*}
\dot{x}=f_{ \pm}(x)+\varepsilon g(t, x, \varepsilon), \quad x \in \bar{\Omega}_{ \pm} \tag{4.3.1}
\end{equation*}
$$

where $g \in C_{b}^{r}(\mathbb{R} \times \Omega \times \mathbb{R})$ and $\varepsilon \in \mathbb{R}$ is a small parameter. Assume (see Fig. 4.1)

- For $\varepsilon=0$ (4.3.1) has the hyperbolic equilibrium $x=0 \in \Omega_{-}$and a continuous (not necessarily $C^{1}$ ) homoclinic orbit $\gamma(t)$ to $x=0$ that consists of three solutions

$$
\gamma(t)= \begin{cases}\gamma_{-}(t) & \text { if } t \leq-T \\ \gamma_{0}(t) & \text { if }-T \leq t \leq T \\ \gamma_{+}(t) & \text { if } t \geq T\end{cases}
$$

where $\gamma_{ \pm}(t) \in \Omega_{-}$for $|t|>T, \gamma_{0}(t) \in \Omega_{+}$for $|t|<T$ and

$$
\gamma_{-}(-T)=\gamma_{0}(-T) \in \Omega_{0}, \quad \gamma_{+}(T)=\gamma_{0}(T) \in \Omega_{0}
$$

Moreover we also assume that

$$
G^{\prime}(\gamma(-T)) f_{ \pm}(\gamma(-T))>0, \quad \text { and } \quad G^{\prime}(\gamma(T)) f_{ \pm}(\gamma(T))<0
$$



Figure 4.1: A transversal homoclinic cycle

We have derived a Melnikov bifurcation function to find a solution $x(t, \varepsilon)$ of (4.3.1) such that

$$
\sup _{t \in \mathbb{R}}|x(t, \varepsilon)-\gamma(t-\alpha(\varepsilon))| \rightarrow 0, \text { as } \varepsilon \rightarrow 0
$$

for some $\alpha(\varepsilon) \in \mathbb{R}$. Note $\gamma(t)$ crosses transversally the discontinuity level $\Omega_{0}$ in (4.3.1).

### 4.3.2 Homoclinic Sliding on Discontinuity

On the other hand, in [8], we study a case when a part of homoclinic orbit is sliding on a discontinuity level: Consider the planar discontinuous system

$$
\begin{array}{lll}
\dot{z}=f_{+}(z)+\varepsilon g(z, t, \varepsilon) & \text { for } \quad y>1  \tag{4.3.2}\\
\dot{z}=f_{-}(z)+\varepsilon g(z, t, \varepsilon) & \text { for } \quad y<1
\end{array}
$$

where $z=(x, y) \in \mathbb{R}^{2}, f_{ \pm}, g$ are $C^{3}$-smooth and $g$ is 1-periodic in $t$. While on $y=1$ (cf. [134]), we consider the equation

$$
\begin{align*}
\dot{x} & =\frac{q_{+2}(x, 1, t, \varepsilon)}{q_{+2}(x, 1, t, \varepsilon)-q_{-2}(x, 1, t, \varepsilon)} q_{+1}(x, 1, t, \varepsilon) \\
& +\frac{q_{-2}(x, 1, t, \varepsilon)}{q_{-2}(x, 1, t, \varepsilon)-q_{+2}(x, 1, t, \varepsilon)} q_{-1}(x, 1, t, \varepsilon) \tag{4.3.3}
\end{align*}
$$

where $q_{ \pm}=\left(q_{ \pm 1}, q_{ \pm 2}\right)$ and $q_{ \pm}(z, t, \varepsilon)=f_{ \pm}(z)+\varepsilon g(z, t, \varepsilon)$. We suppose the following conditions
(i) $f_{-}(0)=0$ and $D f_{-}(0)$ has no eigenvalues on the imaginary axis.


Figure 4.2: A planar sliding homoclinic cycle


Figure 4.3: A planar homoclinic sliding crossing a line
(ii) There are two solutions $\gamma_{-}(s), \gamma_{+}(s)$ of $\dot{z}=f_{-}(z), y \leq 1$ defined on $\mathbb{R}_{-}=(-\infty, 0], \mathbb{R}_{+}=[0,+\infty)$, respectively, such that $\lim _{s \rightarrow \pm \infty} \gamma_{ \pm}(s)=0$ and $\gamma_{ \pm}(s)=\left(x_{ \pm}(s), y_{ \pm}(s)\right)$ with $y_{ \pm}(0)=1, x_{-}(0)<x_{+}(0)$. Moreover, $f_{ \pm}(z)=\left(f_{ \pm 1}(z), f_{ \pm 2}(z)\right)$ with $f_{ \pm 1}(x, 1)>0, f_{+2}(x, 1)<0$ for $x_{-}(0) \leq x \leq x_{+}(0)$. Furthermore, $f_{-2}(x, 1)>0$ for $x_{-}(0) \leq x<x_{+}(0)$, $f_{-2}\left(x_{+}(0), 1\right)=0$ and $\partial_{x} f_{-2}\left(x_{+}(0), 1\right)<0$.

Assumptions (i) and (ii) mean (see Fig. 4.2) that (4.3.2) for $\varepsilon=0$ has a sliding homoclinic solution $\gamma$, created by $\gamma_{ \pm}$, to a hyperbolic equilibrium 0 . Conditions for the bifurcation of $\gamma$ to bounded solutions on $\mathbb{R}$ of (4.3.2) under the perturbation $\varepsilon g(z, t, \varepsilon)$ are derived in [8]. Functional-analytical methods are used in $[8,22]$ based on the implicit function theorem.

Finally, we have also studied cases when homoclinic orbit $\gamma(s)$ transversally crosses another curves of discontinuity (see Fig. 4.3). For simplicity, we supposed that such a discontinuity in (4.3.2) occurs at the level $y=1 / 2$, i.e. we considered
the system

$$
\begin{align*}
& \dot{z}=f_{+}(z)+\varepsilon g(t) \quad \text { for } \quad y>1, \\
& \dot{z}=f_{-}(z)+\varepsilon g(t) \quad \text { for } \quad 1 / 2<y<1,  \tag{4.3.4}\\
& \dot{z}=F(z)+\varepsilon g(t) \quad \text { for } \quad y<1 / 2,
\end{align*}
$$

where $z=(x, y) \in \mathbb{R}^{2}, f_{ \pm}, F, g$ are $C^{3}$-smooth and $g$ is 1-periodic in $t$.

## Chapter 5

## Topological Transversality

### 5.1 Topological Transversality and Chaos

### 5.1.1 Topologically Transversal Invariant Sets

We study bifurcation of chaotic solutions of discontinuous o.d.eqns in Chapter 4 using topological degree methods. Those results are extensions of a similar classical result, the Smale-Birkhoff homoclinic theorem for smooth o.d.eqns, based on the existence of Smale's horseshoe which is a consequence of a transversal intersection of stable and unstable manifolds of a hyperbolic fixed point of a diffeomorphism. When the smoothness of an o.d.eqn is dropped, then this classical approach fails. For this reason we use topological degree arguments. This is the aim of Chapter 4. Similar mathematical difficulties occur when a diffeomorphism possesses a hyperbolic fixed point, but the corresponding stable and unstable manifolds do not have a transversal intersection. So a natural question arises that which kind of intersection should have stable and unstable manifolds in order to have a chaotic behavior of a diffeomorphism near that intersection. The aim of this section is to give an answer on this question by extending the Smale-Birkhoff homoclinic theorem in this direction. We show that a topologically transversal intersection of stable and unstable manifolds guaranties chaotic behavior of the diffeomorphism.

In order to state our main results, we need the following notations and definitions. Let $\mathcal{M}$ be a $C^{1}$-smooth manifold without boundary. Consider a $C^{1}$ smooth diffeomorphism $f: \mathcal{M} \rightarrow \mathcal{M}$ possessing a hyperbolic fixed point $p$ and let $W_{p}^{s}, W_{p}^{u}$ be the global stable and unstable manifolds of $p$, respectively. Let $\widetilde{W}_{p}^{s}, \widetilde{W}_{p}^{u}$ be open subsets of $W_{p}^{s}, W_{p}^{u}$, respectively, which are submanifolds of $\mathcal{M}$, that is the immersed and induced topologies on $\widetilde{W}_{p}^{s}$ and $\widetilde{W}_{p}^{u}$, respectively, coincide. We assume that $\widetilde{W}_{p}^{s} \cap \widetilde{W}_{p}^{u} \backslash\{p\} \neq \emptyset$, i.e. there is a point $q$ homoclinic to $p$. We also suppose the existence of a compact component $K \ni q$ of the set $\widetilde{W}_{p}^{s} \cap \widetilde{W}_{p}^{u}$, that is a compact subset $K \subset \widetilde{W}_{p}^{s} \cap \widetilde{W}_{p}^{u} \backslash\{p\}$ such that $q \in K$ and there exists an open connected precompact subset $U \subset \bar{U} \subset \mathcal{M} \backslash\{p\}$


Figure 5.1: A transversal homoclinic set $K=\widetilde{W}_{p}^{s} \cap \widetilde{W}_{p}^{u} \cap U$
satisfying $U \cap \widetilde{W}_{p}^{s} \cap \widetilde{W}_{p}^{u}=K$ (see Fig. 5.1). Since $K$ is compact there is an $m_{0}$ such that $f^{m_{0}}(K)$ is in a local chart $U_{p}$ of $p$. By shrinking $U$, we can assume in addition that $\widetilde{W}_{p}^{s(u)} \cap \bar{U}=\widetilde{W}_{p}^{s(u)} \cap U$ and as well as $f^{m_{0}}(\bar{U}) \subset$ $U_{p}$, and consequently, $U$ is orientable. Moreover, since $U$ is precompact and open, $\widetilde{W}_{p}^{s(u)} \cap U$ are also submanifolds of $\mathcal{M}$ and there is an $N_{0}>0$ such that $\overline{\widetilde{W}_{p}^{s(u)} \cap U} \subset f^{\mp N_{0}}\left(W_{p, l o c}^{s(u)}\right) \backslash\{p\}$. Hence $\widetilde{W}_{p}^{s(u)} \cap U$ are also orientable. Then we can define the local intersection number $\#\left(\widetilde{W}_{p}^{s} \cap U, \widetilde{W}_{p}^{u} \cap U\right)$ of the manifolds $\widetilde{W}_{p}^{s} \cap U$ and $\widetilde{W}_{p}^{u} \cap U$ in $\mathcal{M}$. The main purpose of this section is to prove the following result [18].
Theorem 5.1.1. If $\#\left(\widetilde{W}_{p}^{s} \cap U, \widetilde{W}_{p}^{u} \cap U\right) \neq 0$ then there exists $\omega_{0} \in \mathbb{N}$ such that for any $\mathbb{N} \ni \omega \geq \omega_{0}$ there is a set $\Lambda_{\omega} \subset \mathcal{M}$ and a mapping $\pi_{\omega}: \Lambda_{\omega} \rightarrow \mathcal{E}$ such that
(i) $f^{2 \omega}\left(\Lambda_{\omega}\right)=\Lambda_{\omega}$
(ii) $\pi_{\omega}$ is continuous, one to one and onto
(iii) $\pi_{\omega} \circ f^{2 \omega}=\sigma \circ \pi_{\omega}$, where $\sigma: \mathcal{E} \rightarrow \mathcal{E}$ is the Bernoulli shift map

Remark 5.1.2. Note that we do not know whether $\pi_{\omega}^{-1}$ is continuous. Thus we cannot say, in general, that $\Lambda_{\omega}$ is homeomorphic to $\mathcal{E}$. However, if $q$ is a transversal homoclinic point, $\pi_{\omega}$ is a homeomorphism, since in the considerations that follow we can use the implicit function theorem instead of the Brouwer degree theory, getting the standard Smale horseshoe of the Smale-Birkhoff homoclinic theorem.
Remark 5.1.3. The diffeomorphism $f$ of Theorem 5.1 .1 has positive topological entropy. This follows from [49, Lemma 1.3].

Remark 5.1.4. Consider a $C^{1}$-smooth diffeomorphism $f: \mathcal{M} \rightarrow \mathcal{M}$ possessing two hyperbolic fixed points $p_{1}$ and $p_{2}, p_{1} \neq p_{2}$. If $W_{p_{1}}^{s}$ and $W_{p_{2}}^{u}$, and $W_{p_{2}}^{s}$ and $W_{p_{1}}^{u}$, are topologically transversal, respectively, then we can prove a similar result for $f$ like in Theorem 5.1.1.

Now we present a situation where topologically transversal intersections of stable and unstable manifolds naturally occur. Let $\mathcal{M}$ be a smooth symplectic surface with the symplectic area form $\omega$. Let $f: \mathcal{M} \rightarrow \mathcal{M}$ be a smooth areapreserving diffeomorphism homotopic to identity and exactly symplectic, i.e. $f^{*}(\alpha)=\alpha+d S$ for some smooth function $S: \mathcal{M} \rightarrow \mathbb{R}$ and $\alpha$ is a differential 1 -form such that $d \alpha=\omega$. Time-one-maps of 1-periodic Hamiltonian systems are such diffeomorphisms (see (5.1.2)). We note that any exactly symplectic map is also symplectic. If $\mathcal{M}$ is exactly symplectic, i.e. $\omega=d \alpha$, and simply connected then any symplectic map is also exactly symplectic. Following a proof of [196, Theorem 2.1], we have the next result.

Proposition 5.1.5. Assume that $f$ has two hyperbolic fixed points $p_{1}, p_{2}, p_{1} \neq$ $p_{2}$. Let us suppose that $W_{p_{1}}^{s} \cap W_{p_{2}}^{u} \neq \emptyset$ and $W_{p_{2}}^{s} \cap W_{p_{1}}^{u} \neq \emptyset$. If $W_{p_{1}}^{s} \neq W_{p_{2}}^{u}$ and $W_{p_{2}}^{s} \neq W_{p_{1}}^{u}$, and $S\left(p_{1}\right)=S\left(p_{2}\right)$, then $W_{p_{1}}^{s}$ and $W_{p_{2}}^{u}$, and $W_{p_{2}}^{s}$ and $W_{p_{1}}^{u}$, are topologically transversal, respectively. Hence Remark 5.1.4 gives a chaotic behavior of $f$.

Example 5.1.6. Proposition 5.1 .5 can be applied to the results of [41, Section 5, p. 703]. More precisely, let us consider the equation

$$
\begin{equation*}
\ddot{u}+W(u, t)=0, \tag{5.1.1}
\end{equation*}
$$

where $W: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is $C^{1}$-smooth and 1-periodic in $t$. Suppose that (5.1.1) has two different hyperbolic periodic solutions $u_{1}$ and $u_{2}$. Let $\phi: \mathbb{R}^{2} \times \mathbb{R} \rightarrow \mathbb{R}^{2}$ be the flow of $\dot{u}=v, \dot{v}=-W(u, t)$. Then $f(x, y)=\phi(x, y, 1)$ is exactly symplectic by taking

$$
\omega=d x \wedge d y, \quad \alpha=-y d x, \quad S(x, y)=-\int_{0}^{1} L(\phi(x, y, s)) d s
$$

where $L$ is the Lagrangian of (5.1.1) given by $L(\phi)=\frac{\phi_{2}^{2}}{2}-G\left(\phi_{1}, t\right), \phi=\left(\phi_{1}, \phi_{2}\right)$, $\partial G / \partial u=W$. Clearly the periodic solutions $u_{1}, u_{2}$ induce hyperbolic fixed points $\left(u_{1}(0), \dot{u}_{1}(0)\right)=w_{1}$ and $\left(u_{2}(0), \dot{u}_{2}(0)\right)=w_{2}$ of $f$. Then $S\left(w_{1}\right)=S\left(w_{2}\right)$ is a part of the condition (1) of [41, Definition 2.1]. Hence $w_{1}$ and $w_{2}$ are on the same action level for $f$ in the terminology of [196, Theorem 8.1]. $S$ is naturally related to the action functional over $H_{1}^{1}=\left\{u \in H_{l o c}^{1}(\mathbb{R}): u(t+1)=u(t)\right.$ a.e. in $\left.\mathbb{R}\right\}$ defined as $u \mapsto \int_{0}^{1}\left(\frac{\dot{u}(s)^{2}}{2}-G(u(s), s)\right) d s$ on [41, p. 679]. Hence the assumptions of Subsection 5 of [41] imply the validity of Theorem 5.1.1, which is stronger than the results of Subsection 5 of [41]. On the other hand, the main results of [41] deal with equations like (5.1.1) under assumptions on $u_{1}$ and $u_{2}$ weaker than in this subsection, namely $u_{1}$ and $u_{2}$ are not hyperbolic but they are the so-called consecutive minimizers, see [41, Definition 2.1]. By using variational
methods, chaotic bumping solutions are shown to exist in [41]. Finally we note that for a $C^{1}$-smooth 1-periodic Hamiltonian system

$$
\begin{equation*}
\dot{x}=-\frac{\partial H}{\partial y}(x, y, t), \quad \dot{y}=\frac{\partial H}{\partial x}(x, y, t) \tag{5.1.2}
\end{equation*}
$$

the time-one map is exactly symplectic with
$\omega=d x \wedge d y, \quad \alpha=x d y, \quad S(x, y)=\int_{0}^{1}\left(\psi_{1}(x, y, t) \dot{\psi}_{2}(x, y, t)-H(\psi(x, y, t))\right) d t$,
where $\psi=\left(\psi_{1}, \psi_{2}\right)$ is the flow of (5.1.2). The action functional for (5.1.2) over $H_{1}^{1}$ is given by

$$
(x, y) \mapsto \int_{0}^{1} x(t) \dot{y}(t)-H(x(t), y(t), t) d t=\int_{0}^{1} \frac{1}{2}\langle J \dot{u}(t), u(t)\rangle-H(u(t), t) d t
$$

where $J=\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right), u=(x, y)$ and $\langle\cdot, \cdot\rangle$ is the usual inner product on $\mathbb{R}^{2}$.
Results similar to Theorem 5.1.1 have been proved by others authors. For example, a semiconjugacy to the Bernoulli shift $\sigma$ on $\mathcal{E}$ of some power of a given map is proved in [154] provided an isolating neighborhood of the map satisfies some conditions on the Conley indices of its subsets. On the other hand, Lefschetz Fixed Point Theorem and Topological Principle of Wazewski is applied in [180] to prove the existence of a compact invariant set for the Poincaré map of a time-periodic vector field on which the same map is semiconjugated to the Bernoulli shift $\sigma$ on $\mathcal{E}$ and the counterimage (by the semiconjugacy) of any periodic point of $\sigma$ contains a periodic point of the Poincaré map. The notion of periodic isolating segments is an essential tool for the proofs in [180]. Finally, the same situation as in this section is studied in [49]. By using geometric and homological methods, it is proved in [49] that, under the conditions of Theorem 5.1.1, there is an invariant set of some power of $f$ on which the same power of $f$ is semiconjugated to the Bernoulli shift $\sigma$ on $\mathcal{E}$. In all these papers by semiconjugacy it is meant that the associated map between the invariant set and the symbolic set (in this section it is the map $\pi_{\omega}$ ) is shown to be continuous and onto. Hence the semiconjugacy does not directly imply the existence of infinitely many periodic orbits of a given map (apart from the result in [180]), but it implies positive topological entropy of the map. Our approach instead, which is based on an idea in [16], namely on the notion of exponential dichotomies of difference equations, allow us to prove that $\pi_{\omega}$ is one to one, a result that was not stated in $[49,154,180]$. Consequently, $f$ has infinitely many periodic orbits as well as quasiperiodic ones. Moreover we are able to identify the periodic points of the map as solutions of a particular equation.

### 5.1.2 Difference Boundary Value Problems

To avoid the use of either the tangent vector bundle of $\mathcal{M}$ or local charts of $\mathcal{M}$, we assume for simplicity in this subsection that $\mathcal{M}=\mathbb{R}^{N}$. This restriction is only
technical. Next, for any $\xi \in \widetilde{W}_{p}^{s} \cap \bar{U}$ and $\eta \in \widetilde{W}_{p}^{u} \cap \bar{U}$ we set $\xi_{n}=f^{n}(\xi), n \in \mathbb{Z}_{+}$, $\eta_{n}=f^{n}(\eta), n \in \mathbb{Z}_{-}$. Now we fix $\omega \in \mathbb{N}$ large and put

$$
\begin{gathered}
J_{\omega}=\{-\omega,-\omega+1, \ldots, \omega-1, \omega\}, \quad \widetilde{J}_{\omega}=\{-\omega,-\omega+1, \ldots, \omega-1\}, \\
J_{\omega}^{-}=\{-\omega,-\omega+1, \cdots,-1,0\}, \quad I_{\omega}^{-}=\{-\omega,-\omega+1, \ldots,-1\} \\
J_{\omega}^{+}=\{0,1, \ldots, \omega-1, \omega\}, \quad I_{\omega}^{+}=\{0,1, \ldots, \omega-2, \omega-1\}
\end{gathered}
$$

In this subsection we study the nonlinear system

$$
\begin{equation*}
x_{n+1}=f\left(x_{n}\right) \tag{5.1.3}
\end{equation*}
$$

near $\left\{\xi_{n}\right\}_{n \in J_{\omega}^{+}}$and $\left\{\eta_{n}\right\}_{n \in J_{\omega}^{-}}$. As usually in the bifurcation theory, at first we consider linearizations of (5.1.3) along $\left\{\xi_{n}\right\}_{n \in \mathbb{Z}_{+}}$and $\left\{\eta_{n}\right\}_{n \in \mathbb{Z}_{-}}$given by

$$
\begin{gather*}
v_{n+1}=D f\left(\xi_{n}\right) v_{n}, \quad n \in \mathbb{Z}_{+},  \tag{5.1.4}\\
w_{n+1}=D f\left(\eta_{n}\right) w_{n}, \quad n \in \mathbb{Z}_{-}, \quad n \neq 0 \tag{5.1.5}
\end{gather*}
$$

respectively. Since $\xi_{n} \rightarrow p, \eta_{n} \rightarrow p$ as $n \rightarrow \pm \infty$ and $p$ is a hyperbolic fixed point of $f$, we have the following result.

Lemma 5.1.7. Systems (5.1.4) and (5.1.5) have exponential dichotomies on $\mathbb{Z}_{+}$and $\mathbb{Z}_{-}$, respectively, i.e. there are positive constants $L \geq 1, \delta \in(0,1)$ and orthogonal projections $P_{\xi}: \mathbb{R}^{N} \rightarrow T_{\xi} \widetilde{W}_{p}^{s}, Q_{\eta}: \mathbb{R}^{N} \rightarrow T_{\eta} \widetilde{W}_{p}^{u}$ such that the fundamental solutions $V_{\xi}(n)$ and $W_{\eta}(n)$ of (5.1.4) and (5.1.5) respectively, satisfy the following conditions:

$$
\begin{gather*}
\left\|V_{\xi}(n) P_{\xi} V_{\xi}(m)^{-1}\right\| \leq L \delta^{n-m}, \quad m \leq n, \quad m, n \in \mathbb{Z}_{+} \\
\left\|V_{\xi}(n)\left(\mathbb{I}-P_{\xi}\right) V_{\xi}(m)^{-1}\right\| \leq L \delta^{m-n}, \quad n \leq m, \quad m, n \in \mathbb{Z}_{+}  \tag{5.1.6}\\
\left\|W_{\eta}(n)\left(\mathbb{I}-Q_{\eta}\right) W_{\eta}(m)^{-1}\right\| \leq L \delta^{n-m}, \quad m \leq n, \quad m, n \in \mathbb{Z}_{-} \\
\left\|W_{\eta}(n) Q_{\eta} W_{\eta}(m)^{-1}\right\| \leq L \delta^{m-n}, \quad n \leq m, \quad m, n \in \mathbb{Z}_{-} \tag{5.1.7}
\end{gather*}
$$

respectively, along with

$$
\begin{equation*}
V_{\xi}(n) P_{\xi} V_{\xi}(n)^{-1} \rightarrow P_{p}, \quad W_{\eta}(-n) Q_{\eta} W_{\eta}(-n)^{-1} \rightarrow \mathbb{I}-P_{p} \tag{5.1.8}
\end{equation*}
$$

as $n \rightarrow \infty$ uniformly for $\xi$, $\eta$, where $P_{p}$ is the exponential dichotomy projection of $\dot{z}=D f(p) z$. Moreover, $L$ and $\delta$ can be chosen to be independent of $\xi \in \widetilde{W}_{p}^{s} \cap \bar{U}$ and $\eta \in \widetilde{W}_{p}^{u} \cap \bar{U}$. If $\mathcal{M}$ and $f$ are $C^{r}$-smooth then $P_{\xi}$ and $Q_{\eta}$ are $C^{r-1}$-smooth in $\xi, \eta$ respectively.

Proof. Let $\xi \in \widetilde{W}_{p}^{s} \cap \bar{U}$, then $f^{n}(\xi) \rightarrow p$ as $n \rightarrow+\infty$. From the roughness of exponential dichotomies in Lemma 2.5.1, it follows that there exists $r_{\xi}>0$ such that when $|\widetilde{\xi}-\xi|<r_{\xi}, \widetilde{\xi} \in \widetilde{W}_{p}^{s} \cap \bar{U}, v_{n+1}=f^{\prime}\left(\widetilde{\xi}_{n}\right) v_{n}$ has an exponential dichotomy on $\mathbb{Z}_{+}$with constants $L_{\xi}$ and $\delta_{\xi}$. Covering $\widetilde{W}_{p}^{u} \cap \bar{U}$ with a finite number of balls centered at $\xi$ and of radius $r_{\xi}$ the result follows as far as the
dichotomy on $\mathbb{Z}_{+}$is concerned. A similar argument applies for the dichotomy on $\mathbb{Z}_{-}$. Note that any projection having the same range as $P_{\xi}$, (resp. $Q_{\eta}$ ) satisfies condition (5.1.6) (resp. (5.1.7)). Thus, it is the additional requirement that $P_{\xi}$ and $Q_{\eta}$ are orthogonal that makes them unique. This uniqueness also implies that $P_{\xi}$ and $Q_{\eta}$ are continuous in $\xi, \eta$ respectively. In fact let us prove this for $P_{\xi}$. Since $\widetilde{W}_{p}^{s}$ is $C^{1}$, we get that $T_{\xi} \widetilde{W}_{p}^{s}$ depends continuously on $\xi$ and the same holds for its orthogonal complement $\left(T_{\xi} \widetilde{W_{p}^{s}}\right)^{\perp}$ in $\mathbb{R}^{n}$. So, if $\left\{v_{1}(\xi), \ldots, v_{d}(\xi)\right\}$ is a (local) orthonormal basis of $T_{\xi} \widetilde{W}_{p}^{s}$ that depends continuously on $\xi$ in a neighborhood of some $\xi_{0} \in \widetilde{W}_{p}^{s}$, we have $P_{\xi} v=\sum_{j=1}^{d}\left\langle v, v_{j}(\xi)\right\rangle v_{j}(\xi)$ and then $P_{\xi}$ is continuous in $\xi$. Note that the uniqueness of $P_{\xi}$ implies that $P_{\xi} v$ does not depend on the choice of the basis $\left\{v_{1}(\xi), \ldots, v_{d}(\xi)\right\}$. A similar argument holds for $Q_{\eta}$. Moreover, note that, when $\mathcal{M}$ and are $C^{r}$-smooth then $P_{\xi}$ and $Q_{\eta}$ are of class $C^{r-1}$.

Next we study nonhomogenous equations of (5.1.4) and (5.1.5).
Lemma 5.1.8. There exist $\tilde{\omega}_{0} \in \mathbb{N}$ and a constant $c>0$ such that given any $\omega \in \mathbb{N}, \omega \geq \omega_{0},(\xi, \eta) \in\left(\widetilde{W}_{p}^{s} \cap \bar{U}\right) \times\left(\widetilde{W}_{p}^{u} \cap \bar{U}\right)$, and $b, h_{n} \in \mathbb{R}^{N}, n \in \widetilde{J}_{\omega}$, $\phi \in \mathcal{R} P_{\xi}, \psi \in \mathcal{R} Q_{\eta}$, there exist unique solutions $\left\{v_{n}\right\}_{n \in J_{\omega}^{+}}$and $\left\{w_{n}\right\}_{n \in J_{\omega}^{-}}$of the linear systems

$$
\begin{align*}
v_{n+1} & =D f\left(\xi_{n}\right) v_{n}+h_{n}, \quad n \in I_{\omega}^{+}  \tag{5.1.9}\\
w_{n+1} & =D f\left(\eta_{n}\right) w_{n}+h_{n}, \quad n \in I_{\omega}^{-}
\end{align*}
$$

respectively, together with the boundary value conditions

$$
\begin{equation*}
P_{\xi} v_{0}=\phi, \quad Q_{\eta} w_{0}=\psi, \quad v_{\omega}-w_{-\omega}=b \tag{5.1.10}
\end{equation*}
$$

Moreover such solutions are linear in $(b, h, \phi, \psi), h=\left\{h_{n}\right\}_{n \in \tilde{J}_{\omega}}$ and satisfy

$$
\begin{equation*}
\max _{n \in J_{\omega}^{+}}\left|v_{n}\right|, \max _{n \in J_{\omega}^{-}}\left|w_{n}\right| \leq c\left(\max _{n \in J_{\omega}^{ \pm}}\left|h_{n}\right|+|b|+|\phi|+|\psi|\right) . \tag{5.1.11}
\end{equation*}
$$

Proof. Uniqueness: When $h=0, \phi=0, \psi=0$ and $b=0$ then from (5.1.9) and (5.1.10) we get $v_{n}=V_{\xi}(n) v_{0}, w_{n}=W_{\xi}(n) w_{0}, P_{\xi} v_{0}=0, Q_{\eta} w_{0}=0$ and $V_{\xi}(\omega) v_{0}=W_{\xi}(-\omega) w_{0}$. Then

$$
\left[V_{\xi}(\omega)\left(\mathbb{I}-P_{\xi}\right) V_{\xi}(\omega)^{-1}\right] V_{\xi}(\omega) v_{0}=\left[W_{\eta}(-\omega)\left(\mathbb{I}-Q_{\eta}\right) W_{\eta}(-\omega)^{-1}\right] W_{\eta}(-\omega) w_{0}
$$

By (5.1.8) we have

$$
\mathcal{R}\left[V_{\xi}(\omega)\left(\mathbb{I}-P_{\xi}\right) V_{\xi}(\omega)^{-1}\right] \cap \mathcal{R}\left[W_{\eta}(-\omega)\left(\mathbb{I}-Q_{\eta}\right) W_{\eta}(-\omega)^{-1}\right]=\{0\}
$$

for $\omega$ large. Hence $V_{\xi}(\omega) v_{0}=W_{\eta}(-\omega) w_{0}=0$, which give $v_{n}=w_{n}=0$.

Existence: For $b, h_{n} \in \mathbb{R}^{N}, n \in \widetilde{J}_{\omega}, \phi \in \mathcal{R} P_{\xi}, \psi \in \mathcal{R} Q_{\eta}, \phi_{1} \in \mathcal{N} P_{p}, \psi_{1} \in \mathcal{R} P_{p}$ we put

$$
\begin{gather*}
v_{n}=V_{\xi}(n) \phi+\sum_{k=0}^{n-1} V_{\xi}(n) P_{\xi} V_{\xi}(k+1)^{-1} h_{k} \\
-\sum_{k=n}^{\omega-1} V_{\xi}(n)\left(\mathbb{I}-P_{\xi}\right) V_{\xi}(k+1)^{-1} h_{k}+V_{\xi}(n)\left(\mathbb{I}-P_{\xi}\right) V_{\xi}(\omega)^{-1} \phi_{1} \quad \text { for } n \in J_{\omega}^{+} \tag{5.1.12}
\end{gather*}
$$

and

$$
\begin{gather*}
w_{n}=W_{\eta}(n) \phi+\sum_{k=-\omega}^{n-1} W_{\eta}(n)\left(\mathbb{I}-Q_{\eta}\right) W_{\eta}(k+1)^{-1} h_{k} \\
-\sum_{k=n}^{-1} W_{\eta}(n) Q_{\eta} W_{\eta}(k+1)^{-1} h_{k}+W_{\eta}(n)\left(\mathbb{I}-Q_{\eta}\right) W_{\eta}(-\omega)^{-1} \psi_{1} \quad \text { for } n \in J_{\omega}^{-} \tag{5.1.13}
\end{gather*}
$$

Clearly such $v_{n}, w_{n}$ satisfy (5.1.9) and $P_{\xi} v_{0}=\phi, Q_{\eta} w_{0}=\psi$. To show $v_{\omega}-w_{-\omega}=$ $b$, we solve

$$
\begin{gather*}
W_{\eta}(-\omega)\left(\mathbb{I}-Q_{\eta}\right) W_{\eta}(-\omega)^{-1} \psi_{1}-V_{\xi}(\omega)\left(\mathbb{I}-P_{\xi}\right) V_{\xi}(\omega)^{-1} \phi_{1}=V_{\xi}(\omega) \phi-b \\
-W_{\eta}(-\omega) \phi+\sum_{k=0}^{\omega-1} V_{\xi}(\omega) P_{\xi} V_{\xi}(k+1)^{-1} h_{k}+\sum_{k=-\omega}^{-1} W_{\xi}(-\omega) Q_{\eta} W_{\eta}(k+1)^{-1} h_{k} \tag{5.1.14}
\end{gather*}
$$

By (5.1.8) we can uniquely solve $\phi_{1}, \psi_{1}$ from (5.1.14) for $\omega$ large. This gives the desired solution of this Lemma. Estimates of (5.1.11) follow directly from (5.1.6), (5.1.7), (5.1.12), (5.1.13) and (5.1.14). The proof is finished.

Similarly we have the next result.
Lemma 5.1.9. For any $(\xi, \eta) \in\left(\widetilde{W}_{p}^{s} \cap \bar{U}\right) \times\left(\widetilde{W}_{p}^{u} \cap \bar{U}\right), \phi \in \mathcal{R} P_{\xi}, \psi \in \mathcal{R} Q_{\eta}$, and for any bounded sequence $\left\{h_{n}\right\}_{n \in \mathbb{Z}}$, there exist unique solutions $\left\{v_{n}\right\}_{n \geq 0}$ and $\left\{w_{n}\right\}_{n \leq 0}$ of the linear systems

$$
\begin{array}{cc}
v_{n+1}=D f\left(\xi_{n}\right) v_{n}+h_{n}, & n \geq 0 \\
w_{n+1}=D f\left(\eta_{n}\right) w_{n}+h_{n}, & n \leq-1
\end{array}
$$

respectively, together with the boundary value conditions

$$
P_{\xi} v_{0}=\phi, \quad Q_{\eta} w_{0}=\psi
$$

Moreover such solutions are linear in $\left(h^{ \pm}, \phi, \psi\right), h^{+}=\left\{h_{n}\right\}_{n \geq 0}, h^{-}=\left\{h_{n}\right\}_{n \leq 0}$, and there exists a constant $c>0$, independent of $\left(h^{ \pm}, \phi, \psi\right)$, such that:

$$
\sup _{n \geq 0}\left|v_{n}\right| \leq c\left(\sup _{n \geq 0}\left|h_{n}\right|+|\phi|\right), \quad \sup _{n \leq 0}\left|w_{n}\right| \leq c\left(\sup _{n \leq 0}\left|h_{n}\right|+|\psi|\right)
$$

Proof. The solutions are given by formulas

$$
v_{n}=V_{\xi}(n) \phi+\sum_{k=0}^{n-1} V_{\xi}(n) P_{\xi} V_{\xi}(k+1)^{-1} h_{k}-\sum_{k=n}^{\infty} V_{\xi}(n)\left(\mathbb{I}-P_{\xi}\right) V_{\xi}(k+1)^{-1} h_{k}
$$

for $n \geq 0$ and
$w_{n}=W_{\eta}(n) \phi+\sum_{k=-\infty}^{n-1} W_{\eta}(n)\left(\mathbb{I}-Q_{\eta}\right) W_{\eta}(k+1)^{-1} h_{k}-\sum_{k=n}^{-1} W_{\xi}(n) Q_{\eta} W_{\eta}(k+1)^{-1} h_{k}$
for $n \leq 0$. The proof is finished.
Now we are ready to study (5.1.3) near $\left\{\xi_{n}\right\}_{n \in J_{\omega}^{+}}$and $\left\{\eta_{n}\right\}_{n \in J_{\omega}^{-}}$.
Theorem 5.1.10. There exist $\omega_{0} \in \mathbb{N}$ and a constant $c>0$ such that, for any $\omega \in \mathbb{N}$, $\omega \geq \omega_{0}$, and $(\xi, \eta) \in\left(\widetilde{W}_{p}^{s} \cap \bar{U}\right) \times\left(\widetilde{W}_{p}^{u} \cap \bar{U}\right)$, there exist unique $\left\{x_{n}^{+}(\omega, \xi, \eta)\right\}_{n \in J_{\omega}^{+}}$and $\left\{x_{n}^{-}(\omega, \xi, \eta)\right\}_{n \in J_{\omega}^{-}}$which satisfy (5.1.3) separately on $I_{\omega}^{+}$ and $I_{\omega}^{-}$such that

$$
P_{\xi} x_{0}^{+}(\omega, \xi, \eta)=P_{\xi} \xi, \quad Q_{\eta} x_{0}^{-}(\omega, \xi, \eta)=Q_{\eta} \eta, \quad x_{\omega}^{+}(\omega, \xi, \eta)=x_{-\omega}^{-}(\omega, \xi, \eta),
$$

together with

$$
\max _{n \in J_{\omega}^{+}}\left|x_{n}^{+}(\omega, \xi, \eta)-\xi_{n}\right| \leq c \delta^{\omega}, \quad \max _{n \in J_{\omega}^{-}}\left|x_{n}^{-}(\omega, \xi, \eta)-\eta_{n}\right| \leq c \delta^{\omega}
$$

Moreover, $x_{n}^{ \pm}(\omega, \xi, \eta)$ are $C^{r-1}$-smooth with respect to $\xi$ and $\eta$ when $\mathcal{M}$ is a $C^{r}$-manifold and $f$ is a $C^{r}$-diffeomorphism.

Proof. We apply the implicit function theorem to (5.1.3) near $\left\{\xi_{n}\right\}_{n \in J_{\omega}^{+}}$and $\left\{\eta_{n}\right\}_{n \in J_{\omega}^{-}}$, respectively. By putting $x_{n}^{+}=\xi_{n}+v_{n}, n \in J_{\omega}^{+}$and $x_{n}^{-}=\eta_{n}+w_{n}$, $n \in J_{\omega}^{-}$, we get the system

$$
\begin{align*}
v_{n+1} & =f\left(\xi_{n}+v_{n}\right)-f\left(\xi_{n}\right), & & n \in I_{\omega}^{+}  \tag{5.1.15}\\
w_{n+1} & =f\left(\eta_{n}+w_{n}\right)-f\left(\eta_{n}\right), & & n \in I_{\omega}^{-} .
\end{align*}
$$

Since we are looking for solutions of (5.1.3) such that $x_{\omega}^{+}=x_{-\omega}^{-}, P_{\xi} x_{0}^{+}=P_{\xi} \xi$ and $Q_{\eta} x_{0}^{-}=Q_{\eta} \eta$ we add the boundary value conditions:

$$
\begin{equation*}
v_{\omega}-w_{-\omega}=\eta_{-\omega}-\xi_{\omega}=O\left(\delta^{\omega}\right), \quad P_{\xi} v_{0}=0, \quad Q_{\eta} w_{0}=0 \tag{5.1.16}
\end{equation*}
$$

Let $v=\left(v_{0}, \ldots, v_{\omega}\right) \in \mathbb{R}^{N(\omega+1)}, w=\left(w_{-\omega}, \ldots, w_{0}\right) \in \mathbb{R}^{N(\omega+1)}$. To solve (5.1.15-5.1.16), we take the mapping $\left.\Gamma_{\omega}:\left(\widetilde{W}_{p}^{s} \cap \bar{U}\right) \times \widetilde{W}_{p}^{u} \cap \bar{U}\right) \times \mathbb{R}^{2 N(\omega+1)} \rightarrow$ $\mathbb{R}^{2 N(\omega+1)}$ defined by

$$
\Gamma_{\omega}(\xi, \eta, v, w)=\left(\begin{array}{c}
\left(v_{n+1}-f\left(\xi_{n}+v_{n}\right)+f\left(\xi_{n}\right)\right)_{n \in I_{\omega}^{+}} \\
\left(w_{n+1}-f\left(\eta_{n}+w_{n}\right)+f\left(\eta_{n}\right)\right)_{n \in I_{\omega}^{-}} \\
v_{\omega}-w_{-\omega}-\left(\eta_{-\omega}-\xi_{\omega}\right) \\
P_{\xi} v_{0} \\
Q_{\eta} w_{0}
\end{array}\right)
$$

where $\binom{P_{\xi} v_{0}}{Q_{\eta} w_{0}} \in \mathbb{R}^{N}=\mathcal{R} P_{\xi} \times \mathcal{R} Q_{\eta}$. Since $P_{\xi}$ and $Q_{\eta}$ are $C^{r-1}$-smooth, for any fixed $\omega \geq \omega_{0}, \Gamma_{\omega}$ is $C^{r-1}$-smooth in $(\xi, \eta, v, w)$ as well. We take on $\mathbb{R}^{2 N(\omega+1)}$ the maximum norm $\max _{i}\left\{\left|v_{i}\right|,\left|w_{i}\right|\right\}$. We have $\Gamma_{\omega}(\xi, \eta, 0,0)=O\left(\delta^{\omega}\right)$ uniformly with respect to $(\xi, \eta)$ and the linearized map $D_{(v, w)} \Gamma_{\omega}(\xi, \eta, 0,0)$ has the form

$$
D_{(v, w)} \Gamma_{\omega}(\xi, \eta, 0,0)\binom{v}{w}=\left(\begin{array}{c}
\left(v_{n+1}-D f\left(\xi_{n}\right) v_{n}\right)_{n \in I_{\omega}^{+}} \\
\left(w_{n+1}-D f\left(\eta_{n}\right) w_{n}\right)_{n \in I_{\omega}^{-}} \\
v_{\omega}-w_{-\omega} \\
P_{\xi} v_{0} \\
Q_{\eta} w_{0}
\end{array}\right)
$$

Lemma 5.1.8 implies that the map $D_{(v, w)} \Gamma_{\omega}(\xi, \eta, 0,0)$ is invertible and that its inverse is bounded uniformly with respect to $(\xi, \eta)$. Hence from the implicit function theorem we get that $c>0$ and $\omega_{0} \gg 1$ exist such that for $\omega \geq \omega_{0}$, the equation $\Gamma_{\omega}(\xi, \eta, v, w)=0$ can be solved uniquely for $(v, w)$ in a neighborhood of $(0,0)$ in terms of $(\xi, \eta, \omega)$. Moreover $\max _{i}\left\{\left|v_{i}\right|,\left|w_{i}\right|\right\}<c \delta^{\omega}$, and the solution is $C^{r-1}$-smooth in $(\xi, \eta)$, for any fixed $\omega \geq \omega_{0}$. The proof is finished.

### 5.1.3 Chaotic Orbits

In this section we prove Theorem 5.1.1.
Proof. We need the following technical arguments. Let $V \subset \mathcal{M}$ be an open subset such that $K \subset V \subset \bar{V} \subset U$ and $\omega_{0}$ be as in Theorem 5.1.10. We also assume that $\omega_{0}$ is large enough that $c \delta^{\omega_{0}}$ is less than the distance of $V$ from $\partial U$ and for any $\xi \in \widetilde{W}_{p}^{s} \cap \bar{V}, \eta \in \widetilde{W}_{p}^{u} \cap \bar{V}$ and $n \geq \omega_{0}$ we have $\left|\xi_{n}-p\right|,\left|\eta_{n}-p\right| \leq C \delta^{n}$ where $C$ can be chosen independent of $\xi, \eta$ because of the compactness of $\widetilde{W}_{p}^{s} \cap \bar{V}$ and $\widetilde{W}_{p}^{u} \cap \bar{V}$. Of course, here we assume that $\xi_{n}, \eta_{n}, p$ are in the local chart $U_{p}$ of $p$, for any $n \geq \omega_{0}$ so that we can consider their differences. Note that the solutions $\left\{x_{n}^{ \pm}(\omega, \xi, \eta)\right\}_{n \in J_{\omega}^{ \pm}}$are defined for $(\xi, \eta) \in \widetilde{W}_{p}^{s} \cap \bar{V} \times \widetilde{W}_{p}^{u} \cap \bar{V}$, and $\#\left(\widetilde{W}_{p}^{s} \cap V, \widetilde{W}_{p}^{u} \cap V\right)=\#\left(\widetilde{W}_{p}^{s} \cap U, \widetilde{W}_{p}^{u} \cap U\right)$ because $K \subset V$ implies $K \cap \partial V=\emptyset$.

We split the proof into the following steps.

1. Step. We show that $f$ has enough periodic orbits oscillating between $p$ and $K$ :

We recall that $f^{m_{0}}(\bar{U}) \subset U_{p}$ for some $m_{0}$, and then we can assume that $U$ is embedded in $\mathbb{R}^{N}$, i.e. $U \hookrightarrow \mathbb{R}^{N}$. Let $h, k$ be non negative integers. For any finite sequence $E=\left\{e_{j}\right\}_{j=-h}^{k}, e_{j} \in\{0,1\}$ such that $e_{0}=1$, we set

$$
\left\{j_{1}, j_{2}, \ldots, j_{i_{E}}\right\}=\left\{j \mid e_{j}=1,\right\}
$$

where $-h \leq j_{1}<j_{2}<\ldots<j_{i_{E}} \leq k$. Note that, being $e_{0}=1$, we have $j_{1} \leq 0 \leq j_{i_{E}}$. Then we set:

$$
\begin{equation*}
j_{0}=j_{i_{E}}-h-k-1, \quad j_{i_{E}+1}=h+k+1+j_{1} \tag{5.1.17}
\end{equation*}
$$

Note that $j_{0} \leq-h-1<j_{1}$ and $j_{i_{E}+1} \geq k+1>j_{i_{E}}$. Moreover:

$$
\begin{equation*}
j_{i_{E}+1}-j_{i_{E}}=j_{1}-j_{0} \tag{5.1.18}
\end{equation*}
$$

Next, for $\omega \in \mathbb{N}$ fixed and large (that is greater than $\omega_{0}$ ), we define:

$$
F^{E}:\left(\left(\widetilde{W}_{p}^{s} \cap \bar{V}\right) \times\left(\widetilde{W}_{p}^{u} \cap \bar{V}\right)\right)^{i_{E}} \rightarrow \mathbb{R}^{N i_{E}}, \quad F^{E}=\left(F_{1}^{E}, F_{2}^{E}, \ldots, F_{i_{E}}^{E}\right)
$$

where

$$
F_{r}^{E}\left(\xi^{1}, \eta^{1}, \ldots, \xi^{i_{E}}, \eta^{i_{E}}\right)=x_{0}^{-}\left(\left(j_{r}-j_{r-1}\right) \omega, \xi^{r}, \eta^{r}\right)-x_{0}^{+}\left(\left(j_{r+1}-j_{r}\right) \omega, \xi^{r+1}, \eta^{r+1}\right)
$$

and

$$
\begin{equation*}
\xi^{i_{E}+1}=\xi^{1}, \quad \eta^{i_{E}+1}=\eta^{1} \tag{5.1.19}
\end{equation*}
$$

and $x_{0}^{ \pm}\left(\left(j_{r}-j_{r-1}\right) \omega, \xi^{r}, \eta^{r}\right)$ are derived as in Theorem 5.1.10. We note that $x_{0}^{+}\left(\left(j_{r}-j_{r-1}\right) \omega, \xi^{r}, \eta^{r}\right)$ is at a distance from $\xi^{r} \in \widetilde{W}_{p}^{s} \cap \bar{V} \subset U \hookrightarrow \mathbb{R}^{N}$ less than $c \delta^{\omega}$ and that the same holds for $x_{0}^{-}\left(\left(j_{r}-j_{r-1}\right) \omega, \xi^{r}, \eta^{r}\right)$ and $\eta^{r} \in \widetilde{W}_{p}^{u} \cap \bar{V} \subset$ $U \hookrightarrow \mathbb{R}^{N}$. Consequently, $x_{0}^{ \pm}\left(\left(j_{r}-j_{r-1}\right) \omega, \xi^{r}, \eta^{r}\right) \in U$ and we can consider the above differences in the definition of $F^{E}$.

Let us now give a brief motivation for such a definition. Assume that the equation $F_{r}^{E}\left(\xi^{1}, \eta^{1}, \ldots, \xi^{i_{E}}, \eta^{i_{E}}\right)=0$ has a solution $\left(\xi^{1}, \eta^{1}, \ldots, \xi^{i_{E}}, \eta^{i_{E}}\right)$. Then, starting from:

$$
x_{0}^{-}\left(\left(j_{r}-j_{r-1}\right) \omega, \xi^{r}, \eta^{r}\right)=x_{0}^{+}\left(\left(j_{r+1}-j_{r}\right) \omega, \xi^{r+1}, \eta^{r+1}\right)
$$

and using

$$
x_{\left(j_{r+1}-j_{r}\right) \omega}^{+}\left(\left(j_{r+1}-j_{r}\right) \omega, \xi^{r+1}, \eta^{r+1}\right)=x_{-\left(j_{r+1}-j_{r}\right) \omega}^{-}\left(\left(j_{r+1}-j_{r}\right) \omega, \xi^{r+1}, \eta^{r+1}\right)
$$

we obtain:

$$
\begin{aligned}
& f^{2\left(j_{r+1}-j_{r}\right) \omega} x_{0}^{-}\left(\left(j_{r}-j_{r-1}\right) \omega, \xi^{r}, \eta^{r}\right)=f^{2\left(j_{r+1}-j_{r}\right) \omega} x_{0}^{+}\left(\left(j_{r+1}-j_{r}\right) \omega, \xi^{r+1}, \eta^{r+1}\right)= \\
& \left.f^{\left(j_{r+1}-j_{r}\right) \omega} x_{\left(j_{r+1}-j_{r}\right) \omega}^{+}\left(j_{r+1}-j_{r}\right) \omega, \xi^{r+1}, \eta^{r+1}\right)= \\
& f^{\left(j_{r+1}-j_{r}\right) \omega} x_{-\left(j_{r+1}-j_{r}\right) \omega}^{-}\left(\left(j_{r+1}-j_{r}\right) \omega, \xi^{r+1}, \eta^{r+1}\right)=x_{0}^{-}\left(\left(j_{r+1}-j_{r}\right) \omega, \xi^{r+1}, \eta^{r+1}\right)
\end{aligned}
$$

and then, using the induction:

$$
\begin{equation*}
f^{2\left(j_{s}-j_{r}\right) \omega} x_{0}^{-}\left(\left(j_{r}-j_{r-1}\right) \omega, \xi^{r}, \eta^{r}\right)=x_{0}^{-}\left(\left(j_{s}-j_{s-1}\right) \omega, \xi^{s}, \eta^{s}\right) \tag{5.1.20}
\end{equation*}
$$

for any $0 \leq r \leq s \leq j_{i_{E}+1}$. Now, from $e_{0}=1$ we see that $\bar{\iota} \in\left\{1, \ldots, i_{E}\right\}$ exists such that $j_{\bar{\iota}}=0$. Then we define:

$$
\begin{gather*}
x_{0}(\omega, E)=x_{0}^{-}\left(-j_{\bar{\iota}-1} \omega, \xi^{\bar{\iota}}, \eta^{\bar{\iota}}\right)=x_{0}^{-}\left(\left(j_{\bar{\iota}}-j_{\bar{\iota}-1}\right) \omega, \xi^{\bar{\iota}}, \eta^{\bar{\iota}}\right) \\
=x_{0}^{+}\left(\left(j_{\bar{\iota}+1}-j_{\bar{\iota}}\right) \omega, \xi^{\bar{\iota}+1}, \eta^{\bar{\iota}+1}\right)=x_{0}^{+}\left(j_{\bar{\iota}+1} \omega, \xi^{\bar{\iota}+1}, \eta^{\bar{L}+1}\right) \tag{5.1.21}
\end{gather*}
$$

and note that from (5.1.17), (5.1.18) and (5.1.20) we obtain:

$$
\begin{aligned}
f^{2(h+k+1) \omega} x_{0}(\omega, E) & =f^{2\left(j_{i_{E}+1}-j_{1}\right) \omega} x_{0}(\omega, E) \\
& =f^{2\left(j_{\bar{\iota}}-j_{1}\right) \omega}\left[f^{2\left(j_{i_{E}+1}-j_{\bar{\iota}}\right) \omega} x_{0}^{-}\left(\left(j_{\bar{\iota}}-j_{\bar{\iota}-1}\right) \omega, \xi^{\bar{\iota}}, \eta^{\bar{\iota}}\right)\right] \\
& =f^{2\left(j_{\bar{\iota}}-j_{1}\right) \omega} x_{0}^{-}\left(\left(j_{1}-j_{0}\right) \omega, \xi^{1}, \eta^{1}\right) \\
& =x_{0}^{-}\left(\left(j_{\bar{\iota}}-j_{\bar{\iota}-1}\right) \omega, \xi^{\bar{\iota}}, \eta^{\bar{\iota}}\right)=x_{0}(\omega, E)
\end{aligned}
$$

that is $x_{0}(\omega, E)$ is a $2(h+k+1) \omega$-periodic point of the map $x_{n+1}=f\left(x_{n}\right)$. Next, for any $r \in\left\{1, \ldots, j_{i_{E}}\right\}$, we have, using (5.1.20):

$$
\begin{aligned}
f^{2 j_{r} \omega} x_{0}(\omega, E) & =f^{2\left(j_{r}-j_{\bar{\iota}}\right) \omega} x_{0}^{-}\left(\left(j_{\bar{\iota}}-j_{\bar{\iota}-1}\right) \omega, \xi^{\bar{\iota}}, \eta^{\bar{\iota}}\right) \\
& =x_{0}^{-}\left(\left(j_{r}-j_{r-1}\right) \omega, \xi^{r}, \eta^{r}\right)=x_{0}^{+}\left(\left(j_{r+1}-j_{r}\right) \omega, \xi^{r+1}, \eta^{r+1}\right)
\end{aligned}
$$

and then Theorem 5.1.10 implies that

$$
\begin{gathered}
\left\|f^{2 j_{r} \omega} x_{0}(\omega, E)-\eta^{r}\right\| \leq c \delta^{\left(j_{r}-j_{r-1}\right) \omega} \leq c \delta^{\omega} \\
\left\|f^{2 j_{r} \omega} x_{0}(\omega, E)-\xi^{r+1}\right\| \leq c \delta^{\left(j_{r}-j_{r-1}\right) \omega} \leq c \delta^{\omega}
\end{gathered}
$$

that is $f^{2 j_{r} \omega} x_{0}(\omega, E)$ belongs to a (small when $\omega>\omega_{0}$ is sufficiently large) neighborhood of $K$ for any $r=1, \ldots, i_{E}$. Moreover, for any $j \in \mathbb{N}$ such that $0<j<j_{r+1}-j_{r}$, we have:

$$
\begin{aligned}
f^{2\left(j_{r}+j\right) \omega} x_{0}(\omega, E) & =f^{2 j \omega} x_{0}^{+}\left(\left(j_{r+1}-j_{r}\right) \omega, \xi^{r+1}, \eta^{r+1}\right) \\
& =x_{j \omega}^{+}\left(\left(j_{r+1}-j_{r}\right) \omega, \xi^{r+1}, \eta^{r+1}\right)
\end{aligned}
$$

and then, again from Theorem 5.1.10,

$$
\left\|f^{2\left(j_{r}+j\right) \omega} x_{0}(\omega, E)-p\right\| \leq\left\|f^{2\left(j_{r}+j\right) \omega} x_{0}(\omega, E)-\xi_{j \omega}^{r+1}\right\|+\left\|\xi_{j \omega}^{r+1}-p\right\| \leq 2 c \delta^{\omega}
$$

Thus the map $F^{E}$ is constructed so that if $F^{E}\left(\xi^{1}, \eta^{1}, \ldots, \xi^{i_{E}}, \eta^{i_{E}}\right)=0$, then the diffeomorphism $f$ has a periodic orbit attracting and repelling several times by the hyperbolic fixed point $p$. More precisely, if the initial point of this periodic orbit is given by (5.1.21), the point $f^{2 j \omega} x_{0}(\omega, E)$ is near the set $K$ if $e_{j}=1$ and it is near the fixed point $p$ if $e_{j}=0$. Using this it is easy to see that starting from different $E$ we get different periodic orbits. To solve $F_{E}=0$, we take the simple homotopy

$$
H^{E}:\left(\left(\widetilde{W}_{p}^{s} \cap \bar{V}\right) \times\left(\widetilde{W}_{p}^{u} \cap \bar{V}\right)\right)^{i_{E}} \times[0,1] \rightarrow \mathbb{R}^{N i_{E}}, \quad H^{E}=\left(H_{1}^{E}, H_{2}^{E}, \ldots, H_{i_{E}}^{E}\right)
$$

given by

$$
H_{r}^{E}\left(\xi^{1}, \eta^{1}, \ldots, \xi^{i_{E}}, \eta^{i_{E}}, \lambda\right)=\lambda F_{r}^{E}\left(\xi^{1}, \eta^{1}, \ldots, \xi^{i_{E}}, \eta^{i_{E}}\right)+(1-\lambda)\left(\eta^{r}-\xi^{r+1}\right)
$$

for $0 \leq \lambda \leq 1$. Theorem 5.1.10 gives

$$
\left|F_{r}^{E}\left(\xi^{1}, \eta^{1}, \ldots, \xi^{i_{E}}, \eta^{i_{E}}\right)-\eta^{r}+\xi^{r+1}\right| \leq 2 c \delta^{\omega}
$$

where the constant $c$ is the same as in Theorem 5.1.10. Hence we get

$$
\left|H_{r}^{E}\left(\xi^{1}, \eta^{1}, \ldots, \xi^{i_{E}}, \eta^{i_{E}}, \lambda\right)-\eta^{r}+\xi^{r+1}\right| \leq 2 c \delta^{\omega}
$$

Consequently $H^{E}(\cdot, \lambda) \neq 0$ on the boundary $\partial\left(\left(\widetilde{W}_{p}^{s} \cap V\right) \times\left(\widetilde{W}_{p}^{u} \cap V\right)\right)^{i_{E}}$ for any $0 \leq \lambda \leq 1$. By Section 2.3.4, this gives for the Brouwer degree

$$
\left|\operatorname{deg}\left(F^{E},\left(\left(\widetilde{W}_{p}^{s} \cap V\right) \times\left(\widetilde{W}_{p}^{u} \cap V\right)\right)^{i_{E}}, 0\right)\right|=\left|\#\left(\widetilde{W}_{p}^{s} \cap V, \widetilde{W}_{p}^{u} \cap V\right)^{i_{E}}\right| \neq 0
$$

Summarizing, we see that, under the assumptions of Theorem 5.1.1, the equation $F_{E}=0$ is always solvable in the set $\left(\left(\widetilde{W}_{p}^{s} \cap V\right) \times\left(\widetilde{W}_{p}^{u} \cap V\right)\right)^{i_{E}}$ for any sequence $E=\left\{e_{j}\right\}_{j=1}^{k} \in\{0,1\}^{k}, e_{1}=1$ and any $k \in \mathbb{N}$ for a fixed large (i.e. greater than $\left.\omega_{0}\right) \omega \in \mathbb{N}$. Thus we have seen that the map $f$ has enough periodic orbits oscillating between $p$ and $K$.
2. Step. We show more oscillatory orbits of $f$ oscillating between the homoclinic set $K$ and the hyperbolic fixed point $p$. This is done by constructing the set $\Lambda_{\omega}$ and the mapping $\pi_{\omega}$ in Theorem 5.1.1:

Let $\sim$ be the equivalence relation on the set $\mathcal{E}$ defined as follows:
let $E, E^{\prime} \in \mathcal{E}$. We say that $E \sim E^{\prime}$ if $n_{0} \in \mathbb{Z}$ exists such that $E=\sigma^{n_{0}}\left(E^{\prime}\right)$.
Then we choose a unique element for any equivalence class in $\mathcal{E} / \sim$ and form a metric subspace $\mathcal{E}_{\sim}$. Without loss of generality we can also assume that $\mathcal{E}_{\sim} \subset$ $\mathcal{E}_{1}:=\left\{E=\left\{e_{j}\right\}_{j \in \mathbb{Z}} \in \mathcal{E}: e_{j}=0\right.$ for any $j \in \mathbb{Z}$ or $\left.e_{0}=1\right\}$. We obtain in this way a subspace $\mathcal{E}_{\sim} \subset \mathcal{E}_{1}$ such that if $E_{1}, E_{2} \in \mathcal{E}_{\sim}$, then either $E_{1}=E_{2}$ or $E_{1} \neq \sigma^{n}\left(E_{2}\right)$ for any $n \in \mathbb{Z}$. Now we define a map $E \mapsto \mathcal{O}_{E}$ from $\mathcal{E}_{1}$ in the space of orbits of $f$ as follows. If $e_{j}=0, \forall j \in \mathbb{Z}$ then we put $\mathcal{O}_{E}=\{p\}$ the fixed point orbit of $f$. On the other hand, if $e_{0}=1$, we have the following two possibilities: either $E$ is periodic with the minimal period $m$, i.e. $\sigma^{m}(E)=E$ and $\sigma^{k}(E) \neq E$ for $1 \leq k<m$, or $E$ is nonperiodic, that is there is no $m \in \mathbb{N}$ such that $\sigma^{m}(E)=E$. In the first case we apply the above procedure to the finite sequence $\left\{e_{j}\right\}_{j=0}^{m-1}$ ( $m$ being the minimal period of $E$ ). We obtain then a $2 m \omega$-periodic orbit $\mathcal{O}_{E}$ such that $f^{2 j \omega}\left(x_{0}\right)$ is either near the set $K$ or the point $p$ according to $e_{j}=1$ or $e_{j}=0$, respectively. In the second case we consider, for any $m \in \mathbb{N}$, the finite sequence $E_{m}=\left\{e_{j}^{m}\right\}_{j=-m}^{m}:=\left\{e_{j}\right\}_{j=-m}^{m}, m \in \mathbb{N}$, to obtain a periodic orbit $\mathcal{O}_{E_{m}}$ of $x_{n+1}=f\left(x_{n}\right)$ with the same oscillation property between $K$ and $p$ as above. We set $\mathcal{O}_{E_{m}}=\left\{x_{n}^{m}\right\}_{n \in \mathbb{Z}}$. Then take a convergent subsequence $x_{0}^{m_{i}}$ of $x_{0}^{m}$ and let $x_{0}$ be its limit as $i \rightarrow \infty$. Note that, $\mathcal{O}_{E_{m}}$ being an orbit of $x_{n+1}=f\left(x_{n}\right)$, we have $x_{j}^{m}=f^{j}\left(x_{0}^{m}\right)$ for any $j \in \mathbb{Z}$. Thus $x_{j}^{m_{i}}$ converges to $f^{j}\left(x_{0}\right)$. Hence we set: $\mathcal{O}_{E}=\left\{f^{j}\left(x_{0}\right)\right\}_{j \in \mathbb{Z}}$. Note that $\mathcal{O}_{E}$ is an orbit of the map $f$ such that $f^{2 j \omega}\left(x_{0}\right)$ is either near the set $K$ or the point $p$ according to $e_{j}=1$ or $e_{j}=0$, respectively. In fact for any given $j \in \mathbb{Z}$ there exists $m_{0} \in \mathbb{N}$ such that $e_{j}^{m}=e_{j}$ for any $m \geq m_{0}$. Thus the conclusion follows because it is satisfied by $f^{2 j \omega}\left(x_{0}^{m_{i}}\right)$ for any $i$ sufficiently large. Observe also that if $E$ is not periodic (that is $\sigma^{n}(E) \neq E$ for any $n \in \mathbb{Z}$ ) then $\mathcal{O}_{E}$ is also a non periodic orbit of $f$ because of the stated oscillation properties. Moreover, if $\mathcal{O}_{E}=\mathcal{O}_{E^{\prime}}$ then $E=E^{\prime}$, that is the map $E \mapsto \mathcal{O}_{E}$ is one to one. Finally, for $\mathcal{O}_{E}=\left\{f^{i}\left(x_{0}\right)\right\}_{i \in \mathbb{Z}}$ we set

$$
\begin{equation*}
f^{2 j \omega}\left(\mathcal{O}_{E}\right)=\left\{f^{2 j \omega+i}\left(x_{0}\right)\right\}_{i \in \mathbb{Z}} \tag{5.1.22}
\end{equation*}
$$

At this point we would like that the following holds: $\mathcal{O}_{\sigma^{n}(E)}=f^{2 \omega n}\left(\mathcal{O}_{E}\right)$ when $E$ and $\sigma^{n}(E)$ belong to $\mathcal{E}_{1}$. However this is not generally true even if it is true that $\mathcal{O}_{\sigma^{n}(E)}$ and $f^{2 \omega n}\left(\mathcal{O}_{E}\right)$ have the same oscillating properties between $K$ and $p$. The point is that in order to define the orbit $\mathcal{O}_{E}$ we actually use the axiom of choice to choose a convergent subsequence $x_{0}^{m_{i}}$ of $x_{0}^{m}$. Thus, in general
$\mathcal{O}_{\sigma(E)} \neq f^{2 \omega}\left(\mathcal{O}_{E}\right)$, because we can perhaps choose convergent subsequences of $x_{0}^{m}$ and $x_{1}^{m}$ such that their limits do not satisfy the equality $x_{1}=f\left(x_{0}\right)$ (of course, when the sequence $x_{0}^{m}$ is itself convergent this does not happen). For this reason, in order to extend the map $E \mapsto \mathcal{O}_{E}$ to $\mathcal{E}$ we have to pass through $\mathcal{E}_{\sim}$.

Let $E=\left\{e_{n}\right\}_{n \in \mathbb{Z}} \in \mathcal{E}$ be a doubly infinite sequence of 0 and 1 . If $e_{j}=0$ for any $j \in \mathbb{Z}$ we set $J_{\omega}(E)=\{p\}$, the fixed point orbit of $f$. If $j \in \mathbb{Z}$ exists such that $e_{j}=1$, a unique $E^{\prime} \in \mathcal{E}_{\sim}$ exists such that $E=\sigma^{n_{0}}\left(E^{\prime}\right)$ for some $n_{0} \in \mathbb{Z}$. Such a $n_{0}$ is unique when $E$ is nonperiodic and is defined up to a multiple of the least period, when $E$ is periodic. Then we set

$$
\begin{equation*}
J_{\omega}(E)=f^{2 \omega n_{0}}\left(\mathcal{O}_{E^{\prime}}\right) \tag{5.1.23}
\end{equation*}
$$

This definition does not depend on $n_{0}$. We only have to prove this in the case where $E$ is periodic with least period, say, $m$. We have:

$$
f^{2 \omega\left(k m+n_{0}\right)}\left(\mathcal{O}_{E^{\prime}}\right)=f^{2 \omega n_{0}}\left(f^{2 \omega k m}\left(\mathcal{O}_{E^{\prime}}\right)\right)=f^{2 \omega n_{0}}\left(\mathcal{O}_{E^{\prime}}\right)
$$

for any $k \in \mathbb{Z}$, since $\mathcal{O}_{E^{\prime}}$ is $2 \omega m$-periodic. Thus the definition (5.1.23) is independent of $n_{0}$. Moreover, if $E=\sigma^{n_{0}}\left(E^{\prime}\right), E^{\prime} \in \mathcal{E}_{\sim}$, then $\sigma(E)=\sigma^{n_{0}+1}\left(E^{\prime}\right)$ and:

$$
J_{\omega}(\sigma(E))=f^{2 \omega\left(n_{0}+1\right)}\left(\mathcal{O}_{E^{\prime}}\right)=f^{2 \omega}\left(J_{\omega}(E)\right)
$$

that is

$$
\begin{equation*}
J_{\omega} \circ \sigma=f^{2 \omega} \circ J_{\omega} \tag{5.1.24}
\end{equation*}
$$

Now we prove that $J_{\omega}$ is one to one. Because of the oscillating property, it follows immediately that $J_{\omega}(E) \neq\{p\}$ when $E$ is not the identically zero sequence. Now, let $E_{1}, E_{2} \in \mathcal{E}$ be two, non identically zero, sequences such that $J_{\omega}\left(E_{1}\right)=$ $J_{\omega}\left(E_{2}\right)$. Write $E_{1}=\sigma^{n_{1}}\left(E_{1}^{\prime}\right)$ and $E_{2}=\sigma^{n_{2}}\left(E_{2}^{\prime}\right)$, with $E_{1}^{\prime}=\left\{e_{n}^{\prime(1)}\right\}, E_{2}^{\prime}=$ $\left\{e_{n}^{\prime(2)}\right\} \in \mathcal{E}_{\sim}$. Then $J_{\omega}\left(E_{1}\right)=J_{\omega}\left(E_{2}\right)$ implies $\mathcal{O}_{E_{1}^{\prime}}=f^{2 \omega\left(n_{2}-n_{1}\right)}\left(\mathcal{O}_{E_{2}^{\prime}}\right)$. From this equation and the oscillating property we see that $e_{\left(n_{2}-n_{1}\right)}^{\prime(2)}=1$, that is $\sigma^{n_{2}-n_{1}}\left(E_{2}^{\prime}\right) \in \mathcal{E}_{1}$. Moreover, as we have already observed, $f^{2 \omega\left(n_{2}-n_{1}\right)}\left(\mathcal{O}_{E_{2}^{\prime}}\right)$ has the same oscillating properties between $K$ and $p$ as $\mathcal{O}_{\sigma^{\left(n_{2}-n_{1}\right)}\left(E_{2}^{\prime}\right)}$. Thus $E_{1}^{\prime}$ and $\sigma^{\left(n_{2}-n_{1}\right)}\left(E_{2}^{\prime}\right)$ are two elements of $\mathcal{E}_{1}$ such that $\mathcal{O}_{E_{1}^{\prime}}$ and $\mathcal{O}_{\sigma^{\left(n_{2}-n_{1}\right)}\left(E_{2}^{\prime}\right)}$ have the same oscillating properties between $K$ an $p$. But this means that $E_{1}^{\prime}=$ $\sigma^{\left(n_{2}-n_{1}\right)}\left(E_{2}^{\prime}\right)$ from which we get immediately $E_{1}=E_{2}$. So $J_{\omega}$ is one to one and satisfies (5.1.24).

Now we consider the map $\mathcal{P}: J_{\omega}(\mathcal{E}) \rightarrow \mathbb{R}^{N}$ given by $\mathcal{P}\left(J_{\omega}(E)\right)=x_{0}$, where $J_{\omega}(E)=\left\{x_{j}\right\}_{j \in \mathbb{Z}}$. We set $\Lambda_{\omega}=\mathcal{P}\left(J_{\omega}(\mathcal{E})\right)$, we define $\mathcal{Q}: \Lambda_{\omega} \rightarrow J_{\omega}(\mathcal{E})$ as $\mathcal{Q}\left(x_{0}\right)=\left\{f^{j}\left(x_{0}\right)\right\}_{j \in \mathbb{Z}}$. Finally, we define $\pi_{\omega}: \Lambda_{\omega} \rightarrow \mathcal{E}$ as $\pi_{\omega}\left(x_{0}\right)=J_{\omega}^{-1}\left(\mathcal{Q}\left(x_{0}\right)\right)$.
3. Step. Verification of properties of $\pi_{\omega}$ and $\Lambda_{\omega}$ in Theorem 5.1.1:
(i) $\pi_{\omega}$ is one to one. This easily follows from the fact that different initial points give different orbits (that is $\mathcal{Q}$ is one to one).
(ii) $\pi_{\omega}$ is continuous. To show this, let $x_{0}^{0},\left\{x_{0}^{i}\right\}_{i \in \mathbb{N}} \subset \Lambda_{\omega}$ and $x_{0}^{i} \rightarrow x_{0}^{0}$ as $i \rightarrow$ $\infty$. Then $f^{j}\left(x_{0}^{i}\right) \rightarrow f^{j}\left(x_{0}^{0}\right)$ as $i \rightarrow \infty$ for any $j \in \mathbb{Z}$. Hence for any $N_{0} \in \mathbb{N}$, and $|j| \leq N_{0}$, the points $f^{2 j \omega}\left(x_{0}^{i}\right)$ of the orbit $\mathcal{Q}\left(x_{0}^{i}\right)=J_{\omega}\left(E^{i}\right) \in J_{\omega}(\mathcal{E})$ and $f^{2 j \omega}\left(x_{0}^{0}\right)$ of the orbit $\mathcal{Q}\left(x_{0}^{0}\right)=J_{\omega}\left(E^{0}\right) \in J_{\omega}(\mathcal{E})$ have, for $i$ large, the same kind of oscillation between $K$ and $p$. Consequently, the sequences $E^{i}$ and $E^{0}$, for $i$ large, have the same elements in the first $j,|j| \leq N_{0}$ places. This implies that $E^{i} \rightarrow E^{0}$ as $i \rightarrow \infty$.
(iii) $\sigma\left(\pi_{\omega}\left(x_{0}\right)\right)=\pi_{\omega}\left(f^{2 \omega}\left(x_{0}\right)\right)$. In fact, we know that $J_{\omega}(\sigma(E))=f^{2 \omega}\left(J_{\omega}(E)\right)$ for any $E \in \mathcal{E}$. Thus if $E=\pi_{\omega}\left(x_{0}\right)$ we have $J_{\omega}(E)=\mathcal{Q}\left(x_{0}\right)=\left\{f^{j}\left(x_{0}\right)\right\}_{j \in \mathbb{Z}}$, then

$$
J_{\omega}\left(\sigma\left(\pi_{\omega}\left(x_{0}\right)\right)\right)=J_{\omega}(\sigma(E))=f^{2 \omega}\left(J_{\omega}(E)\right)=\left\{f^{j}\left(f^{2 \omega}\left(x_{0}\right)\right)\right\}_{j \in \mathbb{Z}}=\mathcal{Q}\left(f^{2 \omega}\left(x_{0}\right)\right)
$$

Thus $\sigma\left(\pi_{\omega}\left(x_{0}\right)\right)=\pi_{\omega}\left(f^{2 \omega}\left(x_{0}\right)\right)$ for any $x_{0} \in \Lambda_{\omega}$.
Summarizing, $\pi_{\omega}$ is continuous, one to one and $\pi_{\omega} \circ f^{2 \omega}=\sigma \circ \pi_{\omega}$. By the construction it is also clear that $\pi_{\omega}$ is onto. The proof of Theorem 5.1.1 is completed.

### 5.1.4 Periodic Points and Extensions on Invariant Compact Subsets

In this subsection we study periodic orbits of $f$ on $\Lambda_{\omega}$ more closely. First we prove the following result.

Proposition 5.1.11. Periodic points of $f$ are dense in the set $\Lambda_{\omega}$ from Theorem 5.1.1.

Proof. Let $x_{0} \in \Lambda_{\omega}$. Then there is an $E \in \mathcal{E}$ such that $\mathcal{P}\left(J_{\omega}(E)\right)=x_{0}$ where $J_{\omega}(E)=\left\{x_{j}\right\}_{j \in \mathbb{Z}}$. Let $E=\left\{e_{j}\right\}_{j \in \mathbb{Z}}$. If $E$ is periodic then $x_{0}$ is a periodic point of $f$. Let $E$ be non-periodic. There are unique $E^{\prime} \in \mathcal{E}_{\sim}$ and $n_{0} \in \mathbb{Z}$ such that $E=\sigma^{n_{0}}\left(E^{\prime}\right)$. Now $E^{\prime}$ is also non-periodic. We have $J_{\omega}\left(E^{\prime}\right)=f^{-2 n_{0} \omega}\left(J_{\omega}(E)\right)$. The point $x_{0}^{\prime}=\mathcal{P}\left(J_{\omega}\left(E^{\prime}\right)\right)$ can be approximated by the proof of Theorem 5.1.1 with periodic points of $f$ from $\Lambda_{\omega}$. Of course the same hold for the point $x_{0}=$ $f^{2 n_{0} \omega}\left(x_{0}^{\prime}\right)$. This finishes the proof of Proposition 5.1.11.

We also get that the only isolated points of the set $\Lambda_{\omega}$ could be periodic points of $f$ and $f$ depends sensitively on the set $\Lambda_{\omega}^{\prime}$ of all non-isolated points of $\Lambda_{\omega}$, that is there is a constant $d>0$ such that in any neighborhood of $x_{0} \in \Lambda_{\omega}^{\prime}$ there are $x_{0}^{\prime} \in \Lambda_{\omega}$ and $n_{0}^{\prime} \in \mathbb{N}$ such that the distance between $f^{n_{0}^{\prime}}\left(x_{0}\right)$ and $f^{n_{0}^{\prime}}\left(x_{0}^{\prime}\right)$ is greater than $d$. We do not know whether the periodic points of $f$ in $\Lambda_{\omega}$ are non-isolated or not.

On the other-hand, let either $\Upsilon_{\omega}=\Lambda_{\omega}$ or $\Upsilon_{\omega}=\Lambda_{\omega}^{\prime}$. We extend the map $\pi_{\omega}$ on the closure $\bar{\Upsilon}_{\omega}$ of $\Upsilon_{\omega}$, and we denote this extension again by $\pi_{\omega}$. So $\bar{\Upsilon}_{\omega}$ is compact but we do not know whether the unique continuous extension of $\pi_{\omega}$ is one-to-one or not. The extension is made as follows: For any $x_{0} \in \bar{\Upsilon}_{\omega} \backslash \Upsilon_{\omega}$, we take a sequence $\left\{x_{j}\right\}_{j \in \mathbb{N}} \subset \Upsilon_{\omega}$ such that $x_{j} \rightarrow x_{0}$. Hence $f^{2 \omega k}\left(x_{j}\right) \rightarrow f^{2 \omega k}\left(x_{0}\right)$.

Consequently, for any $N \in \mathbb{N}$, the orbits $\left\{f^{2 \omega k}\left(x_{j}\right)\right\}_{k=-N}^{k=N}$ and $\left\{f^{2 \omega k}\left(x_{0}\right)\right\}_{k=-N}^{k=N}$ have the same oscillating properties between set $K$ and point $p$ for $j$ large. This implies the existence of the limit $\lim _{j \rightarrow \infty} \pi_{\omega}\left(x_{j}\right):=\pi_{\omega}\left(x_{0}\right)$, which is independent of $\left\{x_{j}\right\}_{j \in \mathbb{N}}$. The continuity of $\pi_{\omega}$ follows as in the proof of Theorem 5.1.1. Clearly the extension $\pi_{\omega}$ is onto $\mathcal{E}$ for the case $\Upsilon_{\omega}=\Lambda_{\omega}$. If $\Upsilon_{\omega}=\Lambda_{\omega}^{\prime}$ then $\pi_{\omega}\left(\Upsilon_{\omega}\right)$ is dense in $\mathcal{E}$ and $\pi_{\omega}\left(\bar{\Upsilon}_{\omega}\right)$ is compact in $\mathcal{E}$. This implies $\pi_{\omega}\left(\bar{\Upsilon}_{\omega}\right)=\mathcal{E}$ also for this case. The property $\pi_{\omega} \circ f^{2 \omega}=\sigma \circ \pi_{\omega}$ follows from the limit procedure $x_{j} \rightarrow x_{0}$. Of course, $\bar{\Upsilon}_{\omega}$ is invariant for $f^{2 \omega}$. For the case $\Upsilon_{\omega}=\Lambda_{\omega}$, we again have infinitely many periodic points of $f$ which are dense in $\bar{\Upsilon}_{\omega}$. For the case $\Upsilon_{\omega}=\Lambda_{\omega}^{\prime}$, we have that any point $x_{0} \in \overline{\Lambda_{\omega}^{\prime}}$ is an accumulating point of periodic points of $f$ with periods tending to infinity. Iterations of those periodic points oscillate differently between the set $K$ and the point $p$. Consequently, the map $f$ is sensitive on $\overline{\Lambda_{\omega}^{\prime}}$ in the following sense: there is a constant $d>0$ such that in any neighborhood of $x_{0} \in \overline{\Lambda_{\omega}^{\prime}}$ there are $x_{0}^{\prime}$ and $n_{0}^{\prime} \in \mathbb{N}$ such that the distance between $f^{n_{0}^{\prime}}\left(x_{0}\right)$ and $f^{n_{0}^{\prime}}\left(x_{0}^{\prime}\right)$ is greater than $d$.

### 5.1.5 Perturbed Topological Transversality

Checking the topological transversality of stable and unstable manifold, is not an easy task. This is the reason why in this subsection we study the case where $W_{p}^{s}$ and $W_{p}^{u}$ intersect on a homoclinic manifold and consider a $C^{2}$-smooth perturbation of $f$. Then we have the following result.

Theorem 5.1.12. Let $f(x, \varepsilon)$ be a $C^{2}$ map in its arguments, and assume there exist open, connected, bounded subsets $\Omega \subset \bar{\Omega} \subset U_{\Omega} \subset \mathbb{R}^{\mu}$ and $C^{2}$-smooth mappings $x_{n}(\alpha), \alpha \in U_{\Omega}$, such that the following hold:
(i) $x_{n+1}(\alpha)=f\left(x_{n}(\alpha), 0\right), n \in \mathbb{Z}, \lim _{n \rightarrow \pm \infty} x_{n}(\alpha)=p$ uniformly with respect to $\alpha \in U_{\Omega}$ for a hyperbolic fixed point $p$ of the mapping $f(x, 0)$.
(ii) $\left\{\frac{\partial x_{n}}{\partial \alpha_{i}}(\alpha), i=1,2, \ldots, \mu\right\}$ are linearly independent and they form a basis for the space of bounded solutions of the equation $v_{n+1}=f_{x}\left(x_{n}(\alpha), 0\right) v_{n}$ on $\mathbb{Z}$ for any $\alpha \in U_{\Omega}$. Moreover, the mapping $x_{0}: U_{\Omega} \rightarrow \mathbb{R}^{N}$ is one to one.

Assume, moreover, that the Melnikov function (see below (5.1.34)) associated to the perturbation $f(x, \varepsilon)$ satisfies the following conditions:
(H1) $M(\alpha) \neq 0$ on $\partial \Omega$
(H2) $\operatorname{deg}(M, \Omega, 0) \neq 0$
Then there exists $\varepsilon_{0}>0$ such that for $0<|\varepsilon| \leq \varepsilon_{0}$, it is nonzero the local intersection number of the stable and unstable manifolds of the hyperbolic fixed point $p(\varepsilon)$ of the map $x_{n+1}=f\left(x_{n}, \varepsilon\right)$ which is located near the fixed point $p$ of the map $x_{n+1}=f\left(x_{n}, 0\right)$.

Conditions (i) and (ii) mean that $f(x, 0)$ has a non-degenerate homoclinic manifold given by $\left\{x_{0}(\alpha) \mid \alpha \in U_{\Omega}\right\}$. Note non-degenerate periodic and homoclinic manifolds of o.d.eqns are investigated in Sections 3.3 and 4.1. When a map satisfies the conditions of Theorem 5.1.12 we obtain, thanks to Theorem 5.1.1, a kind of chaotic behavior of the perturbed diffeomorphism $f(x, \varepsilon)$, when $\varepsilon \neq 0$.

Proof. We note that $x_{0}(\alpha) \in W_{p}^{s} \cap W_{p}^{u}$, for any $\alpha \in U_{\Omega}$. In the next constructions of this subsection, the set $\Omega$ is fixed but the neighborhood $U_{\Omega}$ of $\bar{\Omega}$ could be shrunk by keeping its connectedness. Let $U \subset \mathbb{R}^{N}$ be an open and bounded subset such that

$$
\begin{equation*}
\mathcal{H}_{\Omega}=\left\{x_{0}(\alpha) \mid \alpha \in U_{\Omega}\right\}=U \cap \widetilde{W}_{p}^{s} \cap \widetilde{W}_{p}^{u} \tag{5.1.25}
\end{equation*}
$$

where again $\widetilde{W}_{p}^{s}$ and $\widetilde{W}_{p}^{u}$ are open subsets of $W_{p}^{s}$ and $W_{p}^{u}$, respectively, which are submanifolds of $\mathbb{R}^{N}$.

Let $P_{\xi}$ and $Q_{\eta}$ be the projections of Subsection 5.1.2 for the open subset $U$, which are now $C^{1}$-smooth in $\xi$ and $\eta$, respectively. Arguing as in Subsection 5.1.2, we get the following result.

Theorem 5.1.13. There exist $\varepsilon_{0}>0$ and $\rho>0$ such that for any $|\varepsilon|<\varepsilon_{0}$ and $\xi \in \widetilde{W}_{p}^{s} \cap U, \eta \in \widetilde{W}_{p}^{u} \cap U$ the equations

$$
\begin{equation*}
x_{n+1}^{+}(\varepsilon, \xi)=f\left(x_{n}^{+}(\varepsilon, \xi), \varepsilon\right), \quad P_{\xi} x_{0}^{+}(\varepsilon, \xi)=P_{\xi} \xi \tag{5.1.26}
\end{equation*}
$$

for $n \geq 0$, and

$$
\begin{equation*}
x_{n+1}^{-}(\varepsilon, \eta)=f\left(x_{n}^{-}(\varepsilon, \eta), \varepsilon\right), \quad Q_{\eta} x_{0}^{-}(\varepsilon, \eta)=Q_{\eta} \eta \tag{5.1.27}
\end{equation*}
$$

for $n \leq-1$, have unique solutions $\left\{x_{n}^{+}(\varepsilon, \xi)\right\}_{n \geq 0}$ and $\left\{x_{n}^{-}(\varepsilon, \eta)\right\}_{n \leq 0}$ respectively, such that

$$
\begin{equation*}
\sup _{n \geq 0}\left|x_{n}^{+}(\varepsilon, \xi)-\xi_{n}\right| \leq \rho, \quad \sup _{n \leq 0}\left|x_{n}^{-}(\varepsilon, \eta)-\eta_{n}\right| \leq \rho \tag{5.1.28}
\end{equation*}
$$

Moreover $\left\{x_{n}^{+}(\varepsilon, \xi)\right\}_{n \geq 0}$ and $\left\{x_{n}^{-}(\varepsilon, \eta)\right\}_{n \leq 0}$ are $C^{1}$-smooth in their arguments and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{n \geq 0}\left|x_{n}^{+}(\varepsilon, \xi)-\xi_{n}\right|=0, \quad \lim _{\varepsilon \rightarrow 0} \sup _{n \leq 0}\left|x_{n}^{-}(\varepsilon, \eta)-\eta_{n}\right|=0 \tag{5.1.29}
\end{equation*}
$$

Proof. We give the proof for $n \geq 0$ the case $n \leq 0$ being handled similarly. Let $\xi \in \widetilde{W}_{p}^{s} \cap U$, and $x_{n}=\xi_{n}+v_{n}$. Then $\left\{v_{n}\right\}_{n \geq 0}$ satisfies the system:

$$
\begin{equation*}
v_{n+1}-f^{\prime}\left(\xi_{n}\right) v_{n}=\left\{f\left(\xi_{n}+v_{n}, \varepsilon\right)-f\left(\xi_{n}\right)-f^{\prime}\left(\xi_{n}\right) v_{n}\right\}, \quad P_{\xi} v_{0}=0 \tag{5.1.30}
\end{equation*}
$$

We are looking for solutions of (5.1.30) such that $\sup _{n \geq 0}\left|v_{n}\right| \rightarrow 0$ as $\varepsilon \rightarrow 0$. Let $\rho>0$ be fixed. From Lemma 5.1.9 it follows that the map

$$
\Gamma_{\infty}(v)=\binom{\left\{v_{n+1}-f^{\prime}\left(\xi_{n}\right) v_{n}\right\}_{n \geq 0}}{P_{\xi} v_{0}}
$$

has a bounded inverse. So, for any $\left\{v_{n}\right\}_{n \geq 0}$ such that $\sup _{n \geq 0}\left|v_{n}\right|<\rho$ we define $\left\{\hat{v}_{n}\right\}_{n \geq 0}$ as the unique solution of

$$
\Gamma_{\infty}\left(\left\{\hat{v}_{n}\right\}_{n \geq 0}\right)=\binom{\left\{f\left(\xi_{n}+v_{n}, \varepsilon\right)-f\left(\xi_{n}\right)-f^{\prime}\left(\xi_{n}\right) v_{n}\right\}_{n \geq 0}}{0} .
$$

From Lemma 5.1.9 it follows that

$$
\sup _{n \geq 0}\left|\hat{v}_{n}\right| \leq c \sup _{n \geq 0}\left|f\left(\xi_{n}+v_{n}, \varepsilon\right)-f\left(\xi_{n}\right)-f^{\prime}\left(\xi_{n}\right) v_{n}\right| \leq c\left\{\Delta(\rho) \sup _{n \geq 0}\left|v_{n}\right|+O(\varepsilon)\right\}
$$

where $\Delta(\rho) \rightarrow 0$ as $\rho \rightarrow 0$. Thus it is easy to see that the map $\left\{v_{n}\right\}_{n \geq 0} \mapsto$ $\left\{\hat{v}_{n}\right\}_{n \geq 0}$ is a contraction on the ball $\left\{\left\{v_{n}\right\}_{n \geq 0}: \sup _{n \geq 0}\left|v_{n}\right|<\rho\right\}$ provided $\rho$ and $\varepsilon_{0}$ are sufficiently small. As a consequence there exists a unique fixed point $\left\{v_{n}(\varepsilon, \xi)\right\}_{n \geq 0}$ that gives rise to the solution $x_{n}(\varepsilon, \xi)=\xi_{n}+v_{n}(\varepsilon, \xi)$. From the smoothness of the map $\left\{v_{n}\right\}_{n \geq 0} \mapsto\left\{f\left(\xi_{n}+v_{n}, \varepsilon\right)-f\left(\xi_{n}\right)-f^{\prime}\left(\xi_{n}\right) v_{n}\right\}_{n \geq 0}$, we obtain that $x_{n}(\varepsilon, \xi)$ is smooth and that (5.1.28), (5.1.29) hold. The proof is finished.

Now we consider the function $H: \widetilde{W}_{p}^{s} \cap U \times \widetilde{W}_{p}^{u} \cap U \times\left(-\varepsilon_{0}, \varepsilon_{0}\right) \rightarrow \mathbb{R}^{N}$ given by

$$
\begin{equation*}
H(\xi, \eta, \varepsilon)=x_{0}^{+}(\varepsilon, \xi)-x_{0}^{-}(\varepsilon, \eta) \tag{5.1.31}
\end{equation*}
$$

Note that, because of the hyperbolicity of $p$, the map $x_{n+1}=f\left(x_{n}, \varepsilon\right)$ has, for small $|\varepsilon|$, a unique hyperbolic fixed point $p(\varepsilon)$ such that $p(\varepsilon) \rightarrow p$ as $\varepsilon \rightarrow 0$. Such a fixed point is $C^{2}$-smooth in $\varepsilon$ and the solutions of $H(\xi, \eta, \varepsilon)=0$ give rise to orbits $\left\{x_{n}(\varepsilon)\right\}_{n \in \mathbb{Z}}$ of the map $x_{n+1}=f\left(x_{n}, \varepsilon\right)$ that are homoclinic to $p(\varepsilon)$. Moreover, if $U_{1} \subset \bar{U}_{1} \subset U$ is an open, connected subset of $U$, the functions $x_{0}^{+}(\varepsilon, \xi), \xi \in \widetilde{W}_{p}^{s} \cap U_{1}$ and $x_{0}^{-}(\varepsilon, \eta), \eta \in \widetilde{W}_{p}^{u} \cap U_{1}$, describe open subsets of the stable and unstable manifolds $W_{p(\varepsilon)}^{s}$ and $W_{p(\varepsilon)}^{u}$ of $p(\varepsilon)$ that are also immersed submanifolds in $\mathbb{R}^{n}$. So, denoting with $\widetilde{W}_{p(\varepsilon)}^{s}$ and $\widetilde{W}_{p(\varepsilon)}^{u}$ these submanifolds of
 by computing the Brouwer degree $\operatorname{deg}\left(H(\xi, \eta, \varepsilon),\left(\widetilde{W}_{p}^{s} \cap U_{1}\right) \times\left(\widetilde{W}_{p}^{u} \cap U_{1}\right), 0\right)$.

Thus, let $d_{s}=\operatorname{dim} \widetilde{W}_{p}^{s}$, and $d_{u}=\operatorname{dim} \widetilde{W}_{p}^{u}$. From the hyperbolicity of $p$ we get $d_{s}+d_{u}=N$, hence we can write $\mathbb{R}^{N}=W_{\mu} \oplus W_{s} \oplus W_{u} \oplus V_{\mu}$ where $\operatorname{dim} W_{\mu}=$ $\operatorname{dim} V_{\mu}=\mu, V_{\mu}^{\perp}=W_{\mu} \oplus W_{s} \oplus W_{u}, \operatorname{dim} W_{s}=d_{s}-\mu, \operatorname{dim} W_{u}=d_{u}-\mu$, and $U_{\Omega}$ is an open subset of $W_{\mu}$. Then, replacing $U$ and $U_{\Omega}$ with smaller, open, connected and bounded subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{\mu}$ respectively, so that (5.1.25) and $\bar{\Omega} \subset U_{\Omega}$ are still satisfied, we can find open and convex subsets $O^{s} \subset W_{s}, O^{u} \subset W_{u}, O^{*} \subset V_{\mu}$, containing 0 , and a $C^{1}$-diffeomorphism $\Phi: U_{\Omega} \oplus O^{s} \oplus O^{u} \oplus O^{*} \rightarrow U \subset \mathbb{R}^{N}$ such that the following holds:

$$
\begin{gather*}
\Phi(\alpha)=x_{0}(\alpha), \text { for any } \alpha \in U_{\Omega} \\
\Phi\left(U_{\Omega} \oplus O^{s}\right)=\widetilde{W}_{p}^{s} \cap U, \quad \Phi\left(U_{\Omega} \oplus O^{u}\right)=\widetilde{W}_{p}^{u} \cap U \tag{5.1.32}
\end{gather*}
$$

Let $\widetilde{\xi}, \widetilde{\eta}$ be the coordinates on $W_{\mu} \oplus W_{s}$ and $W_{\mu} \oplus W_{u}$ respectively. Then possibly shrinking $U_{\Omega}, O^{s}$ and $O^{u}$ we consider, the function

$$
\widetilde{H}: \overline{\left(U_{\Omega} \oplus O^{s}\right) \times\left(U_{\Omega} \oplus O^{u}\right)} \rightarrow \mathbb{R}^{N}
$$

given by:

$$
\widetilde{H}(\widetilde{\xi}, \widetilde{\eta}, \varepsilon):=\Phi^{-1}\left(x_{0}^{+}(\varepsilon, \Phi(\widetilde{\xi}))\right)-\Phi^{-1}\left(x_{0}^{-}(\varepsilon, \Phi(\widetilde{\eta}))\right) .
$$

Obviously, $\widetilde{H}(\widetilde{\xi}, \widetilde{\eta}, \varepsilon)=0$ if and only if $H(\xi, \eta, \varepsilon)=0$, and then
$\operatorname{deg}\left(H(\xi, \eta, \varepsilon),\left(\widetilde{W}_{p}^{s} \cap U\right) \times\left(\widetilde{W}_{p}^{u} \cap U\right), 0\right)= \pm \operatorname{deg}\left(\widetilde{H}(\widetilde{\xi}, \widetilde{\eta}, \varepsilon),\left(U_{\Omega} \oplus O^{s}\right) \times\left(U_{\Omega} \oplus O^{u}\right), 0\right)$.
Now, Theorem 5.1.13 implies that

$$
\widetilde{H}(\widetilde{\xi}, \widetilde{\eta}, 0)=\widetilde{\xi}-\widetilde{\eta}
$$

from which we get $\widetilde{H}(\alpha, \alpha, 0)=0$ and

$$
\begin{gathered}
\widetilde{H}(\widetilde{\xi}, \widetilde{\eta}, \varepsilon)=\widetilde{\xi}-\widetilde{\eta} \\
+\varepsilon\left\{\left[\Phi^{\prime}(\widetilde{\xi})\right]^{-1} \frac{\partial x_{0}^{+}}{\partial \varepsilon}(0, \Phi(\widetilde{\xi}))-\left[\Phi^{\prime}(\widetilde{\eta})\right]^{-1} \frac{\partial x_{0}^{-}}{\partial \varepsilon}(0, \Phi(\widetilde{\eta}))\right\}+r(\widetilde{\xi}, \widetilde{\eta}, \varepsilon)
\end{gathered}
$$

where $\|r(\widetilde{\xi}, \widetilde{\eta}, \varepsilon)\|=o(\varepsilon)$ uniformly in $(\widetilde{\xi}, \widetilde{\eta}) \in \overline{\left(U_{\Omega} \oplus O^{s}\right) \times\left(U_{\Omega} \oplus O^{u}\right)}$.
Let $L:\left(W_{\mu} \oplus W_{s}\right) \times\left(W_{\mu} \oplus W_{u}\right) \rightarrow \mathbb{R}^{N}$ be the linear map defined as $L(\widetilde{\xi}, \widetilde{\eta})=\widetilde{\xi}-\widetilde{\eta}$. We have $L(\widetilde{\xi}, \widetilde{\eta})=0$ if and only if $\widetilde{\xi}=\widetilde{\eta} \in W_{\mu}$ and $\mathcal{R} L=$ $W_{\mu} \oplus W_{s} \oplus W_{u}$, so we can write $\mathbb{R}^{N}=\mathcal{R} L \oplus V_{\mu}$. Next, let $W_{\mu}^{\perp}$ be a fixed subspace of $\left(W_{\mu} \oplus W_{s}\right) \times\left(W_{\mu} \oplus W_{u}\right)$ transversal to $\mathcal{N} L=\left\{(\widetilde{\xi}, \widetilde{\xi}): \widetilde{\xi} \in W_{\mu}\right\}$. Then, there exists an open convex set $O_{1} \subset W_{\mu}^{\perp}$ such that $0 \in O_{1}$ and for any $(\hat{\xi}, \hat{\eta}) \in \bar{O}_{1}$ and $\alpha \in \bar{\Omega}$ the point $(\underline{\widetilde{\xi}}, \widetilde{\eta})=(\alpha+\hat{\xi}, \alpha+\hat{\eta})$ belongs to $\left(U_{\Omega} \oplus O^{s}\right) \times\left(U_{\Omega} \oplus O^{u}\right)$. We define a map $\hat{H}: \overline{O_{1}} \times \bar{\Omega} \rightarrow \mathbb{R}^{N}$ as

$$
\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon):=\widetilde{H}(\alpha+\hat{\xi}, \alpha+\hat{\eta}, \varepsilon) .
$$

Let $\mathcal{Q}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ be the projection that corresponds to the splitting $\mathbb{R}^{N}=$ $\mathcal{R} L \oplus V_{\mu}$ that is such that $\mathcal{N} \mathcal{Q}=V_{\mu}$ and $\mathcal{R} \mathcal{Q}=\mathcal{R} L$, and set $\hat{r}=\hat{r}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)=$ $\varepsilon^{-1} r(\alpha+\hat{\xi}, \alpha+\hat{\eta}, \varepsilon)=o(1)$. We write $\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)$ as

$$
\begin{equation*}
\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)=\hat{\xi}-\hat{\eta}+\varepsilon \hat{H}_{1}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)+\varepsilon \hat{H}_{2}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon) \tag{5.1.33}
\end{equation*}
$$

where

$$
\begin{aligned}
\hat{H}_{1}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)=\mathcal{Q}\{ & {\left[\Phi^{\prime}(\alpha+\hat{\xi})\right]^{-1} \frac{\partial x_{0}^{+}}{\partial \varepsilon}(0, \Phi(\alpha+\hat{\xi})) } \\
& \left.-\left[\Phi^{\prime}(\alpha+\hat{\eta})\right]^{-1} \frac{\partial x_{0}^{-}}{\partial \varepsilon}(0, \Phi(\alpha+\hat{\eta}))+\hat{r}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{H}_{2}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)=(\mathbb{I}-\mathcal{Q})\{ & {\left[\Phi^{\prime}(\alpha+\hat{\xi})\right]^{-1} \frac{\partial x_{0}^{+}}{\partial \varepsilon}(0, \Phi(\alpha+\hat{\xi})) } \\
& \left.-\left[\Phi^{\prime}(\alpha+\hat{\eta})\right]^{-1} \frac{\partial x_{0}^{-}}{\partial \varepsilon}(0, \Phi(\alpha+\hat{\eta}))+\hat{r}\right\}
\end{aligned}
$$

Note that $\hat{H}_{1}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon) \in \mathcal{R} \mathcal{Q}$ and $\hat{H}_{2}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon) \in \mathcal{N} \mathcal{Q}$. Thus $\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)=0$ if and only if $\hat{\xi}-\hat{\eta}+\varepsilon \hat{H}_{1}=0$ and $\hat{H}_{2}=0$. Next we introduce the Melnikov function $M: \bar{\Omega} \rightarrow \mathcal{N} \mathcal{Q}$ :

$$
\begin{equation*}
M(\alpha)=(\mathbb{I}-\mathcal{Q}) \Phi^{\prime}(\alpha)^{-1}\left[\frac{\partial x_{0}^{+}}{\partial \varepsilon}\left(0, x_{0}(\alpha)\right)-\frac{\partial x_{0}^{-}}{\partial \varepsilon}\left(0, x_{0}(\alpha)\right)\right], \tag{5.1.34}
\end{equation*}
$$

whose components with respect to a fixed orthonormal basis $\left\{e_{1}, \ldots, e_{\mu}\right\}$ of $V_{\mu}$ are:

$$
\begin{aligned}
& M_{j}(\alpha)=e_{j}^{*} \Phi^{\prime}(\alpha)^{-1}\left[\frac{\partial x_{0}^{+}}{\partial \varepsilon}\left(0, x_{0}(\alpha)\right)-\frac{\partial x_{0}^{-}}{\partial \varepsilon}\left(0, x_{0}(\alpha)\right)\right] \\
& =\left[\left(\Phi^{\prime}(\alpha)^{-1}\right)^{*} e_{j}\right]^{*}\left[\frac{\partial x_{0}^{+}}{\partial \varepsilon}\left(0, x_{0}(\alpha)\right)-\frac{\partial x_{0}^{-}}{\partial \varepsilon}\left(0, x_{0}(\alpha)\right)\right] \\
& \quad=\psi_{j}(\alpha)^{*}\left[\frac{\partial x_{0}^{+}}{\partial \varepsilon}\left(0, x_{0}(\alpha)\right)-\frac{\partial x_{0}^{-}}{\partial \varepsilon}\left(0, x_{0}(\alpha)\right)\right]
\end{aligned}
$$

where $\psi_{j}(\alpha)$ are defined by the equality. Note that for any $v \in T_{x_{0}(\alpha)} \widetilde{W}_{p}^{s}$ we have:

$$
\psi_{j}(\alpha)^{*} v=e_{j}^{*} \Phi^{\prime}(\alpha)^{-1} v=0
$$

because $V_{\mu}^{\perp}=W_{\mu} \oplus W_{s} \oplus W_{u}$ and $\Phi^{\prime}(\alpha)\left(W_{\mu} \oplus W_{s}\right)=T_{x_{0}(\alpha)} \widetilde{W}_{p}^{s}$. Similarly

$$
\psi_{j}(\alpha)^{*} w=0
$$

for any $w \in T_{x_{0}(\alpha)} \widetilde{W}_{p}^{u}$. Thus the vectors $\psi_{j}(\alpha)$ are exactly the initial conditions to assign to the adjoint of the variational system

$$
v_{n+1}=f^{\prime}\left(x_{n}(\alpha)\right) v_{n}
$$

to obtain solutions that are bounded on $\mathbb{Z}$. Thus $M(\alpha)$ is the usual Melnikov function associated to the system $x_{n+1}=f\left(x_{n}, \varepsilon\right)$ (see the end of this subsection, or $[16,76,88])$.

From the smoothness of the functions $x_{0}^{+}(\varepsilon, \xi), x_{0}^{-}(\varepsilon, \eta), r(\xi, \eta, \varepsilon), x_{0}(\alpha)$ and possibly changing $O_{1}$, we see that

$$
\frac{\partial x_{0}^{+}}{\partial \varepsilon}\left(0, \hat{\xi}+x_{0}(\alpha)\right)-\frac{\partial x_{0}^{-}}{\partial \varepsilon}\left(0, \hat{\eta}+x_{0}(\alpha)\right)+\hat{r}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)
$$

is bounded on $\bar{O}_{1} \times \bar{\Omega} \times\left[-\varepsilon_{0}, \varepsilon_{0}\right]$. Then we plug $\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)$ in the homotopy $\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon, t), 0 \leq t \leq 1$ given by:

$$
\begin{equation*}
\hat{H}(\hat{\xi}, \hat{\eta}, \varepsilon, \alpha, t)=\hat{\xi}-\hat{\eta}+\varepsilon t \hat{H}_{1}(\hat{\xi}, \hat{\eta}, \varepsilon, \alpha)+k_{\varepsilon}(t) \hat{H}_{2}(t \hat{\xi}, t \hat{\eta}, \varepsilon, \alpha) \tag{5.1.35}
\end{equation*}
$$

where $k_{\varepsilon}(t)=\varepsilon t+1-t$ for $\varepsilon \geq 0$ and $k_{\varepsilon}(t)=\varepsilon t-1+t$ for $\varepsilon<0$. Note that $\left|k_{\varepsilon}(t)\right| \geq|\varepsilon|$ and then $k_{\varepsilon}(t) \neq 0$ for $\varepsilon \neq 0$.

Lemma 5.1.14. Assume (H1) holds. Then, if the neighborhood $O_{1}$ is chosen sufficiently small there is an $\varepsilon_{0}>0$ such that $\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon, t) \neq 0$ for any $0 \leq$ $t \leq 1,0<|\varepsilon|<\varepsilon_{0}$ and $(\hat{\xi}, \hat{\eta}, \alpha) \in \partial\left(O_{1} \times \Omega\right)$.

Proof. We have already seen that $\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon, t)=0$ if and only if $\hat{\xi}-\hat{\eta}+$ $\varepsilon t \hat{H}_{1}(\hat{\xi}, \hat{\eta}, \varepsilon, \alpha)=0$ and $k_{\varepsilon}(t) \hat{H}_{2}(t \hat{\xi}, t \hat{\eta}, \varepsilon, \alpha)=0$. Now, if $(\hat{\xi}, \hat{\eta}, \alpha) \in \partial\left(O_{1} \times \Omega\right)$ then either $(\hat{\xi}, \hat{\eta}) \in \partial O_{1}$ or $\alpha \in \partial \Omega$.

If $(\hat{\xi}, \hat{\eta}) \in \partial O_{1}$, we have $\hat{\xi} \neq \hat{\eta}$ and then $\hat{\xi}-\hat{\eta}+\varepsilon t \hat{H}_{1}(\hat{\xi}, \hat{\eta}, \varepsilon, \alpha) \neq 0$ for $\varepsilon_{0}$ sufficiently small, because of the boundedness of

$$
\frac{\partial x_{0}^{-}}{\partial \varepsilon}\left(0, \hat{\xi}+x_{0}(\alpha)\right)-\frac{\partial x_{0}^{+}}{\partial \varepsilon}\left(0, \hat{\eta}+x_{0}(\alpha)\right)+\hat{r}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)
$$

on $\bar{O}_{1} \times \bar{\Omega} \times\left[-\varepsilon_{0}, \varepsilon_{0}\right]$. If $\alpha \in \partial \Omega$ then $M(\alpha) \neq 0$. Since $\left|k_{\varepsilon}(t)\right| \geq|\varepsilon|$, we get

$$
k_{\varepsilon}(t) \hat{H}_{2}(t \hat{\xi}, t \hat{\eta}, \varepsilon, \alpha) \neq 0
$$

provided $O_{1}$ and $|\varepsilon| \neq 0$ are sufficiently small. So again $H(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon, t) \neq 0$ and the proof is finished.

Lemma 5.1.14 gives the next result.
Theorem 5.1.15. Let $O_{1}$ be as in Lemma 5.1.14. Assume (H1), (H2). Then it follows that $\operatorname{deg}\left(\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon), O_{1} \times \Omega, 0\right) \neq 0$, for any $\varepsilon \neq 0$ sufficiently small.

Proof. Lemma 5.1.14 implies

$$
\operatorname{deg}\left(\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon, 1), O_{1} \times \Omega, 0\right)=\operatorname{deg}\left(\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon, 0), O_{1} \times \Omega, 0\right)
$$

Now:

$$
\hat{H}(\hat{\xi}, \hat{\eta}, \varepsilon, \alpha, 0)=\binom{L(\hat{\xi}, \hat{\eta})}{\operatorname{sgn} \varepsilon M(\alpha)}
$$

and $L: W_{\mu}^{\perp} \rightarrow \mathcal{R} L$ is invertible. Thus

$$
\operatorname{deg}\left(\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon, 0), O_{1} \times \Omega, 0\right)= \pm \operatorname{deg}(M, \Omega, 0) \neq 0
$$

The proof is finished.
Possibly shrinking $U_{\Omega}, O^{s}$ and $O^{u}$ and using similar arguments like in the proof of Lemma 5.1.14 along with assumption (H1), we get $\widetilde{H}(\widetilde{\xi}, \widetilde{\eta}, \varepsilon) \neq 0$ for any $\varepsilon \neq 0$ sufficiently small and $(\widetilde{\xi}, \widetilde{\eta}) \in \overline{\left(U_{\Omega} \oplus O^{s}\right) \times\left(U_{\Omega} \oplus O^{u}\right)} \backslash\{(\alpha+\hat{\xi}, \alpha+\hat{\eta}) \mid \alpha \in$ $\left.\Omega,(\hat{\xi}, \hat{\eta}) \in O_{1}\right\}$. Then we have, because of Section 2.3.4, and the connectedness of $U_{\Omega}$ :

$$
\begin{gather*}
\left|\#\left(\widetilde{W}_{p(\varepsilon)}^{s} \cap U, \widetilde{W}_{p(\varepsilon)}^{u} \cap U\right)\right|=\left|\operatorname{deg}\left(H(\xi, \eta, \varepsilon),\left(\widetilde{W}_{p}^{s} \cap U\right) \times\left(\widetilde{W}_{p}^{u} \cap U\right), 0\right)\right| \\
=\left|\operatorname{deg}\left(\widetilde{H}(\widetilde{\xi}, \widetilde{\eta}, \varepsilon),\left(U_{\Omega} \oplus O^{s}\right) \times\left(U_{\Omega} \oplus O^{u}\right), 0\right)\right| \\
=\left|\operatorname{deg}\left(\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon), O_{1} \times \Omega, 0\right)\right| \neq 0 \tag{5.1.36}
\end{gather*}
$$

By (5.1.36) and Theorem 5.1.15 the proof of Theorem 5.1.12 is completed.

When $f$ and $x_{n}(\alpha), n \in \mathbb{Z}$ are all $C^{3}$-smooth and $M(\alpha)$ has a simple root $\alpha_{0}$, i.e. $M\left(\alpha_{0}\right)=0$ and $D M\left(\alpha_{0}\right)$ is invertible, then assumptions (H1) and (H2) of Theorem 5.1.12 are satisfied when $\Omega$ is a small neighborhood of $\alpha_{0}$. So we have a chaos of $f(x, \varepsilon)$ for $\varepsilon \neq 0$ small. But now we obtain much more: a transversal homoclinic orbit of $f(x, \varepsilon)$ for $\varepsilon \neq 0$ small with the corresponding Smale's horseshoe. Indeed, for finding a homoclinic orbit of $f(x, \varepsilon)$ to $p(\varepsilon)$, we have to solve $H(\xi, \eta, \varepsilon)=0$ (see (5.1.31)) for $\varepsilon \neq 0$ small, which is equivalent to $\hat{H}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)=0($ see (5.1.33)) and it is decomposed to

$$
\begin{equation*}
\hat{\xi}-\hat{\eta}+\varepsilon \hat{H}_{1}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)=0 \tag{5.1.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{H}_{2}(\hat{\xi}, \hat{\eta}, \alpha, \varepsilon)=0 \tag{5.1.38}
\end{equation*}
$$

(5.1.37) can be solved by means of the implicit function theorem to get its $C^{1}$ smooth solutions $\hat{\xi}(\alpha, \varepsilon), \hat{\eta}(\alpha, \varepsilon)$. Note that, because of uniqueness, we have: $\hat{\xi}(\alpha, 0)=\hat{\eta}(\alpha, 0)=0$. Plugging these solutions into (5.1.38), we obtain the bifurcation function $B: \Omega \times\left(-\varepsilon_{0}, \varepsilon_{0}\right) \rightarrow \mathbb{R}^{\mu},(\alpha, \varepsilon) \mapsto B(\alpha, \varepsilon)$, whose components $B_{j}(\alpha, \varepsilon)$ are:

$$
\begin{aligned}
B_{j}(\alpha, \varepsilon)=\psi_{j}(\alpha)^{*}[ & \frac{\partial x_{0}^{-}}{\partial \varepsilon}\left(0, \Phi(\alpha+\hat{\xi}(\alpha, \varepsilon))-\frac{\partial x_{0}^{+}}{\partial \varepsilon}(0, \Phi(\alpha+\hat{\eta}(\alpha, \varepsilon))\right. \\
& +r(\hat{\xi}(\alpha, \varepsilon), \hat{\eta}(\alpha, \varepsilon), \alpha, \varepsilon)]
\end{aligned}
$$

Now, it is not difficult to see that, for $\varepsilon \rightarrow 0, B(\alpha, \varepsilon) \rightarrow M(\alpha)$ and $\frac{\partial}{\partial \alpha} B(\alpha, \varepsilon) \rightarrow$ $D M(\alpha)$ uniformly on compact sets. So $B(\alpha, \varepsilon)=0$ is uniquely solvable at $\alpha \sim \alpha_{0}$ for $\varepsilon \neq 0$ small. This gives a homoclinic orbit of $f(x, \varepsilon)$ for $\varepsilon \neq 0$. Its transversality can be proved like in [88, 107]. We conclude this part noting that the condition that $M(\alpha)$ has a simple zero at some $\alpha_{0}$ is equivalent to the fact that the function

$$
\widetilde{M}(\alpha):=\left(\psi_{j}\left(\alpha_{0}\right)^{*}\left[\frac{\partial x_{0}^{+}}{\partial \varepsilon}\left(0, x_{0}(\alpha)\right)-\frac{\partial x_{0}^{-}}{\partial \varepsilon}\left(0, x_{0}(\alpha)\right)\right]\right)_{j=1 \ldots \mu}
$$

has $\alpha_{0}$ as a simple zero. In fact both $M\left(\alpha_{0}\right)=0$ and $\widetilde{M}\left(\alpha_{0}\right)=0$ mean that $\frac{\partial x_{0}^{-}}{\partial \varepsilon}\left(0, \Phi\left(\alpha_{0}\right)\right)=\frac{\partial x_{0}^{+}}{\partial \varepsilon}\left(0, \Phi\left(\alpha_{0}\right)\right)$ and then the equality $M_{\alpha}\left(\alpha_{0}\right)=\widetilde{M}_{\alpha}\left(\alpha_{0}\right)$ easily follows from $\Phi(\alpha)=x_{0}(\alpha)$.

Theorem 5.1.12 is naturally applicable for the next problem. Consider the second order equation

$$
\ddot{x}=g(x)+\varepsilon q(t),
$$

where $x \in \mathbb{R}, g, q$ are $C^{2}$-smooth and $q$ is $2 \pi$-periodic. Suppose that the equation

$$
\dot{x}=y, \quad \dot{y}=g(x)
$$

has a homoclinic solution $(p(t), \dot{p}(t))$ to a hyperbolic fixed point. Then the Melnikov function has the form $M(\alpha)=\int_{-\infty}^{\infty} q(t+\alpha) \dot{p}(t) d t$, see computations for
(3.1.34). $M(\alpha)$ is $2 \pi$-periodic and $\int_{0}^{2 \pi} M(\alpha) d \alpha=0$. Hence if $M \neq 0$ then it changes the sign on $[0,2 \pi]$ and Theorem 5.1.12 can be applied. Concerning condition $M \neq 0$, we have the following result [19, Theorem 3.3].

Theorem 5.1.16. Assume that $p(t)=\Phi\left(\mathrm{e}^{t}\right)$, where $\Phi(u)$ is a rational function on $\mathbb{C}$ such that $\Phi(u) \rightarrow 0$ and $u \Phi^{\prime}(u) \rightarrow 0$ as $u \rightarrow \infty$. Moreover, it has only the simple poles $w \neq 0$ and $\bar{w}$ (including the case that $\Phi(u)$ has only one simple pole $w=\bar{w}$ ). Then for any $2 \pi$-periodic nonconstant $C^{2}$-smooth function $q$, the associated Melnikov function $M(\alpha)$ is not identically zero.

The next result [19, Theorem 4.1] allowing us to construct second order equations determined by prescribed homoclinic solutions.

Theorem 5.1.17. Let $\Phi_{0}(u)=u^{k} G(u), k \geq 1$, be a rational function such that $G(0) \neq 0$ and the following hold:
(i) $\Phi_{0}(u)=\Phi_{0}(1 / u)$ (that is $G(1 / u)=u^{2 k} G(u)$ )
(ii) $\Phi_{0}(x)>0$ when $x$ is real and $x>0$
(iii) $\Phi_{0}^{\prime}(x)=0$ on $x>0$ is equivalent to $x=1$
(iv) $\Phi_{0}^{\prime \prime}(1) \neq 0$

Then $\lim _{u \rightarrow \infty} u \Phi_{0}^{\prime}(u)=0$ and there exists a $C^{1}$-function $f(p)$ in a neighborhood of $\left[0, \Phi_{0}(1)\right]$ such that $p(t)=\Phi_{0}\left(\mathrm{e}^{t}\right)$ is the solution of the equation $\ddot{p}=f(p)$. Moreover, if $G(u)=G_{0}\left(u^{k}\right)$ for some rational function $G_{0}(u), G_{0}(0) \neq 0$, the function $f(p)$ is $C^{2}$ in a neighborhood of $\left[0, \Phi_{0}(1)\right]$.

Moreover we proved in [19] that the equation

$$
\begin{equation*}
\ddot{x}=4 x\left(2 x^{2}-3 x \operatorname{coth}(n \pi)+1\right)+\varepsilon q(t) \tag{5.1.39}
\end{equation*}
$$

has for even (odd) $n \in \mathbb{N}$ the Melnikov function vanishing identically on any $2 \pi$-periodic $C^{2}$-smooth functions $q(t)$ (or it is identically zero for infinitely many independent $2 \pi$-periodic $C^{2}$-smooth functions but not for all). The geometrical meaning of vanishing of the Melnikov function is that, in spite of the fact that the perturbation of (5.1.39) is of the order $O(\varepsilon)$, the distance between the stable and unstable manifolds of the perturbed equation, along a transverse direction, is of the order (at least) $O\left(\varepsilon^{2}\right)$. This means that in order to study the intersection of the stable and unstable manifolds, we have to look at the second order Melnikov function. This was also done in [19]. We refer the reader to more details about this subject to [19].

### 5.2 Topological Transversality and Reversibility

### 5.2.1 Period Blow-Up

In this section, we continue with the study of the relationship between topologically transversal intersections of certain sets for diffeomorphisms and the
existence of oscillatory orbits. For illustration of the problem, let us consider a second order o.d.eqn of the form

$$
\begin{equation*}
\ddot{y}=g(y), \quad y \in \mathbb{R}^{N} . \tag{5.2.1}
\end{equation*}
$$

For $N=1$, a typical phase portrait of (5.2.1) consists from several families of periodic orbits, which are symmetric with respect to the $y$-axis, and those periodic orbits either terminate into equilibria or to heteroclinic/homoclinic cycles (see Fig. 1.2). In the last case, the minimal periods of periodic orbits tends to infinity as they accumulate on the heteroclinic/homoclinic cycle, i.e. we have a period blow-up. The symmetry of orbits of (5.2.1) follows from a simple observation that if $y(t)$ solves (5.2.1) then $y(-t)$ is also its solution. We say that (5.2.1) is time reversible. The time reversibility of (5.2.1) implies also the following antisymmetry. Rewriting (5.2.1) as a system

$$
\begin{equation*}
\dot{x}=h(x), \quad x:=\binom{y}{z}, \quad h(x):=\binom{z}{g(y)} \tag{5.2.2}
\end{equation*}
$$

and considering the involution $R x:=\binom{y}{-z}$, we immediately see that

$$
\begin{equation*}
h(R x)=-R h(x) \quad \forall x \in \mathbb{R}^{2 N} \tag{5.2.3}
\end{equation*}
$$

Then (5.2.3) implies that if $x(t)$ is a solution of (5.2.2) then so is $\widetilde{x}(t):=R x(-t)$. Or stated differently: Let $\varphi(x, t)$ be the time flow of (5.2.2) and set $f(x):=$ $\varphi(x, 1)$, then (5.2.3) implies $R f(x)=f^{-1}(R x) \forall x \in \mathbb{R}^{2 N}$. For $N>1$ the phase portrait of (5.2.1) is very complicated but period blow-up phenomenon still may occur. This was first proved in [65-67] where it is called as a blue sky catastrophe. These results are generalized in $[188,189]$. In this section, we proceed with the study of the period blow-up for diffeomorphisms.

### 5.2.2 Period Blow-Up for Reversible Diffeomorphisms

Let $R: \mathbb{R}^{2 N} \rightarrow \mathbb{R}^{2 N}$ be a linear involution, i.e $R^{2}=\mathbb{I}$, such that $\operatorname{dim} \operatorname{Fix} R=N$, where $\operatorname{Fix} R=\left\{x \in \mathbb{R}^{2 N} \mid R x=x\right\}$. Any subset of $\mathbb{R}^{2 N}$ invariant under the action of $R$ is called $R$-symmetric. Consider a $C^{1}$-smooth diffeomorphism $f: \mathbb{R}^{2 N} \rightarrow \mathbb{R}^{2 N}$ which is $R$-reversible:

$$
R f(x)=f^{-1}(R x), \quad \forall x \in \mathbb{R}^{2 N}
$$

and possessing a $R$-symmetric hyperbolic fixed point $p \in \operatorname{Fix} R$. Let $W_{p}^{s}, W_{p}^{u}$ be the global stable and unstable manifolds of $p$, respectively. Let $\widetilde{W}_{p}^{s}$ be an open subset of $W_{p}^{s}$ which is a submanifold of $\mathbb{R}^{2 N}$ such that $\widetilde{W}_{p}^{s} \backslash\{p\} \cap$ Fix $R \neq \emptyset$. Since $R W_{p}^{s}=W_{p}^{u}$, we put $\widetilde{W}_{p}^{u}=R \widetilde{W}_{p}^{s}$. We also suppose the existence of a compact component $K \subset \widetilde{W}_{p}^{s} \backslash\{p\} \cap$ Fix $R$ and an open connected bounded subset $U \subset \bar{U} \subset \mathbb{R}^{2 N} \backslash\{p\}$ satisfying $U \cap \widetilde{W}_{p}^{s} \cap$ Fix $R=K$ (see Fig. 5.2). By


Figure 5.2: A transversal $R$-symmetric homoclinic set $K=\widetilde{W}_{p}^{s} \cap \operatorname{Fix} R \cap U$
shrinking $U$, we can assume that $\overline{\widetilde{W}_{p}^{s} \cap U}=\widetilde{W}_{p}^{s} \cap \bar{U}$. We note that $\widetilde{W}_{p}^{s} \cap U$ is an oriented submanifold of $\mathbb{R}^{2 N}$. Then we can define the local intersection number $\#\left(\widetilde{W}_{p}^{s} \cap U\right.$, Fix $\left.R \cap U\right)$ of the stable manifold $W_{p}^{s}$ and the plain Fix $R$ in $U \subset \mathbb{R}^{2 N}$. Note $\operatorname{dim} \widetilde{W}_{p}^{s}=\operatorname{dim} \widetilde{W}_{p}^{u}=\operatorname{dim} \operatorname{Fix} R=N$. The main purpose of this section is to prove the following result [85].

Theorem 5.2.1. If $\#\left(\widetilde{W}_{p}^{s} \cap U, \operatorname{Fix} R \cap U\right) \neq 0$ then there is an $\omega_{0} \in \mathbb{N}$ such that for any $\mathbb{N} \ni \omega \geq \omega_{0}$, $f$ possesses a $2 \omega$-periodic orbit $\left\{x_{n}^{\omega}\right\}_{n \in \mathbb{Z}}$ such that $R x_{n}^{\omega}=x_{-n}^{\omega}, n \in \mathbb{Z}$. Moreover, $x_{0}^{\omega} \in \operatorname{Fix} R$ is near to $K$, while $x_{\omega}^{\omega} \in \operatorname{Fix} R$ is near to $p$.

Proof. Let $(\cdot, \cdot)$ be an inner product on $\mathbb{R}^{2 N}$. Setting $\langle x, y\rangle:=\frac{1}{2}((x, y)+$ $(R x, R y))$ we have $\langle R x, R y\rangle=\langle x, y\rangle, x, y \in \mathbb{R}^{2 N}$, and so $\|R\|=\left\|R^{-1}\right\|=1$. Since $R K=K$, we can assume that $R U=U$.

For any $\xi \in \widetilde{W}_{p}^{s} \cap \bar{U}$ we set $\xi_{n}:=f^{n}(\xi), n \in \mathbb{Z}_{+}$and then $\eta:=R \xi$ with $\eta_{n}:=f^{n}(\eta), n \in \mathbb{Z}_{-}$. Clearly $\eta_{-n}=R \xi_{n}, n \in \mathbb{Z}_{+}$. Let $J_{\omega}^{ \pm}$and $I_{\omega}^{ \pm}$be the sets defined in Subsection 5.1.2. We study the nonlinear system

$$
\begin{equation*}
x_{n+1}=f\left(x_{n}\right) \tag{5.2.4}
\end{equation*}
$$

near $\left\{\xi_{n}\right\}_{n \in J_{\omega}^{+}}$and $\left\{\eta_{n}\right\}_{n \in J_{\omega}^{-}}$following Subsection 5.1.2. According to Lemma 5.1.7, the linearization of (5.2.4) along $\left\{\xi_{n}\right\}_{n \in \mathbb{Z}_{+}}$

$$
\begin{equation*}
v_{n+1}=D f\left(\xi_{n}\right) v_{n}, \quad n \in \mathbb{Z}_{+} \tag{5.2.5}
\end{equation*}
$$

has an exponential dichotomy on $\mathbb{Z}_{+}$, i.e. there are positive constants $L, \delta \in$ $(0,1)$ and the orthogonal projection $P_{\xi}: \mathbb{R}^{2 N} \rightarrow T_{\xi} \widetilde{W}_{p}^{s}$ such that the fundamental solution $V_{\xi}(n)$ of (5.2.5) satisfies (5.1.6).

From the reversibility of $f$ we immediately see that the linearization of (5.2.4) along $\left\{\eta_{n}\right\}_{n \in \mathbb{Z}_{-}}$

$$
\begin{equation*}
w_{n+1}=D f\left(\eta_{n}\right) w_{n}, \quad n \in \mathbb{Z}_{-}, \quad n \neq 0 \tag{5.2.6}
\end{equation*}
$$

has the fundamental solution $W_{\xi}(n)=R V_{\xi}(-n) R^{-1}, n \in \mathbb{Z}_{-}$, and since $\|R\|=$ $\left\|R^{-1}\right\|=1$, the (5.2.6) has an exponential dichotomy on $\mathbb{Z}_{-}$with the constants $L, \delta$ and the orthogonal projection $\mathbb{I}-Q_{\eta}$, where $Q_{\eta}=R P_{\xi} R^{-1}$, i.e. (5.1.7) holds. We note that the family $\left\{P_{\xi} \mid \xi \in \widetilde{W}_{p}^{s} \cap U\right\}$ is continuous on $\widetilde{W}_{p}^{s} \cap U$. Applying Theorem 5.1.10 to (5.2.4) with the above notation, we have that there exist $\omega_{0} \in \mathbb{N}$ and a constant $c>0$ such that, for any $\omega \in \mathbb{N}, \omega \geq \omega_{0}$, and $\xi \in \widetilde{W}_{p}^{s} \cap U$, there exist unique $\left\{x_{n}^{+}(\omega, \xi)\right\}_{n \in J_{\omega}^{+}}$and $\left\{x_{n}^{-}(\omega, \xi)\right\}_{n \in J_{\omega}^{-}}$such that

$$
\left\{\begin{array}{c}
x_{n+1}^{ \pm}(\omega, \xi)=f\left(x_{n}^{ \pm}(\omega, \xi)\right) \text { separately on } I_{\omega}^{ \pm}  \tag{5.2.7}\\
P_{\xi} x_{0}^{+}(\omega, \xi)=P_{\xi} \xi, \quad Q_{R \xi} x_{0}^{-}(\omega, \xi)=Q_{R \xi} R \xi, \quad x_{\omega}^{+}(\omega, \xi)=x_{-\omega}^{-}(\omega, \xi) \\
\max _{n \in J_{\omega}^{+}}\left|x_{n}^{+}(\omega, \xi)-\xi_{n}\right| \leq c \delta^{\omega}, \quad \max _{n \in J_{\omega}^{-}}\left|x_{n}^{-}(\omega, \xi)-\eta_{n}\right| \leq c \delta^{\omega}
\end{array}\right.
$$

Moreover, $x_{n}^{ \pm}(\omega, \xi)$ are continuous with respect to $\xi$. Since $Q_{R \xi}=R P_{\xi} R^{-1}$, $\eta_{-n}=R \xi_{n}, n \in \mathbb{Z}_{+}$, we see that the sequences given by

$$
y_{n}^{-}(\omega, \xi)=R x_{-n}^{+}(\omega, \xi), \quad n \in J_{\omega}^{-} ; \quad y_{n}^{+}(\omega, \xi)=R x_{-n}^{-}(\omega, \xi), \quad n \in J_{\omega}^{+}
$$

also satisfy (5.2.7). The uniqueness of such orbits implies that $R x_{n}^{ \pm}(\omega, \xi)=$ $x_{-n}^{\mp}(\omega, \xi), n \in J_{\omega}^{ \pm}$.

In order to get a $R$-symmetric orbit of $f$, we have to solve the equation

$$
\begin{equation*}
(\mathbb{I}-R) x_{0}^{+}(\omega, \xi)=0, \quad \xi \in \widetilde{W}_{p}^{s} \cap U \tag{5.2.8}
\end{equation*}
$$

Let $V$ be an open subset such that $K \subset V \subset \bar{V} \subset U$. Note that the solution $x_{0}^{+}(\omega, \xi)$ is defined for $\xi \in \widetilde{W}_{p}^{s} \cap \bar{V}$ and

$$
\#\left(\widetilde{W}_{p}^{s} \cap V, \operatorname{Fix} R \cap V\right)=\#\left(\widetilde{W}_{p}^{s} \cap U, \operatorname{Fix} R \cap U\right) \neq 0
$$

To solve (5.2.8), we put $F_{\omega}(\xi):=(\mathbb{I}-R) x_{0}^{+}(\omega, \xi)$ with $F_{\omega}: \widetilde{W}_{p}^{s} \cap \bar{V} \rightarrow R_{-}:=$ $\mathcal{R}(\mathbb{I}-R)$ and take the homotopy $H_{\omega}: \widetilde{W}_{p}^{s} \cap \bar{V} \times[0,1] \rightarrow R_{-}$given by

$$
H_{\omega}(\xi, \lambda)=\lambda F_{\omega}(\xi)+(1-\lambda)(\mathbb{I}-R) \xi
$$

Note $H_{\omega}(\xi, 1)=F_{\omega}(\xi)$ and $H_{\omega}(\xi, 0)=(\mathbb{I}-R) \xi$. Next (5.2.7) gives

$$
\left|H_{\omega}(\xi, \lambda)-(\mathbb{I}-R) \xi\right|=\left|\lambda\left(F_{\omega}(\xi)-(\mathbb{I}-R) \xi\right)\right| \leq c \delta^{\omega} .
$$

Consequently, $H_{\omega}(\cdot, \lambda) \neq 0$ on the boundary $\partial\left(\widetilde{W_{p}^{s}} \cap V\right)$ for any $0 \leq \lambda \leq 1$ and $\omega$ large. Note $P:=\frac{1}{2}(\mathbb{I}+R)$ is a projection onto Fix $R$ and $\mathbb{I}-P=\frac{1}{2}(\mathbb{I}-R)$.

By Section 2.3.4, this gives for the Brouwer degree

$$
\begin{gather*}
\left|\operatorname{deg}\left(F_{\omega}, \widetilde{W}_{p}^{s} \cap V, 0\right)\right|=\left|\operatorname{deg}\left((\mathbb{I}-R), \widetilde{W}_{p}^{s} \cap V, 0\right)\right| \\
=\left|\operatorname{deg}\left(\frac{1}{2}(\mathbb{I}-R), \widetilde{W}_{p}^{s} \cap V, 0\right)\right|=\left|\operatorname{deg}\left((\mathbb{I}-P), \widetilde{W}_{p}^{s} \cap V, 0\right)\right|  \tag{5.2.9}\\
=\mid \#\left(\widetilde{W}_{p}^{s} \cap V, \text { Fix } R \cap V\right) \mid \neq 0 .
\end{gather*}
$$

Summarizing, we see that $F_{\omega}(\xi)=0$ has a solution $\xi \in \widetilde{W}_{p}^{s} \cap V$ for any $\omega \geq \omega_{0}$, where $\omega_{0}$ is sufficiently large. This proves Theorem 5.2.1.

Roughly speaking, Theorem 5.2.1 asserts that a combination of a homoclinic structure of a diffeomorphism and its reversibility may give infinitely many periodic orbits of the diffeomorphism.
Remark 5.2.2. When $q$ is a transversal intersection of $W_{p}^{s}$ and Fix $R$, then Theorem 5.2 .1 was proved in $[65-67,188,189]$. Then clearly $\#\left(\widetilde{W}_{p}^{s} \cap U\right.$, Fix $R \cap U) \neq 0$ for a small open neighborhood $U$ of $q$.
Remark 5.2.3. Let $N=1$. If $p$ is a hyperbolic fixed point of $f$ and $W_{p}^{s}$ (or $W_{p}^{u}$ ) meets Fix $R$ then a local intersection number of $W_{p}^{s}$ (or $W_{p}^{u}$ ) with Fix $R$ is nonzero. Indeed, let $q \in W_{p}^{s} \cap \operatorname{Fix} R$ be the first intersection starting on $W_{p}^{s}$ from $p$. Since $R f(q)=f^{-1}(R q)=f^{-1}(q)$, the points $f^{-1}(q), f(q) \in W_{p}^{s}$ lie on the opposite half-plains separated by Fix $R$. Hence an open bounded connected part $\widetilde{W}_{p}^{s}$ of $W_{p}^{s}$ such that $f^{-1}(q), f(q) \in \widetilde{W}_{p}^{s}$ topologically nontrivially crosses Fix $R$. Similarly for $W_{p}^{u}$.
Remark 5.2.4. Any accumulation point of the set $\left\{x_{0}^{\omega}\right\}_{\omega \geq \omega_{0}} \subset$ Fix $R$ from Theorem 5.2.1 is a starting point of a $R$-symmetric homoclinic orbit of $f$ to $p$.

Next, if $p$ is a non- $R$-symmetric hyperbolic fixed point of $f$, then $R p$ is also a non- $R$-symmetric hyperbolic fixed point of $f$. If $q \in W_{p}^{s} \cap$ Fix $R$ then $q \in W_{p}^{s} \cap W_{R p}^{u}$, so $q$ lies on a $R$-symmetric heteroclinic orbit connecting $p$ and $R p$. Consequently, like for Theorem 5.2.1, we can prove the following result.

Theorem 5.2.5. Suppose $f$ has a non-R-symmetric hyperbolic fixed point $p$. If $W_{p}^{s}$ and $W_{p}^{u}$ meet Fix $R$ locally topologically transversally, then $f$ has an infinite number of $R$-symmetric periodic orbits with periods tending to infinity.

Heteroclinic period blow-up for symmetric o.d.eqns is studied in [17].

### 5.2.3 Perturbed Period Blow-Up

Verification of $\#\left(\widetilde{W}_{p}^{s} \cap U\right.$, Fix $\left.R \cap U\right) \neq 0$ is not an easy task in Theorem 5.2.1. For this reason in this part, we consider a $C^{2}$-smooth perturbation $f(x, \varepsilon)$ of $f$ :

$$
f(x, 0)=f(x) \text { and } R f(x, \varepsilon)=f^{-1}(R x, \varepsilon) \forall x \in \mathbb{R}^{2 N} \text { and any } \varepsilon \text { small. }
$$

Our aim is to find reasonable conditions to $f(x, \varepsilon)$ so that Theorem 5.2.1 is applicable for any $\varepsilon \neq 0$ small. To this end, concerning the unperturbed diffeomorphism $f$ we suppose
(H1) There is an embedded compact $C^{2}$-smooth submanifold $\mathcal{M} \subset \widetilde{W}_{p}^{s} \backslash\{p\} \cap$ Fix $R$ of an open subset $\widetilde{W}_{p}^{s}$ of $W_{p}^{s}$ which is a submanifold of $\mathbb{R}^{2 N}$ and such that $\operatorname{dim} \operatorname{Fix} R \cap T_{\xi} \widetilde{W}_{p}^{s}=\operatorname{dim} \mathcal{M}$ for any $\xi \in \mathcal{M}$. Furthermore, there is an oriented open bounded neighborhood $\mathcal{O}$ of $\mathcal{M}, \mathcal{M} \subset \mathcal{O} \subset \widetilde{W}_{p}^{s} \backslash\{p\}$. We suppose that $\mathcal{M}$ is orientable embedded into $\mathcal{O}$.

Note always $T_{\xi} \mathcal{M} \subset \operatorname{Fix} R \cap T_{\xi} \widetilde{W}_{p}^{s} \forall \xi \in \mathcal{M}$ and $\operatorname{dim} \mathcal{M}=\operatorname{dim} T_{\xi} \mathcal{M}$, hence (H1) implies $T_{\xi} \mathcal{M}=\operatorname{Fix} R \cap T_{\xi} \widetilde{W}_{p}^{s} \forall \xi \in \mathcal{M}$. Thus $\mathcal{M}$ is a non-degenerate homoclinic manifold of $f(x)$.

By the implicit function theorem, $f(x, \varepsilon)$ has a unique hyperbolic fixed point $p_{\varepsilon}$ near $p$ for $\varepsilon$ small, i.e. $f\left(p_{\varepsilon}, \varepsilon\right)=p_{\varepsilon}$ which implies $\operatorname{Rp} p_{\varepsilon}=\operatorname{Rf}\left(p_{\varepsilon}, \varepsilon\right)=$ $f^{-1}\left(R p_{\varepsilon}, \varepsilon\right)$ and the uniqueness gives $R p_{\varepsilon}=p_{\varepsilon}$.

Next, Theorem 5.1.13 gives a $C^{1}$-mapping $x_{0}^{+}(\varepsilon, \xi), \xi \in \widetilde{W}_{p}^{s} \cap U$ which determines an open subset of the stable manifold $W_{p_{\varepsilon}}^{s}$ of $f(x, \varepsilon)$ to the hyperbolic symmetric fixed point $p_{\varepsilon}$ of $f(x, \varepsilon)$ near $p$. Setting

$$
F(\xi, \varepsilon):=(\mathbb{I}-R) x_{0}^{+}(\varepsilon, \xi)
$$

we see that $F(\xi, \varepsilon)=0$ is precisely the equation of $R$-symmetric homoclinic solutions to $p_{\varepsilon}$. By Section 2.3.4 (see also (5.2.9)), in order to compute the local intersection number of Fix $R$ and $W_{p_{\varepsilon}}^{s}$, we have to compute a Brouwer degree of $F(\cdot, \varepsilon)$ for $\varepsilon \neq 0$ small. To this end, we take a tubular neighborhood $\mathcal{V}$ of $\mathcal{M}$ in $\widetilde{W_{p}^{s}}$, i.e. any $\xi \in \mathcal{V}$ can be uniquely expressed as a pair $\xi=(\tau, v)$, where $\tau \in \mathcal{M}$ and $v \in T_{\tau} \widetilde{W}_{p}^{s} / T_{\tau} \mathcal{M}=T_{\tau} \widetilde{W}_{p}^{s} /\left(\operatorname{Fix} R \cap T_{\tau} \widetilde{W}_{p}^{s}\right)=N_{\tau}$ - the fiber of the normal vector bundle of $\mathcal{M}$ in $\widetilde{W}_{p}^{s}$, and $|v|<\triangle$ for some $\triangle>0$. Hence we identify $\mathcal{V}$ with an open neighborhood of the zero section of the normal vector bundle of $\mathcal{M}$ in $\widetilde{W}_{p}^{s}$. We note that the assumption (H1) implies the invertibility of the linear mapping $D_{v} F(\tau, 0,0): N_{\tau} \rightarrow \mathcal{R} D_{v} F(\tau, 0,0)$. Indeed, from $x_{0}^{+}(0, \xi)=\xi$ we have $D_{v} F(\tau, 0,0) v=(\mathbb{I}-R) v, v \in T_{\tau} \widetilde{W}_{p}^{s}$ and hence $\mathcal{N} D_{v} F(\tau, 0,0)=\operatorname{Fix} R \cap T_{\tau} \widetilde{W}_{p}^{s}$. Next, since $\mathcal{M}$ is orientable embedded into $\mathcal{O}$ and $\mathcal{O}$ is oriented, the tangent vector bundle $T \mathcal{M}$ and the normal vector bundle $\cup_{\tau \in \mathcal{M}} N_{\tau}$ are both oriented. Hence the vector bundle $\cup_{\tau \in \mathcal{M}}(\mathbb{I}-R) N_{\tau}=\cup_{\tau \in \mathcal{M}} \mathcal{R} D_{v} F(\tau, 0,0)$ is also oriented, because $D_{v} F(\tau, 0,0): N_{\tau} \rightarrow \mathcal{R} D_{v} F(\tau, 0,0)$ is invertible. Taking the orthogonal projection

$$
S_{\tau}: \operatorname{Fix}(-R) \rightarrow \mathcal{R} D_{v} F(\tau, 0,0) \subset \operatorname{Fix}(-R)
$$

and the oriented vector bundle $\cup_{\tau \in \mathcal{M}} \operatorname{Fix}(-R)=\mathcal{M} \times \operatorname{Fix}(-R)$, the vector bundle $\cup_{\tau \in \mathcal{M}} \mathcal{R}\left(\mathbb{I}-S_{\tau}\right) \operatorname{Fix}(-R)$ is oriented as well. Consequently any section of this vector bundle has a Brouwer degree. Now we can prove the main result of this subsection.

Theorem 5.2.6. Assume (H1) and the following ones
(H2) There is an open connected subset $\Omega \subset \mathcal{M}$ such that $B(\tau) \neq 0, \forall \tau \in \partial \Omega$, where $B(\tau)=\left(\mathbb{I}-S_{\tau}\right) D_{\varepsilon} F(\tau, 0,0)$ is a section of the oriented vector bundle $\cup_{\tau \in \mathcal{M}} \mathcal{R}\left(\mathbb{I}-S_{\tau}\right) \operatorname{Fix}(-R)$.
(H3) $\operatorname{deg}(B(\tau), \Omega) \neq 0$.
Then there exists $\varepsilon_{0}>0$ such that for $0<|\varepsilon| \leq \varepsilon_{0}$, the local intersection number of Fix $R$ and $W_{p_{\varepsilon}}^{s}$ is nonzero.
Proof. We have to compute a Brouwer degree of $F(\cdot, \varepsilon)$ for $\varepsilon \neq 0$ small. From $F(\tau, 0,0)=0$, we get $F(\tau, v, \varepsilon)=D_{v} F(\tau, 0,0) v+\varepsilon D_{\varepsilon} F(\tau, 0,0)+o(|v|)+o(\varepsilon)$. We consider the homotopy

$$
\begin{aligned}
& H(\tau, v, \varepsilon, \lambda)=S_{\tau}\left(\lambda F(\tau, v, \varepsilon)+(1-\lambda) D_{v} F(\tau, 0,0) v\right) \\
& \quad+\left(\mathbb{I}-S_{\tau}\right)\left(\lambda F(\tau, v, \varepsilon)+(1-\lambda) \varepsilon D_{\varepsilon} F(\tau, 0,0)\right)
\end{aligned}
$$

Note $H(\tau, v, \varepsilon, 1)=F(\tau, v, \varepsilon)$. According to (H2), there is an open connected bounded neighborhood $U_{1} \subset \mathcal{M}$ of $\bar{\Omega}$ such that $B(\tau) \neq 0, \forall \tau \in U_{1} \backslash \Omega$. Now we take an open subset $V_{\varepsilon}=\left\{(\tau, v) \in V \mid \tau \in U_{1}\right.$ and $\left.|v|<|\varepsilon| r_{1}\right\}$ for a positive constant $r_{1}$ and $0<|\varepsilon|<\triangle / r_{1}$. We show that

$$
\begin{equation*}
H(\tau, v, \varepsilon, \lambda) \neq 0 \quad \forall(\tau, v, \lambda) \in \partial V_{\varepsilon} \times[0,1] \text { and } \varepsilon \neq 0 \text { small. } \tag{5.2.10}
\end{equation*}
$$

Indeed, from

$$
S_{\tau}\left(\lambda F(\tau, v, \varepsilon)+(1-\lambda) D_{v} F(\tau, 0,0) v\right)=S_{\tau} D_{v} F(\tau, 0,0) v+o(|v|)+O(\varepsilon)
$$

and $S_{\tau} D_{v} F(\tau, 0,0): N_{\tau} \rightarrow \mathcal{R} D_{v} F(\tau, 0,0)$ is invertible, we get that

$$
S_{\tau}\left(\lambda F(\tau, v, \varepsilon)+(1-\lambda) D_{v} F(\tau, 0,0) v\right) \neq 0, \quad \forall(\tau, v) \in V_{\varepsilon}, \quad|v|=r_{1}|\varepsilon|
$$

for $r_{1}$ sufficiently large and fixed. Furthermore, from $\left(\mathbb{I}-S_{\tau}\right) D_{v} F(\tau, 0,0)=0$ we have

$$
\begin{gathered}
\left(\mathbb{I}-S_{\tau}\right)\left(\lambda F(\tau, v, \varepsilon)+(1-\lambda) \varepsilon D_{\varepsilon} F(\tau, 0,0)\right) \\
=\varepsilon\left(\mathbb{I}-S_{\tau}\right) D_{\varepsilon} F(\tau, 0,0)+o(|v|)+o(\varepsilon)=\varepsilon B(\tau)+o(|v|)+o(\varepsilon) \neq 0
\end{gathered}
$$

for $(\tau, v) \in V_{\varepsilon},|v| \leq r_{1}|\varepsilon|$ and $\tau \in U_{1} \backslash \Omega$. Summarizing, we see that (5.2.10) holds. Consequently $\operatorname{deg}\left(F, V_{\varepsilon}, 0\right)=\operatorname{deg}\left(H(\cdot, \varepsilon, 0), V_{\varepsilon}, 0\right)$. Note $S_{\tau},\left(\mathbb{I}-S_{\tau}\right)$ are complementary orthogonal projections and

$$
H(\tau, v, \varepsilon, 0)=S_{\tau} D_{v} F(\tau, 0,0) v+\varepsilon\left(\mathbb{I}-S_{\tau}\right) D_{\varepsilon} F(\tau, 0,0)
$$

Since the linear map $S_{\tau} D_{v} F(\tau, 0,0): N_{\tau} \rightarrow \mathcal{R} D_{v} F(\tau, 0,0)$ is invertible and $U_{1}$ is connected, we get

$$
\operatorname{deg}\left(H(\cdot, \varepsilon, 0), V_{\varepsilon}, 0\right)= \pm \operatorname{deg}(B(\tau), \Omega) \neq 0
$$

Consequently, we obtain $\operatorname{deg}\left(F, V_{\varepsilon}, 0\right) \neq 0$, and so $\#\left(\widetilde{W}_{p_{\varepsilon}}^{s} \cap V_{\varepsilon}\right.$, Fix $\left.R \cap V_{\varepsilon}\right) \neq 0$. Theorem 5.2.6 is proved.

Remark 5.2.7. Theorems 5.2 .1 and 5.2.6 imply an infinite number of $R$-symmetric periodic orbits of $f(x, \varepsilon)$ accumulating on $R$-symmetric homoclinic orbits of $f(x, \varepsilon)$ for any $\varepsilon \neq 0$ small.
Remark 5.2.8. If (H1) holds and the Euler characteristic

$$
\chi\left(\cup_{\tau \in \mathcal{M}} \mathcal{R}\left(\mathbb{I}-S_{\tau}\right) \operatorname{Fix}(-R)\right)
$$

is nonzero, then any $R$-reversible $C^{2}$-smooth perturbation $f(x, \varepsilon)$ has a blue sky catastrophe in the sense of Remark 5.2.7. Indeed, then (H3) is satisfied by Section 2.3.6.

Now we show that $B(\tau)$ is the Melnikov function for bifurcation of $R$-symmetric homoclinic orbits.

Theorem 5.2.9. Assume (H1). If $f(x, \varepsilon)$ is $C^{3}$-smooth and there is a simple zero $\tau_{0}$ of $B(\tau)$, i.e. $B\left(\tau_{0}\right)=0$ and $D B\left(\tau_{0}\right)$ is nonsingular, then there is a unique $R$-symmetric homoclinic orbit of $f(x, \varepsilon)$ to $p_{\varepsilon}$ for any $\varepsilon \neq 0$ small bifurcating from the $R$-symmetric homoclinic orbit of $f(x)$ to $p$ which starts from $\tau_{0} \in \mathcal{M}$.

Proof. Since $f(x, \varepsilon)$ is $C^{3}$-smooth then $F$ is $C^{2}$-smooth. To find a $R$-symmetric homoclinic orbit of $f(x, \varepsilon)$ to $p_{\varepsilon}$ for any $\varepsilon \neq 0$ small, we need to solve $F(\tau, v, \varepsilon)=0$. Next, we decompose it as $F(\tau, v, \varepsilon)=S_{\tau} F(\tau, v, \varepsilon)+\left(\mathbb{I}-S_{\tau}\right) F(\tau, v, \varepsilon)$. Since $\mathcal{M}$ is compact, $S_{\tau} F(\tau, 0,0)=0$ and $S_{\tau} D_{v} F(\tau, 0,0): N_{\tau} \rightarrow \mathcal{R} D_{v} F(\tau, 0,0)$ is invertible, using the implicit function theorem, we can solve the equation $S_{\tau} F(\tau, v, \varepsilon)=0$ in $v$ near 0 for $\varepsilon$ small and $\tau \in \mathcal{M}$ to get its $C^{2}$-smooth solution $v=v(\tau, \varepsilon)=O(\varepsilon)$. Then we consider the bifurcation equation

$$
\begin{equation*}
C(\tau, \varepsilon):=\left(\mathbb{I}-S_{\tau}\right) F(\tau, v(\tau, \varepsilon), \varepsilon)=0 \tag{5.2.11}
\end{equation*}
$$

From $\left(\mathbb{I}-S_{\tau}\right) D_{v} F(\tau, 0,0)=0$ we see

$$
\begin{aligned}
C(\tau, \varepsilon)= & \left(\mathbb{I}-S_{\tau}\right) D_{v} F(\tau, 0,0) v(\tau, \varepsilon)+\left(\mathbb{I}-S_{\tau}\right) \varepsilon D_{\varepsilon} F(\tau, 0,0) \\
& +\left(\mathbb{I}-S_{\tau}\right) o(|v(\tau, \varepsilon)|)+o(\varepsilon)=\varepsilon B(\tau)+o(\varepsilon)
\end{aligned}
$$

Hence $C(\tau, \varepsilon) / \varepsilon=B(\tau)+o(1)$ in the $C^{1}$-topology on $\mathcal{M}$ as $\varepsilon \rightarrow 0$. Consequently, the existence of a simple zero $\tau_{0}$ of $B(\tau)$ implies the solvability of $C(\tau, \varepsilon)=0$ in $\tau$ near $\tau_{0}$ for $\varepsilon \neq 0$ small. This determines the desired $R$-symmetric homoclinic orbit of $f(x, \varepsilon)$ to $p_{\varepsilon}$ for $\varepsilon \neq 0$ small.

Finally we simplify the formula of $B(\tau)$ using the following lemma.
Lemma 5.2.10. It holds $\mathcal{R}\left(\mathbb{I}-S_{\tau}\right)=\left(T_{\tau} \widetilde{W}_{p}^{s}+\operatorname{Fix} R\right)^{\perp}$.
Proof. Note $S_{\tau}: \operatorname{Fix}(-R) \rightarrow(\mathbb{I}-R) T_{\tau} \widetilde{W}_{p}^{s} \subset \operatorname{Fix}(-R)$ is the orthogonal projection. So $\mathcal{R}\left(\mathbb{I}-S_{\tau}\right)=\operatorname{Fix}(-R) \cap\left((\mathbb{I}-R) T_{\tau} \widetilde{W}_{p}^{s}\right)^{\perp}$. Since for any $a \in \operatorname{Fix}(-R)$ and for any $w \in T_{\tau} \widetilde{W}_{p}^{s}$ we have

$$
\langle a,(\mathbb{I}-R) w\rangle=\langle(\mathbb{I}-R) a, w\rangle=2\langle a, w\rangle,
$$

we see $\operatorname{Fix}(-R) \cap\left((\mathbb{I}-R) T_{\tau} \widetilde{W}_{p}^{s}\right)^{\perp}=\operatorname{Fix}(-R) \cap\left(T_{\tau} \widetilde{W}_{p}^{s}\right)^{\perp}$. Next note $\operatorname{Fix}(-R)=(\text { Fix } R)^{\perp}$ with the corresponding orthogonal projections $\frac{1}{2}(\mathbb{I}-R)$ : $\mathbb{R}^{2 N} \rightarrow \operatorname{Fix}(-R)$ and $\frac{1}{2}(\mathbb{I}+R): \mathbb{R}^{2 N} \rightarrow$ Fix $R$. Consequently, we get

$$
\mathcal{R}\left(\mathbb{I}-S_{\tau}\right)=(\operatorname{Fix} R)^{\perp} \cap\left(T_{\tau} \widetilde{W}_{p}^{s}\right)^{\perp}=\left(T_{\tau} \widetilde{W}_{p}^{s}+\operatorname{Fix} R\right)^{\perp}
$$

The lemma is proved.
Using $\operatorname{dim} \widetilde{W}_{p}^{s}=\operatorname{dim} \operatorname{Fix} R=N$ we derive

$$
\begin{gather*}
\operatorname{dim}\left(T_{\tau} \widetilde{W}_{p}^{s}+\operatorname{Fix} R\right)^{\perp}=2 N-\operatorname{dim}\left(T_{\tau} \widetilde{W}_{p}^{s}+\operatorname{Fix} R\right) \\
=2 N-\operatorname{dim} T_{\tau} \widetilde{W}_{p}^{s}-\operatorname{dim} \operatorname{Fix} R+\operatorname{dim} T_{\tau} \widetilde{W}_{p}^{s} \cap \operatorname{Fix} R  \tag{5.2.12}\\
=\operatorname{dim} T_{\tau} \widetilde{W}_{p}^{s} \cap \operatorname{Fix} R=\operatorname{dim} \mathcal{M} .
\end{gather*}
$$

Consequently, if $a_{i}(\tau), i=1,2, \ldots, \operatorname{dim} \mathcal{M}$ is a continuous vector basis over $\mathcal{M}$ such that $a_{i}(\tau) \perp\left(T_{\tau} \widetilde{W}_{p}^{s}+\operatorname{Fix} R\right)$ for any $\tau \in \mathcal{M}$. Then

$$
B(\tau)=\left(a_{1}(\tau)^{*}, \ldots, a_{\operatorname{dim} \mathcal{M}}(\tau)^{*}\right) D(\tau)^{-1} \widetilde{B}(\tau)
$$

where components of $\widetilde{B}(\tau)$ are given by

$$
\begin{equation*}
\widetilde{B}_{i}(\tau)=\left\langle a_{i}(\tau),(\mathbb{I}-R) D_{\varepsilon} x_{0}^{+}(0, \tau)\right\rangle=2\left\langle a_{i}(\tau), D_{\varepsilon} x_{0}^{+}(0, \tau)\right\rangle \tag{5.2.13}
\end{equation*}
$$

and $D(\tau)=\left(\left\langle a_{i}(\tau), a_{j}(\tau)\right\rangle\right)_{i, j=1}^{\operatorname{dim} \mathcal{M}}$ is the Gram matrix. Clearly $|\operatorname{deg}(B(\tau), \Omega)|=$ $|\operatorname{deg}(\widetilde{B}(\tau), \Omega)|$ when $0 \notin B(\partial \Omega)$ for a connected open subset $\Omega$ of $\mathcal{M}$. So in place of $B(\tau)$ we consider $\widetilde{B}(\tau)$ for computations. Note $P_{\tau} x_{0}^{+}(\varepsilon, \tau)=P_{\tau} \tau$ (see (5.1.26)) implies $P_{\tau} D_{\varepsilon} x_{0}^{+}(0, \tau)=0$, i.e.

$$
\begin{equation*}
D_{\varepsilon} x_{0}^{+}(0, \tau) \in\left(T_{\tau} \widetilde{W}_{p}^{s}\right)^{\perp} . \tag{5.2.14}
\end{equation*}
$$

### 5.2.4 Perturbed Second Order O.D.Eqns

In this part, we consider a perturbation of (5.2.1) of the form

$$
\begin{equation*}
\ddot{z}=g(z)+\varepsilon h(z), \quad z \in \mathbb{R}^{N}, \tag{5.2.15}
\end{equation*}
$$

where $g, h \in C^{3}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right), g(0)=h(0)=0$. We use Theorem 5.2.6 to construct a system of two perturbed second order o.d.eqns with a topologically transversal, but non- $C^{1}$-transversal, intersection of the stable manifold and Fix $R$. We rewrite (5.2.15) as

$$
\begin{equation*}
\dot{z}_{1}=z_{2}, \quad \dot{z}_{2}=g\left(z_{1}\right)+\varepsilon h\left(z_{1}\right) . \tag{5.2.16}
\end{equation*}
$$

Let $\phi\left(t, z_{1}, z_{2}, \varepsilon\right)$ be the flow of (5.2.16). Then $f(x, \varepsilon)=\phi(1, x, \varepsilon)$ and $x=$ $\left(z_{1}, z_{2}\right)$. Here $R\left(z_{1}, z_{2}\right)=\left(z_{1},-z_{2}\right)$ and

Fix $R=\left\{\left(z_{1}, 0\right) \mid z_{1} \in \mathbb{R}^{N}\right\}, \quad \operatorname{Fix}(-R)=\left\{\left(0, z_{2}\right) \mid z_{2} \in \mathbb{R}^{N}\right\}$.

The inner product $\langle\cdot, \cdot\rangle$ is given by $\left\langle\left(z_{1}^{1}, z_{2}^{1}\right),\left(z_{1}^{2}, z_{2}^{2}\right)\right\rangle=\left(z_{1}^{1}, z_{1}^{2}\right)+\left(z_{2}^{1}, z_{2}^{2}\right)$, where $(\cdot, \cdot)$ is the usual inner product on $\mathbb{R}^{N}$. We assume that $p=(0,0)$ is a hyperbolic equilibrium of (5.2.16).

In the sequel, we intend to derive formula (5.2.13) for (5.2.16). To this end, we first make some general computations. For any $\tau \in \operatorname{Fix} R \cap \widetilde{W}_{p}^{s}, \phi(t, \tau, 0)$ is a homoclinic solution to $p$ of (5.2.16) with $\varepsilon=0$. Moreover, if

$$
\phi(t, \tau, 0)=\left(z_{1}^{\tau}(t), z_{2}^{\tau}(t)\right)
$$

then $\dot{z}_{1}^{\tau}(0)=z_{2}^{\tau}(0)=0$ and $\ddot{z}_{1}^{\tau}=g\left(z_{1}^{\tau}\right)$, so $z_{1}^{\tau}(t)$ is even and $z_{2}^{\tau}(t)=\dot{z}_{1}^{\tau}(t)$ is odd. The linearization of (5.2.16) for $\varepsilon=0$ along $\phi(t, \tau, 0)$ has the form

$$
\begin{equation*}
\dot{v}=w, \quad \dot{w}=D g\left(z_{1}^{\tau}(t)\right) v . \tag{5.2.17}
\end{equation*}
$$

We know from Section 2.5.4 that

$$
T_{\tau} \widetilde{W}_{p}^{s(u)}=\{(v(0), w(0)) \mid v(t), w(t)
$$

are bounded solutions of $(5.2 .17)$ on $\left.\mathbb{R}_{+(-)}\right\}$,
respectively. Furthermore, since $R T_{\tau} \widetilde{W}_{p}^{s}=T_{R \tau} \widetilde{W}_{p}^{u}=T_{\tau} \widetilde{W}_{p}^{u}$ and for any $w \in$ $T_{\tau} \widetilde{W}_{p}^{s}, a \in \operatorname{Fix}(-R)$, it holds $\langle a, R w\rangle=-\langle R a, R w\rangle=-\langle a, w\rangle$, we get

$$
\left(T_{\tau} \widetilde{W}_{p}^{s}+\operatorname{Fix} R\right)^{\perp}=\left(T_{\tau} \widetilde{W}_{p}^{s}+T_{\tau} \widetilde{W}_{p}^{u}+\operatorname{Fix} R\right)^{\perp}
$$

So the condition $a \perp\left(T_{\tau} \widetilde{W_{p}^{s}}+\operatorname{Fix} R\right)$ is equivalent to

$$
a \in \operatorname{Fix}(-R) \cap\left(T_{\tau} \widetilde{W}_{p}^{s}+\operatorname{Fix} R\right)^{\perp}
$$

i.e. now $a=\left(0, a_{2}\right)$, and $a \in\left(T_{\tau} \widetilde{W}_{p}^{s}+T_{\tau} \widetilde{W}_{p}^{u}\right)^{\perp}$. Hence according to arguments from Section 2.5.4, $v_{1}(0)=0$ and $w_{1}(0)=a_{2}$ for bounded solutions $v_{1}(t)$ and $w_{1}(t)$ on $\mathbb{R}$ of the adjoint system of (5.2.17) given by

$$
\dot{v}_{1}=-D g\left(z_{1}^{\tau}(t)\right)^{*} w_{1}, \quad \dot{w}_{1}=-v_{1}
$$

i.e. $w_{1}$ is the even bounded solution on $\mathbb{R}$ of $\ddot{w}_{1}=D g\left(z_{1}^{\tau}(t)\right)^{*} w_{1}$ with $w_{1}(0)=a_{2}$. We note if $g(z)=\operatorname{grad} G(z)$ for some $G \in C^{4}\left(\mathbb{R}^{N}, \mathbb{R}\right)$ then $D g(z)=D g(z)^{*}$. We also see that

$$
\begin{gather*}
\operatorname{dim}\left(T_{\tau} \widetilde{W}_{p}^{s}+\operatorname{Fix} R\right)^{\perp}=\operatorname{dim}\left\{w_{1}(0) \in \mathbb{R}^{N} \mid w_{1}\right. \text { is an even }  \tag{5.2.18}\\
\text { bounded solution on } \left.\mathbb{R} \text { of } \ddot{w}_{1}=D g\left(z_{1}^{\tau}(t)\right)^{*} w_{1}\right\} .
\end{gather*}
$$

Furthermore, since $x_{0}^{+}(\varepsilon, \tau) \in W_{p}^{s}, \psi(t, \varepsilon):=\phi\left(t, x_{0}^{+}(\varepsilon, \tau), \varepsilon\right)$ is a homoclinic solution to $p$ of (5.2.16) with the initial value condition $\psi(0, \varepsilon)=x_{0}^{+}(\varepsilon, \tau)$. Then $\left(v_{\tau}(t), w_{\tau}(t)\right):=D_{\varepsilon} \psi(t, 0)$ is a bounded solutions on $\mathbb{R}_{+}$of the system

$$
\begin{equation*}
\dot{v}_{\tau}=w_{\tau}, \quad \dot{w}_{\tau}=D g\left(z_{1}^{\tau}(t)\right) v_{\tau}+h\left(z_{1}^{\tau}(t)\right) \tag{5.2.19}
\end{equation*}
$$

with $\left(v_{\tau}(0), w_{\tau}(0)\right)=D_{\varepsilon} x_{0}^{+}(0, \tau)$. From (5.2.14) we know $\left(v_{\tau}(0), w_{\tau}(0)\right) \perp$ $T_{\tau} \widetilde{W}_{p}^{s}$. Consequently, the corresponding component (5.2.13) of $\widetilde{B}(\tau)$ to $a$ is given by

$$
2\left\langle a, D_{\varepsilon} x_{0}^{+}(0, \tau)\right\rangle=2\left\langle\left(0, a_{2}\right),\left(v_{\tau}(0), w_{\tau}(0)\right)\right\rangle=2\left(w_{1}(0), w_{\tau}(0)\right) .
$$

On the other hand, using (5.2.19) along with $\lim _{t \rightarrow+\infty} v_{1}(t)=0$ and $\lim _{t \rightarrow+\infty} w_{1}(t)=0$, we derive

$$
\begin{gather*}
\left(w_{1}(0), w_{\tau}(0)\right)=-\int_{0}^{\infty} \frac{d}{d t}\left[\left(w_{1}(t), w_{\tau}(t)\right)\right] d t \\
=-\int_{0}^{\infty}\left[\left(\dot{w}_{1}(t), w_{\tau}(t)\right)+\left(w_{1}(t), \dot{w}_{\tau}(t)\right)\right] d t \\
=-\int_{0}^{\infty}\left[-\left(v_{1}(t), \dot{v}_{\tau}(t)\right)+\left(w_{1}(t), D g\left(z_{1}^{\tau}(t)\right) v_{\tau}(t)+h\left(z_{1}^{\tau}(t)\right)\right)\right] d t \\
=-\int_{0}^{\infty}\left[-\left(v_{1}(t), \dot{v}_{\tau}(t)\right)+\left(D g\left(z_{1}^{\tau}(t)\right)^{*} w_{1}(t), v_{\tau}(t)\right)+\left(w_{1}(t), h\left(z_{1}^{\tau}(t)\right)\right)\right] d t \\
=-\int_{0}^{\infty}\left[-\left(v_{1}(t), \dot{v}_{\tau}(t)\right)-\left(\dot{v}_{1}(t), v_{\tau}(t)\right)+\left(w_{1}(t), h\left(z_{1}^{\tau}(t)\right)\right)\right] d t \\
=\int_{0}^{\infty} \frac{d}{d t}\left[\left(v_{1}(t), v_{\tau}(t)\right)\right] d t-\int_{0}^{\infty}\left(w_{1}(t), h\left(z_{1}^{\tau}(t)\right)\right) d t \\
=-\int_{0}^{\infty}\left(h\left(z_{1}^{\tau}(t), w_{1}(t)\right) d t .\right. \tag{5.2.20}
\end{gather*}
$$

Summarizing we have the following result.
Theorem 5.2.11. Suppose $g(z)=\operatorname{grad} G(z)$ for some $G \in C^{4}\left(\mathbb{R}^{N}, \mathbb{R}\right)$. Let

$$
\begin{gathered}
\mathcal{M}=\left\{\left(z^{\tau}(0), 0\right) \mid z^{\tau}(t) \in C^{3}\left(O \times \mathbb{R}, \mathbb{R}^{N}\right), \tau \in O, z^{\tau}(t)\right. \text { is an even } \\
\text { bounded solution on } \mathbb{R} \text { of }(5.2 .1)\}
\end{gathered}
$$

for some open subset $O \subset \mathbb{R}^{m}$. We suppose $\tau \rightarrow z^{\tau}(0)$ is injective. Then $\mathcal{M}$ is nondegenerate if $D_{\tau_{i}} z^{\tau}(t), i=1, \ldots, m$ form a basis of all even bounded solutions on $\mathbb{R}$ of $\ddot{w}=D g\left(z_{\tau}(t)\right) w$ for any $\tau=\left(\tau_{1}, \ldots, \tau_{m}\right) \in O$. The Melnikov mapping $M(\tau)=\left(M_{1}(\tau), \ldots, M_{m}(\tau)\right)$ is given by

$$
\begin{equation*}
M_{i}(\tau)=\int_{0}^{\infty}\left(h\left(z^{\tau}(t)\right), D_{\tau_{i}} z^{\tau}(t)\right) d t \tag{5.2.21}
\end{equation*}
$$

Proof. According to (5.2.12), (5.2.18) and assumptions of this theorem, we get $\operatorname{dim} \mathcal{M}=m=\operatorname{dim}\left(T_{\tau} \widetilde{W}_{p}^{s}+\operatorname{Fix} R\right)^{\perp}=\operatorname{dim} T_{\tau} \widetilde{W}_{p}^{s} \cap \operatorname{Fix} R$. So $\mathcal{M}$ is nondegenerate and $a_{i}(\tau)=\left(0, D_{\tau_{i}} z^{\tau}(0)\right), i=1,2, \ldots, m$. Next, (5.2.21) follows from (5.2.13) and (5.2.20) when the factor -2 is dropped. The proof is finished.

To be more concrete, let $k \geq 2, k \in \mathbb{N}$. We consider the system

$$
\begin{equation*}
\ddot{x}=x-2 x\left(x^{2}+y^{2}\right), \quad \ddot{y}=y-2 y\left(x^{2}+y^{2}\right)+\varepsilon x^{2 k}, \quad x, y \in \mathbb{R}, \tag{5.2.22}
\end{equation*}
$$

i.e. in the form of (5.2.16)

$$
\begin{gather*}
\dot{x}_{1}=x_{2}, \quad \dot{y}_{1}=y_{2}, \quad \dot{x}_{2}=x_{1}-2 x_{1}\left(x_{1}^{2}+y_{1}^{2}\right),  \tag{5.2.23}\\
\dot{y}_{2}=y_{1}-2 y_{1}\left(x_{1}^{2}+y_{1}^{2}\right)+\varepsilon x_{1}^{2 k} .
\end{gather*}
$$

Note $G(x, y)=\frac{x^{2}+y^{2}}{2}-\frac{\left(x^{2}+y^{2}\right)^{2}}{2}$ and $p_{\varepsilon}=p=0$ in the above notations. Next, system (5.2.23) has for $\varepsilon=0$ a homoclinic manifold to 0 (see also (4.1.19))

$$
\gamma(\theta, t):=\left(x_{\theta}(t), y_{\theta}(t), \dot{x}_{\theta}(t), \dot{y}_{\theta}(t)\right)
$$

with $x_{\theta}(t)=\sin \theta r(t), y_{\theta}(t)=\cos \theta r(t)$ and $r(t)=\operatorname{sech} t$, which intersects Fix $R$ in a circle

$$
\mathcal{M}=\{\tau=(\sin \theta, \cos \theta, 0,0) \mid \theta \in \mathbb{R}\}
$$

Next, for $\tau \in \mathcal{M}$ we have

$$
\begin{gathered}
T_{\tau} \widetilde{W}_{p}^{s}=\operatorname{span}\left\{D_{\theta} \gamma(\theta, 0), \dot{\gamma}(\theta, 0)\right\} \\
=\operatorname{span}\{(\cos \theta,-\sin \theta, 0,0),(0,0,-\sin \theta,-\cos \theta)\}
\end{gathered}
$$

Then

$$
T_{\tau} \widetilde{W}_{p}^{s} \cap \operatorname{Fix} R=\operatorname{span}\{(\cos \theta,-\sin \theta, 0,0)\}=T_{\tau} \mathcal{M}
$$

so (H1) holds. On the other hand, in notation of Theorem 5.2.11 we have $z^{\theta}(t)=$ $\left(x_{\theta}(t), y_{\theta}(t)\right)$ and $w_{1}(t)=D_{\theta} z^{\theta}(t)=\left(y_{\theta}(t),-x_{\theta}(t)\right)$. By (5.2.21), function $M(\theta)$ has now the form

$$
\begin{gathered}
M(\theta)=\int_{0}^{\infty}\left(\left(0, x_{\theta}(t)^{2 k}\right),\left(y_{\theta}(t),-x_{\theta}(t)\right)\right) d t=-\int_{0}^{\infty} x_{\theta}(t)^{2 k+1} d t \\
\quad=-\int_{0}^{\infty} \sin ^{2 k+1} \theta r^{2 k+1}(t) d t=-\frac{3.5 \ldots(2 k-1)}{2^{k+1} k!} \pi \sin ^{2 k+1} \theta
\end{gathered}
$$

The bifurcation equation (5.2.11) is now analytical, so it is $\widetilde{C}(\theta, \varepsilon):=C(\tau, \varepsilon) / \varepsilon$ with $\tau=(\sin \theta, \cos \theta, 0,0)$. Hence $\theta=0$ is an isolated solution of $\widetilde{C}(\theta, \varepsilon)=0$ for any $\varepsilon \neq 0$ small. The Brouwer degree of $\widetilde{C}(\theta, 0)=B(\theta)$ at $\theta=0$ is nonzero, so Theorem 5.2.6 implies the following result.

Theorem 5.2.12. The point $(0,1,0,0)$ is an isolated topologically transversal intersection of $W_{p_{\varepsilon}}^{s}$ and Fix $R$ for (5.2.23) with $\varepsilon \neq 0$ small. But this point is not a $C^{1}$-transversal intersection.

Proof. To prove the non- $C^{1}$-transversal intersection, we consider a $C^{3}$ - perturbation of (5.2.22) given by

$$
\begin{equation*}
\ddot{x}=x-2 x\left(x^{2}+y^{2}\right), \quad \ddot{y}=y-2 y\left(x^{2}+y^{2}\right)+\varepsilon \phi_{\delta}(x), \tag{5.2.24}
\end{equation*}
$$

where $x, y \in \mathbb{R}, \delta>0$ is fixed and

$$
\phi_{\delta}(x):=\left\{\begin{array}{cl}
0 & \text { if }|x| \leq \delta \\
(x-\delta \operatorname{sgn} x)^{2 k} & \text { if }|x| \geq \delta
\end{array}\right.
$$

We see that (5.2.24) has even homoclinics $x_{\theta}(t), y_{\theta}(t)$ for $|\sin \theta|<\delta$ and any $\varepsilon$. Hence $(0,1,0,0)$ is not an isolated reversible homoclinic point for the $C^{3}$-perturbation (5.2.24) of the system (5.2.22). The proof is finished.

### 5.3 Chains of Reversible Oscillators

Methods of Section 5.2 can be directly applied to chains of weakly coupled oscillators given by

$$
\begin{equation*}
\dot{x}_{n}=V\left(x_{n}\right)+\varepsilon H\left(x_{n-s}, x_{n-s+1}, \ldots, x_{n+r}\right), \tag{5.3.1}
\end{equation*}
$$

where $n \in \mathbb{Z}, V \in C^{3}\left(\mathbb{R}^{2 N}, \mathbb{R}^{2 N}\right), H \in C^{3}\left(\mathbb{R}^{2 N(r+s+1)}, \mathbb{R}^{2 N}\right), \varepsilon \neq 0$ is a small parameter and $s, r \in \mathbb{N}$ are fixed. Such systems as (5.3.1) are considered as ordinary differential systems on lattices or as chains of coupled ordinary differential equations. They naturally occur in spatially discretized nonlinear systems (see also Section 6.1) and they play a crucial role in modeling of many phenomena in different fields, ranging from condensed matter and biophysics to mechanical engineering $[7,14,113,142,174]$. Typical examples are discrete Klein-Gordon equations

$$
\begin{gather*}
\ddot{x}_{n}-x_{n}+2 x_{n}^{3}-\varepsilon\left(x_{n+1}-2 x_{n}+x_{n-1}\right)=0,  \tag{5.3.2}\\
\ddot{x}_{n}+x_{n}-x_{n}^{3}-\varepsilon\left(x_{n+1}-2 x_{n}+x_{n-1}\right)=0, \tag{5.3.3}
\end{gather*}
$$

or the discrete sine-Gordon equation

$$
\begin{equation*}
\ddot{x}_{n}+\sin x_{n}-\varepsilon\left(x_{n+1}-2 x_{n}+x_{n-1}\right)=0 . \tag{5.3.4}
\end{equation*}
$$

The above equations (5.3.2-5.3.4) are spatial discretizations of a p.d.eqn

$$
\begin{equation*}
u_{t t}-u_{x x}+h(u)=0 \tag{5.3.5}
\end{equation*}
$$

with the corresponding function $h$, since the spatial discretization of (5.3.5) gives

$$
\begin{equation*}
\ddot{u}_{n}-\frac{1}{\theta}\left(u_{n+1}-2 u_{n}+u_{n-1}\right)+h\left(u_{n}\right)=0 . \tag{5.3.6}
\end{equation*}
$$

For $\theta \rightarrow 0 ;(\theta \rightarrow \infty)$ we have an integrable; (anti-integrable) case, respectively. Now $\varepsilon=1 / \theta \ll 1$ so we deal with the anti-integrable case. The integrable one is studied in Section 6.1. There are several papers [112, 142, 177] showing breathers of (5.3.1) initializing from periodic solutions of anti-integrable (or anticontinuum) limit equation

$$
\begin{equation*}
\dot{x}=V(x) . \tag{5.3.7}
\end{equation*}
$$

We recall that breathers are spatially localized time-periodic solutions, that is, time-periodic solutions whose amplitudes decay exponentially in the space. The
purpose of this section is to show that if (5.3.7) has a homoclinic/heteroclinic period blow-up (or blue sky catastrophe), then also (5.3.1) will have similar phenomena. We end this section with extending period blow-up phenomenon to traveling waves of (5.3.1).

### 5.3.1 Homoclinic Period Blow-Up for Breathers

First we study the homoclinic period blow-up supposing that:
(a) System (5.3.1) is reversible, i.e. there is a linear involution $S: \mathbb{R}^{2 N} \rightarrow \mathbb{R}^{2 N}$, $S^{2}=\mathbb{I}$ such that

$$
V(S x)=-S V(x), \quad H\left(S x_{1}, \ldots, S x_{r+s+1}\right)=-S H\left(x_{1}, \ldots, x_{r+s+1}\right) .
$$

(b) $\operatorname{dim} \operatorname{Fix} S=N$.
(c) $H(0, \ldots, 0)=0, V(0)=0$ and the spectrum of $D V(0)$ lies off the imaginary axis.
(d) There is a transversal $S$-reversible homoclinic orbit $\gamma$ of (5.3.7) to 0, i.e. there is an $0 \neq \gamma: \mathbb{R} \rightarrow \mathbb{R}^{2 N}$ which is a solution of (5.3.7), $\lim _{|t| \rightarrow \infty} \gamma(t)=0$, $S \gamma(t)=\gamma(-t)$ and $T_{\gamma(0)} W_{0}^{s} \cap \operatorname{Fix} S=\{0\}$.

For (5.3.2), (5.3.7) has the form $\dot{x}=y, \dot{y}=x-2 x^{3}$ which is the Duffing equation with $\gamma(t)=(r(t), \dot{r}(t)), r(t)=\operatorname{sech} t$ and $S(x, y)=(x,-y)$. So (5.3.2) satisfies assumptions (a-d).

According to Subsection 5.2.2, we take an inner product $\langle\cdot, \cdot\rangle$ on $\mathbb{R}^{2 N}$ such that $\langle S x, S y\rangle=\langle x, y\rangle$. Hence $\|S\|=\left\|S^{-1}\right\|=1$. Let us fix an $\eta>1$ and consider the Banach space

$$
X_{\eta}=\left\{x=\left\{x_{n}\right\}_{n \in \mathbb{Z}}\left|x_{n} \in \mathbb{R}^{2 N},|x|_{\eta}:=\sup _{n}\right| x_{n} \mid \eta^{n}<\infty\right\} .
$$

Then (5.3.1) has on $X_{\eta}$ the form

$$
\begin{equation*}
\dot{x}=v(x)+\varepsilon h(x) \tag{5.3.8}
\end{equation*}
$$

for $v(x)=\left\{V\left(x_{n}\right)\right\}_{n \in \mathbb{Z}}$ and $h(x)=\left\{H\left(x_{n-s}, \ldots, x_{n+r}\right)\right\}_{n \in \mathbb{Z}}$. It is easy to see from assumption (c) that $v, h \in C^{3}\left(X_{\eta}, X_{\eta}\right)$. Hence (5.3.1) is a smooth dynamical system on $X_{\eta}$. By extending involution $S$ onto $X_{\eta}$ as $S x=\left\{S x_{n}\right\}_{n \in \mathbb{Z}}$, we see that (5.3.8) is $S$-reversible. We note $|S x|_{\eta}=|x|_{\eta}$.

We denote by $\mathcal{E}_{0}$ the set of doubly infinite sequences of 0 and 1 with finite numbers of entries 1 . For any $q=\left\{q_{n}\right\}_{n \in \mathbb{Z}} \in \mathcal{E}_{0}$, we put $\gamma_{q}(t)=\left\{\gamma_{q}(t)_{n}\right\}_{n \in \mathbb{Z}} \in$ $X_{\eta}$ as follows

$$
\gamma_{q}(t)_{n}=\left\{\begin{array}{cl}
\gamma(t) & \text { for } \quad q_{n}=1 \\
0 & \text { for } \quad q_{n}=0
\end{array}\right.
$$

We see that $\gamma_{q}(t)$ is a homoclinic solution of

$$
\begin{equation*}
\dot{x}=v(x) \tag{5.3.9}
\end{equation*}
$$

to $x=0$. So we take $\mathcal{M}:=\left\{\gamma_{q}(0) \mid q \in \mathcal{E}_{0}\right\} . \mathcal{M}$ is not compact, but it consists from isolated points, i.e. it is a 0 -dimensional manifold and thus $T_{\tau} \mathcal{M}=\{0\}$ for any $\tau \in \mathcal{M}$. The linearization of (5.3.9) at $x=0$ is $\left\{\dot{u}_{n}=D V(0) u_{n}\right\}_{n \in \mathbb{Z}}$. Due to hypothesis (c), (5.3.9) has the global stable and unstable manifolds $\mathcal{W}_{0}^{s}=\left\{W_{0}^{s}\right\}_{n \in \mathbb{Z}}$ and $\mathcal{W}_{0}^{u}=\left\{W_{0}^{u}\right\}_{n \in \mathbb{Z}}$, respectively. Note $S T_{0} W_{0}^{s}=T_{0} W_{0}^{u}$ and $T_{0} W_{0}^{s} \cap T_{0} W_{0}^{u}=\{0\}$. Hence $T_{0} W_{0}^{s} \cap \operatorname{Fix} S=\{0\}$. Consequently, by assumption (d) it holds

$$
T_{\tau} \mathcal{W}_{0}^{s} \cap \operatorname{Fix} S=\{0\}=T_{\tau} \mathcal{M}
$$

Hence hypothesis (H1) of Subsection 5.2.3 is satisfied. Now there is no a bifurcation function $B(\tau)$, since $\mathcal{M}$ is now a parametric space. We also have a $C^{1}$-transversal intersection of $T_{\tau} \mathcal{W}_{0}^{s}$ and FixS. So for any $\tau \in \mathcal{M}$ we can apply Theorem 5.2.1 and Remark 5.2.2 to obtain the following theorem (see also [82]).

Theorem 5.3.1. Let assumptions (a-d) hold for (5.3.1), (5.3.7). Then there is an $\varepsilon_{0}>0$ such that for any $q \in \mathcal{E}_{0}$ and for any $|\varepsilon| \leq \varepsilon_{0}$, there is a unique homoclinic solution $x_{n}^{\varepsilon, q}(t), n \in \mathbb{Z}$ of (5.3.1) such that
(i) $x_{n}^{\varepsilon, q}(t) \rightarrow 0$ exponentially fast as $|t| \rightarrow \infty$ and uniformly for $|\varepsilon| \leq \varepsilon_{0}$ and $n \in \mathbb{Z}$.
(ii) $x_{n}^{\varepsilon, q}(t)$ are $S$-reversible, i.e. $S x_{n}^{\varepsilon, q}(t)=x_{n}^{\varepsilon, q}(-t)$ for all $n \in \mathbb{Z}$.
(iii) $\left\{x_{n}^{\varepsilon, q}(t)\right\}_{n \in \mathbb{Z}} \in X_{\eta}$ is near to $\gamma_{q}(t)$ in $X_{\eta}$ and $\left\{x_{n}^{0, q}(t)\right\}_{n \in \mathbb{Z}}=\gamma_{q}(t)$.
(iv) The homoclinic loop $\left\{x_{n}^{\varepsilon, q}(t)\right\}_{n \in \mathbb{Z}}$ is accumulated by $\omega$-periodic $S$-reversible solutions $\left\{x_{n}^{\omega, \varepsilon, q}(t)\right\}_{n \in \mathbb{Z}}$ of (5.3.1) for any $\omega>1 / \varepsilon_{0}$.

Theorem 5.3.1 ensures the existence of continuum many $S$-reversible homoclinic solutions to 0 of (5.3.1)) and each of them is accumulated by continuum many periodic solutions with periods tending to infinity. Consequently, under assumptions of Theorem 5.3.1, dynamics of (5.3.1) is very rich with infinitely many narrow layers of breathers with arbitrarily large periods. Due to the hyperbolicity of the equilibrium $x=0$ of (5.3.8) for $\varepsilon$ small, clearly these homoclinic solutions are not stable. We already know that Theorem 5.3.1 is applicable to (5.3.2).

### 5.3.2 Heteroclinic Period Blow-Up for Non-breathers

Assumptions (a) and (b) hold for (5.3.3) and (5.3.4), but (c) and (d) must be replaced by the following one:
(e) There is a heteroclinic loop of (5.3.7), i.e. there is a hyperbolic equilibrium $x_{0}$ of (5.3.7) such that $S x_{0} \neq x_{0}$ and a $S$-reversible heteroclinic solution $\gamma_{1}: \mathbb{R} \rightarrow \mathbb{R}^{2 N}$ of (5.3.7) from equilibrium $x_{0}$ to equilibrium $S x_{0}$ such that the unstable manifold $W_{x_{0}}^{u}$ of (5.3.7) at $x_{0} C^{1}$-transversally crosses Fix $S$ at $\gamma_{1}(0)$ along with the existence of another $S$-reversible heteroclinic solution $\gamma_{2}: \mathbb{R} \rightarrow \mathbb{R}^{2 N}$ of (5.3.7) from equilibrium $S x_{0}$ to equilibrium $x_{0}$ such that the stable manifold $W_{x_{0}}^{s}$ of (5.3.7) at $x_{0} C^{1}$-transversally crosses Fix $S$ at $\gamma_{2}(0)$.

Again $\operatorname{dim} W_{x_{0}}^{s}=\operatorname{dim} W_{x_{0}}^{u}=N$. Now we consider (5.3.8) on $X_{1}$, which is the usual $\ell_{\infty}(2 N)$ and instead of $\mathcal{E}_{0}$, we take $\mathcal{E}$-the set of doubly infinite sequences of 0 and 1 . For any $q=\left\{q_{n}\right\}_{n \in \mathbb{Z}} \in \mathcal{E}$ we put $x_{0, q}=\left\{x_{0, q, n}\right\}_{n \in \mathbb{Z}} \in \ell_{\infty}(2 N)$ by

$$
x_{0, q, n}=\left\{\begin{array}{ccc}
x_{0} & \text { for } & q_{n}=1 \\
S x_{0} & \text { for } & q_{n}=0
\end{array}\right.
$$

and $\gamma_{j, q}(t)=\left\{\gamma_{j, q}(t)_{n}\right\}_{n \in \mathbb{Z}} \in \ell_{\infty}(2 N), j=1,2$ as follows

$$
\gamma_{1, q}(t)_{n}= \begin{cases}\gamma_{1}(t) & \text { for } \\ \gamma_{2}(t) & \text { for } \\ q_{n}=1 \\ \gamma_{n}=0\end{cases}
$$

and

$$
\gamma_{2, q}(t)_{n}=\left\{\begin{array}{lll}
\gamma_{2}(t) & \text { for } & q_{n}=1 \\
\gamma_{1}(t) & \text { for } & q_{n}=0
\end{array}\right.
$$

Like above, we can easily verify that equilibria $x_{0, q}\left(S x_{0, q}\right)$ and $S x_{0, q}\left(x_{0, q}\right)$ of (5.3.9) are connected by a $S$-reversible heteroclinic solution $\gamma_{1, q}\left(\gamma_{2, q}\right)$ with a $C^{1}$-transversal crossing of the unstable (stable) manifold $\mathcal{W}_{x_{0, q}}^{u}\left(\mathcal{W}_{x_{0, q}}^{s}\right)$ of (5.3.9) at $x_{0, q}$ with Fix $S$, respectively. Consequently, Theorem 5.2.5 can be applied to get the next result.

Theorem 5.3.2. Let assumptions (a), (b), (e) hold for (5.3.1) and (5.3.7). Then there is an $\varepsilon_{0}>0$ such that for any $q \in \mathcal{E}$ and for any $|\varepsilon| \leq \varepsilon_{0}$, there are unique heteroclinic solutions $x_{n}^{1, \varepsilon, q}(t)$ and $x_{n}^{2, \varepsilon, q}(t), n \in \mathbb{Z}$ of (5.3.1) such that
(A) $\left\{x_{n}^{1, \varepsilon, q}(t)\right\}_{n \in \mathbb{Z}}$ connects $x_{\varepsilon, q}$ and $S x_{\varepsilon, q}$ with exponential decay uniformly for $|\varepsilon| \leq \varepsilon_{0}$. $\left\{x_{n}^{2, \varepsilon, q}(t)\right\}_{n \in \mathbb{Z}}$ connects $S x_{\varepsilon, q}$ and $x_{\varepsilon, q}$ with exponential decay uniformly for $|\varepsilon| \leq \varepsilon_{0}$. Here $x_{\varepsilon, q}$ is a unique equilibrium of (5.3.1) near $x_{0, q}$.
(B) $x_{n}^{i, \varepsilon, q}(t), i=1,2$ are $S$-reversible, i.e. $S x_{n}^{i, \varepsilon, q}(t)=x_{n}^{i, \varepsilon, q}(-t)$ for all $n \in \mathbb{Z}$ and $i=1,2$.
(C) $\left\{x_{n}^{i, \varepsilon, q}(t)\right\}_{n \in \mathbb{Z}} \in \ell_{\infty}(2 N)$ is near to $\gamma_{i, q}(t)$ in $\ell_{\infty}(2 N)$ and $\left\{x_{n}^{i, 0, q}(t)\right\}_{n \in \mathbb{Z}}=$ $\gamma_{i, q}(t), i=1,2$.
(D) The heteroclinic loop in $\ell_{\infty}(2 N)$ created by $\left\{x_{n}^{i, \varepsilon, q}(t)\right\}_{n \in \mathbb{Z}}, i=1,2$ is accumulated by $\omega$-periodic $S$-reversible solutions $\left\{x_{n}^{\omega, \varepsilon, q}(t)\right\}_{n \in \mathbb{Z}}$ of (5.3.1) for any $\omega>1 / \varepsilon_{0}$.

Again Theorem 5.3.2 ensures the existence of continuum many $S$-reversible heteroclinic loops of (5.3.1) and each of them is accumulated by continuum many periodic solutions with periods tending to infinity. Due to $x_{0} \neq 0$, of course these periodic solutions are not breathers, since they are not spatially localized.

To apply Theorem 5.3.2, we take the involution $S(x, y)=(-x, y)$ with $x_{0}=$ $(-1,0)$ and $\gamma_{1}(t)=\left(r_{1}(t), \dot{r}_{1}(t)\right), \gamma_{2}(t)=-\gamma_{1}(t), r_{1}(t)=\tanh \frac{\sqrt{2}}{2} t$ for (5.3.3), and with $x_{0}=(-\pi, 0)$ and $\gamma_{1}(t)=\left(r_{2}(t), \dot{r}_{2}(t)\right), \gamma_{2}(t)=-\gamma_{1}(t), r_{2}(t)=$ $2 \arctan (\sinh t)$ for (5.3.4), respectively.

More general equations on lattices can be studied than (5.3.1). For instance, let us consider the topological discrete sine-Gordon equation [113]

$$
\begin{gather*}
\dot{x}_{n}=y_{n} \\
\dot{y}_{n}=\varepsilon \cos x_{n}\left(\sin x_{n+1}+\sin x_{n-1}\right)-\left(\varepsilon+\frac{1}{2}\right) \sin x_{n}\left(\cos x_{n+1}+\cos x_{n-1}\right), \tag{5.3.10}
\end{gather*}
$$

where $\varepsilon$ is small and $n \in \mathbb{Z}$. For $\varepsilon=0$, we get

$$
\begin{equation*}
\dot{x}_{n}=y_{n}, \quad \dot{y}_{n}=-\frac{1}{2} \sin x_{n}\left(\cos x_{n+1}+\cos x_{n-1}\right) . \tag{5.3.11}
\end{equation*}
$$

We consider (5.3.10) on $\ell_{\infty}(2)$ with the involution

$$
S\left(\left\{\left(x_{n}, y_{n}\right)\right\}_{n \in \mathbb{Z}}\right):=\left\{\left(-x_{n}, y_{n}\right)\right\}_{n \in \mathbb{Z}} .
$$

Then (5.3.10) is $S$-reversible. For any increasing sequence $q=\left\{n_{i}\right\}_{i}, n_{i} \in \mathbb{Z}$, we put $x_{0, q}=\left\{x_{0, q, n}\right\}_{n \in \mathbb{Z}} \in \ell_{\infty}(2)$ by

$$
x_{0, q, n}=\left\{\begin{array}{cl}
(-\pi, 0) & \text { for } n=2 n_{i}+1 \\
(\pi, 0) & \text { for odd } n \neq 2 n_{i}+1 \\
(0,0) & \text { for even } n
\end{array}\right.
$$

and $\gamma_{j, q}(t)=\left\{\gamma_{j, q}(t)_{n}\right\}_{n \in \mathbb{Z}} \in \ell_{\infty}(2), j=1,2$ as follows

$$
\gamma_{j, q}(t)_{n}=\left\{\begin{array}{cl}
(-1)^{j+1}(\phi(t), \dot{\phi}(t)) & \text { for } n=2 n_{i}+1 \\
(-1)^{j}(\phi(t), \dot{\phi}(t)) & \text { for odd } n \neq 2 n_{i}+1 \\
(0,0) & \text { for even } n
\end{array}\right.
$$

for $\phi(t)=2 \arctan (\sinh t)$. We can easily verify like above that both $\mathcal{W}_{x_{0, q}}^{s}$ and $\mathcal{W}_{x_{0, q}}^{u} C^{1}$-transversally cross the set Fix $S$ at $\gamma_{2, q}(0)$ and $\gamma_{1, q}(0)$, respectively. Summarizing, a statement similar to Theorem 5.3.2 holds also for (5.3.10) with $\varepsilon$ sufficiently small. Those heteroclinic and periodic solutions of (5.3.10) are again spatially not localized.

In this section, we consider for simplicity only transversal intersections of stable and unstable manifolds with Fix $S$ of (5.3.7), but topologically transversal intersections could be dealt similarly.

Finally, similar approach is used in [83] to show breathers for diatomic lattices modeling two one-dimensional interacting sublattices of harmonically coupled protons and heavy ions [161,162] representing the Bernal-Flower filaments in ice or more complex biological macromolecules in membranes in which only the degrees of freedom that contribute predominantly to proton mobility have been conserved. In these systems, each proton lies between a pair of "oxygens". The following two coupled infinite chains of oscillators is considered

$$
\begin{gathered}
\ddot{u}_{n}=\frac{k_{1}}{m}\left(u_{n+1}-2 u_{n}+u_{n-1}\right)+\frac{4 \xi_{0}}{m d_{0}^{2}} u_{n}\left(1-\frac{u_{n}^{2}}{d_{0}^{2}}\right)-2 \frac{\chi}{m} \rho_{n} u_{n}, \\
\ddot{\rho}_{n}=\frac{K_{1}}{M}\left(\rho_{n+1}-2 \rho_{n}+\rho_{n-1}\right)-\Omega_{0}^{2} \rho_{n}-\frac{\chi}{M}\left(u_{n}^{2}-d_{0}^{2}\right)
\end{gathered}
$$

where $u_{n}$ denotes the displacement of the $n$th proton with respect to the center of the oxygen pair, $k_{1}$ is the coupling between neighboring protons and $m$ is the mass of protons, $\xi_{0}$ is the potential barrier, $2 d_{0}$ is the distance between two minima of the double-well potential of protons, $\rho_{n}$ is the displacement between two oxygens, $M$ is the mass of oxygens, $\Omega_{0}$ is the frequency of the optical mode, $K_{1}$ is the harmonic coupling between neighboring oxygens and $\chi$ measures the strength of the coupling. It is supposed that couplings are small $k_{1}, K_{1}, \chi \sim 0$.

### 5.3.3 Period Blow-Up for Traveling Waves

We finish this section with the study of traveling waves of (5.3.1) of the form $x_{n}(t)=v(\nu t-n)$ for which we get

$$
\begin{equation*}
\nu v^{\prime}(z)=V(v(z))+\varepsilon H(v(z+s), v(z+s-1), \ldots, v(z-r)) \tag{5.3.12}
\end{equation*}
$$

where $z=\nu t-n$ and $\nu \neq 0$. We are looking for $S$-reversible solutions of (5.3.12), i.e. $v(-z)=S v(z)$, by applying results and methods of Section 5.2. Under either assumptions (a-d) or (a), (b), (e) of this section, we only need to verify (see (5.2.3)) that the perturbation of (5.3.12) is also $S$-antireversible:

$$
\begin{equation*}
v(-z)=S v(z) \Rightarrow S \widetilde{v}(z)=-\widetilde{v}(-z) \tag{5.3.13}
\end{equation*}
$$

for $\widetilde{v}(z):=H(v(z+s), v(z+s-1), \ldots, v(z-r))$. Since

$$
S \widetilde{v}(z)=-H(v(-z-s), v(-z-s+1), \ldots, v(-z+r))
$$

we see that (5.3.13) is satisfied provided we suppose
(f) $r=s$ and $H$ is symmetric, i.e. it holds

$$
H\left(x_{1}, x_{2}, \ldots, x_{2 s}, x_{2 s+1}\right)=H\left(x_{2 s+1}, x_{2 s}, \ldots, x_{2}, x_{1}\right)
$$

for any $x_{1}, x_{2}, \ldots, x_{2 s+1} \in \mathbb{R}^{2 N}$. We have the next result.
Theorem 5.3.3. (a) Under assumptions ( $a-d$ ) and ( $f$ ) of this section, for any $\nu \neq 0$ there is an $\varepsilon_{0}>0$ that for all $|\varepsilon|<\varepsilon_{0}$, (5.3.1) has a traveling wave solution of a form $x_{n}(t)=v(\nu t-n)$ which is near to $\gamma\left(t-\frac{n}{\nu}\right)$ such that $v(z)$ is $S$-reversible and asymptotic to 0 as $z \rightarrow \pm \infty$, respectively. This traveling wave is accumulated by periodic traveling waves with minimal periods tending to infinity.
(b) Under assumptions (a), (b), (e) and (f) of this section, for any $\nu \neq 0$ there is an $\varepsilon_{0}>0$ that for all $|\varepsilon|<\varepsilon_{0}$, (5.3.1) has traveling wave solutions (kinks) of forms $x_{n}(t)=v_{1,2}(\nu t-n)$ which are near to $\gamma_{1,2}\left(t-\frac{n}{\nu}\right)$ such that $v_{1,2}(z)$ are $S$-reversible and asymptotic to $x_{\varepsilon}$ and $S x_{\varepsilon}$ as $z \rightarrow \pm \infty$, respectively. These kinks are accumulated by periodic traveling waves with minimal periods tending to infinity. Here $x_{\varepsilon}$ is a unique solution of $V\left(x_{\varepsilon}\right)+\varepsilon H\left(x_{\varepsilon}, x_{\varepsilon}, \ldots, x_{\varepsilon}\right)=0$ near $x_{0}$.

The constant $\varepsilon_{0}$ depends on $\nu$, but it is uniform for $\nu$ from a bounded set.

## Chapter 6

## Traveling Waves on Lattices

### 6.1 Traveling Waves in Discretized P.D.Eqns

Most nonlinear lattice systems are non-integrable even if a p.d.eqn model in the continuum limit is integrable (see [7,99, 175] and references therein). Prototype models for such nonlinear lattices are various discrete nonlinear Schrödinger and Klein-Gordon equations or systems. There is a particularly important class of solutions so called discrete breathers which are homoclinic in space and oscillatory in time (see Section 5.3) [99]. Other questions involve the existence and propagation of topological defects or kinks which mathematically are heteroclinic connections between a ground and an excited steady state [176, 182] (see Theorem 5.3.3). They have applications to problems such as dislocation and mass transport in solids, charge-density waves, commensurable-incommensurable phase transitions, Josephson transmission lines etc. Prototype models here are discrete sine-Gordon equations, also known as Frenkel-Kontorova models [2].

In this section, we consider a chain of coupled particles subjected to an external potential (see Fig. 6.1). A Hamiltonian $\mathcal{H}$ of such system can be written as:

$$
\begin{equation*}
\mathcal{H}=\sum_{n \in \mathbb{Z}}\left(\frac{1}{2} \dot{u}_{n}^{2}+\frac{1}{2 \varepsilon^{2}}\left(u_{n+1}-u_{n}\right)^{2}-\mathcal{F}\left(u_{n}\right)\right) \tag{6.1.1}
\end{equation*}
$$

where $u_{n}$ is the displacement of the $n$-th particle from its equilibrium position. This gives the discrete nonlinear Klein-Gordon equation:

$$
\begin{equation*}
\ddot{u}_{n}-\frac{1}{\varepsilon^{2}}\left(u_{n+1}-2 u_{n}+u_{n-1}\right)-h\left(u_{n}\right)=0 \tag{6.1.2}
\end{equation*}
$$

where $h\left(u_{n}\right)=\mathcal{F}^{\prime}\left(u_{n}\right), n \in \mathbb{Z}$. Equation (6.1.2) is also a spatial discretization of a p.d.eqn

$$
\begin{equation*}
u_{t t}-u_{x x}-h(u)=0 \tag{6.1.3}
\end{equation*}
$$



Figure 6.1: The model of discrete sine-Gordon equation

We get (6.1.2) from (6.1.3) putting

$$
\begin{gather*}
u_{n}(t)=u(\varepsilon n, t) \\
u_{x x}(\varepsilon n, t) \sim \frac{u(\varepsilon(n+1), t)-2 u(\varepsilon n, t)+u(\varepsilon(n-1), t)}{\varepsilon^{2}} . \tag{6.1.4}
\end{gather*}
$$

Since $\varepsilon \ll 1$ we study the continuum/integrable case. We suppose $h \in C^{1}$ along with
(A) $h(0)=0, h^{\prime}(0)=-a^{2}<0$ and there is a homoclinic solution $\phi$ of $\ddot{x}+$ $h(x)=0$ such that $\phi(t)=\phi(-t)$ and $\phi(t) \rightarrow 0$ as $t \rightarrow \pm \infty$.

Then (6.1.3) admits traveling wave solutions

$$
u(x, t)=\phi\left(\frac{x-\nu t}{\sqrt{1-\nu^{2}}}\right), \quad 0<\nu<1
$$

We also consider for (6.1.2) traveling wave solutions

$$
u_{n}(t)=V\left(n-\frac{\nu}{\varepsilon} t\right) \equiv V(z), \quad z=n-\frac{\nu}{\varepsilon} t, \quad 0<\nu<1
$$

Substituting this into (6.1.2) we obtain the following functional differential equation:

$$
\begin{equation*}
\nu^{2} V^{\prime \prime}(z)-V(z+1)+2 V(z)-V(z-1)-\varepsilon^{2} h(V(z))=0 . \tag{6.1.5}
\end{equation*}
$$

The discrete sine-Gordon equation for $h(u)=-\sin u$ in (6.1.2) of the form

$$
\begin{equation*}
\ddot{u}_{n}=u_{n+1}-2 u_{n}+u_{n-1}-\varepsilon^{2} \sin u_{n} \tag{6.1.6}
\end{equation*}
$$

has been numerically investigated in [71,176]: As $\varepsilon \rightarrow 0$, we get the continuum sine-Gordon equation $u_{t t}-u_{x x}+\sin u=0$ with the supporting moving kinks of the form

$$
4 \arctan \left[\exp \left(\frac{x-\nu t}{\sqrt{1-\nu^{2}}}\right)\right]
$$

Thus it was natural in $[71,176]$ to seek numerically solutions of

$$
\begin{equation*}
\nu^{2} U^{\prime \prime}(z)=U(z+1)-2 U(z)+U(z-1)-\varepsilon^{2} \sin U(z) \tag{6.1.7}
\end{equation*}
$$

where $U(z)=U(n-\nu t)=u_{n}(t)$, with the boundary conditions $U(z) \rightarrow 0 \bmod$ $2 \pi$ as $z \rightarrow \pm \infty$. They did not find such solutions. Their closest result is that the numerical solution of (6.1.7) near

$$
4 \arctan \left[\exp \left(\varepsilon \frac{x-\nu t}{\sqrt{1-\nu^{2}}}\right)\right]
$$

has tails of periodic waves of small amplitude. But according to the form of (6.2.5) below, that result is consistent with our analytical result, since the $y$-part of (6.2.5) is oscillatory with small amplitude. Recent numerical simulations of discrete lattices such as (6.1.6) are studied in [2] of the form

$$
\begin{equation*}
\ddot{u}_{n}=u_{n+1}-2 u_{n}+u_{n-1}-\vartheta \frac{(1+2 \alpha) \sin u}{(1+\alpha(1-\cos u))^{2}}, \tag{6.1.8}
\end{equation*}
$$

where $\vartheta>0$ measures the onsite potential strength and $\alpha \geq 0$ measures the degree of anharmonicity. For $\alpha=0$ this is (6.1.6).

Finally, the anticontinuum/anti-integrable case of (6.1.2) is

$$
\begin{equation*}
\ddot{u}_{n}-\theta\left(u_{n+1}-2 u_{n}+u_{n-1}\right)-h\left(u_{n}\right)=0, \tag{6.1.9}
\end{equation*}
$$

for $\theta \rightarrow 0$. Then Theorem 5.3.3 can be applied to get a traveling wave solution $u_{n}(t)=V(\nu t-n)$ of (6.1.9) near a $\widetilde{\gamma}\left(t-\frac{n}{\nu}\right)$ where $\nu \neq 0$ and $\widetilde{\gamma}(t)$ is a homoclinic/heteroclinic solution of $\ddot{u}-h(u)=0$. Note $V(z)$ now satisfies

$$
\nu^{2} V^{\prime \prime}(z)-\theta(V(z+1)+2 V(z)-V(z-1))-h(V(z))=0
$$

and $u(x, t)=\widetilde{\gamma}\left(t-\frac{n}{\nu}\right)$ is a degenerate traveling wave of (6.1.3). Applying these arguments to (6.1.6) as $\varepsilon \rightarrow \infty$, we get its traveling wave (a kink) near

$$
2 \arctan \left[\sinh \left(\varepsilon t-\frac{n}{\nu}\right)\right]
$$

accumulated by periodic traveling waves with minimal periods tending to infinity. Of course, the magnitude of $\varepsilon$ depends on $\nu$.

### 6.2 Center Manifold Reduction

Now we use the method of center manifolds of Section 2.6 in order to show existence of periodic solutions of (6.1.5) [94].

1. Step: The idea is to rewrite (6.1.5) as an evolution equation on an appropriate functional Banach space. To this end, we introduce the Banach spaces $\mathbb{H}$ and $\mathbb{D}$ for $U=(x, \xi, X(v))$

$$
\begin{gathered}
\mathbb{H}=\mathbb{R}^{2} \times C([-1,1]), \\
\mathbb{D}=\left\{U \in \mathbb{R}^{2} \times C^{1}[-1,1] \mid X(0)=x\right\}
\end{gathered}
$$

with the usual maximum norms. Then (6.1.5) can be written as follows

$$
\begin{equation*}
U_{t}=L U+\frac{\varepsilon^{2}}{\nu^{2}} M(U), \quad U(t, v)=(x(t), \xi(t), X(t, v))^{*} \tag{6.2.1}
\end{equation*}
$$

where

$$
\begin{aligned}
L & =\left(\begin{array}{ccc}
0 & 1 & 0 \\
-\frac{2}{\nu^{2}} & 0 & \frac{1}{\nu^{2}} \delta^{1}+\frac{1}{\nu^{2}} \delta^{-1} \\
0 & 0 & \partial_{v}
\end{array}\right) \\
M(U) & =(0, h(x), 0)^{*}, \quad \delta^{ \pm} X(v)=X( \pm 1)
\end{aligned}
$$

with $L \in \mathcal{L}(\mathbb{D}, \mathbb{H})$ and $M \in C^{1}(\mathbb{D}, \mathbb{D})$. We consider (6.2.1) on $\mathbb{D}$.
2. Step: A linear analysis of (6.2.1). The spectrum $\sigma(L)$ of $L$ is given by the resolvent equation

$$
(\lambda \mathbb{I}-L) U=F, \quad F \in \mathbb{H}, \lambda \in \mathbb{C}, U \in \mathbb{D} .
$$

This is solvable if and only if $N(\lambda)=0$ for $N(\lambda)=\lambda^{2}+\frac{2}{\nu^{2}}(1-\cosh \lambda)$. Clearly $\sigma(L)$ is invariant under $\lambda \rightarrow \bar{\lambda}$ and $\lambda \rightarrow-\lambda$. The central part $\sigma_{0}(L)=\sigma(L) \cap \imath \mathbb{R}$ is determined by the equation $N(\imath q)=0$, i.e.

$$
\begin{equation*}
q^{2}+\frac{2}{\nu^{2}}(\cos q-1)=0, \quad q \in \mathbb{R} \tag{6.2.2}
\end{equation*}
$$

The basic properties of $\sigma(L)$ are given in [120, Lemma 1]:
Lemma 6.2.1. (i) For each $\nu>0$, there exists $p_{0}>0$ such that $\forall \lambda \in \sigma(L) \backslash$ $\sigma_{0}(L),|\Re \lambda| \geq p_{0}$.
(ii) If $\lambda=p+\imath q \in \sigma(L)$ then $|q| \leq 2 \frac{\sqrt{\mathrm{e}^{2}+4 \nu^{2}}}{\nu \mathrm{e}} \cosh (p / 2)$.
(iii) For $\nu>1,0$ is the only eigenvalue on the imaginary axis with the multiplicity 2. There are only two real eigenvalues $\pm \lambda$ tending to 0 as $\nu \rightarrow 1$. For $\nu \leq 1$, the eigenvalue 0 is the only real one.
(iv) For $\nu=1$, the eigenvalue 0 is quadruple with a $4 \times 4$ Jordan block.
(v) There is a decreasing sequence $\nu_{n}, n=0,1,2 \ldots$ such that $\nu_{0}=1$ and $\nu_{n} \rightarrow 0$, and for $\nu=\nu_{n}$ with $n \geq 1$, there is a pair $\pm \imath q_{n}$ of double non-semi-simple imaginary eigenvalues in addition to the double non-semisimple eigenvalue at 0 , and $2 n-1$ pairs of simple imaginary eigenvalues $\pm r \widetilde{g}_{j}$ such that $0<\widetilde{q}_{j}<q_{n}$.

In this section, we assume that $\nu_{1}<\nu<1$. Note $\nu=\nu_{1}$ is the first value from the left of 1 for which the equations

$$
\begin{equation*}
\lambda^{2}+\frac{2}{\nu^{2}}(\cos \lambda-1)=0, \quad \lambda-\frac{1}{\nu^{2}} \sin \lambda=0 \tag{6.2.3}
\end{equation*}
$$

have a common nonzero solution $\lambda \neq 0$. Then by (v) of Lemma 6.2 .1 we have $\sigma_{0}(L)=\{0, \pm q q\}$. After some computations we see that the corresponding 4thdimensional central subspace $\mathbb{H}_{c}$ has a basis $\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right)$ defined by

$$
\xi_{1}=(1,0,1), \quad \xi_{2}=(0,1, v), \quad \xi_{3}=(1,0, \cos q v), \quad \xi_{4}=(0, q, \sin q v)
$$

with $L \xi_{1}=0, L \xi_{2}=\xi_{1}, L \xi_{3}=-q \xi_{4}, L \xi_{4}=q \xi_{3}$. So $L$ on $\mathbb{H}_{c}$ has the form

$$
L_{c}=L / \mathbb{H}_{c}=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & q \\
0 & 0 & -q & 0
\end{array}\right)
$$

The corresponding spectrum projections are derived as the residues of the inverse $(\lambda \mathbb{I}-L)^{-1}$ at $\lambda=0, \pm \imath q$, respectively, of the resolvent operator. Performing these computations, the projection $P_{c}: \mathbb{H} \rightarrow \mathbb{H}_{c}$ is given by

$$
P_{c}(U)=P_{1}(U) \xi_{1}+P_{2}(U) \xi_{2}+P_{3}(U) \xi_{3}+P_{4}(U) \xi_{4}
$$

where

$$
\begin{gathered}
P_{1}(U)=\frac{\nu^{2}}{\nu^{2}-1} x-\frac{1}{\nu^{2}-1} \int_{0}^{1}(1-s)[X(s)+X(-s)] d s \\
P_{2}(U)=\frac{\nu^{2}}{\nu^{2}-1} \xi+\frac{1}{\nu^{2}-1} \int_{0}^{1}[X(-s)-X(s)] d s \\
P_{3}(U)=\left(\nu^{2} q x-\int_{0}^{1} \sin q(1-s)[X(s)+X(-s)] d s\right) /\left(q \nu^{2}-\sin q\right) \\
P_{4}(U)=\left(\nu^{2} \xi+\int_{0}^{1} \cos q(1-s)[X(-s)-X(s)] d s\right) /\left(q \nu^{2}-\sin q\right)
\end{gathered}
$$

So the condition (i) of a hypothesis (H) of Theorem 2.6.2 is satisfied. The last one (ii) is shown in [122]. Hence we can proceed to the next step.
3. Step: The center manifold reduction method to (6.2.1) for simplifying it. Since $M(U)$ is Lipschitz, for any bounded ball $\Omega$ of $\mathbb{H}_{c}$ centered at 0 , we can apply the procedure of a center manifold method of Theorem 2.6.2 to get for $\varepsilon$ small the reduced equation of (6.2.1) over $\Omega$ given by

$$
\begin{equation*}
\dot{u}_{c}=L_{c} u_{c}+\frac{\varepsilon^{2}}{\nu^{2}} P_{c} M\left(u_{c}+\varepsilon^{2} \Phi_{\varepsilon}\left(u_{c}\right)\right)=L_{c} u_{c}+\frac{\varepsilon^{2}}{\nu^{2}} P_{c}\left(M\left(u_{c}\right)\right)+O\left(\varepsilon^{4}\right), \tag{6.2.4}
\end{equation*}
$$

where $u_{c}=u_{1} \xi_{1}+u_{2} \xi_{2}+u_{3} \xi_{3}+u_{4} \xi_{4}$ and $\Phi_{\varepsilon}$ is the graph map of the center manifold. So any solution of (6.2.4) in $\Omega$ determines a solution $U(t, v)=u_{c}(t)+$ $\varepsilon^{2} \Phi_{\varepsilon}\left(u_{c}(t)\right)$ of (6.2.1). Using the above formulas for $P_{c}$, (6.2.4) has the form

$$
\begin{gathered}
\dot{u}_{1}=u_{2}, \quad \dot{u}_{2}=\frac{\varepsilon^{2}}{\nu^{2}-1} \tilde{h}\left(u_{1}, u_{2}, u_{3}, u_{4}, \varepsilon^{2}\right) \\
\dot{u}_{3}=q u_{4}, \quad \dot{u}_{4}=-q u_{3}+\frac{\varepsilon^{2}}{q \nu^{2}-\sin q} \tilde{h}\left(u_{1}, u_{2}, u_{3}, u_{4}, \varepsilon^{2}\right),
\end{gathered}
$$

for a $C^{1}$-function $\tilde{h}$. Considering

$$
\begin{gathered}
x(t)=x_{1}(t)=u_{1}(t / \varepsilon), \quad x_{2}(t)=u_{2}(t / \varepsilon) / \varepsilon \\
y(t)=y_{1}(t)=u_{3}(t / \varepsilon), \quad y_{2}(t)=u_{4}(t / \varepsilon)
\end{gathered}
$$

(6.2.4) takes the form

$$
\begin{gathered}
\dot{x}_{1}=x_{2}, \quad \dot{x}_{2}=\frac{1}{\nu^{2}-1} \tilde{h}\left(x_{1}, \varepsilon x_{2}, y_{1}, y_{2}, \varepsilon^{2}\right) \\
\dot{y}_{1}=\frac{q}{\varepsilon} y_{2}, \quad \dot{y}_{2}=-\frac{q}{\varepsilon} y_{1}+\frac{\varepsilon}{q \nu^{2}-\sin q} \tilde{h}\left(x_{1}, \varepsilon x_{2}, y_{1}, y_{2}, \varepsilon^{2}\right)
\end{gathered}
$$

which gives

$$
\begin{gather*}
\ddot{x}=\frac{1}{1-\nu^{2}} f(x, \varepsilon \dot{x}, y, \varepsilon \dot{y} / q, \varepsilon) \\
\varepsilon^{2} \ddot{y}+q^{2} y=\frac{\varepsilon^{2} q}{\sin q-\nu^{2} q} f(x, \varepsilon \dot{x}, y, \varepsilon \dot{y} / q, \varepsilon) \tag{6.2.5}
\end{gather*}
$$

where $f\left(x_{1}, x_{2}, y_{1}, y_{2}, \varepsilon\right)=-h\left(x_{1}+y_{1}\right)+O\left(\varepsilon^{2}\right)$. Consequently, for $\varepsilon=0$ and $y=0$, the limit equation of (6.2.5) has the form

$$
\begin{equation*}
\left(1-\nu^{2}\right) \ddot{x}+h(x)=0 \tag{6.2.6}
\end{equation*}
$$

Note looking for a traveling wave solution $u(x, t)=w(\nu t-x)$ of (6.1.3), we get $\left(1-\nu^{2}\right) \ddot{w}+h(w)=0$. So (6.2.6) is precisely the traveling wave equation of (6.1.3). It is possessing a homoclinic solution $x(t)=\phi\left(t / \sqrt{1-\nu^{2}}\right)$. Summarizing we get the following result.

Proposition 6.2.2. A dynamics of (6.2.1) can be reduced to (6.2.5) which is a singular perturbation of the traveling wave equation (6.2.6) of (6.1.3).
4. Step: Symmetries of the reduced equation. (6.2.5) is still rather complicated to study it. For this reason we consider the symmetry

$$
S(U)=(x,-\xi, X(-v))
$$

on $\mathbb{H}$. Then (6.2.1) is reversible with respect to $S$, i.e. $S \circ L=-L \circ S, M \circ S=$ $-S \circ M$. Moreover, we have $P_{c} \circ S=S \circ P_{c}$ and $S \xi_{1}=\xi_{1}, S \xi_{2}=-\xi_{2}, S \xi_{3}=\xi_{3}$,
$S \xi_{4}=-\xi_{4}$. Since $S$ is unitary, by Section 2.6, the map $\Phi_{\varepsilon}$ can be chosen in such a way that $S \circ \Phi_{\varepsilon}=\Phi_{\varepsilon} \circ S_{c}$ for $S_{c}:=S / \mathbb{H}_{c}$. Note $S_{c}: \mathbb{H}_{c} \rightarrow \mathbb{H}_{c}$. This implies
$L_{c} S_{c} u_{c}+\frac{\varepsilon^{2}}{\nu^{2}} P_{c} M\left(S_{c} u_{c}+\varepsilon^{2} \Phi_{\varepsilon}\left(S_{c} u_{c}\right)\right)=-S_{c}\left(L_{c} u_{c}+\frac{\varepsilon^{2}}{\nu^{2}} P_{c} M\left(u_{c}+\varepsilon^{2} \Phi_{\varepsilon}\left(u_{c}\right)\right)\right)$.
Hence (6.2.4) is reversible with respect to $S_{c}$. Moreover, $S_{c}$ has in the coordinates $\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ on $\mathbb{H}_{c}$ the form $S_{c}\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=\left(x_{1},-x_{2}, y_{1},-y_{2}\right)$.

### 6.3 A Class of Singularly Perturbed O.D.Eqns

Motivated by (6.2.5), we consider a system

$$
\begin{equation*}
\ddot{x}+h(x)=f(x, \dot{x}, y, \varepsilon \dot{y}, \varepsilon), \quad \varepsilon^{2} \ddot{y}+y=\varepsilon^{2} g(x, \dot{x}, y, \varepsilon \dot{y}, \varepsilon), \tag{6.3.1}
\end{equation*}
$$

where $\varepsilon>0$ is a small parameter, $h \in C^{1}$ satisfies (A) and with $f, g$ such that
(B) $f, g \in C^{1}, f\left(x_{1}, x_{2}, 0,0,0\right)=0$
(C) $f\left(x_{1}, x_{2}, y_{1}, y_{2}, \varepsilon\right), g\left(x_{1}, x_{2}, y_{1}, y_{2}, \varepsilon\right)$ are even in the variables $x_{2}$ and $y_{2}$, i.e. $f\left(x_{1},-x_{2}, y_{1},-y_{2}, \varepsilon\right)=f\left(x_{1}, x_{2}, y_{1}, y_{2}, \varepsilon\right)$ and $g\left(x_{1},-x_{2}, y_{1},-y_{2}, \varepsilon\right)=$ $g\left(x_{1}, x_{2}, y_{1}, y_{2}, \varepsilon\right)$

Note in $[15,70,109,133]$ there are examined the existence or nonexistence of homoclinic solutions of singular ordinary differential systems of the following type

$$
\begin{equation*}
\varepsilon^{2} y^{(4)}+\ddot{y}-y+y^{2}=0 \tag{6.3.2}
\end{equation*}
$$

which arises in the theory of water-waves in the presence of surface tension [4]. Setting $v=y, u=\ddot{y}-y+y^{2}$, (6.3.2) leads to

$$
\begin{equation*}
\ddot{v}=u+v-v^{2}, \quad \varepsilon^{2} \ddot{u}+u=\varepsilon^{2}\left[2 \dot{v}^{2}-(1-2 v)\left(u+v-v^{2}\right)\right], \tag{6.3.3}
\end{equation*}
$$

which has a form of (6.3.1). Next, in [15] it is shown that bifurcation functions of homoclinic solutions of (6.3.1) under the above assumptions are exponentially small in addition that $h, f, g$ are analytical. In [70, 109] it is established the nonexistence of certain homoclinic solutions of (6.3.2).

### 6.4 Bifurcation of Periodic Solutions

In this section, we study the existence of periodic solutions of (6.3.1) near $(\phi(t), 0)$. Substituting $y=0, \varepsilon=0$ into (6.3.1), we get the equation

$$
\begin{equation*}
\ddot{x}+h(x)=0 . \tag{6.4.1}
\end{equation*}
$$

Equation (6.4.1) has a hyperbolic fixed point $(0,0)$ with the homoclinic solution $(\phi, \dot{\phi})$ which is accumulated by periodic solutions with periods tending to infinity. We show that in spite of the fact that generally the homoclinic solution of
(6.4.1) does not survive under the singular perturbation (6.3.1). The problem (6.3.1) has many layers of continuum periodic solutions near the solution $(\phi, 0)$ : The smaller $\varepsilon$ the more layers of continuum periodic solutions of (6.3.1) exist near $(\phi, 0)$ with very large periods. This is some kind of blue sky catastrophe bifurcation to (6.3.1) studied in Section 5.2. Results of $[15,70,109,133]$ are now not applicable since $h$ is only $C^{1}$-smooth.

In order to find periodic solutions of (6.3.1) near $(\phi, 0)$, we make the change of variables

$$
x(t)=\phi(t)+\varepsilon^{1 / 4} u(t), \quad y(t)=\sqrt{\varepsilon} v(t),
$$

and we get

$$
\begin{gather*}
\varepsilon^{2} \ddot{v}+v=\varepsilon^{3 / 2} g\left(\phi+\varepsilon^{1 / 4} u, \dot{\phi}+\varepsilon^{1 / 4} \dot{u}, \sqrt{\varepsilon} v, \varepsilon^{3 / 2} \dot{v}, \varepsilon\right) \\
\ddot{u}+h^{\prime}(\phi) u=-\frac{1}{\varepsilon^{1 / 4}}\left\{h\left(\phi+\varepsilon^{1 / 4} u\right)-h(\phi)-h^{\prime}(\phi) \varepsilon^{1 / 4} u\right\}  \tag{6.4.2}\\
+\frac{1}{\varepsilon^{1 / 4}} f\left(\phi+\varepsilon^{1 / 4} u, \dot{\phi}+\varepsilon^{1 / 4} \dot{u}, \sqrt{\varepsilon} v, \varepsilon^{3 / 2} \dot{v}, \varepsilon\right) .
\end{gather*}
$$

We are looking for solutions of (6.3.1) satisfying $\dot{x}(0)=\dot{x}(T)=0, \dot{y}(0)=$ $\dot{y}(T)=0$. This gives

$$
\begin{equation*}
\dot{u}(0)=0, \quad \dot{u}(T)=-\dot{\phi}(T) / \varepsilon^{1 / 4}, \quad \dot{v}(0)=0, \quad \dot{v}(T)=0 \tag{6.4.3}
\end{equation*}
$$

First we study linear parts of (6.4.2). We take the linearization of (6.4.1) along $\phi(t)$ and consider the variational equation

$$
\begin{equation*}
\ddot{u}+h^{\prime}(\phi(t)) u=z(t), \quad 0 \leq t \leq T \tag{6.4.4}
\end{equation*}
$$

with the boundary value conditions

$$
\begin{equation*}
\dot{u}(0)=0, \quad \dot{u}(T)=b \tag{6.4.5}
\end{equation*}
$$

Since $h^{\prime}(0)=-a^{2}<0, a>0$, we have $\phi(t), \dot{\phi}(t) \sim \mathrm{e}^{-a t}$ as $t \rightarrow+\infty$, i.e. it holds that

$$
\phi(t) / \mathrm{e}^{-a t} \rightarrow c_{1} \neq 0 \quad \text { and } \quad \dot{\phi}(t) / \mathrm{e}^{-a t} \rightarrow c_{2} \neq 0 \quad \text { as } \quad t \rightarrow+\infty .
$$

The homogeneous equation (6.4.4) with $z=0$ has solutions $w_{i}(t), i=1,2$ such that:

- $w_{1}$ is odd, $w_{1}(0)=0, \dot{w}_{1}(0)=1, w_{1}(t), \dot{w}_{1}(t) \sim \mathrm{e}^{-a t}$ as $t \rightarrow+\infty$
- $w_{2}$ is even, $w_{2}(0)=-1, \dot{w}_{2}(0)=0, w_{2}(t), \dot{w}_{2}(t) \sim \mathrm{e}^{a t}$ as $t \rightarrow+\infty$

The general solution of (6.4.4) has the form

$$
\begin{aligned}
u(t) & =L_{T}(z, b) \equiv c_{1} w_{1}(t)+c_{2} w_{2}(t)+z_{1}(t) \\
z_{1}(t) & =\int_{0}^{t}\left[w_{2}(t) w_{1}(s)-w_{1}(t) w_{2}(s)\right] z(s) d s
\end{aligned}
$$

The condition (6.4.5) gives $c_{1}=0$ and $c_{2}=-\frac{\dot{z}_{1}(T)}{\dot{w}_{2}(T)}+\frac{b}{\dot{w}_{2}(T)}$. Hence, we get

$$
\begin{gather*}
u(t)=b \frac{w_{2}(t)}{\dot{w}_{2}(T)}-\int_{t}^{T} w_{2}(t) w_{1}(s) z(s) d s \\
+\frac{\dot{w}_{1}(T)}{\dot{w}_{2}(T)} \int_{0}^{T} w_{2}(t) w_{2}(s) z(s) d s-\int_{0}^{t} w_{1}(t) w_{2}(s) z(s) d s \tag{6.4.6}
\end{gather*}
$$

and

$$
\begin{gather*}
\dot{u}(t)=b \frac{\dot{w}_{2}(t)}{\dot{w}_{2}(T)}-\int_{t}^{T} \dot{w}_{2}(t) w_{1}(s) z(s) d s  \tag{6.4.7}\\
+\frac{\dot{w}_{1}(T)}{\dot{w}_{2}(T)} \int_{0}^{T} \dot{w}_{2}(t) w_{2}(s) z(s) d s-\int_{0}^{t} \dot{w}_{1}(t) w_{2}(s) z(s) d s .
\end{gather*}
$$

By using the above asymptotic properties of $w_{1}$ and $w_{2}$, there is a constant $C_{1}>0$ such that for any $t, s \in[0, T]$ and $T>0$ large, we get

$$
\begin{gathered}
\left|w_{2}(t) / \dot{w}_{2}(T)\right| \leq C_{1} \mathrm{e}^{a(t-T)}, \quad\left|w_{2}(t) w_{1}(s)\right| \leq C_{1} \mathrm{e}^{a(t-s)} \\
\left|\frac{\dot{w}_{1}(T)}{\dot{w}_{2}(T)} w_{2}(t) w_{2}(s)\right| \leq C_{1} \mathrm{e}^{a(-2 T+t+s)}, \quad\left|w_{1}(t) w_{2}(s)\right| \leq C_{1} \mathrm{e}^{a(s-t)} \\
\left|\dot{w}_{2}(t) w_{1}(s)\right| \leq C_{1} \mathrm{e}^{a(t-s)}, \quad\left|\dot{w}_{1}(t) w_{2}(s)\right| \leq C_{1} \mathrm{e}^{a(s-t)} \\
\left|\dot{w}_{2}(t) / \dot{w}_{2}(T)\right| \leq C_{1} \mathrm{e}^{a(t-T)}, \quad\left|\frac{\dot{w}_{1}(T)}{\dot{w}_{2}(T)} \dot{w}_{2}(t) w_{2}(s)\right| \leq C_{1} \mathrm{e}^{a(-2 T+t+s)}
\end{gathered}
$$

These estimates imply together with (6.4.6-6.4.7) the existence of a constant $c>0$ such that

$$
\begin{equation*}
\|u\|+\|\dot{u}\| \leq c(|b|+\|z\|), \tag{6.4.8}
\end{equation*}
$$

where $\|x\|=\max _{[0, T]}|x(t)|$. Summarizing, we get the next result.
Lemma 6.4.1. Problem (6.4.4-6.4.5) has a unique solution $u=L_{T}(z, b)$ satisfying (6.4.8).

Now, we consider the problem

$$
\begin{equation*}
\varepsilon^{2} \ddot{v}+v=\varepsilon z(t), \quad \dot{v}(0)=\dot{v}(T)=0, \quad 0 \leq t \leq T . \tag{6.4.9}
\end{equation*}
$$

We can immediately see that the solution of (6.4.9) is given by

$$
v(t)=L_{\varepsilon, T}(z) \equiv \frac{1}{\sin (T / \varepsilon)} \int_{0}^{T} \cos \frac{T-s}{\varepsilon} z(s) d s \cos (t / \varepsilon)+\int_{0}^{t} \sin \frac{t-s}{\varepsilon} z(s) d s
$$

If $T$ satisfies

$$
\begin{equation*}
\left|\frac{T}{\varepsilon}-2 k \pi \pm \frac{\pi}{2}\right| \leq \pi / 4, \quad k \in \mathbb{N} \tag{6.4.10}
\end{equation*}
$$

then $1 \geq|\sin (T / \varepsilon)| \geq \sqrt{2} / 2$, and we obtain the estimate

$$
\begin{equation*}
\|v\|+\|\varepsilon \dot{v}\| \leq 2 T\|z\|(\sqrt{2}+1) \tag{6.4.11}
\end{equation*}
$$

Summarizing, we get the next result.
Lemma 6.4.2. If condition (6.4.10) holds then problem (6.4.9) has a unique solution $v=L_{\varepsilon, T}(z)$ satisfying (6.4.11).

Note (6.4.10) is a nonresonance condition. Now we are ready to prove the following bifurcation result.

Theorem 6.4.3. For any $k_{0} \in \mathbb{N}$ there is an $\varepsilon_{0}>0$ such that for any $0<$ $\varepsilon<\varepsilon_{0}$ and $T=\varepsilon\left(2 k\left[1 / \varepsilon^{3 / 2}\right] \pi+\tau\right)$ with $k \in \mathbb{N}, k \leq k_{0}, \tau \in[\pi / 4,3 \pi / 4] \cup$ [5 $5 \pi / 4,7 \pi / 4]$, system (6.3.1) has a $2 T$-periodic solution near $(\phi(t), 0),-T \leq t \leq$ $T$. Here $\left[1 / \varepsilon^{3 / 2}\right]$ is the integer part of $1 / \varepsilon^{3 / 2}$. Moreover, $x_{T, \varepsilon}(t)-\phi(t)=O\left(\varepsilon^{1 / 4}\right)$, $\dot{x}_{T, \varepsilon}(t)-\dot{\phi}(t)=O\left(\varepsilon^{1 / 4}\right), y_{T, \varepsilon}(t)=O(\sqrt{\varepsilon}), \varepsilon \dot{y}_{T, \varepsilon}(t)=O(\sqrt{\varepsilon})$ uniformly for $-T \leq t \leq T$.

Proof. First of all, we show the existence of a solution of (6.4.2-6.4.3) applying the Schauder fixed point theorem. We take the Banach space $X_{\varepsilon}=C^{1}([0, T], \mathbb{R})^{2}$ with the norm $\|\|(v, u)\|\|=\|u\|+\|\dot{u}\|+\|v\|+\|\varepsilon \dot{v}\|$. Using Lemmas 6.4.1 and 6.4.2, we rewrite (6.4.2)-(6.4.3) in the form

$$
\begin{gather*}
v=L_{\varepsilon, T}\left(\sqrt{\varepsilon} g\left(\phi+\varepsilon^{1 / 4} u, \dot{\phi}+\varepsilon^{1 / 4} \dot{u}, \sqrt{\varepsilon} v, \varepsilon^{3 / 2} \dot{v}, \varepsilon\right)\right) \\
u=L_{T}\left(-\frac{1}{\varepsilon^{1 / 4}}\left\{h\left(\phi+\varepsilon^{1 / 4} u\right)-h(\phi)-h^{\prime}(\phi) \varepsilon^{1 / 4} u\right\}\right.  \tag{6.4.12}\\
\left.+\frac{1}{\varepsilon^{1 / 4}} f\left(\phi+\varepsilon^{1 / 4} u, \dot{\phi}+\varepsilon^{1 / 4} \dot{u}, \sqrt{\varepsilon} v, \varepsilon^{3 / 2} \dot{v}, \varepsilon\right),-\dot{\phi}(T) / \varepsilon^{1 / 4}\right)
\end{gather*}
$$

as a fixed point problem in $X_{\varepsilon}$. Now we fix $k_{0} \in \mathbb{N}$ and take $T=\varepsilon\left(2 k\left[1 / \varepsilon^{3 / 2}\right] \pi+\right.$ $\tau)$ with $k \in \mathbb{N}, k \leq k_{0}$ and $\tau \in[\pi / 4,3 \pi / 4] \cup[5 \pi / 4,7 \pi / 4]$. Let $B_{K}=\{(v, u) \in$ $\left.X_{\varepsilon} \mid\|(v, u)\| \leq K\right\}$ be a ball in $X_{\varepsilon}$. Since $T \sim 1 / \sqrt{\varepsilon}$ and $\dot{\phi}(T) \sim \mathrm{e}^{-a T}$, we get $\dot{\phi}(T) / \varepsilon^{1 / 4} \sim \mathrm{e}^{-a / \sqrt{\varepsilon}} / \varepsilon^{1 / 4}=O(\varepsilon)$. From the $C^{1}$-smoothness of $f, g, h$, there is a constant $M>0$ such that $\forall K>0, \exists \varepsilon_{0}>0, \forall \varepsilon \in\left(0, \varepsilon_{0}\right], \forall(v, u) \in B_{K}$, it holds that

$$
\begin{gathered}
\left|g\left(\phi+\varepsilon^{1 / 4} u, \dot{\phi}+\varepsilon^{1 / 4} \dot{u}, \sqrt{\varepsilon} v, \varepsilon^{3 / 2} \dot{v}, \varepsilon\right)\right| \leq M \\
\left|\frac{1}{\varepsilon^{1 / 4}}\left\{h\left(\phi+\varepsilon^{1 / 4} u\right)-h(\phi)-h^{\prime}(\phi) \varepsilon^{1 / 4} u\right\}\right| \leq 1 \\
\left|\frac{1}{\varepsilon^{1 / 4}} f\left(\phi+\varepsilon^{1 / 4} u, \dot{\phi}+\varepsilon^{1 / 4} \dot{u}, \sqrt{\varepsilon} v, \varepsilon^{3 / 2} \dot{v}, \varepsilon\right)\right| \leq 1
\end{gathered}
$$

For any $(u, v) \in B_{K}, 0<\varepsilon \leq \varepsilon_{0}$, we put

$$
\begin{gathered}
u_{1}=L_{T}\left(-\frac{1}{\varepsilon^{1 / 4}}\left\{h\left(\phi+\varepsilon^{1 / 4} u\right)-h(\phi)-h^{\prime}(\phi) \varepsilon^{1 / 4} u\right\}\right. \\
\left.+\frac{1}{\varepsilon^{1 / 4}} f\left(\phi+\varepsilon^{1 / 4} u, \dot{\phi}+\varepsilon^{1 / 4} \dot{u}, \sqrt{\varepsilon} v, \varepsilon^{3 / 2} \dot{v}, \varepsilon\right),-\dot{\phi}(T) / \varepsilon^{1 / 4}\right), \\
v_{1}=L_{\varepsilon, T}\left(\sqrt{\varepsilon} g\left(\phi+\varepsilon^{1 / 4} u, \dot{\phi}+\varepsilon^{1 / 4} \dot{u}, \sqrt{\varepsilon} v, \varepsilon^{3 / 2} \dot{v}, \varepsilon\right)\right) .
\end{gathered}
$$

Then estimate (6.4.8) implies

$$
\left\|u_{1}\right\|+\left\|\dot{u}_{1}\right\| \leq c(2+O(\varepsilon))
$$

and estimates (6.4.10-6.4.11) imply

$$
\left\|v_{1}\right\|+\left\|\varepsilon \dot{v}_{1}\right\| \leq 2 \sqrt{\varepsilon} T M(1+\sqrt{2}) \leq 2 M(\sqrt{2}+1)\left(2 \pi k_{0}+\frac{7 \pi}{4} \varepsilon^{3 / 2}\right)
$$

Consequently, we obtain

$$
\left\|\left\|\left(v_{1}, u_{1}\right)\right\| \leq 2 c+4 M(\sqrt{2}+1) \pi k_{0}+O(\varepsilon)\right.
$$

Hence for $K$ such that $2 c+4 M(\sqrt{2}+1) \pi k_{0}<K$ and $\varepsilon_{0}>0$ sufficiently small, $B_{K}$ is mapped to itself with the compact operator defined by the right-hand side of (6.4.12). We fix such a $K$ and apply the Schauder fixed point theorem to get a solution of (6.4.12) in $X_{\varepsilon}$, i.e. there is a solution of (6.3.1) satisfying $\dot{x}(0)=\dot{x}(T)=0, \dot{y}(0)=\dot{y}(T)=0$. Since $h, f, g$ are $C^{1}$, we get the uniqueness of the Cauchy problem for (6.3.1). Then the evenness of $f, g$ in $x_{2}, y_{2}$ and the conditions $\dot{x}(0)=0, \dot{y}(0)=0$ imply that $x, y$ are even functions. This implies

$$
\begin{aligned}
x(-T)=x(T), & \dot{x}(-T)=-\dot{x}(T)=0, \\
y(-T)=y(T), & \dot{y}(-T)=-\dot{y}(T)=0 .
\end{aligned}
$$

Consequently, the uniqueness of the Cauchy problem for (6.3.1) implies that $x$ and $y$ are $2 T$-periodic. The proof is finished.

Remark 6.4.4. If $h \in C^{2}$ then, we can apply the implicit function theorem to (6.4.12) for getting a unique $2 T$-periodic and even solution of (6.3.1) near $(\phi(t), 0)$ for $-T \leq t \leq T$.

### 6.5 Traveling Waves in Homoclinic Cases

From Section 6.2 we get that assumptions (A), (B), (C) of Sections 6.1 and 6.3 are satisfied for (6.2.5). Applying Theorem 6.4.3, (6.2.5) has a $2 T$-periodic solution $\left(x_{T, \varepsilon}(t), y_{T, \varepsilon}(t)\right)$ near $\left(\phi\left(t / \sqrt{1-\nu^{2}}\right), 0\right),-T \leq t \leq T$ for any $T$ satisfying the assumption of Theorem 6.4.3. They have the form

$$
u_{c}^{T, \varepsilon}(t)=x_{T, \varepsilon}(\varepsilon t) \xi_{1}+\varepsilon \dot{x}_{T, \varepsilon}(\varepsilon t) \xi_{2}+y_{T, \varepsilon}(\varepsilon t) \xi_{3}+\varepsilon\left(\dot{y}_{T, \varepsilon}(\varepsilon t) / q\right) \xi_{4}
$$

in (6.2.4). All $u_{c}^{T, \varepsilon}(t)$ lie in a large ball $\Omega$. Furthermore, we have

$$
U(t, \cdot)=u_{c}(t)+\varepsilon^{2} \Phi_{\varepsilon}\left(u_{c}(t)\right)=u_{c}(t)+O\left(\varepsilon^{2}\right)
$$

for (6.2.1) on the center manifold considered in (6.2.4). We also note that the $x(t)$-coordinate of $U(t, v)$ in (6.2.1) satisfies (6.1.5). Consequently, if $x^{T, \varepsilon}(\varepsilon t)$ is
the $x$-coordinate of $u_{c}^{T, \varepsilon}(t)+\varepsilon^{2} \Phi_{\varepsilon}\left(u_{c}^{T, \varepsilon}(t)\right)$, then the traveling wave solution of (6.1.2) corresponding to $x_{T, \varepsilon}(t), y_{T, \varepsilon}(t)$ has the form

$$
\begin{aligned}
u_{n}^{T, \varepsilon}(t) & =x^{T, \varepsilon}\left(\varepsilon\left(n-\frac{\nu}{\varepsilon} t\right)\right)=x^{T, \varepsilon}(\varepsilon n-\nu t) \\
& =x_{T, \varepsilon}(\varepsilon n-\nu t)+y_{T, \varepsilon}(\varepsilon n-\nu t)+O\left(\varepsilon^{2}\right) .
\end{aligned}
$$

Note $u_{n}^{T, \varepsilon}(t)$ is $2 T / \nu$-periodic in $t$ with the velocity $\nu$ and such that

$$
u_{n}^{T, \varepsilon}(t)=\phi\left(\frac{\varepsilon n-\nu t}{\sqrt{1-\nu^{2}}}\right)+O\left(\varepsilon^{1 / 4}\right)
$$

uniformly for $-T \leq \varepsilon n-\nu t \leq T$ and $T$ satisfying the assumption of Theorem 6.4.3 for a fixed $k_{0}$. Finally, we recall (6.1.4). Summarizing we get the main result of this section.

Theorem 6.5.1. If $h \in C^{1}$ satisfies the assumption (A) then traveling wave solution $u(x, t)=\phi\left(\frac{x-\nu t}{\sqrt{1-\nu^{2}}}\right)$ for $0<\nu_{1}<\nu<1$ of (6.1.3) can be approximated by periodic traveling wave solutions of (6.1.2) with very large periods and with the velocity $\nu$.

We note that for a $C^{\infty}$-smooth $h$, the center manifold graph $\Phi_{\varepsilon}$ is $C^{k}$-smooth for any fixed $k \in \mathbb{N}$, and then (6.2.5) is also $C^{k}$-smooth. Hence the bifurcation function of homoclinics for (6.2.5) is of order $O\left(\varepsilon^{k}\right)$. So it is flat at $\varepsilon=0$. Since (6.2.5) is not analytical, we do not get further information of this flatness. Hence it seems that the center manifold method is not fruitful for detecting bounded solutions of (6.2.5) near $(\phi, 0)$ on $\mathbb{R}$.

### 6.6 Traveling Waves in Heteroclinic Cases

Theorem 6.4.3 can not be applied to (6.1.6) since now the limit reduced equation (6.2.6) is a pendulum-like equation

$$
\left(1-\nu^{2}\right) \ddot{x}-\sin x=0
$$

with a heteroclinic connection

$$
\widetilde{\Psi}(t)=4 \arctan \exp \left[t / \sqrt{1-\nu^{2}}\right]
$$

while we consider in (6.4.1) a homoclinic solution (see assumption (A)). In this part, the heteroclinic case is studied for a perturbed Hamiltonian chain of coupled oscillators with an Hamiltonian

$$
\begin{equation*}
\mathcal{H}=\sum_{n \in \mathbb{Z}}\left(\frac{1}{2} \dot{u}_{n}^{2}+\frac{1}{2 \varepsilon^{2}}\left(u_{n+1}-u_{n}\right)^{2}+H\left(u_{n}\right)+\mu G\left(u_{n+1}-u_{n}\right)\right) \tag{6.6.1}
\end{equation*}
$$

where $\varepsilon>0$ is a discretization parameter and $\mu$ is a small parameter measuring the relation of intersite and offsite potentials, and $H, G \in C^{2}(\mathbb{R})$. The corresponding discrete nonlinear Klein-Gordon equation is:

$$
\begin{gather*}
\ddot{u}_{n}-\frac{1}{\varepsilon^{2}}\left(u_{n+1}-2 u_{n}+u_{n-1}\right)+h\left(u_{n}\right)  \tag{6.6.2}\\
+\mu\left\{g\left(u_{n}-u_{n-1}\right)-g\left(u_{n+1}-u_{n}\right)\right\}=0
\end{gather*}
$$

where $h(x)=H^{\prime}(x)$ and $g(x)=G^{\prime}(x)$. The following conditions are supposed.
(B1) $h, g \in C^{1}(\mathbb{R})$ are odd, $h$ is $2 \pi$-periodic and $g$ is globally Lipschitz on $\mathbb{R}$.
(B2) $h(-\pi)=h(\pi)=0, h^{\prime}(-\pi)=h^{\prime}(\pi)=a^{2}>0$ and there is a heteroclinic solution $\Phi$ of $\ddot{x}-h(x)=0$ such that $\Phi(t)=2 \pi-\Phi(-t)$ and $\Phi(t) \rightarrow 2 \pi$ as $t \rightarrow+\infty$.

Now the traveling wave equation (6.1.5) takes the form

$$
\begin{align*}
& \nu^{2} V^{\prime \prime}(z)-V(z+1)+2 V(z)-V(z-1)+\varepsilon^{2} h(V(z)) \\
+ & \varepsilon^{2} \mu\{g(V(z)-V(z-1))-g(V(z+1)-V(z))\}=0 \tag{6.6.3}
\end{align*}
$$

We need the following definition [182].
Definition 6.6.1. By a uniform sliding state of (6.6.3) we mean a smooth function $V(z)$ solving (6.6.3) and satisfying $V(z+T)=V(z)+2 \pi$.

The method of this section is successfully applied in [95] to (6.6.3) and the next analogy of Theorem 6.5.1 is proved.

Theorem 6.6.2. If $h, g$ satisfy the assumptions (B1), (B2) then traveling wave solution $u(x, t)=\Phi\left(\frac{x-\nu t}{\sqrt{1-\nu^{2}}}\right)$ for $0<\nu_{1}<\nu<1$ of $u_{t t}-u_{\xi \xi}+h(u)=0$ can be approximated by both periodic traveling wave solutions and uniform sliding states of (6.6.2) with very large periods and with the velocity $\nu$ for $\mu=o\left(\varepsilon^{1 / 4}\right)$ small.

These solutions of (6.6.3) have again tails of periodic waves of small amplitude. This result is consistent with the numerical result of $[71,176]$ for (6.1.6) mentioned above.

We remind that $\nu=\nu_{1}$ is the first value from the left of 1 for which the equations of (6.2.3) have a common nonzero solution $\lambda \neq 0$. For $0<\nu<$ $\nu_{1}$, we could still use the above method. We know from Lemma 6.2.1 that for any $\nu_{i+1}<\nu<\nu_{i}$ the linear operator $L$ has the double non semi-simple eigenvalue at 0 , and $2 i+1$ pairs of simple imaginary eigenvalues. So after the center manifold reduction, we should get a system like (6.2.5) and we could generalize the bifurcation result of Section 6.4 for such systems. We do not carry out those computations in this book. Related problems are studied in [24, 25] on the existence of periodic solutions of certain singularly perturbed systems of
o.d.eqns having symmetry properties with applications to some singular systems of o.d.eqns arising in the study of Hamiltonian systems with a strong restoring force.

We finish this part with a Hamiltonian perturbation of (6.1.8) of the form

$$
\begin{align*}
\ddot{u}_{n} & -\frac{1}{\varepsilon^{2}}\left(u_{n+1}-2 u_{n}+u_{n-1}\right)+\frac{(1+2 \alpha) \sin u}{(1+\alpha(1-\cos u))^{2}}  \tag{6.6.4}\\
& +\mu\left\{\sin \left(u_{n}-u_{n+1}\right)+\sin \left(u_{n}-u_{n-1}\right)\right\}=0 .
\end{align*}
$$

For $\alpha=\mu=0$ we get the discrete sine-Gordon equation. Changing variables $u_{n} \longleftrightarrow u_{n}-\pi$ in (6.6.4), we have

$$
\begin{gather*}
\ddot{u}_{n}-\frac{1}{\varepsilon^{2}}\left(u_{n+1}-2 u_{n}+u_{n-1}\right)+g_{\alpha}\left(u_{n}\right)  \tag{6.6.5}\\
+\mu\left\{\sin \left(u_{n}-u_{n+1}\right)+\sin \left(u_{n}-u_{n-1}\right)\right\}=0
\end{gather*}
$$

for

$$
g_{\alpha}(u)=-\frac{(1+2 \alpha) \sin u}{(1+\alpha(1+\cos u))^{2}}
$$

Clearly $g_{\alpha} \in C^{1}(\mathbb{R})$ is odd and $2 \pi$-periodic, so (B1) is satisfied. Next $g_{\alpha}(-\pi)=$ $g_{\alpha}(\pi)=0, g^{\prime}{ }_{\alpha}(-\pi)=g^{\prime}{ }_{\alpha}(\pi)=1+2 \alpha>0$ and a heteroclinic solution $\Psi_{\alpha}$ of $\ddot{x}-g_{\alpha}(x)=0$ in (B2) is determined by an implicit equation

$$
\sqrt{2 \alpha} \arcsin \frac{\sqrt{2 \alpha} \sin \left(\Psi_{\alpha}(t) / 2\right)}{\sqrt{1+2 \alpha}}+\operatorname{arctanh} \frac{\sin \left(\Psi_{\alpha}(t) / 2\right)}{\sqrt{1+2 \alpha \cos ^{2}\left(\phi_{\alpha}(t) / 2\right)}}=\sqrt{1+2 \alpha} t
$$

Summarizing, Theorem 6.6 .2 can be applied to (6.6.4) uniformly for $\alpha \geq 0$ from bounded intervals.

### 6.7 Traveling Waves in 2 Dimensions

Finally, further developments on lattice equations are presented in [96] for

$$
\begin{equation*}
\ddot{u}_{n, m}=(\Delta u)_{n, m}-f\left(u_{n, m}\right) \tag{6.7.1}
\end{equation*}
$$

on the two dimensional integer lattice $(n, m) \in \mathbb{Z}^{2}$ under conditions that $f \in$ $C^{1}(\mathbb{R}, \mathbb{R})$ is odd and $2 \pi$-periodic. $\Delta$ denotes the discrete Laplacian defined as

$$
(\Delta u)_{n, m}=u_{n+1, m}+u_{n-1, m}+u_{n, m+1}+u_{n, m-1}-4 u_{n, m} .
$$

For $f(u)=\omega \sin u$, we get the 2-dimensional discrete sine-Gordon lattice equation [186] (see Fig. 6.2)

$$
\begin{equation*}
\ddot{u}_{n, m}-(\Delta u)_{n, m}+\omega \sin u_{n, m}=0 . \tag{6.7.2}
\end{equation*}
$$

A traveling wave solution of (6.7.1) in the direction $\mathrm{e}^{2 \theta}$ of the form

$$
u_{n, m}(t)=U(n \cos \theta+m \sin \theta-\nu t)
$$



Figure 6.2: The two-dimensional lattice model of rigid rotation molecules with orientation $u_{n, m}$ at site $(n, m)$
for $U \in C^{2}(\mathbb{R}, \mathbb{R})$ satisfies the equation

$$
\begin{gather*}
\nu^{2} U^{\prime \prime}(z)=U(z+\cos \theta)+U(z-\cos \theta)  \tag{6.7.3}\\
+U(z+\sin \theta)+U(z-\sin \theta)-4 U(z)-f(U(z))
\end{gather*}
$$

with $z=n \cos \theta+m \sin \theta-\nu t$. Topological and variational methods are used in [96] to show periodic traveling waves and uniform sliding states of (6.7.1), i.e. solutions of (6.7.3) satisfying either $U(z+T)=U(z)$ or $U(z+T)=U(z)+2 \pi$ for any $z \in \mathbb{R}$ and some $T$. For instance the following results are proved.

Theorem 6.7.1. For any $\omega>16$ and $1.17196<T<1.7579$, the $2 d$ discrete sine-Gordon equation (6.7.2) possesses 4 nontrivial/nonconstant traveling wave solutions of the form

$$
u_{n, m}(t)=\pi+U\left(\frac{1}{\sqrt{2}}(n+m)-\frac{1}{2} t\right)
$$

for $U(z)$ satisfying either $U(z+T)=U(z)+2 \pi$ with $U(-z)=-U(z)$, or $U(z+T)=-U(z)+2 \pi$, or $U(z+T)=-U(z)$, or $U(z+T)=U(z)$ with $U(-z)=$ $-U(z)$, respectively. Moreover, for $\omega=1$ and $T \in \bigcup_{k=2}^{436}\left(\frac{\pi}{r_{0}} k, 2 \sqrt{3} \pi(k+1)\right)$, (6.7.2) has at least 2 nonzero traveling wave solutions of the form

$$
u_{n, m}(t)=U\left(\frac{1}{\sqrt{2}}(n+m)-2 t\right)
$$

for $U(z)$ odd and T-periodic, where $r_{0} \doteq 0.2880$.
We note that the first interval with $k=2$ is approximately $(21.8154,32.6484)$ and the last one with $k=436$ is approximately (4755.7599, 4755.7819).

In [87], damped and periodically forced lattice equations of (6.7.1) are studied of the form

$$
\begin{equation*}
\ddot{u}_{n, m}=-\delta \dot{u}_{n, m}+\chi(\Delta u)_{n, m}-f\left(u_{n, m}\right)+h(\mu t), \quad(n, m) \in \mathbb{Z}^{2} \tag{6.7.4}
\end{equation*}
$$

for $f \in C^{1}(\mathbb{R}, \mathbb{R}), h \in C(\mathbb{R}, \mathbb{R}), \delta>0, \chi>0, \mu>0$ under conditions that $f$ is odd and $2 \pi$-periodic and $h \neq 0$ is $\pi$-antiperiodic, i.e. $h(x+\pi)=-h(x) \forall x \in \mathbb{R}$. It is shown among orders that if one of the following conditions holds
(a) $\nu=\mu \frac{2 p+1}{2 k}$ for some $p \in \mathbb{Z}$ and $k \in \mathbb{N}$ such that $\mu^{4}+4 \delta^{2} \mu^{2} k^{2}>16 k^{4}(L+$ $8 \chi)^{2}$
(b) $\nu=\mu \frac{2 k}{2 p+1}$ for some $k \in \mathbb{Z}$ and $p \in \mathbb{Z}_{+}$such that $\mu^{4}+(2 p+1)^{2} \delta^{2} \mu^{2}>$ $(2 p+1)^{4}(L+8 \chi)^{2}$
where $L:=\max _{\mathbb{R}}\left|f^{\prime}(x)\right|$. Then for any $\theta \in \mathbb{R}$, (6.7.4) has a periodic moving wave solution of the form

$$
\begin{equation*}
u_{n, m}(t)=U(n \cos \theta+m \sin \theta-\nu t, \mu t) \tag{6.7.5}
\end{equation*}
$$

for some $U$ which is $2 \pi$-periodic in the both variables. Now the equation for moving waves is more complicated

$$
\begin{gather*}
\nu^{2} U_{z z}(z, v)-2 \mu \nu U_{z v}(z, v)+\mu^{2} U_{v v}(z, v)+\delta\left(\mu U_{v}(z, v)-\nu U_{z}(z, v)\right) \\
=\chi(U(z+\cos \theta, v)+U(z-\cos \theta, v)  \tag{6.7.6}\\
+U(z+\sin \theta, v)+U(z-\sin \theta, v)-4 U(z, v))-f(U(z, v))+h(v)
\end{gather*}
$$

with $z=n \cos \theta+m \sin \theta-\nu t$ and $v=\mu t$.
Of course, (6.7.1) can be also derived as a spatial discretization of the p.d.eqn

$$
u_{t t}-\Delta u+f(u)=0
$$

of the form

$$
\begin{equation*}
\ddot{u}_{n, m}-\frac{1}{\varepsilon^{2}}(\Delta u)_{n, m}+f\left(u_{n, m}\right)=0 \tag{6.7.7}
\end{equation*}
$$

where $u=u(x, y, t), x, y, t \in \mathbb{R}$ and $\triangle u=u_{x x}+u_{y y}$ is the Laplacian. Then for

$$
u_{n, m}(t)=U\left(n \cos \theta+m \sin \theta-\frac{\nu}{\varepsilon} t\right)
$$

the traveling wave equation reads

$$
\begin{gather*}
\nu^{2} U^{\prime \prime}(z)=U(z+\cos \theta)+U(z-\cos \theta)  \tag{6.7.8}\\
+U(z+\sin \theta)+U(z-\sin \theta)-4 U(z)-\varepsilon^{2} f(U(z))
\end{gather*}
$$

It would be interesting to carry out similar computations for (6.7.8) as it is done above for (6.1.5) considering $\nu$ and $\theta$ as parameters.

## Chapter 7

## Periodic Oscillations of Wave Equations

### 7.1 Periodics of Undamped Beam Equations

### 7.1.1 Undamped Forced Nonlinear Beam Equations

Let us consider a forced sine-beam p.d.eqn given by

$$
\begin{equation*}
u_{t t}+\alpha u_{x x x x}+\sin u+\tau(x)=\mu \sin t, \quad u(x+1, t)=u(x, t) \tag{7.1.1}
\end{equation*}
$$

where $\alpha>0$ is a constant, $\tau$ is a nonzero continuous 1-periodic function satisfy$\operatorname{ing} \int_{0}^{1} \tau(x) d x=0, \mu \in \mathbb{R}$ is a small parameter and $\alpha$ is assumed to be sufficiently large. Letting $\alpha \rightarrow \infty$, we also consider a limit o.d.eqn of (7.1.1) of the form

$$
\begin{equation*}
\ddot{u}+\sin u=\mu \sin t, \tag{7.1.2}
\end{equation*}
$$

which is a forced pendulum equation. It is well-know that $(-\pi, 0)$ and $(\pi, 0)$ are hyperbolic equilibria of the o.d.eqn

$$
\begin{equation*}
\dot{x}=y, \quad \dot{y}=-\sin x \tag{7.1.3}
\end{equation*}
$$

joined by the upper separatrix $(\gamma(t), \dot{\gamma}(t)), \gamma(t)=\pi-4 \arctan \left(\mathrm{e}^{-t}\right)$. We consider (7.1.2) as an o.d.eqn on the circle $S^{2 \pi}:=\mathbb{R} / 2 \pi \mathbb{Z}$. Then (7.1.3) is defined on the cylinder $S^{2 \pi} \times \mathbb{R} \ni(x, y)$ and $(-\pi, 0),(\pi, 0)$ are glued to a hyperbolic equilibrium of (7.1.3) joined by the homoclinic orbit $(\gamma(t), \dot{\gamma}(t))$. Furthermore, the Melnikov function $M(\widetilde{\alpha})$ of (7.1.3) has now the form (see computations for (3.1.36))

$$
M(\widetilde{\alpha})=2 \int_{-\infty}^{\infty} \operatorname{sech} t \sin (t+\widetilde{\alpha}) d t=2 \pi \operatorname{sech} \frac{\pi}{2} \sin \widetilde{\alpha}
$$

Since $\widetilde{\alpha}=0$ is a simple root of $M(\widetilde{\alpha})$, Theorem 4.2.2 (see also Remark 5.1.4 and Theorem 5.1.12) is applicable to (7.1.3) with $b=-a=$ small. Consequently, for any $\mu \neq 0$ sufficiently small, (7.1.2) exhibits a chaotic behavior. In particular, it has an infinite number of subharmonic solutions with periods tending to infinity. The purpose of this section is to show that most of them can be traced as $\alpha \rightarrow \infty$ for (7.1.1). Homoclinic and heteroclinic bifurcations for p.d.eqns are already studied in $[20,23,115,137-139,170,197]$. But methods of these papers seem to be not applicable to (7.1.1), since it is undamped. We combine a method of bifurcation of periodic solutions from Chapter 3 along with an assumption of incommensurability for eigenvalues of the linear part of (7.1.1) to the time period $2 \pi$ of (7.1.1) (cf. (7.1.39)). We also derive an estimate on a Lebesgue measure of a set of all parameters satisfying that assumption of incommensurability. Following this, we are able to show only the existence of any finite number of subharmonic solutions. All these results are derived for abstract wave equations on Hilbert spaces modeled by (7.1.1). Related problems are also studied in [30, 150, 198]. Furthermore, we apply our abstract results also to the following p.d.eqns

$$
\begin{gather*}
u_{t t}+\alpha u_{x x x x}+\sin u+\tau(x)=\mu \cos t, \quad u(x, t)=u(1-x, t)  \tag{7.1.4}\\
u_{x x}(0, t)=u_{x x}(1, t)=u_{x x x}(0, t)=u_{x x x}(1, t)=0
\end{gather*}
$$

and

$$
\begin{equation*}
u_{t t}+\alpha u_{x x x x}-u+u^{3}+\tau(x)=\mu \cos t, \quad u(x+1, t)=u(x, t) \tag{7.1.5}
\end{equation*}
$$

where $\alpha>0$ is a large constant, $\tau$ is a nonzero continuous function satisfying $\int_{0}^{1} \tau(x) d x=0$ and $\mu \in \mathbb{R}$ is a small parameter. Now either $\tau$ satisfies $\tau(x)=$ $\tau(1-x)$ for (7.1.4) or $\tau$ is 1-periodic and $C^{1}$-smooth for (7.1.5). The limit o.d.eqn of (7.1.5) is a forced Duffing equation

$$
\begin{equation*}
\ddot{u}-u+u^{3}=\mu \cos t \tag{7.1.6}
\end{equation*}
$$

which is chaotic (see (3.1.36)). We are motivated to study (7.1.1), (7.1.4) and (7.1.5) by the well-known sine-Gordon and Klein-Gordon partial differential equations [176] when the term $\alpha u_{x x x x}$ is replaced with $-\alpha u_{x x}$.

Finally, similar approach as in this section is used in [79] to the following p.d.eqn

$$
\begin{gathered}
u_{t t}+u_{x x x x}+\Gamma u_{x x}+p\left(\int_{0}^{1} u^{2}(s, t) d s, \int_{0}^{1} u_{x}^{2}(s, t) d s\right) D_{x x}^{\xi} u=\varepsilon q(x) \cos \frac{2 \pi t}{T} \\
u(0, \cdot)=u(1, \cdot)=u_{x x}(0, \cdot)=u_{x x}(1, \cdot)=0
\end{gathered}
$$

where $D_{x x} u=-u_{x x}, D_{x x}^{\xi}$ is the $\xi$-power of $D_{x x}$ in $L^{2}(0,1), 0 \leq \xi \leq 1, \Gamma \in \mathbb{R}$, $p \in C^{2}(\mathbb{R} \times \mathbb{R}, \mathbb{R}), p(0,0)=0, q \in H^{2}(0,1) \cap H_{0}^{1}(0,1), T>0$ and $\varepsilon \in \mathbb{R}$ is a small parameter.

### 7.1.2 Existence Results on Periodics

In this subsection, we introduce abstract wave equations on Hilbert spaces modeled by (7.1.1). Let $Y$ be a Hilbert space with an inner product $\langle\cdot, \cdot\rangle$ and the corresponding norm is denoted by $\|\cdot\|$. Let $X$ be a Banach space $X \subset Y$ and $X$ is dense in $Y$. Let us consider the equation

$$
\begin{equation*}
u_{t t}+\alpha A u=f(u, t) \tag{7.1.7}
\end{equation*}
$$

where $\alpha>0$ is a parameter and $A: X \rightarrow Y$ is a bounded linear operator. We assume

$$
0<d:=\operatorname{dim} \mathcal{N} A<\infty
$$

Let $\left\{u_{j}\right\}_{j=-d+1}^{0}$ be an orthonormal basis of $\mathcal{N} A \subset Y$. Let $\left\{u_{j}\right\}_{j=1}^{\infty}$ be eigenvectors of $A$ with corresponding nonzero eigenvalues $\left\{\lambda_{j}\right\}_{j=1}^{\infty}$ such that $\lambda_{1} \leq \lambda_{2} \leq$ $\lambda_{i_{0}}<0<\lambda_{i_{0}+1} \leq \cdots \rightarrow \infty$. We set $\lambda_{0}:=0$. We assume that $\left\{u_{j}\right\}_{j=-d+1}^{\infty}$ represents an orthonormal basis of $Y$, and the linear span of $\left\{u_{j}\right\}_{j=-d+1}^{\infty}$ is dense in $X$. Furthermore, we suppose that $f: Y \times S^{T} \rightarrow Y$ is continuous and globally Lipschitz in $y$ with a constant $M$. Recall $S^{T}=\mathbb{R} / T \mathbb{Z}$ is the circle.

We are looking for weak $T$-periodic solutions of (7.1.7) for $\alpha>0$ large. By a weak $T$-periodic solution of (7.1.7) we mean $u \in L^{\infty}\left(S^{T}, Y\right)$ satisfying

$$
\int_{0}^{T}\left\langle u(t), v_{t t}(t)+\alpha A v(t)\right\rangle d t=\int_{0}^{T}\langle f(u(t), t), v(t)\rangle d t \quad \forall v \in C^{2}\left(S^{T}, X\right)
$$

The integrability is considered in the sense of Bochner [102]. Note the Hilbert space $L^{2}\left(S^{T}, Y\right)$ has an orthonormal basis

$$
\begin{equation*}
\left\{\frac{1}{\sqrt{T}} u_{j}, \sqrt{\frac{2}{T}} \sin m \frac{2 \pi t}{T} u_{j}, \left.\sqrt{\frac{2}{T}} \cos m \frac{2 \pi t}{T} u_{j} \right\rvert\, m \in \mathbb{N}, j \geq-d+1\right\} \subset C^{2}\left(S^{T}, X\right) . \tag{7.1.8}
\end{equation*}
$$

We consider the norm $\|\|v\|\|=\operatorname{ess} \sup _{S^{T}}\|v(\cdot)\|$ on $L^{\infty}\left(S^{T}, Y\right)$. Next, we decompose $Y$ as follows

$$
Y=\mathcal{N} A \oplus \mathcal{N} A^{\perp}
$$

and take the orthogonal projections $Q: Y \rightarrow \mathcal{N} A^{\perp}, P: Y \rightarrow \mathcal{N} A$. Then (7.1.7) has the form

$$
\begin{gather*}
w_{t t}+\alpha A w=Q f(w+v, t), \quad w \in \mathcal{N} A^{\perp} \\
v_{t t}=\operatorname{Pf}(w+v, t), \quad v \in \mathcal{N} A . \tag{7.1.9}
\end{gather*}
$$

Lemma 7.1.1. Assume that there is a constant $c>0$ such that

$$
\begin{equation*}
\sqrt{\lambda_{j}}\left|\sin \frac{\sqrt{\alpha \lambda_{j}} T}{2}\right| \geq c \quad \forall j>i_{0} \tag{7.1.10}
\end{equation*}
$$

Then the equation

$$
\begin{equation*}
L_{\alpha} w=w_{t t}+\alpha A w=h, \quad h \in L^{\infty}\left(S^{T}, \mathcal{N} A^{\perp}\right) \tag{7.1.11}
\end{equation*}
$$

has a unique weak $T$-periodic solution $w=L_{\alpha}^{-1} h \in L^{\infty}\left(S^{T}, \mathcal{N} A^{\perp}\right)$ satisfying

$$
\begin{equation*}
\||\|w\| \leq \beta(\alpha, T, c)|\| h\|\| \tag{7.1.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta(\alpha, T, c):=\frac{1}{\sqrt{\alpha}} \sqrt{\frac{i_{0}}{\lambda_{i_{0}}^{2} \alpha}+T^{2}\left(\frac{2}{\lambda_{i_{0}+1}}+\frac{1}{2 c^{2}}\right)} . \tag{7.1.13}
\end{equation*}
$$

Proof. Since $h \in L^{\infty}\left(S^{T}, \mathcal{N} A^{\perp}\right)$, we have

$$
h(t)=\sum_{j \in \mathbb{N}} h_{j}(t) u_{j}, \quad h_{j} \in L^{\infty}\left(S^{T}, \mathbb{R}\right), \quad \operatorname{ess} \sup _{S^{T}} \sum_{j \in \mathbb{N}} h_{j}^{2}(\cdot) \leq\left\|\left|\|\mid\|^{2} .\right.\right.
$$

From $w \in L^{\infty}\left(S^{T}, \mathcal{N} A^{\perp}\right)$, we have $w(t)=\sum_{j \in \mathbb{N}} w_{j}(t) u_{j}$. We have to solve

$$
\begin{equation*}
\int_{0}^{T}\left\langle w(t), v_{t t}(t)+\alpha A v(t)\right\rangle d t=\int_{0}^{T}\langle h(t), v(t)\rangle d t \quad \forall v \in C^{2}\left(S^{T}, X\right) . \tag{7.1.14}
\end{equation*}
$$

Hence (7.1.14) gives

$$
\begin{equation*}
\ddot{w}_{j}(t)+\alpha \lambda_{j} w_{j}(t)=h_{j}(t), \quad j \in \mathbb{N} . \tag{7.1.15}
\end{equation*}
$$

Since (7.1.10) holds, for $j>i_{0}$, (7.1.15) has the solution

$$
\begin{gather*}
w_{j}(t)=\frac{1}{\sqrt{\alpha \lambda_{j}}} \int_{0}^{t} \sin \left(\sqrt{\alpha \lambda_{j}}(t-s)\right) h_{j}(s) d s \\
+\frac{1}{2 \sqrt{\alpha \lambda_{j}}} \frac{1}{\sin \frac{\sqrt{\alpha \lambda_{j}} T}{2}} \int_{0}^{T} \cos \left(\sqrt{\alpha \lambda_{j}}\left(s-\frac{T}{2}-t\right)\right) h_{j}(s) d s . \tag{7.1.16}
\end{gather*}
$$

Formula (7.1.16) gives

$$
\begin{gather*}
\sum_{j>i_{0}} w_{j}^{2}(t) \leq 2 \sum_{j>i_{0}} \frac{1}{\alpha \lambda_{j}}\left(\int_{0}^{t} \sin \left(\sqrt{\alpha \lambda_{j}}(t-s)\right) h_{j}(s) d s\right)^{2} \\
+\frac{1}{2 \alpha} \sum_{j>i_{0}} \frac{1}{\lambda_{j} \sin ^{2} \frac{\sqrt{\alpha \lambda_{j}} T}{2}}\left(\int_{0}^{T} \cos \left(\sqrt{\alpha \lambda_{j}}\left(s-\frac{T}{2}-t\right)\right) h_{j}(s) d s\right)^{2} \\
\leq \frac{2}{\alpha \lambda_{i_{0}+1}} \sum_{j>i_{0}} \int_{0}^{T} \sin ^{2} \sqrt{\alpha \lambda_{j}}(t-s) d s \int_{0}^{T} h_{j}^{2}(s) d s  \tag{7.1.17}\\
+\frac{1}{2 \alpha c^{2}} \sum_{j>i_{0}} \int_{0}^{T} \cos ^{2} \sqrt{\alpha \lambda_{j}}\left(s-\frac{T}{2}-t\right) d s \int_{0}^{T} h_{j}^{2}(s) d s \\
\leq \frac{T}{\alpha}\left(\frac{2}{\lambda_{i_{0}+1}}+\frac{1}{2 c^{2}}\right) \int_{0}^{T} \sum_{j>i_{0}}^{T} h_{j}^{2}(s) d s \leq \frac{T^{2}}{\alpha}\left(\frac{2}{\lambda_{i_{0}+1}}+\frac{1}{2 c^{2}}\right)\| \| h\| \|^{2} .
\end{gather*}
$$

For $\lambda_{j}<0$, let $\left|w_{j}\left(t_{0}\right)\right|, t_{0} \in[0, T]$ be the maximum of $\left|w_{j}(t)\right|$ in (7.1.15). Then

$$
0 \geq \ddot{w}_{j}\left(t_{0}\right) w_{j}\left(t_{0}\right)=-\lambda_{j} \alpha w_{j}\left(t_{0}\right)^{2}+h_{j}\left(t_{0}\right) w_{j}\left(t_{0}\right)
$$

Hence $-\lambda_{j} \alpha w_{j}\left(t_{0}\right)^{2} \leq\left|h_{j}\left(t_{0}\right) w_{j}\left(t_{0}\right)\right|$ and then

$$
\max _{t \in S^{T}}\left|w_{j}(t)\right| \leq \frac{1}{\alpha\left|\lambda_{j}\right|}\left|\||h|\| \leq \frac{1}{\alpha\left|\lambda_{i_{0}}\right|}\||h|\| .\right.
$$

In this way, we have a function $w \in L^{\infty}\left(S^{T}, \mathcal{N} A^{\perp}\right)$ with $w(t)=\sum_{j \in \mathbb{N}} w_{j}(t) u_{j}$ satisfying (7.1.12) and (7.1.15). Finally, it is not difficult to see that $w$ is a weak solution of (7.1.11), i.e. $w$ satisfies (7.1.14) (see more details at the end of the proof of Lemma 7.2.1).

Taking $w \in L^{\infty}\left(S^{T}, \mathcal{N} A\right)$, we consider the first equation of (7.1.9) in the form

$$
w=L_{\alpha}^{-1} Q f(w+v, t)
$$

Since

$$
\left\|\left\|L_{\alpha}^{-1} Q\left(f\left(w_{1}+v, t\right)-f\left(w_{2}+v, t\right)\right)\right\|\right\| \leq M \beta(\alpha, T, c)\left|\left\|w_{1}-w_{2} \mid\right\|\right.
$$

we see that if $M \beta(\alpha, T, c)<1$ then the first equation of (7.1.9) has, by the Banach fixed point theorem, a unique solution $w=w(v, \alpha, T, c)$. Summarizing we obtain the following result [86].

Theorem 7.1.2. Assume that (7.1.10) holds. If $M \beta(\alpha, T, c)<1$ then the problem of existence of weak T-periodic solutions of (7.1.7) is reduced to the finite dimensional equation

$$
\begin{equation*}
\ddot{v}=P f(w(v, \alpha, T, c)+v, t), \quad v \in L^{\infty}\left(S^{T}, \mathcal{N} A\right) \tag{7.1.18}
\end{equation*}
$$

where $w(\cdot, \alpha, T, c): L^{\infty}\left(S^{T}, \mathcal{N} A\right) \rightarrow L^{\infty}\left(S^{T}, \mathcal{N} A^{\perp}\right)$ is Lipschitz continuous with a constant $\frac{M \beta(\alpha, T, c)}{1-M \beta(\alpha, T, c)}$. Moreover,

$$
\||w(v, \alpha, T, c)|\| \leq \frac{\beta(\alpha, T, c)}{1-M \beta(\alpha, T, c)}(M \mid\|v\|\|+\|\|f(0, \cdot)\| \|)
$$

In particular, $\|\mid w(v, \alpha, T, c)\| \| 0$ as $\beta(\alpha, T, c) \rightarrow 0$ uniformly for $v$ bounded.
Since by (7.1.13) we see that $\beta(\alpha, T, c) \rightarrow 0$ whenever $\alpha \rightarrow \infty$, according to Theorem 7.1.2, the limit equation of (7.1.7) as $\alpha \rightarrow \infty$ is the o.d.eqn

$$
\begin{equation*}
\ddot{v}=P f(v, t), \quad v \in L^{\infty}\left(S^{T}, \mathcal{N} A\right) \tag{7.1.19}
\end{equation*}
$$

Of course, any weak solution $v$ of (7.1.19) satisfies $v \in W^{2, \infty}\left(S^{T}, \mathcal{N} A\right)$.

Definition 7.1.3. A result on the existence of a weak $T$-periodic solution for (7.1.19) is said to be $(\varepsilon, D)$-stable for some $\varepsilon>0, D>0$, if for any perturbation

$$
\tilde{f} \in C\left(L^{\infty}\left(S^{T}, \mathcal{N} A\right), L^{\infty}\left(S^{T}, \mathcal{N} A\right)\right)
$$

of $\operatorname{Pf}(v, \cdot)$ with

$$
\||\tilde{f}(v)-P f(v, \cdot)|\| \leq \varepsilon
$$

on the set $\mathcal{S}:=\left\{v \in L^{\infty}\left(S^{T}, \mathcal{N} A\right)|\||v|\| \leq D\}\right.$, there does exist a weak $T$-periodic solution $v \in \mathcal{S}$ of $\ddot{v}=\tilde{f}(v)$.
Theorem 7.1.4. Assume that (7.1.10) holds. If $\alpha>0$ is sufficiently large then $a(\varepsilon, D)$-stable result on the existence of a weak T-periodic solution for (7.1.19) implies also the existence of a weak $T$-periodic solution for (7.1.7).

Proof. The result follows immediately from Theorem 7.1.2 and Definition 7.1.3. Indeed, now we have

$$
\tilde{f}(v)(t)=P f(w(v, \alpha, T, c)(t)+v(t), t)
$$

Then Theorem 7.1.2 gives

$$
\begin{align*}
& \|\tilde{f}(v)-P f(v(t), t)|\|=\|| \mid P f(w(v, \alpha, T, c)+v, \cdot)-P f(v, \cdot)\| \| \\
& \leq M \mid\|w(v, \alpha, T, c)\| \| \leq \frac{M \beta(\alpha, T, c)}{1-M \beta(\alpha, T, c)}(M|\|v \mid\|+\| \| f(0, \cdot)\| \|)  \tag{7.1.20}\\
& \quad \leq \frac{M \beta(\alpha, T, c)}{1-M \beta(\alpha, T, c)}(M D+\| \| f(0, \cdot) \mid \|)
\end{align*}
$$

for any $v \in \mathcal{S}$. Consequently, $\|\|f(v)-P f(v(t), t)\|\| \leq \varepsilon$ for $\alpha$ large. The proof is finished.

Note $(\varepsilon, D)$-stable results for (7.1.19) can be derived by using Mawhin's coincidence degree theory [145].

Now we concentrate on the condition (7.1.10).
Lemma 7.1.5. Suppose

$$
\sum_{k>i_{0}} \frac{1}{\sqrt{\lambda_{k}}}<\infty
$$

and take $D \geq 0$. Let $S(c)$ be the set of all $\Omega>0$ satisfying

$$
\begin{equation*}
\sqrt{\lambda_{j}}\left|\sin \frac{\sqrt{\lambda_{j}} \Omega}{2}\right| \geq c \quad \forall j>i_{0} \tag{7.1.21}
\end{equation*}
$$

where $c>0$ is a constant. Then the Lebesgue measure of the complement

$$
(\mathbb{R} \backslash S(c)) \cap[D, D+1]
$$

satisfies

$$
m((\mathbb{R} \backslash S(c)) \cap[D, D+1]) \leq \sum_{k>i_{0}}\left(\frac{2 c \pi}{\lambda_{k}}+\frac{c}{\sqrt{\lambda_{k}}}+\frac{2 c^{2} \pi}{\sqrt{\lambda_{k}} \lambda_{k}}\right)
$$

Proof. If $\Omega \in(\mathbb{R} \backslash S(c)) \cap[D, D+1]$ then $\sqrt{\lambda_{k}}\left|\sin \frac{\sqrt{\lambda_{k}} \Omega}{2}\right|<c$ for some $k>i_{0}$. Since $|\sin x| \geq \frac{2}{\pi}|x-n \pi|$ for any $|x-n \pi| \leq \pi / 2, n \in \mathbb{Z}_{+}$, we obtain

$$
\frac{2}{\pi}\left|\frac{\sqrt{\lambda_{k}} \Omega}{2}-n \pi\right|<c / \sqrt{\lambda_{k}}
$$

for some $n \in \mathbb{Z}_{+}$. Hence

$$
\left|\Omega-\frac{2 \pi n}{\sqrt{\lambda_{k}}}\right|<\frac{\pi c}{\lambda_{k}} .
$$

Consequently, we obtain

$$
\begin{gathered}
\frac{D}{2 \pi}-\frac{c}{2 \lambda_{k}} \leq \frac{\Omega}{2 \pi}-\frac{c}{2 \lambda_{k}}<\frac{n}{\sqrt{\lambda_{k}}}<\frac{\Omega}{2 \pi}+\frac{c}{2 \lambda_{k}} \leq \frac{D+1}{2 \pi}+\frac{c}{2 \lambda_{k}} \\
\frac{D}{2 \pi} \sqrt{\lambda_{k}}-\frac{c}{2 \sqrt{\lambda_{k}}}<n<\frac{D+1}{2 \pi} \sqrt{\lambda_{k}}+\frac{c}{2 \sqrt{\lambda_{k}}}
\end{gathered}
$$

We arrive at

$$
\begin{gathered}
m((\mathbb{R} \backslash S(c)) \cap[D, D+1]) \leq \sum_{k>i_{0}}\left(\frac{c}{\sqrt{\lambda_{k}}}+\frac{\sqrt{\lambda_{k}}}{2 \pi}+1\right) \frac{2 \pi c}{\lambda_{k}} \\
=\sum_{k>i_{0}} \frac{2 c \pi}{\lambda_{k}}+\sum_{k>i_{0}} \frac{c}{\sqrt{\lambda_{k}}}+\sum_{k>i_{0}} \frac{2 c^{2} \pi}{\sqrt{\lambda_{k}} \lambda_{k}}
\end{gathered}
$$

The proof is finished.
Summarizing we have the following result.
Theorem 7.1.6. Assume that $\sum_{k>i_{0}} \frac{1}{\sqrt{\lambda_{k}}}<\infty$. Then for any $\alpha$ such that

$$
\begin{equation*}
\alpha>\frac{2 M i_{0}}{\left|\lambda_{i_{0}}\right|}+M^{2} T^{2}\left(\frac{4}{\lambda_{i_{0}+1}}+\frac{1}{c^{2}}\right) \quad \text { and } \quad \sqrt{\alpha} T \in S(c) \tag{7.1.22}
\end{equation*}
$$

assumptions of Theorem 7.1.2 are satisfied. If in addition

$$
\begin{equation*}
\alpha>\frac{2 i_{0}}{\left|\lambda_{i_{0}}\right| K}+\frac{T^{2}}{K^{2}}\left(\frac{8}{\lambda_{i_{0}+1}}+\frac{2}{c^{2}}\right) \text { for } K=\frac{\varepsilon}{M(M D+|||f(0, \cdot)| \|+\varepsilon)} \tag{7.1.23}
\end{equation*}
$$

then assumptions of Theorem 7.1.4 are also satisfied.
Proof. (7.1.22) implies that (7.1.10) holds along with $\frac{M^{2} i_{0}}{\alpha^{2} \lambda_{i_{0}}^{2}} \leq \frac{M^{2} i_{0}^{2}}{\alpha^{2} \lambda_{i_{0}}^{2}}<1 / 4$ and $\frac{M^{2} T^{2}}{\alpha}\left(\frac{2}{\lambda_{i_{0}+1}}+\frac{1}{2 c^{2}}\right)<1 / 2$. Hence $M^{2} \beta(\alpha, T, c)^{2}<\frac{1}{4}+\frac{1}{2}=\frac{3}{4}$ and $M \beta(\alpha, T, c)<$ $\sqrt{3} / 2<1$, so assumptions of Theorem 7.1.2 are verified.

Similarly, (7.1.23) gives $\frac{i_{0}}{\alpha^{2} \lambda_{i_{0}}}<K^{2} / 4$ and $\frac{T^{2}}{\alpha}\left(\frac{2}{\lambda_{i_{0}+1}}+\frac{1}{2 c^{2}}\right)<K^{2} / 4$. Hence $\beta(\alpha, T, c)^{2}<K^{2} / 2$, so $\beta(\alpha, T, c)<\sqrt{2} K / 2<K$. Consequently, we obtain $\frac{M \beta(\alpha, T, c)}{1-M \beta(\alpha, T, c)}(M D+\| \| f(0, \cdot)\| \|)<\varepsilon$. So by (7.1.20), assumptions of Theorem 7.1.4 are also verified.

Note (7.1.23) implies the inequality from (7.1.22).
Remark 7.1.7. By Lemma 7.1.5, the smaller $c$ the larger the set $S(c)$. Moreover, $S\left(c_{1}\right) \subset S\left(c_{2}\right)$ whenever $c_{1} \geq c_{2}>0$ and (see Theorem 7.2.7)

$$
m\left(\cup_{c>0} S(c) \cap[D, D+1]\right)=1 \quad \forall D \in \mathbb{N}
$$

Finally, let us assume that $f(u, t)$ in (7.1.7) is a gradient operator, i.e. $f(u, t)=\operatorname{grad}_{u} F(u, t)$ for a $F \in C^{1}\left(Y \times S^{T}, \mathbb{R}\right)$.
Theorem 7.1.8. Assume that $\sum_{\lambda_{k}>0} \frac{1}{\sqrt{\lambda_{k}}}<\infty$ and $f(u, t)$ in (7.1.7) is a gradient operator in u satisfying

$$
a\|u-v\|^{2} \leq\langle f(u, t)-f(v, t), u-v\rangle \leq b\|u-v\|^{2} \quad \forall u, \forall v \in Y, \forall t \in S^{T}
$$

for constants $a, b \in \mathbb{R}$. If $[a, b] \cap\left\{-\frac{4 \pi^{2} n^{2}}{T^{2}}\right\}_{n \in \mathbb{Z}_{+}}=\emptyset$ then for any $\alpha$ such that

$$
\begin{equation*}
\alpha>\max \left\{\frac{T^{2} a^{2}}{4 c^{2}}, \frac{T^{2} b^{2}}{4 c^{2}}, \frac{|a|}{\left|\lambda_{i_{0}}\right|}, \frac{|b|}{\left|\lambda_{i_{0}}\right|}\right\} \quad \text { and } \quad \sqrt{\alpha} T \in S(c) \tag{7.1.24}
\end{equation*}
$$

(7.1.7) has a unique weak $T$-periodic solution $u$ in $L^{2}\left(S^{T}, Y\right)$.

Proof. Since $|x| \geq|\sin x| \forall x \in \mathbb{R}$, condition (7.1.10) gives $\left|\frac{\sqrt{\alpha \lambda_{k}} T}{2}-\pi n\right| \geq \frac{c}{\sqrt{\lambda_{k}}}$, $\forall k>i_{0}, \forall n \in \mathbb{Z}_{+}$from which we derive

$$
\left|\alpha \lambda_{k}-\frac{4 \pi^{2} n^{2}}{T^{2}}\right|=\left|\sqrt{\alpha \lambda_{k}}-\frac{2 \pi n}{T}\right|\left|\sqrt{\alpha \lambda_{k}}+\frac{2 \pi n}{T}\right| \geq \frac{2 c \sqrt{\alpha}}{T}
$$

for any $k>i_{0}$ and $n \in \mathbb{Z}_{+}$. While for $1 \leq k \leq i_{0}$, we have $\left|\alpha \lambda_{k}-\frac{4 \pi^{2} n^{2}}{T^{2}}\right| \geq$ $\alpha\left|\lambda_{i_{0}}\right|$. So the first condition of (7.1.24) gives $\left|\alpha \lambda_{k}-\frac{4 \pi^{2} n^{2}}{T^{2}}\right|>\max \{|a|,|b|\}$ for any $k \geq 1$ and $n \in \mathbb{Z}_{+}$. This together with $[a, b] \cap\left\{-\frac{4 \pi^{2} n^{2}}{T^{2}}\right\}_{n \in \mathbb{Z}_{+}}=\emptyset$ imply

$$
\begin{equation*}
[a, b] \cap\left\{\alpha \lambda_{k}-\frac{4 \pi^{2} n^{2}}{T^{2}}\right\}_{n, k \in \mathbb{Z}_{+}}=\emptyset \tag{7.1.25}
\end{equation*}
$$

Next we take $H=L^{2}\left(S^{T}, Y\right), L u=u_{t t}+\alpha A u$ and $N(u)(t)=f(u(t), t)$. The scalar product on $H$ is the usual one $(u, v):=\int_{0}^{T}\langle u(t), v(t)\rangle d t$ with the corresponding norm $|\cdot|$. Then a weak $T$-periodic solution $u$ of (7.1.7) in $H$ is determined by $L u=N(u)$, which is equivalent to $\widetilde{L} u=\widetilde{N}(u)$ with $\widetilde{L}:=L-\varpi \mathbb{I}$ and $\widetilde{N}$ : $=N-\varpi \mathbb{I}$ for $\varpi=\frac{a+b}{2}$. Furthermore, $\widetilde{N}(u)=\operatorname{grad}_{u} \int_{0}^{T}\left(F(u(t), t)-\varpi \frac{\|u(t)\|^{2}}{2}\right) d t$ along with

$$
-\varsigma|u-v|^{2} \leq(\tilde{N}(u)-\tilde{N}(v), u-v) \leq \varsigma|u-v|^{2} \quad \forall u, \forall v \in H
$$

for $\varsigma=\frac{b-a}{2}$, which by [30, Theorem 2] or [146] gives

$$
\begin{equation*}
|\tilde{N}(u)-\tilde{N}(v)| \leq \varsigma|u-v| \quad \forall u, \forall v \in H . \tag{7.1.26}
\end{equation*}
$$

From (7.1.8) we see that the spectrum $\sigma(\widetilde{L})$ of $\widetilde{L}$ is

$$
\sigma(\widetilde{L})=\left\{\left.-\frac{4 \pi^{2} n^{2}}{T^{2}}+\alpha \lambda_{k}-\varpi \right\rvert\, n, k \in \mathbb{Z}_{+}\right\}
$$

So by (7.1.25) we have $[-\varsigma, \varsigma] \cap \sigma(\widetilde{L})=\emptyset$. As $\mathbb{R} \backslash \sigma(\widetilde{L})$ is open, we have $[-\widetilde{\varsigma}, \widetilde{\varsigma}] \cap$ $\sigma(\widetilde{L})=\emptyset$ for a $\widetilde{\varsigma}>\varsigma$. This gives $\left\|\widetilde{L}^{-1}\right\| \leq \frac{1}{\widetilde{\varsigma}}$. By (7.1.26) we get that the mapping $\widetilde{L}^{-1} \widetilde{N}$ is a contraction with a constant $\frac{\varsigma}{\varsigma}<1$. The Banach fixed point theorem gives a unique solution of $u=\widetilde{L}^{-1} \widetilde{N}(u)$, and so a unique solution of $L u=N(u)$ in $H$.

### 7.1.3 Subharmonics from Homoclinics

In this part, we consider a periodically forced abstract wave equation

$$
\begin{equation*}
u_{t t}+\alpha A u=g(u)+\mu \phi(t) \tag{7.1.27}
\end{equation*}
$$

where $\mu \in \mathbb{R}$ is a small parameter, $\alpha>0$ is large and $A$ satisfies assumptions of Subsection 7.1.2. Furthermore, $g: Y \rightarrow Y$ is Lipschitz continuous with a constant $M$ and $\phi: S^{T} \rightarrow Y$ is continuous. Concerning the limit o.d.eqn, we assume
(i) $\mathcal{N} A=\mathbb{R} w_{0}$ with $\left\|w_{0}\right\|=1$
(ii) Function $\widetilde{g}(x):=\left\langle g\left(x w_{0}\right), w_{0}\right\rangle, x \in \mathbb{R}$ is $C^{2}$-smooth
(iii) $\widetilde{g}(0)=0$ and $\widetilde{g}^{\prime}(0)>0$
(iv) There is a nonzero $\gamma \in C^{2}(\mathbb{R}, \mathbb{R})$ such that $\lim _{t \rightarrow \pm \infty} \gamma(t)=0$ and $\ddot{\gamma}=\widetilde{g}(\gamma)$.

For this case, (7.1.18) and (7.1.19) with $v(t)=x(t) w_{0}$ have the forms

$$
\begin{equation*}
\ddot{x}=\left\langle g\left(w\left(x w_{0}, \alpha, T, c\right)+x w_{0}\right), w_{0}\right\rangle+\mu\left\langle\phi(t), w_{0}\right\rangle \tag{7.1.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{x}=\left\langle g\left(x w_{0}\right), w_{0}\right\rangle+\mu\left\langle\phi(t), w_{0}\right\rangle . \tag{7.1.29}
\end{equation*}
$$

The assumptions (iii) and (iv) mean that the o.d.eqn

$$
\begin{equation*}
\dot{x}=y, \quad \dot{y}=\left\langle g\left(x w_{0}\right), w_{0}\right\rangle \tag{7.1.30}
\end{equation*}
$$

has a homoclinic orbit $(\gamma, \dot{\gamma})$ to a hyperbolic equilibrium $(0,0)$. We shall apply a result of Section 3.1 to study bifurcations of periodic solutions of (7.1.28) near $\gamma$ for $\alpha>0$ large.

Theorem 7.1.9. Assume that $\sum_{k>i_{0}} \frac{1}{\sqrt{\lambda_{k}}}<\infty$ and (i-iv) hold as well. Let $\rho>5 / 2$. If there are constants $a<b$ such that $\mathcal{M}(a) \mathcal{M}(b)<0$, where

$$
\mathcal{M}(\sigma)=\int_{-\infty}^{\infty}\left\langle\phi(t+\sigma), w_{0}\right\rangle \dot{\gamma}(t) d t
$$

Then there are constants $K_{1}>0, K_{2}>0$ such that for any $K_{1}>|\mu|>0, m \in$ $\mathbb{N}, 0<\Gamma \leq 1$ satisfying

$$
\begin{equation*}
\frac{1}{|\mu|^{1 / 2}}<m<\frac{|\mu|^{2-\rho}}{T}, \quad \frac{m T}{\Gamma|\mu|^{\rho}} \in S(c) \tag{7.1.31}
\end{equation*}
$$

(7.1.27) has a weak $m T$-periodic solution $u_{m}$ with $\alpha=\Gamma^{-2}|\mu|^{-2 \rho}$ satisfying

$$
\begin{equation*}
\max _{-m T / 2 \leq t \leq m T / 2}\left|\left\langle u_{m}(t), w_{0}\right\rangle-\gamma\left(t-\delta_{m}\right)\right| \leq K_{2}|\mu| \tag{7.1.32}
\end{equation*}
$$

for some $\delta_{m} \in(a, b)$.
Proof. First we note $\|\|v\|=\| x \|_{\infty}$ for $v(t)=x(t) w_{0}$ and $\|x\|_{\infty}:=\operatorname{ess}_{\sup }^{\mathbb{R}}|x(\cdot)|$. Next, Theorem 7.1.2 implies for $m \in \mathbb{N}$ and $x \in L^{\infty}\left(S^{m T}, \mathbb{R}\right)$ with $\|x\|_{\infty} \leq$ $\|\gamma\|_{\infty}+1$ that

$$
\begin{gathered}
\left\|\left\langle g\left(w\left(x w_{0}, \alpha, m T, c\right)+x w_{0}\right), w_{0}\right\rangle-\left\langle g\left(x w_{0}\right), w_{0}\right\rangle\right\|_{\infty} \\
\leq\left\|\left|g\left(w\left(x w_{0}, \alpha, m T, c\right)+x w_{0}\right)-g\left(x w_{0}\right)\right|\right\| \leq M \mid\left\|w\left(x w_{0}, \alpha, m T, c\right)\right\| \| \\
\leq \frac{M \beta(\alpha, m T, c)}{1-M \beta(\alpha, m T, c)}\left(M\|x\|_{\infty}+\|g(0)\|+|\mu|\||\|\mid\|)\right. \\
\leq 2 M \beta(\alpha, m T, c)\left(M\|\gamma\|_{\infty}+\|g(0)\|+|\mu|\|| | \phi \mid\|+M\right)
\end{gathered}
$$

when $2 M \beta(\alpha, m T, c)<1$, and this holds if (see (7.1.13) and the proof of Theorem 7.1.6)

$$
\begin{equation*}
\alpha>\frac{3 M i_{0}}{\left|\lambda_{i_{0}}\right|}+4 M^{2} m^{2} T^{2}\left(\frac{4}{\lambda_{i_{0}+1}}+\frac{1}{c^{2}}\right) . \tag{7.1.33}
\end{equation*}
$$

Taking $\alpha=\Gamma^{-2}|\mu|^{-2 \rho}$ for $0 \leq \Gamma \leq 1$ and $\rho>5 / 2$ from (7.1.13), we derive

$$
\begin{align*}
\beta(\alpha, m T, c) & \leq \Gamma|\mu|^{\rho} \sqrt{\frac{i_{0} \Gamma^{2}|\mu|^{2 \rho}}{\lambda_{i_{0}}^{2}}+m^{2} T^{2}\left(\frac{2}{\lambda_{i_{0}+1}}+\frac{1}{2 c^{2}}\right)} \\
& \leq \frac{i_{0} \Gamma^{2}|\mu|^{2 \rho}}{\left|\lambda_{i_{0}}\right|}+\Gamma|\mu|^{\rho} m T \sqrt{\frac{2}{\lambda_{i_{0}+1}}+\frac{1}{2 c^{2}}}  \tag{7.1.34}\\
& \leq \mu^{2}\left(\frac{i_{0}}{\left|\lambda_{i_{0}}\right|}+\sqrt{\frac{2}{\lambda_{i_{0}+1}}+\frac{1}{2 c^{2}}}\right)
\end{align*}
$$

provided $|\mu| \leq 1$ and $m T|\mu|^{\rho} \leq \mu^{2}$, which follows from (7.1.31) when $K_{1}$ is small. To verify (7.1.33), we calculate

$$
\begin{gathered}
\left(\frac{3 M i_{0}}{\left|\lambda_{i_{0}}\right|}+4 M^{2} m^{2} T^{2}\left(\frac{4}{\lambda_{i_{0}+1}}+\frac{1}{c^{2}}\right)\right) \alpha^{-1} \leq \\
\frac{3 M i_{0}}{\left|\lambda_{i_{0}}\right|} K_{1}^{2 \rho}+4 M^{2}\left(\frac{4}{\lambda_{i_{0}+1}}+\frac{1}{c^{2}}\right) K_{1}^{4}<1
\end{gathered}
$$

provided $|\mu| \leq K_{1}$ and $m T|\mu|^{\rho} \leq \mu^{2}$, which follow from (7.1.31). So (7.1.33) is shown for $K_{1}$ small. Consequently, when $T$ is replaced with $m T$, (7.1.28) has the form

$$
\begin{equation*}
\ddot{x}=\left\langle g\left(x w_{0}\right), w_{0}\right\rangle+\mu\left\langle\phi(t), w_{0}\right\rangle+O\left(|\mu|^{2}\right) \tag{7.1.35}
\end{equation*}
$$

near $\gamma$ whenever (7.1.31) is satisfies and $K_{1}$ is small. Now, Theorem 3.1.9 implies that if $K_{1}$ is sufficiently small, then (7.1.28) has a weak $m T$-periodic solution for $m>1 / \sqrt{|\mu|}$ satisfying (7.1.32). The proof is finished.

### 7.1.4 Periodics from Periodics

Above we suppose that the limit o.d.eqn (7.1.30) has a homoclinic structure and we study bifurcation of periodics from a homoclinic one. Now we investigate bifurcation of periodics from a periodic solution of (7.1.30). Consequently, we assume that (i), (ii) hold and also the following one
(v) There is a nonconstant $T$-periodic function $\gamma \in C^{2}(\mathbb{R}, \mathbb{R})$ satisfying the o.d.eqn $\ddot{\gamma}=\widetilde{g}(\gamma)$. Moreover, the variational equation $\ddot{z}=\tilde{g}^{\prime}(\gamma) z$ has a $\dot{\gamma}$ as the only nonzero $T$-periodic solution up to a scalar multiple.

We shall apply a result of Section 3.3 to study bifurcations of periodic solutions of (7.1.28) near $\gamma$ for $\alpha>0$ large.

Theorem 7.1.10. Assume that $\sum_{k>i_{0}} \frac{1}{\sqrt{\lambda_{k}}}<\infty$ and (i), (ii), (v) hold as well. If there are constants $a<b$ such that $\mathcal{M}(a) \mathcal{M}(b)<0$, where

$$
\mathcal{M}(\sigma)=\int_{0}^{T}\left\langle\phi(t+\sigma), w_{0}\right\rangle \dot{\gamma}(t) d t
$$

Then there are constants $K_{1}>0, K_{2}>0$ such that for any $K_{1}>|\mu|>0,0<$ $\Gamma \leq 1$ satisfying

$$
\frac{T}{\Gamma \mu^{2}} \in S(c)
$$

(7.1.27) has a weak $T$-periodic solution $u$ with $\alpha=\Gamma^{-2}|\mu|^{-4}$ satisfying

$$
\begin{equation*}
\max _{t \in[0, T]}\left|\left\langle u(t), w_{0}\right\rangle-\gamma(t-\delta)\right| \leq K_{2}|\mu| \tag{7.1.36}
\end{equation*}
$$

for some $\delta \in(a, b)$.

Proof. From the proof of Theorem 7.1 .9 with $m=1$ and for $x \in L^{\infty}\left(S^{T}, \mathbb{R}\right)$ with $\|x\|_{\infty} \leq\|\gamma\|_{\infty}+1$, we have

$$
\begin{aligned}
& \left\|\left\langle g\left(w\left(x w_{0}, \alpha, T, c\right)+x w_{0}\right), w_{0}\right\rangle-\left\langle g\left(x w_{0}\right), w_{0}\right\rangle\right\|_{\infty} \\
& \leq 2 M \beta(\alpha, T, c)\left(M\|\gamma\|_{\infty}+\|g(0)\|+|\mu|\|\phi\| \|+M\right)
\end{aligned}
$$

when

$$
\begin{equation*}
\alpha>\frac{3 M i_{0}}{\left|\lambda_{i_{0}}\right|}+4 M^{2} T^{2}\left(\frac{4}{\lambda_{i_{0}+1}}+\frac{1}{c^{2}}\right) . \tag{7.1.37}
\end{equation*}
$$

For $\alpha=\Gamma^{-2}|\mu|^{-4}$ from (7.1.34) we know

$$
\beta(\alpha, T, c) \leq \mu^{2}\left(\frac{i_{0}}{\left|\lambda_{i_{0}}\right|}+T \sqrt{\frac{2}{\lambda_{i_{0}+1}}+\frac{1}{2 c^{2}}}\right)
$$

provided $|\mu| \leq 1$. Next, (7.1.37) is satisfied if

$$
|\mu|<\left(\frac{3 M i_{0}}{\left|\lambda_{i_{0}}\right|}+4 M^{2} T^{2}\left(\frac{4}{\lambda_{i_{0}+1}}+\frac{1}{c^{2}}\right)\right)^{-1 / 4}
$$

Consequently, (7.1.28) has the form of (7.1.35) for $x$ near $\gamma$ and $\mu$ is small. Corollary 3.3 .5 implies that if $K_{1}$ is sufficiently small, then (7.1.28) has a weak $T$-periodic solution satisfying (7.1.36). The proof is finished.

Remark 7.1.11. In Theorems 7.1.9 and 7.1.10 it is enough to suppose that $\forall D \geq 0, \exists M>0, \forall u_{1}, \forall u_{2} \in Y,\left\|u_{1}\right\| \leq D,\left\|u_{2}\right\| \leq D$ implies $\left\|g\left(u_{1}\right)-g\left(u_{2}\right)\right\| \leq$ $M\left\|u_{1}-u_{2}\right\|$.

### 7.1.5 Applications to Forced Nonlinear Beam Equations

In this subsection, we first apply Theorem 7.1.9 to (7.1.5) by putting

$$
\begin{gather*}
X=C^{5}\left(S^{1}, \mathbb{R}\right), \quad Y=W^{1,2}\left(S^{1}, \mathbb{R}\right), \quad A u=u_{x x x x} \\
g(u)(x)=u(x)-u(x)^{3}-\tau(x), \quad \phi(t)=\cos t, \quad T=2 \pi \tag{7.1.38}
\end{gather*}
$$

Clearly $\mathcal{N} A=\{$ constant functions $\} \simeq \mathbb{R}$ and the spectrum of $A$ is $\sigma(A)=$ $\left\{16 \pi^{4} m^{4} \mid m \in \mathbb{Z}_{+}\right\}$with the corresponding eigenfunctions $\{\sin 2 \pi m x$, $\cos 2 \pi m x\}$.
Since $\sum_{m=1}^{\infty} \frac{1}{m^{2}}<\infty$, Lemma 7.1.5 is applicable and (7.1.10) has now the form

$$
\begin{equation*}
4 \pi^{2} j^{2}\left|\sin \left(4 \pi^{3} j^{2} \sqrt{\alpha}\right)\right| \geq c, \quad \forall j \in \mathbb{N} \tag{7.1.39}
\end{equation*}
$$

Note (7.1.39) holds if and only if $2 \pi \sqrt{\alpha} \in S(c)$. Applying Lemma 7.1.5 and using formulas

$$
\sum_{k \in N} \frac{1}{k^{2}}=\frac{\pi^{2}}{6}, \quad \sum_{k \in N} \frac{1}{k^{4}}=\frac{\pi^{4}}{90}, \quad \sum_{k \in N} \frac{1}{k^{6}}=\frac{\pi^{6}}{945}
$$

we derive

$$
\begin{gathered}
m((\mathbb{R} \backslash S(c)) \cap[D, D+1]) \leq \sum_{k \in N}\left(\frac{c}{8 \pi^{3} k^{4}}+\frac{c}{4 \pi^{2} k^{2}}+\frac{c^{2}}{32 \pi^{5} k^{6}}\right) \\
=\frac{c \pi}{720}+\frac{c}{24}+\frac{c^{2} \pi}{30240} .
\end{gathered}
$$

From $\frac{c \pi}{720}+\frac{c}{24}+\frac{c^{2} \pi}{30240}<1$ and $c>0$ we get

$$
\begin{equation*}
0<c<\frac{3\left(\sqrt{7\left(6300+900 \pi+7 \pi^{2}\right)}-210-7 \pi\right)}{\pi} \doteq 20.7529 \tag{7.1.40}
\end{equation*}
$$

So for any $c$ satisfying (7.1.40), there is a continuum many $\alpha>0$ satisfying (7.1.39) in any $\left[\frac{D^{2}}{4 \pi^{2}}, \frac{(D+1)^{2}}{4 \pi^{2}}\right], D \geq 0$.

Let $|u|=\sqrt{\int_{0}^{1} u(x)^{2} d x}$ be the norm on $L^{2}\left(S^{1}, \mathbb{R}\right)$. Then $\|u\|=\sqrt{|u|^{2}+\left|u^{\prime}\right|^{2}}$ is a norm on $Y$. For any $u \in Y, \exists x_{0} \in S^{1}$ such that $\left|u\left(x_{0}\right)\right| \leq|u|$ and so $\forall x \in S^{1}$ : $u(x)^{2} \leq u\left(x_{0}\right)^{2}+2|u|\left|u^{\prime}\right|$ implying $|u| \leq\|u\|_{\infty} \leq 2\|u\|$. Next, for any $u_{1,2} \in Y$ we derive

$$
\begin{gathered}
\left\|u_{1} u_{2}\right\|^{2} \leq 16\left\|u_{1}\right\|^{2}\left\|u_{2}\right\|^{2}+2\left(\left|u_{1}^{\prime} u_{2}\right|^{2}+\left|u_{1} u_{2}^{\prime}\right|^{2}\right) \\
\leq 16\left\|u_{1}\right\|^{2}\left\|u_{2}\right\|^{2}+2\left(4\left|u_{1}^{\prime}\right|^{2}\left\|u_{2}\right\|^{2}+4\left\|u_{1}\right\|^{2}\left|u_{2}^{\prime}\right|^{2}\right) \leq 36\left\|u_{1}\right\|^{2}\left\|u_{2}\right\|^{2}
\end{gathered}
$$

Hence $\left\|u_{1} u_{2}\right\| \leq 6\left\|u_{1}\right\|\left\|u_{2}\right\|$, which implies

$$
\begin{gathered}
\left\|u_{1}^{3}-u_{2}^{3}\right\| \leq 6\left\|u_{1}-u_{2}\right\|\left(\left\|u_{1}^{2}\right\|+\left\|u_{1} u_{2}\right\|+\left\|u_{2}^{2}\right\|\right) \\
\leq 36\left\|u_{1}-u_{2}\right\|\left(\left\|u_{1}\right\|^{2}+\left\|u_{1}\right\|\left\|u_{2}\right\|+\left\|u_{2}\right\|^{2}\right)
\end{gathered}
$$

Summarizing, for any $u_{1,2} \in Y$ with $\left\|u_{1,2}\right\| \leq D$, we get

$$
\left\|g\left(u_{1}\right)-g\left(u_{2}\right)\right\| \leq\left\|u_{1}-u_{2}\right\|+\left\|u_{1}^{3}-u_{2}^{3}\right\| \leq\left(1+108 D^{2}\right)\left\|u_{1}-u_{2}\right\|
$$

and Remark 7.1.11 is verified. Moreover, with $w_{0}(x)=1$ and $u \in L^{\infty}(\mathbb{R}, \mathbb{R})$ we derive

$$
\begin{gathered}
\left\langle g\left(u(t) w_{0}\right), w_{0}\right\rangle=\int_{0}^{1}\left(u(t)-u(t)^{3}-\tau(x)\right) d x=u(t)-u(t)^{3} \\
\left\langle\phi(t), w_{0}\right\rangle=\int_{0}^{1} \cos t d x=\cos t
\end{gathered}
$$

where $\langle z(x), u(x)\rangle:=\int_{0}^{1} z(x) u(x) d x+\int_{0}^{1} z^{\prime}(x) u^{\prime}(x) d x$. Hence (7.1.29) is (7.1.6), which is the forced Duffing equation. Conditions (i-iv) of Subsection 7.1.3 are
clearly satisfied for (7.1.6) with $\gamma(t)=\sqrt{2} \operatorname{sech} t$. The function $\mathcal{M}(\sigma)$ of Theorem 7.1.9 has now the form

$$
\mathcal{M}(\sigma)=\int_{-\infty}^{\infty}\left\langle\phi(t+\sigma), w_{0}\right\rangle \dot{\gamma}(t) d t=\sqrt{2} \pi \operatorname{sech} \frac{\pi}{2} \sin \sigma
$$

Since $\sigma=0$ is a simple root of $\mathcal{M}(\sigma)$, Theorem 7.1.9 is applicable to (7.1.5) with $a=-b$ small.

Next, we intend to apply Theorem 7.1.10 to (7.1.5). According to [108, p.198], (7.1.6) with $\mu=0$ has a family of periodic solutions

$$
u_{k}(t)=\frac{\sqrt{2}}{\sqrt{2-k^{2}}} \operatorname{dn}\left(\frac{t}{\sqrt{2-k^{2}}}, k\right)
$$

where dn is the Jacobi elliptic function and $k$ is the elliptic modulus. The period of these orbits is given by

$$
T_{k}=2 K(k) \sqrt{2-k^{2}},
$$

where $K(k)$ is the complete elliptic integral of the first kind. $T_{k}$ is monotonically increasing in $k$ with $\lim _{k \rightarrow 0} T_{k}=\sqrt{2} \pi$ and $\lim _{k \rightarrow 1} T_{k}=\infty$. Consequently, there is a unique $k_{0} \doteq 0.982635,0<k_{0}<1$ such that $T_{k_{0}}=2 \pi$. Then assumptions (i), (ii) and (v) of Subsections 7.1.3 and 7.1.4 are satisfied for (7.1.6) with $\gamma(t)=u_{k_{0}}(t)$. Now we compute

$$
\begin{gathered}
\mathcal{M}(\sigma)=\int_{0}^{T_{k_{0}}}\left\langle\phi(t+\sigma), w_{0}\right\rangle \dot{\gamma}(t) d t \\
=\int_{0}^{T_{k_{0}}} \dot{u}_{k_{0}}(t) \cos (t+\sigma) d t=-\sqrt{2} \pi \operatorname{sech} \frac{\pi K^{\prime}\left(k_{0}\right)}{K\left(k_{0}\right)} \sin \sigma .
\end{gathered}
$$

Since again $\sigma=0$ is a simple root of $\mathcal{M}(\sigma)$, Theorem 7.1.10 is applicable to (7.1.5) with $a=-b$ small.

The above arguments can be repeated to (7.1.1) when now

$$
\begin{gathered}
X=C^{4}\left(S^{1}, \mathbb{R}\right), \quad Y=L^{2}\left(S^{1}, \mathbb{R}\right), \quad A u=u_{x x x x} \\
g(u)(x)=-\sin u(x)-\tau(x), \quad \phi(t)=\sin t, \quad T=2 \pi
\end{gathered}
$$

Hence (7.1.29) is (7.1.2), which is the forced pendulum equation. From Subsection 7.1.1 we already know that conditions (i-iv) of Subsection 7.1.3 are satisfied, when (7.1.3) is considered on the cylinder $S^{2 \pi} \times \mathbb{R}$. Furthermore, the function $\mathcal{M}(\sigma)$ of Theorem 7.1.9 has now the form

$$
\mathcal{M}(\sigma)=\int_{-\infty}^{\infty}\left\langle\phi(t+\sigma), w_{0}\right\rangle \dot{\gamma}(t) d t=2 \pi \operatorname{sech} \frac{\pi}{2} \sin \sigma
$$

Since $\sigma=0$ is a simple root of $\mathcal{M}(\sigma)$, Theorem 7.1.9 is applicable to (7.1.1) with $b=-a$ small. Similarly, following results of [108, pp. 201-204], Theorem 7.1.10 is applicable to (7.1.1) for subharmonics. Hence like in Chapter 3, there are bifurcations of periodics for (7.1.1) from a heteroclinic cycle of (7.1.2) created by $(\gamma(t), \dot{\gamma}(t))$ and $(\gamma(-t),-\dot{\gamma}(-t))$. But we also get librational solutions bifurcating from $(\gamma(t), \dot{\gamma}(t))$, i.e. a weak solution of (7.1.1) satisfying $u(x, t+2 m \pi)=u(x, t)+$ $2 \pi$ for some large $m \in \mathbb{N}$.

Finally, we investigate (7.1.4) taking

$$
\begin{gathered}
X=\left\{u \in C^{4}([0,1], \mathbb{R}) \mid u(x)=u(1-x), u_{x x}(0)=u_{x x}(1)=0\right. \\
\left.u_{x x x}(0)=u_{x x x}(1)=0\right\} \\
Y=\left\{u \in L^{2}([0,1], \mathbb{R}) \mid u(x)=u(1-x)\right\}, \quad A u=u_{x x x x} \\
g(u)(x)=-\sin u(x)-\tau(x), \quad \phi(t)=\cos t, \quad T=2 \pi
\end{gathered}
$$

First we note that the eigenvalue problem

$$
\begin{gather*}
u_{x x x x}(x)=\nu u(x) \\
u_{x x}(0)=u_{x x}(1)=u_{x x x}(0)=u_{x x x}(1)=0 \tag{7.1.41}
\end{gather*}
$$

is known [23] to possess a sequence of eigenvalues $\nu_{k}=\xi_{k}^{4}, k=-1,0,1, \cdots$ with $\xi_{-1}=\xi_{0}=0$ and

$$
\begin{equation*}
\cos \xi_{k} \cosh \xi_{k}=1 \tag{7.1.42}
\end{equation*}
$$

The corresponding orthonormal system of eigenvectors reads

$$
\begin{gathered}
u_{-1}(x)=1, \quad u_{0}(x)=\sqrt{3}(2 x-1) \\
u_{k}(x)=\frac{2}{W_{k}}\left[\cosh \left(\xi_{k} x\right)+\cos \left(\xi_{k} x\right)\right. \\
\left.-\frac{\cosh \xi_{k}-\cos \xi_{k}}{\sinh \xi_{k}-\sin \xi_{k}}\left(\sinh \left(\xi_{k} x\right)+\sin \left(\xi_{k} x\right)\right)\right]
\end{gathered}
$$

where

$$
\begin{equation*}
W_{k}=\cosh \left(\xi_{k}\right)+\cos \left(\xi_{k}\right)-\frac{\cosh \xi_{k}-\cos \xi_{k}}{\sinh \xi_{k}-\sin \xi_{k}}\left(\sinh \left(\xi_{k}\right)+\sin \left(\xi_{k}\right)\right) \tag{7.1.43}
\end{equation*}
$$

Then we get $\cos \xi_{k}=\frac{1}{\cosh \xi_{k}}$. Numerically we find $\xi_{1} \doteq 4.73004075$.
Moreover, $0<\xi_{1}<\xi_{2}<\cdots$ and so $\cosh \xi_{1}<\cosh \xi_{2}<\cdots$. Since $\xi_{k} \sim$ $\pi(2 k+1) / 2$ and $\cos (\pi(2 k+1) / 2)=0$, we get

$$
\left|\sin \theta_{k}\right| \cdot\left|\xi_{k}-\pi(2 k+1) / 2\right|=\left|\cos \xi_{k}-\cos (\pi(2 k+1) / 2)\right|=\frac{1}{\cosh \xi_{k}} \leq 2 \mathrm{e}^{-\xi_{k}}
$$

for a $\theta_{k} \in\left(\xi_{k}, \pi(2 k+1) / 2\right)$. But we have

$$
1 \geq\left|\sin \xi_{k}\right|=\sqrt{1-\cos ^{2} \xi_{k}} \geq \sqrt{1-\cos ^{2} \xi_{1}} \doteq 0.999844212
$$



Figure 7.1: The graphs of functions $y=\cos x$ (thick line) and $y=\operatorname{sech} x$
since

$$
0<\cos \xi_{k}=\frac{1}{\cosh \xi_{k}} \leq \frac{1}{\cosh \xi_{1}}=\cos \xi_{1}
$$

Next, we can easily see (cf. Fig. 7.1) that in fact $(4 k-1) \pi / 2<\xi_{2 k-1}, \xi_{2 k}<$ $(4 k+1) \pi / 2$ and function $\cos x$ is positive on intervals $\left(\xi_{k}, \pi(2 k+1) / 2\right)$ for any $k \in \mathbb{N}$. So function $\sin x$ is increasing on these intervals, and it is positive on $\left[\xi_{2 k},(4 k+1) \pi / 2\right]$ and negative on $\left[(4 k-1) \pi / 2, \xi_{2 k-1}\right]$. From these arguments we deduce

$$
\left|\sin \theta_{k}\right| \geq\left|\sin \xi_{k}\right| \geq\left|\sin \xi_{1}\right| \doteq 0.9998444212
$$

This gives

$$
\left|\xi_{k}-\pi(2 k+1) / 2\right| \leq \frac{2}{\left|\sin \xi_{1}\right|} \mathrm{e}^{-\xi_{1}} \doteq 0.017654973
$$

So we obtain

$$
\xi_{k} \geq \frac{\pi(2 k+1)}{2}-0.017654973 \geq \pi k
$$

Consequently, we arrive at

$$
\begin{equation*}
\left|\xi_{k}-\pi(2 k+1) / 2\right| \leq \frac{2}{\left|\sin \xi_{1}\right|} \mathrm{e}^{-\xi_{k}} \leq \frac{2}{\left|\sin \xi_{1}\right|} \mathrm{e}^{-\pi k} \leq c \frac{\pi}{4} \mathrm{e}^{-\pi k} \tag{7.1.44}
\end{equation*}
$$

for $c \doteq 2.546875863$. Furthermore, if $u(x)$ solves (7.1.41), then also $u(1-x)$ is its solution. Moreover, $u_{k}(x), k \in \mathbb{N}$ is an orthonormal system in $Y$. This gives $u_{k}(1-x)= \pm u_{k}(x)$ for any $k \in \mathbb{N}$. Next, we already know that $\sin \xi_{2 k}>0$. Hence $\sin \xi_{2 k}=\sqrt{1-\cos ^{2} \xi_{2 k}}$. Using also $\cosh \xi_{k}=\frac{1}{\cos \xi_{k}}$ and $\sinh \xi_{k}=\sqrt{\cosh ^{2} \xi_{k}-1}$ form (7.1.43) we derive $W_{2 k}=-2$. Similarly, from $\sin \xi_{2 k-1}<0, k \in \mathbb{N}$ we derive $\sin \xi_{2 k-1}=-\sqrt{1-\cos ^{2} \xi_{2 k-1}}$ and then $W_{2 k-1}=2$. Using $u_{k}(0)=\frac{4}{W_{k}}$ and $u_{k}(1)=2$, we see

$$
u_{2 k}(1-x)=-u_{2 k}(x), \quad u_{2 k-1}(1-x)=u_{2 k-1}(x) \quad \forall k \in \mathbb{N}
$$

Consequently, the eigenvalues of $A$ for (7.1.4) read $\left\{\xi_{2 k-1}^{4} \mid k \in \mathbb{Z}_{+}\right\}$with the corresponding eigenfunctions $\left\{u_{2 k-1}(x) \mid k \in \mathbb{Z}_{+}\right\}$. So

$$
\mathcal{N} A=\{\text { constant functions }\} \simeq \mathbb{R}
$$

and (7.1.29) is again (7.1.2). From (7.1.44) we get $\sum_{k \in \mathbb{N}} \frac{1}{\xi_{2 k-1}^{2}}<\infty$, and Lemma 7.1.5 is applicable. Consequently, the above results for (7.1.1) are extended to (7.1.4). Summarizing we get the following result.

Theorem 7.1.12. Lemma 7.1.5 and Theorems 7.1.9, 7.1.10 are applicable to (7.1.1), (7.1.4) and (7.1.5), while the corresponding limit o.d.eqns are (7.1.2) and (7.1.6), respectively.

Theorem 7.1.12 asserts that there are many periodic/subharmonic solutions of (7.1.1), (7.1.4) and (7.1.5) when nonresonant conditions of Lemma 7.1.5 are satisfied.

In [26] a similar problem is studied on the existence of weak $\frac{2 T}{\sqrt{\varepsilon}}$-periodic solutions of equation

$$
\begin{gather*}
u_{t t}+u_{x x x x}+\varepsilon \mu h(x, \sqrt{\varepsilon} t)=0, \\
u_{x x}(0, \cdot)=u_{x x}(1, \cdot)=0 \\
u_{x x x}(0, \cdot)=-\varepsilon f\left(\int_{0}^{1} u(x, \cdot) \varphi(x) d x\right),  \tag{7.1.45}\\
u_{x x x}(1, \cdot)=\varepsilon g\left(\int_{0}^{1} u(x, \cdot) \varphi(1-x) d x\right)
\end{gather*}
$$

for $\varepsilon>0$ small. We assume that $h(x, t)$ is a $2 T$-periodic (in $t$ ) $C^{1}$-function on $[0,1] \times \mathbb{R}, f(x), g(x)$ are sufficiently smooth functions such that $f(0)=g(0)=0$ and $\varphi(x)=\varphi_{a}(x) \in L^{2}(\mathbb{R}, \mathbb{R})$, is a non-negative function whose support $\operatorname{supp} \varphi \subseteq[0, a]$, where $a$ is a fixed positive number such that $0<a<\frac{1}{3}$, and

$$
\int_{0}^{1} \varphi(x) d x=\int_{-\infty}^{\infty} \varphi(x) d x=1
$$

Physically conditions

$$
u_{x x x}(0, \cdot)=-\varepsilon f\left(\int_{0}^{1} u(x, \cdot) \varphi(x) d x\right), \quad u_{x x x}(1, \cdot)=\varepsilon g\left(\int_{0}^{1} u(x, \cdot) \varphi(1-x) d x\right)
$$

mean that the response at the end points of the beam depends on a small part of the beam near the end points. In [26] under additional assumptions, our main result states that if $h(x, t)=h(x,-t), \varepsilon>0$ and $\mu$ are sufficiently small and the period $2 T$ of $h(x, t)$ belongs to a certain non-zero measure subset of the interval $\left[2 \widetilde{T}_{0}, 2 \varepsilon^{-1 / 4}\right]$, with $\widetilde{T}_{0}$ sufficiently large, then (7.1.45) has a weak $\frac{2 T}{\sqrt{\varepsilon}}$-periodic solution. When $h(x, t)=0$, there are several layers of free symmetric weak periodic vibrations of (7.1.45) for any small $\varepsilon>0$. This achievement is a p.d.eqn analogy of period blow-up results concerning accumulation of periodic solutions to homoclinic orbits in finite dimensional reversible systems studied in Section 5.2.

### 7.2 Weakly Nonlinear Wave Equations

### 7.2.1 Excluding Small Divisors

In this section we proceed with investigation on the existence of periodic solutions of undamped nonlinear wave equations. We study a weakly nonlinear equation

$$
\begin{equation*}
u_{t t}+A u=\varepsilon f(u, t) \tag{7.2.1}
\end{equation*}
$$

where $A, X, Y, f$ are already defined in the previous Subsection 7.1.2 and $\varepsilon \in \mathbb{R}$ is small. To get bifurcation results, we suppose

$$
0<\operatorname{dim} \mathcal{N} A<\infty
$$

By a weak $T$-periodic solution of (7.2.1) we mean a function $u \in L^{2}\left(S^{T}, Y\right)$ satisfying

$$
\begin{equation*}
\int_{0}^{T}\left\langle u(t), v_{t t}(t)+A v(t)\right\rangle d t=\varepsilon \int_{0}^{T}\langle f(u(t), t), v(t)\rangle d t, \quad \forall v \in C^{2}\left(S^{T}, X\right) \tag{7.2.2}
\end{equation*}
$$

The integrability is considered in the sense of Bochner. Generally, problems of those kinds lead to problems of small divisors, and for this reason, it is very hard to study such problems $[13,37,128]$ (see also Lemma 7.1.1). This is the case for one-dimensional wave equations when the ratio between the space length and the period $T$ is irrational [30,150]. On the other hand, we can very easy study these problems for specific irrational numbers of the ratio. These irrational numbers can be nicely characterized in notions of the number theory. We present some results in this direction at the end of this section. To be more concrete about a small divisor problem, first we study a linear version of (7.2.1) given by

$$
\begin{equation*}
\int_{0}^{T}\left\langle u(t), v_{t t}(t)+A v(t)\right\rangle d t=\int_{0}^{T}\langle h(t), v(t)\rangle d t, \quad \forall v \in C^{2}\left(S^{T}, X\right) \tag{7.2.3}
\end{equation*}
$$

for $h \in L^{2}\left(S^{T}, Y\right)$. Let $P: Y \rightarrow \mathcal{N} A$ be the orthogonal projection, and set

$$
\widetilde{Q}:=\mathbb{I}-\tilde{P}, \quad \tilde{P} h:=\frac{1}{T} \int_{0}^{T} P h(t) d t
$$

Note, these projections are defined for the following reason

$$
\tilde{P} h=0 \Longleftrightarrow \int_{0}^{T}\left\langle h(t), u_{p}\right\rangle d t=0, \quad \forall u_{p} \in \mathcal{N} A
$$

By (7.2.3) we derive

$$
\int_{0}^{T}\left\langle h(t), u_{p}\right\rangle d t=0, \quad \forall u_{p} \in \mathcal{N} A, \quad \text { i.e. } \quad h \in \mathcal{R} \widetilde{Q} .
$$

Now we prove a non-resonance result for (7.2.3).
Lemma 7.2.1. Assume the existence of a constant $c>0$ such that

$$
\begin{equation*}
\left|\alpha^{2}-\frac{m^{2}}{\lambda_{i}}\right| \geq \frac{c}{\lambda_{i}} \quad \forall m \in \mathbb{N}, \quad \forall i>i_{0} \tag{7.2.4}
\end{equation*}
$$

where $\alpha=T / 2 \pi$. Then for any $h \in \mathcal{R} \widetilde{Q}$, (7.2.3) has a unique solution $u=L h \in$ $\mathcal{R} \widetilde{Q}$. Moreover,

$$
\begin{equation*}
\|u\|_{L^{2}\left(S^{T}, Y\right)} \leq \widetilde{c}\|h\|_{L^{2}\left(S^{T}, Y\right)} \tag{7.2.5}
\end{equation*}
$$

for a constant $\widetilde{c}>0$.
Proof. By our assumptions, the Hilbert space $\mathcal{R} \widetilde{Q} \subset Y$ has the orthogonal basis

$$
\begin{equation*}
\left\{u_{k}, \sin m \frac{2 \pi t}{T} \cdot u_{j}, \left.\cos m \frac{2 \pi t}{T} \cdot u_{j} \right\rvert\, m, k \in \mathbb{N}, j \geq-d+1\right\} \subset C^{2}\left(S^{T}, X\right) \tag{7.2.6}
\end{equation*}
$$

We expand $u$ (formally) and $h$ really in the basis (7.2.6) to get

$$
\begin{aligned}
u(t) & =\sum_{\left(m, \lambda_{j}\right) \neq(0,0)}\left(u_{m j}^{1} \sin m \frac{2 \pi t}{T}+u_{m j}^{2} \cos m \frac{2 \pi t}{T}\right) u_{j} \\
h(t) & =\sum_{\left(m, \lambda_{j}\right) \neq(0,0)}\left(h_{m j}^{1} \sin m \frac{2 \pi t}{T}+h_{m j}^{2} \cos m \frac{2 \pi t}{T}\right) u_{j},
\end{aligned}
$$

where we set $\lambda_{j}:=0$ for $-d+1 \leq j<0$. Of course, we take $u_{0 j}^{1}=0$ and $h_{0 j}^{1}=0$. If $u$ is a solution of (7.2.3), then we take $v(t)=\sin m \frac{2 \pi t}{T} \cdot u_{j}$ and $v(t)=\cos m \frac{2 \pi t}{T} \cdot u_{j}$, for $\left(m, \lambda_{j}\right) \neq(0,0)$, to get

$$
u_{m j}^{i}=\frac{\alpha^{2}}{\alpha^{2} \lambda_{j}-m^{2}} h_{m j}^{i}, \quad i=1,2 .
$$

Hence if (7.2.3) has a solution $u \in \mathcal{R} \widetilde{Q}$, then it is unique and it should be given by

$$
\begin{equation*}
u(t)=\sum_{\left(m, \lambda_{j}\right) \neq(0,0)} \frac{\alpha^{2}}{\alpha^{2} \lambda_{j}-m^{2}}\left(h_{m j}^{1} \sin m \frac{2 \pi t}{T}+h_{m j}^{2} \cos m \frac{2 \pi t}{T}\right) u_{j} \tag{7.2.7}
\end{equation*}
$$

By (7.2.4) it holds $\left|u_{m j}^{i}\right| \leq \widetilde{c}\left|h_{m j}^{i}\right|, i=1,2$ for a constant $\widetilde{c}>0$. Hence

$$
\begin{gathered}
\|u\|_{L^{2}\left(S^{T}, Y\right)}^{2}=\sum_{\lambda_{j} \neq 0} T\left(u_{0, j}^{2}\right)^{2}+\sum_{m \neq 0, j}(T / 2)\left(\left(u_{m j}^{1}\right)^{2}+\left(u_{m j}^{2}\right)^{2}\right) \\
\leq \widetilde{c}^{2}\left(\sum_{\lambda_{j} \neq 0} T\left(h_{0 j}^{2}\right)^{2}+\sum_{m \neq 0, j}(T / 2)\left(\left(h_{m j}^{1}\right)^{2}+\left(h_{m j}^{2}\right)^{2}\right)=\widetilde{c}^{2}\|h\|_{L^{2}\left(S^{T}, Y\right)}^{2} .\right.
\end{gathered}
$$

This gives $u \in \mathcal{R} \widetilde{Q}$ given by (7.2.7), and we have (7.2.5). So $L$ is continuous.
Now we show that this $u$ satisfies (7.2.3). Our assumptions give that the linear hull $L_{H}$ of (7.1.8) is dense in $C^{2}\left(S^{T}, X\right)$ : one can prove this by using the $\triangle$-approximation method like in [178], see also Fejér's Theorem [171]. So for any $v \in C^{2}\left(S^{T}, X\right)$ there is a sequence $v_{j} \in L_{H}$ such that $v_{j} \rightarrow v$ in $C^{2}\left(S^{T}, X\right)$. This gives $v_{j t t} \rightarrow v_{t t}$ and $v_{j} \rightarrow v$ in $C\left(S^{T}, X\right)$. Hence $A v_{j} \rightarrow A v$ in $C\left(S^{T}, Y\right)$. The equality (7.2.3) holds for any $v_{j} \in L_{H}$, and since $X \subset Y$ continuously, we take the limit $j \rightarrow \infty$ in (7.2.3) for $v=v_{j}$ to get the validity of (7.2.3) for any $v$. The proof is finished.

Note (7.2.4) is satisfied when it holds

$$
\begin{equation*}
\left|\alpha-\frac{m}{\sqrt{\lambda_{i}}}\right| \geq \frac{c}{\lambda_{i}} \quad \forall m \in \mathbb{N}, \quad \forall i>i_{0} \tag{7.2.8}
\end{equation*}
$$

for a constant $c>0$. Indeed, from (7.2.8) we derive

$$
\left|\alpha^{2}-\frac{m^{2}}{\lambda_{i}}\right|=\left|\alpha-\frac{m}{\sqrt{\lambda_{i}}}\right|\left|\alpha+\frac{m}{\sqrt{\lambda_{i}}}\right| \geq \alpha \frac{c}{\lambda_{i}} .
$$

Considering a one-dimensional operator

$$
A u=-u_{x x}, \quad u(0)=u(\pi)=0, \quad u \in C^{2}([0, \pi])
$$

determined by the one-dimensional wave operator

$$
\begin{equation*}
u_{t t}-u_{x x}, \quad u(\cdot, 0)=u(\cdot, \pi)=0 \tag{7.2.9}
\end{equation*}
$$

we get $\lambda_{i}=i^{2}, i \in \mathbb{N}$. Then (7.2.4) has the form

$$
\begin{equation*}
\inf _{i, m \in \mathbb{N}}\left|i^{2} \alpha^{2}-m^{2}\right|>0 \tag{7.2.10}
\end{equation*}
$$

while (7.2.8) has the form

$$
\begin{equation*}
\left|\alpha-\frac{m}{i}\right| \geq \frac{c}{i^{2}} \quad \forall m, i \in \mathbb{N} \tag{7.2.11}
\end{equation*}
$$

Next, the real number $\alpha$ can be uniquely expressed in the form

$$
\alpha=a_{0}+\theta_{1}
$$

with $a_{0}$ integer and $0 \leq \theta_{1}<1$. If $\theta_{1} \neq 0$ then there is a unique $\alpha_{1}>1$ with

$$
\alpha=a_{0}+\frac{1}{\alpha_{1}} .
$$

If $\alpha_{1}$ is not an integer number then it has a unique representation

$$
\alpha_{1}=a_{1}+\frac{1}{\alpha_{2}}
$$

with $a_{1}$ integer and $\alpha_{2}>1$. This procedure terminates only if $\alpha$ is rational. For irrational $\alpha$ we get its continued fraction expansion

$$
\alpha=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\cdots}}=\left[a_{0}, a_{1}, a_{2}, \cdots\right] .
$$

The integers $a_{0}, a_{1}, \cdots$ are the partial quotients of $\alpha$. We set

$$
p_{n} / q_{n}:=\left[a_{0}, a_{1}, a_{2}, \cdots, a_{n-1}, a_{n}\right]
$$

with $\left(p_{n}, q_{n}\right)=1$ and $q_{n}>0$. Here as usually $(p, q)$ is the largest common divisor of integer numbers $p$ and $q$. The following interesting results are wellknown [30, 51, 126, 150].

Proposition 7.2.2. If $\alpha$ is irrational then:
(i) The integers $p_{n}, q_{n}$ recursively satisfy relations

$$
\begin{gathered}
p_{0}=a_{0}, \quad q_{0}=1, \quad p_{1}=a_{0} a_{1}+1, \quad q_{1}=a_{1} \\
p_{n}=a_{n} p_{n-1}+p_{n-2}, \quad q_{n}=a_{n} q_{n-1}+q_{n-2}, \quad n \geq 2 .
\end{gathered}
$$

(ii) The rational number $\frac{p_{n}}{q_{n}}$ is the best rational approximation in the sense that there is no rational number $\frac{p}{q}$ with $0<q<q_{n}$ and

$$
\left|\alpha-\frac{p}{q}\right|<\left|\alpha-\frac{p_{n}}{q_{n}}\right| .
$$

(iii) If

$$
\left|\alpha-\frac{p}{q}\right|<\frac{1}{2 q^{2}}
$$

for some $p \in \mathbb{Z}$ and $q \in \mathbb{N}$ then $\frac{p}{q}=\frac{p_{n}}{q_{n}}$ for some $n \in \mathbb{Z}_{+}$.
(iv) For $n=0,1,2, \cdots$ one has

$$
\frac{1}{q_{n}^{2}\left(a_{n+1}+2\right)} \leq\left|\alpha-\frac{p_{n}}{q_{n}}\right| \leq \frac{1}{q_{n}^{2} a_{n+1}}
$$

Definition 7.2.3. An irrational number $\alpha$ has a bounded continued fraction expansion $\left[a_{0}, a_{1}, \cdots\right]$ if $\max _{i \in \mathbb{N}} a_{i}<\infty$.

Proposition 7.2.4. An irrational number $\alpha$ has a bounded continued fraction expansion if and only if $\alpha$ satisfies either (7.2.10) or (7.2.11) for some $c>0$

So (7.2.10) and (7.2.11) are equivalent. From (iii) and (iv) of Proposition 7.2.2 we get the following improvement of Propositions 7.2.4.

Proposition 7.2.5. If $\alpha=\left[a_{0}, a_{1}, \cdots\right]$ with $a_{k} \leq M$ for some $M>0$ and all $k \geq 1$, then it holds

$$
\left|\alpha-\frac{p}{q}\right| \geq \frac{1}{M+2} \frac{1}{q^{2}}
$$

for any $p, q \in \mathbb{N}$.
Unfortunately, the author does not know generally such a nice criterion like in Proposition 7.2.4 for $\alpha$ in (7.2.8) with general eigenvalues $\lambda_{i}$. On the other hand when $\alpha$ has no a bounded continued fraction expansion, then

$$
\inf _{i, m \in \mathbb{N}}\left|i^{2} \alpha^{2}-m^{2}\right|=0
$$

and we encounter to a small divisor problem in (7.2.7). This is mentioned at the beginning of this subsection.

### 7.2.2 Lebesgue Measures of Nonresonances

We start with the following well-known result $[51,126]$.
Proposition 7.2.6. The Lebesgue measure of all positive irrational numbers with bounded continued fraction expansions is zero.

So for almost all $T$ there is a problem of small divisors for the one-dimensional wave operator (7.2.9) with $T$-periodic time conditions $u(x, t+T)=u(x, t)$. On the other hand, like in Lemma 7.1.5 we have the following result.

Theorem 7.2.7. Assume

$$
\sum_{i>i_{0}} \frac{1}{\sqrt{\lambda_{i}}}<\infty
$$

Then the Lebesgue measure of the set of all positive $\alpha$ not satisfying (7.2.4) is zero.

Proof. If (7.2.4) is false for some $\alpha \in(K, K+1), K>0$, then for any $d>0$ there exist $m \in \mathbb{N}$ and $i>i_{0}$ such that

$$
\left|\alpha^{2}-\frac{m^{2}}{\lambda_{i}}\right| \leq \frac{d}{\lambda_{i}}
$$

This implies

$$
\left|\alpha-\frac{m}{\sqrt{\lambda_{i}}}\right| \leq \frac{d}{K \lambda_{i}} .
$$

From $\alpha \in(K, K+1)$, we have $\frac{m^{2}}{\lambda_{i}}<(K+2)^{2}$ for any $0<d<K \lambda_{i_{0}+1}$. Thus

$$
m \leq(K+2) \sqrt{\lambda_{i}}
$$

Denote by $\mathcal{M}$ the set of all $\alpha \in(K, K+1)$ for which (7.2.4) does not hold. Then the Lebesgue measure $\mu(\mathcal{M})$ of $\mathcal{M}$ satisfies

$$
\mu(\mathcal{M}) \leq \sum_{i>i_{0}} \frac{2 d(K+2)}{\lambda_{i} K} \sqrt{\lambda_{i}}=\frac{2 d(K+2)}{K} \sum_{i>i_{0}} \frac{1}{\sqrt{\lambda_{i}}}
$$

Since $d$ can be arbitrarily small, it holds $\mu(\mathcal{M})=0$. The proof is finished.
Since $\sum_{i=1}^{\infty} \frac{1}{i}=\infty$, this theorem is not applicable (and it can not be by Proposition 7.2.6) for the one-dimensional wave operator (7.2.9). But taking a one-dimensional beam operator $u_{t t}+u_{x x x x}$ for which

$$
A u=u_{x x x x}, \quad u(0)=u(\pi)=0, \quad u_{x x}(0)=u_{x x}(\pi)=0, \quad u \in C^{4}([0, \pi]),
$$

then we have $\lambda_{i}=i^{4}, \forall i \in \mathbb{N}$, so $\sum_{i=1}^{\infty} \frac{1}{i^{2}}=\frac{\pi^{2}}{6}$ and Theorem 7.2.7 is applicable to the beam operator.

### 7.2.3 Forced Periodic Solutions

Now we are ready to study a weakly nonlinear problem (7.2.2) from which we see that any weak $T$-periodic solution of (7.2.1) satisfies

$$
\begin{equation*}
\int_{0}^{T}\left\langle f(u(t), t), u_{p}\right\rangle d t=0, \quad \forall u_{p} \in \mathcal{N} A \tag{7.2.12}
\end{equation*}
$$

Then (7.2.1) has the form

$$
\begin{gather*}
w_{t t}+A w=\varepsilon \widetilde{Q} f\left(w+u_{p}, \cdot\right), \quad w \in \mathcal{R} \widetilde{Q} \\
0=\tilde{P} f\left(w+u_{p}, \cdot\right), \quad u_{p} \in \mathcal{N} A \tag{7.2.13}
\end{gather*}
$$

Note $u=w+u_{p}$ in (7.2.1). Using Lemma 7.2.1, the first equation of (7.2.13) has the form

$$
\begin{equation*}
w=F\left(w, u_{p}, \varepsilon\right):=\varepsilon L \widetilde{Q} f\left(w+u_{p}, \cdot\right) . \tag{7.2.14}
\end{equation*}
$$

Since $f \in C\left(Y \times S^{T}, Y\right)$ is globally Lipschitz in $y$ with a constant $M$ and $\widetilde{Q}: L^{2}\left(Y \times S^{T}, Y\right) \rightarrow L^{2}\left(Y \times S^{T}, Y\right)$ is orthogonal, from Lemma 7.2.1 we derive

$$
\begin{gather*}
\left\|F\left(w_{1}, u_{p_{1}}, \varepsilon\right)-F\left(w_{2}, u_{p_{2}}, \varepsilon\right)\right\|_{L^{2}\left(S^{T}, Y\right)} \\
\leq|\varepsilon|\|L\|\|\widetilde{Q}\|\| \|\left(f\left(w_{1}+u_{p_{1}}, \cdot\right)-f\left(w_{2}+u_{p_{2}}, \cdot\right)\right) \|_{L^{2}\left(S^{T}, Y\right)} \\
\leq|\varepsilon| \widetilde{c} M\left(\left\|w_{1}-w_{2}\right\|_{L^{2}\left(S^{T}, Y\right)}+\left\|u_{p_{1}}-u_{p_{2}}\right\|_{L^{2}\left(S^{T}, Y\right)}\right)  \tag{7.2.15}\\
\leq|\varepsilon| \widetilde{c} M\left(\left\|w_{1}-w_{2}\right\|_{L^{2}\left(S^{T}, Y\right)}+\sqrt{T}\left\|u_{p_{1}}-u_{p_{2}}\right\|\right)
\end{gather*}
$$

for any $w_{1,2} \in \mathcal{R} \widetilde{Q}$ and $u_{p_{1,2}} \in \mathcal{N} A$. Moreover, we have

$$
\begin{equation*}
\|F(0,0, \varepsilon)\|_{L^{2}\left(S^{T}, Y\right)}=|\varepsilon|\|L \widetilde{Q} f(0, \cdot)\|_{L^{2}\left(S^{T}, Y\right)} \leq|\varepsilon| \widetilde{c}| | f(0, \cdot) \|_{L^{2}\left(S^{T}, Y\right)} \tag{7.2.16}
\end{equation*}
$$

Using the Banach fixed point theorem, for $\varepsilon$ small, i.e. $|\varepsilon| \widetilde{c} M<1$, we are able to solve (7.2.14) in $w:=w\left(\varepsilon, u_{p}\right)$. From (7.2.15) and (7.2.16) we derive

$$
\begin{gather*}
\left\|w\left(\varepsilon, u_{p_{1}}\right)-w\left(\varepsilon, u_{p_{2}}\right)\right\|_{L^{2}\left(S^{T}, Y\right)} \leq \frac{|\varepsilon| \widetilde{c} M \sqrt{T}}{1-\varepsilon \widetilde{c} M}\left\|u_{p_{1}}-u_{p_{2}}\right\|  \tag{7.2.17}\\
\left\|w\left(\varepsilon, u_{p}\right)\right\|_{L^{2}\left(S^{T}, Y\right)} \leq \frac{|\varepsilon| \widetilde{c}}{1-\varepsilon \widetilde{c} M}\left(M \sqrt{T}\left\|u_{p}\right\|+\|f(0, \cdot)\|_{L^{2}\left(S^{T}, Y\right)}\right)
\end{gather*}
$$

for any $u_{p}, u_{p_{1,2}} \in \mathcal{N} A$. By inserting this solution $w\left(\varepsilon, u_{p}\right)$ into the second equation of (7.2.13) we arrive at the bifurcation equation

$$
B\left(\varepsilon, u_{p}\right):=\tilde{P} f\left(w\left(\varepsilon, u_{p}\right)+u_{p}, \cdot\right)=0
$$

Note $B \in C\left(\left(-\frac{1}{\tilde{c} M}, \frac{1}{\tilde{c} M}\right) \times \mathcal{N} A, \mathcal{N} A\right)$, and

$$
B\left(0, u_{p}\right)=\frac{1}{T} \int_{0}^{T} P f\left(u_{p}, t\right) d t, \quad B(0, \cdot): \mathcal{N} A \rightarrow \mathcal{N} A
$$

Summing up we obtain the next result [78].
Theorem 7.2.8. Let (7.2.4) be satisfied. Assume the existence of an open and bounded subset $\Omega \subset \mathcal{N} A$ such that $0 \notin B(0, \partial \Omega)$ and $\operatorname{deg}(B(0, \cdot), \Omega, 0) \neq 0$. Then (7.2.1) has a weak $T$-periodic solution for any $\varepsilon$ small.

Proof. From (7.2.17) we derive

$$
\begin{aligned}
\| B\left(\varepsilon, u_{p}\right) & -B\left(0, u_{p}\right)\|=\| \frac{1}{T} \int_{0}^{T} P\left(f\left(w\left(\varepsilon, u_{p}\right)(t)+u_{p}, t\right)-f\left(u_{p}, t\right)\right) d t \| \\
& \leq \frac{M}{T} \int_{0}^{T}\left\|w\left(\varepsilon, u_{p}\right)(t)\right\| d t \leq \frac{M}{\sqrt{T}}\left\|w\left(\varepsilon, u_{p}\right)\right\|_{L^{2}\left(S^{T}, Y\right)} \\
& \leq \frac{|\varepsilon| \widetilde{c} M}{(1-\varepsilon \widetilde{c} M) \sqrt{T}}\left(M \sqrt{T}\left\|u_{p}\right\|+\|f(0, \cdot)\|_{L^{2}\left(S^{T}, Y\right)}\right)
\end{aligned}
$$

for any $u_{p} \in \mathcal{N} A$. Then from $0 \notin B(0, \partial \Omega)$ we get $0 \notin B(\varepsilon, \partial \Omega)$ for $\varepsilon$ small. Consequently, we obtain

$$
\operatorname{deg}(B(\varepsilon, \cdot), \Omega, 0)=\operatorname{deg}(B(0, \cdot), \Omega, 0) \neq 0
$$

for $\varepsilon$ small. Hence $B\left(\varepsilon, u_{p}\right)=0$ has a solution in $\Omega$. The proof is finished.

Example 7.2.9. Consider

$$
\begin{gather*}
u_{t t}-u_{x x}-n^{2} u=\varepsilon f(u, t)  \tag{7.2.18}\\
u(t+T, \cdot)=u(t, \cdot), \quad u(t, 0)=u(t, \pi)=0 \quad \forall t \in \mathbb{R},
\end{gather*}
$$

where $n \in \mathbb{N}, f: \mathbb{R} \times S^{T} \rightarrow \mathbb{R}$ is continuous and globally Lipschitz in $u$. Now, we take

$$
\begin{gathered}
X=\left\{u \in W^{2,2}([0, \pi], \mathbb{R}) \mid u(0)=u(\pi)=0\right\}, \quad Y=L^{2}([0, \pi], \mathbb{R}) \\
A u=-u_{x x}-n^{2} u, \quad \mathcal{N} A=\{\sin n x\}, \quad \lambda_{i}=i^{2}-n^{2},
\end{gathered}
$$

and the condition (7.2.4) reads as follows

$$
\begin{equation*}
\left|\frac{i^{2}-n^{2}}{m^{2}}-\frac{1}{\alpha^{2}}\right| \geq \frac{c}{\alpha^{2} m^{2}}, \quad \forall m, \forall i \in \mathbb{N}, \quad i>n \tag{7.2.19}
\end{equation*}
$$

for a constant $c>0$. Note (7.2.19) is equivalent to

$$
\begin{equation*}
\inf _{i, m \in \mathbb{N}, i>n}\left|i^{2}-n^{2}-\omega^{2} m^{2}\right|>0 \tag{7.2.20}
\end{equation*}
$$

for $\omega=1 / \alpha$.
Theorem 7.2.10. Equation (7.2.18) has a weak solution, provided (7.2.20) holds and there are $z_{1}, z_{2} \in \mathbb{R}$ such that

$$
\int_{0}^{T} \int_{0}^{\pi} f\left(z_{1} \sin n x, t\right) \sin n x d x d t \int_{0}^{T} \int_{0}^{\pi} f\left(z_{2} \sin n x, t\right) \sin n x d x d t<0
$$

Proof. We see that for this case

$$
\begin{gathered}
P u=\frac{2}{\pi} \int_{0}^{\pi} u(x) \sin n x d x \cdot \sin n x, \quad u_{p}=z \sin n x \\
B\left(0, u_{p}\right)=\frac{2}{T \pi} \int_{0}^{T} \int_{0}^{\pi} f(z \sin n x, t) \sin n x d x d t \cdot \sin n x
\end{gathered}
$$

Applying Theorem 7.2.8, the proof is finished.
Further results on periodic solutions for abstract wave equation are presented in $[40,80]$.

### 7.2.4 Theory of Numbers and Nonresonances

This section is devoted to results concerning the condition (7.2.20). We already know from Proposition 7.2 .4 that (7.2.20) holds for $n=0$ if and only if $\omega$ has a bounded continued fraction expansion. Note that $\omega$ has a bounded continued fraction expansion if and only if $\alpha=1 / \omega$ has the same property. We intend to derive similar results for $n \in \mathbb{N}$. This situation is different from $n=0$. First we study the case when $\omega$ is rational.

Theorem 7.2.11. Let $\omega=\frac{p}{q}, p, q \in \mathbb{N},(p, q)=1$. Then (7.2.20) holds if and only if any $n_{2} \in \mathbb{N}$ with $n_{2} \left\lvert\, \frac{n}{(p, n)}\right.$ satisfies
(i) If $n_{2}$ is odd then $p /(p, n)$ does not divide $\left(a^{2}-b^{2}\right) / 2$ for any $a>b, a, b \in \mathbb{N}$ such that $n_{2}=a b$ and $(a, b)=1$.
(ii) If $n_{2}$ is even then $p /(p, n)$ does not divide $a^{2}-b^{2}$ for any $a>b, a, b \in \mathbb{N}$ such that $n_{2}=2 a b$ and $(a, b)=1$.

Here as usually $a \mid b$ means that $a$ is $a$ divisor of $b$.
Proof. The condition (7.2.20) does not hold if and only if there are $i, m \in \mathbb{N}$, $i>n$ such that

$$
\begin{equation*}
q^{2} i^{2}=p^{2} m^{2}+q^{2} n^{2} \tag{7.2.21}
\end{equation*}
$$

Hence $q \mid p m$ implies $q \mid m$, i.e. $m=r q, r \in \mathbb{N}$ and (7.2.21) gives

$$
\begin{equation*}
i^{2}=p^{2} r^{2}+n^{2} \tag{7.2.22}
\end{equation*}
$$

After dividing (7.2.22) by $(p, n)^{2}$, we get

$$
i_{1}^{2}=p_{1}^{2} r^{2}+n_{1}^{2}, \quad p_{1}=p /(p, n), \quad n_{1}=n /(p, n), \quad i_{1}=i /(p, n)
$$

Similarly we have

$$
i_{2}^{2}=p_{1}^{2} r_{1}^{2}+n_{2}^{2}, \quad r_{1}=r /\left(r, n_{1}\right), \quad n_{2}=n_{1} /\left(r, n_{1}\right), \quad i_{2}=i_{1} /\left(r, n_{1}\right)
$$

Note $\left(n_{2}, p_{1} r_{1}\right)=1$. We have two possibilities:
1 . If $n_{2}$ is odd, then $p_{1} r_{1}$ is even and we get

$$
\frac{i_{2}+n_{2}}{2} \frac{i_{2}-n_{2}}{2}=\left(\frac{p_{1} r_{1}}{2}\right)^{2}
$$

Since $\left(p_{1} r_{1}, n_{2}\right)=1$, we get $\left(\frac{i_{2}+n_{2}}{2}, \frac{i_{2}-n_{2}}{2}\right)=1$ and so

$$
\begin{gathered}
i_{2}+n_{2}=2 A^{2}, \quad i_{2}-n_{2}=2 B^{2}, \quad p_{1} r_{1}=2 A B \\
i_{2}=A^{2}+B^{2}, \quad n_{2}=A^{2}-B^{2}=(A-B)(A+B)
\end{gathered}
$$

for some $A, B \in \mathbb{N}$ with $A>B$ and $(A, B)=1$. So we derive

$$
A=\frac{a+b}{2}, \quad B=\frac{a-b}{2}, \quad n_{2}=a b, \quad p_{1} r_{1}=\frac{a^{2}-b^{2}}{2}
$$

for some $a, b \in \mathbb{N}$ with $a>b$ and $(a, b)=1$. Hence $p_{1}=p /(p, n) \mid\left(a^{2}-b^{2}\right) / 2$. This contradiction with (i) justifies (7.2.20).
2. If $n_{2}$ is even, then $p_{1} r_{1}$ is odd and we get

$$
\frac{i_{2}+p_{1} r_{1}}{2} \frac{i_{2}-p_{1} r_{1}}{2}=\left(\frac{n_{2}}{2}\right)^{2}
$$

Similarly like above we get

$$
i_{2}=A^{2}+B^{2}, \quad p_{1} r_{1}=A^{2}-B^{2}, \quad n_{2}=2 A B
$$

for some $A, B \in \mathbb{N}$ with $A>B$ and $(A, B)=1$. This contradiction with (ii) justifies (7.2.20). The proof is finished.

Corollary 7.2.12. Let $\omega=p / q, p, q \in \mathbb{N},(p, q)=1$. Then
(a) condition (7.2.20) holds if $n \mid p$
(b) condition (7.2.20) holds for $n=2$, and for a prime number $n>2$ if and only if either $(n, p)>1$, or $(n, p)=1$ and $p$ does not divide $\left(n^{2}-1\right) / 2$

In the rest, we study $(7.2 .20)$ for more general $\omega$.
Theorem 7.2.13. If $\omega=\sqrt{p / q}$ is irrational for $p, q \in \mathbb{N},(p, q)=1$, then (7.2.20) does not hold for any $n \in \mathbb{N}$.

Proof. Since $\sqrt{p q}$ is irrational, the Pelle equation $i^{2}=p q m^{2}+1$ has a natural number solution $i_{0}$ and $m_{0}$. Then $i=i_{0} n, m=m_{0} q n$ satisfy $i^{2}=\omega^{2} m^{2}+n^{2}$. The proof is finished.

On the other hand, we have the following positive result.
Theorem 7.2.14. Condition (7.2.20) is satisfied for any irrational number $\omega>0$ with $\omega=\left[a_{0}, a_{1}, \cdots\right]$ such that $a_{k} \leq M$ for some $M>0$ and all $k \geq 1$, and $\omega>(M+2) n^{2}$.

Proof. From Proposition 7.2.5, we get

$$
\left|\omega-\frac{p}{q}\right| \geq \frac{1}{M+2} \frac{1}{q^{2}}
$$

for any $p, q \in \mathbb{N}$. Hence

$$
\left|\frac{i^{2}}{m^{2}}-\omega^{2}\right|=\left|\frac{i}{m}-\omega\right|\left|\frac{i}{m}+\omega\right| \geq \frac{\omega}{M+2} \frac{1}{m^{2}}
$$

for any $i, m \in \mathbb{N}$. Consequently, for $i>n, m \in \mathbb{N}$, we obtain

$$
\left|i^{2}-\omega^{2} m^{2}-n^{2}\right| \geq\left|i^{2}-\omega^{2} m^{2}\right|-n^{2} \geq \frac{\omega}{M+2}-n^{2}>0
$$

The proof is finished.
For instance, we have the following consequence.
Corollary 7.2.15. If $\omega=\frac{2 M-1+\sqrt{5}}{2}$ for some $M \in \mathbb{N}$ then (7.2.20) holds when

$$
\begin{equation*}
2 M-1+\sqrt{5}>6 n^{2} \tag{7.2.23}
\end{equation*}
$$

Proof. From $\omega=\frac{2 M-1+\sqrt{5}}{2}$ for some $M \in \mathbb{N}$ we get $\omega=[M, 1,1, \cdots]$, and then (7.2.23) implies $\omega>(M+2) n^{2}$. The proof is finished.

Furthermore, following $[51,58]$, we can get more characterizations of $\omega$ to satisfy (7.2.20).

Definition 7.2 .16. The set of values taken by

$$
\mu(\alpha)^{-1}=\liminf _{q \rightarrow+\infty, p, q \in \mathbb{Z}}|q(q \alpha-p)|
$$

as $\alpha$ varies is called the Lagrange spectrum.

We know that if $\alpha=\left[a_{0}, a_{1}, a_{2}, \cdots\right]$ then

$$
\mu(\alpha)=\limsup _{k \rightarrow+\infty}\left(\left[a_{k+1}, a_{k+2}, \cdots\right]+\left[0, a_{k}, a_{k-1}, \cdots, a_{1}\right]\right) .
$$

Moreover, $\mu(\alpha)<+\infty$ if and only if $\alpha$ is irrational and all $a_{i}$ are uniformly bounded. Next, $\mu(\alpha) \geq \sqrt{5}$ for any $\alpha$ and the Lagrange spectrum on the interval $[\sqrt{5}, 3)$ is the set $\left\{\sqrt{9-4 m^{-2}}\right\}$, where $m$ is a positive integer number such that

$$
m^{2}+m_{1}^{2}+m_{2}^{2}=3 m m_{1} m_{2}, \quad m_{1,2} \leq m
$$

holds for some positive integers $m_{1}$ and $m_{2}$. Then $\widetilde{\omega}$ is a root of the Markoff form $F_{m}$ such that $\mu(\widetilde{\omega})=\sqrt{9-4 m^{-2}}$. We also note that according to the Hall theorem, the Lagrange spectrum contains every number greater or equal to $\sqrt{21}$.

Definition 7.2.17. Two real numbers $\theta$ and $\theta^{\prime}$ are equivalent if

$$
\theta=\frac{r \theta^{\prime}+s}{t \theta^{\prime}+u}
$$

for some integer numbers $r, s, t, u$ satisfying $r u-t s= \pm 1$.
Theorem 7.2.18. Let $\omega^{\prime}>0$ be irrational with a bounded continued fraction expansion, i.e $\mu\left(\omega^{\prime}\right)<\infty$. Then (7.2.20) holds for any $\omega>0$ equivalent to $\omega^{\prime}$ satisfying $\omega>\mu\left(\omega^{\prime}\right) n^{2}$.

Proof. We know that $\mu(\omega)=\mu\left(\omega^{\prime}\right)<\infty$. Next, there are $M_{0}, M_{1} \in \mathbb{N}, n<M_{0}$ such that if either $M_{0}<i \in \mathbb{N}$ or $M_{1}<m \in \mathbb{N}$ then

$$
\begin{equation*}
\left|i^{2}-\omega^{2} m^{2}-n^{2}\right| \geq|i-\omega m||i+\omega m|-n^{2} \geq \frac{1}{2}\left[\frac{\omega}{\mu(\omega)}-n^{2}\right]>0 \tag{7.2.24}
\end{equation*}
$$

On the other hand, if it could be $i_{0}^{2}-\omega^{2} m_{0}^{2}-n^{2}=0$ for some $n<i_{0} \leq M_{0}$, $m_{0} \leq M_{1}, i_{0}, m_{0} \in \mathbb{N}$, then $\sqrt{i_{0}^{2}-n^{2}}$ is irrational and so there are $x_{0}, y_{0} \in \mathbb{N}$ satisfying the Pelle equation $x_{0}^{2}-\left(i_{0}^{2}-n^{2}\right) m_{0}^{2} y_{0}^{2}=1$. Then the iteration

$$
i_{k+1}=x_{0} i_{k}+\left(i_{0}^{2}-n^{2}\right) y_{0} m_{k}, \quad m_{k+1}=y_{0} m_{0}^{2} i_{k}+x_{0} m_{k}, \quad k \in \mathbb{Z}_{+}
$$

would also satisfy $i_{k}^{2}-\omega^{2} m_{k}^{2}-n^{2}=0$ for all $k \in \mathbb{N}$. This would contradict to (7.2.24) for $k$ large. Hence $i^{2}-\omega^{2} m^{2}-n^{2} \neq 0$ for any $n, m \in \mathbb{N}, n<i \leq$ $M_{0}, m \leq M_{1}$. The proof is finished.

For instance, if we take $u=t=1, r=s+1, s \in \mathbb{Z}$, then $\omega=s+\frac{\omega^{\prime}}{\omega^{\prime}+1}$ is equivalent to $\omega^{\prime}$, and Theorem 7.2.18 is applicable for any $s \in \mathbb{N}$ such that

$$
s>n^{2} \mu\left(\omega^{\prime}\right)-\frac{\omega^{\prime}}{\omega^{\prime}+1} .
$$

This is related to (7.2.23).

## Chapter 8

## Topological Degree for Wave Equations

### 8.1 Discontinuous Undamped Wave Equations

In this chapter, we study bifurcation of weak $2 \pi$-periodic solutions with large amplitudes to the discontinuous semilinear wave equation

$$
\begin{gather*}
u_{t t}-u_{x x}-\eta u-g(u)-f(x, t, u)=h(x, t), \\
u(0, \cdot)=u(\pi, \cdot)=0 \tag{8.1.1}
\end{gather*}
$$

where $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}, \Omega=(0, \pi) \times(0,2 \pi)$ is continuous and nondecreasing in $u, g: \mathbb{R} \rightarrow \mathbb{R}$ is bounded nondecreasing, $h \in L^{2}(\Omega)$ and $\eta>0$ is a parameter. Moreover, we suppose

$$
\begin{equation*}
|f(x, t, u)| \leq c_{0}|u|^{\alpha}+h_{0}(x, t) \quad \forall u \in \mathbb{R}, \forall(x, t) \in \Omega \tag{8.1.2}
\end{equation*}
$$

for constants $c_{0}>0,1>\alpha \geq 0$ and $h_{0} \in L^{2}(\Omega)$. Continuous undamped wave equations are studied in [33,34], based on [35] where a construction of a topological degree is introduced for a class of monotone single-valued mappings. Related problems are earlier studied in [43,147-149]. The purpose of this chapter is to extend that method to monotone multi-valued mappings modeled by (8.1.1). So our method constitutes a combination of a multivalued Browder-Skrypnik degree [46,179] with Mawhin's coincidence index [145]. We note that in Sections 7.1 and 7.2 we avoid many resonances for the linear operator of wave or beam equations assuming one of conditions (7.1.10) and (7.2.4). On the other hand, since the linear boundary value problem $u_{t t}-u_{x x}=0, u(0, \cdot)=u(\pi, \cdot)=0$ has an infinitely many $2 \pi$-periodic solutions $\sin n t \sin n x, \cos n t \sin n x, n \in \mathbb{N}$, the linear part of (8.1.1) has an infinitely dimensional kernel. So here we study a complementary case to Sections 7.1, 7.2 and moreover, we investigate discontinuous equations. Other topological degrees for multi-valued mappings have been introduced in $[36,53,54,125]$. The dual variational principle is applied to solve elliptic problems with discontinuous nonlinearities in [3].

### 8.2 Standard Classes of Multi-Mappings

Now we recall some known definitions for multi-valued mappings [125] defined on a real separable Hilbert space $H$ with an inner product $(\cdot, \cdot)$ and with the corresponding norm $|\cdot|$. A multi-valued mapping $F: H \rightarrow 2^{H} \backslash\{\emptyset\}$ is

- Monotone (denote $F \in(m M O N)$ ), if

$$
\left(f_{u}^{*}-f_{v}^{*}, u-v\right) \geq 0
$$

for all $u, v \in H$ and all selections $f_{u}^{*} \in F(u), f_{v}^{*} \in F(v)$

- Quasimonotone $(F \in(m Q M))$, if for any sequence $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ in $H$ with $u_{n} \rightharpoonup u$ and for all selections $f_{n}^{*} \in F\left(u_{n}\right)$ we have

$$
\liminf _{n \rightarrow \infty}\left(f_{n}^{*}, u_{n}-u\right) \geq 0
$$

- Of class $\left(m S_{+}\right)\left(F \in\left(m S_{+}\right)\right)$, if for any sequence $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ in $H$ with $u_{n} \rightharpoonup u$, the existence of selections $f_{n}^{*} \in F\left(u_{n}\right)$ with $\lim \sup _{n \rightarrow \infty}\left(f_{n}^{*}, u_{n}-\right.$ $u) \leq 0$ implies $u_{n} \rightarrow u$
- Compact $(F \in(m C O M P))$, if for any bounded sequence $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ in $H$ and for any $f_{n}^{*} \in F\left(u_{n}\right)$ the sequence $\left\{f_{n}^{*}\right\}_{n \in \mathbb{N}}$ has a convergent subsequence
- Bounded, if for any bounded set $B \subset H$ the set $\bigcup_{u \in B} F(u)$ is bounded
- Convex-valued, if $F(u)$ is a non-empty convex set in $H$ for any $u \in H$
- Weakly upper semicontinuous ( $F$ is w-usc), if for any sequence $\left\{u_{n}\right\}_{n \in \mathbb{N}} \in H, u_{n} \rightarrow u \in H$, the existence of selections $f_{n}^{*} \in F\left(u_{n}\right)$ with $f_{n}^{*} \rightharpoonup f^{*} \in H$ implies $f^{*} \in F(u)$

Remark 8.2.1. We always assume that all mappings used are bounded, w-usc and convex-valued. When a mapping is defined only on a subset of $H$, the above definitions can be modified in an obvious way.

Proposition 8.2.2. The following inclusion hold for the above defined classes:

$$
\left(m S_{+}\right) \cup(m M O N) \cup(m C O M P) \subset(m Q M)
$$

Proposition 8.2.3. If $F \in(m Q M)$ and $G \in\left(m S_{+}\right)$then $F+G \in\left(m S_{+}\right)$.
Since proofs of Propositions 8.2.2, 8.2.3 are simple, we omit them.

### 8.3 M-Regular Multi-Functions

We show concrete mappings motivated by (8.1.1) which fit into the framework of Section 8.2.

Definition 8.3.1. A function $p: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is called
(a) superpositionally measurable if $p(x, t, u(x, t))$ is measurable for any Lebesgue measurable function $u: \Omega \rightarrow \mathbb{R}$
(b) lower semicontinuous (for short - lsc) in $u$ if $\forall(x, t, c) \in \Omega \times \mathbb{R}$ the set $\{u \in \mathbb{R} \mid p(x, t, u)>c\}$ is open
(c) upper semicontinuous (for short - usc) in $u$ if $\forall(x, t, c) \in \Omega \times \mathbb{R}$ the set $\{u \in \mathbb{R} \mid p(x, t, u)<c\}$ is open $[52,171]$

Definition 8.3.2. A multi-function $S: \Omega \times \mathbb{R} \rightarrow 2^{\mathbb{R}}$ is called measurablebounded if there exist two superpositionally measurable functions $q_{-}(x, t, u)$ and $q_{+}(x, t, u)$ such that

$$
q_{-}(x, t, u) \leq q_{+}(x, t, u) \quad \text { and } \quad S(x, t, u)=\left[q_{-}(x, t, u), q_{+}(x, t, u)\right]
$$

for any $(x, t, u) \in \Omega \times \mathbb{R}$ where the function $q_{-}(x, t, u)$ is lsc in $u$, the function $q_{+}(x, t, u)$ is usc in $u$ and there exist positive constants $d_{1}, d_{2}$ and positive $c_{1}, c_{2} \in$ $L^{2}(\Omega)$ such that

$$
\left|q_{-}(x, t, u)\right| \leq c_{1}(x, t)+d_{1}|u| \quad \text { and } \quad\left|q_{+}(x, t, u)\right| \leq c_{2}(x, t)+d_{2}|u|
$$

for any $(x, t, u) \in \Omega \times \mathbb{R}$. We denote by $(m M B)$ the set of all measurable-bounded multi-functions.

By using a multi-function $S \in(m M B)$, for any $u \in L^{2}(\Omega)$ we put

$$
\begin{gathered}
N(u):=\left\{v \in L^{2}(\Omega) \mid v(x, t) \in S(x, t, u(x, t))\right\} \\
=\left\{v \in L^{2}(\Omega) \mid q_{-}(x, t, u(x, t)) \leq v(x, t) \leq q_{+}(x, t, u(x, t))\right\}
\end{gathered}
$$

and call it an $M$-regular multi-function. We denote the set of all such multifunctions by $(m M r)$. Note $q_{ \pm}(x, t, u(x, t)) \in N(u)$, so $N(u)$ is nonempty. Now we are ready to show the following result.

Lemma 8.3.3. If $N \in(m M r)$ then $N: L^{2}(\Omega) \rightarrow 2^{L^{2}(\Omega)}$ is w-usc.
Proof. Let $N \in(m M r)$ and $u_{n} \rightarrow u$ in $L^{2}(\Omega)$. We have to show that if a sequence $\left\{w_{n}^{*}\right\}_{n \in \mathbb{N}}$ satisfies $w_{n}^{*} \in N\left(u_{n}\right)$ and $w_{n}^{*} \rightharpoonup w^{*}$ in $L^{2}(\Omega)$ then $w^{*} \in N(u)$. First, since $u_{n} \rightarrow u$ in $L^{2}(\Omega)$, we can assume by passing to a subsequence that $u_{n}(x, t) \rightarrow u(x, t)$ almost everywhere in $(x, t)$ [171]. Next, we have

$$
\begin{equation*}
q_{-}\left(x, t, u_{n}(x, t)\right) \leq w_{n}^{*}(x, t) \tag{8.3.1}
\end{equation*}
$$

for every $n \in \mathbb{N}$. Since $w_{n}^{*} \rightharpoonup w^{*}$, using the Mazur Theorem 2.1.2 we can choose a sequence $\left\{v_{n}\right\}_{n \in \mathbb{N}}, v_{n} \in \operatorname{con}\left[\left\{w_{n}^{*}, w_{n+1}^{*}, \ldots\right\}\right]$ such that $v_{n} \rightarrow w^{*}$ in $L^{2}(\Omega)$. Thus we have

$$
\begin{gathered}
v_{n}=\sum_{k=n}^{m_{n}} \lambda_{n, k} w_{k}^{*} ; \quad 0 \leq \lambda_{n, k} \leq 1 ; \quad \sum_{k=n}^{m_{n}} \lambda_{n, k}=1 \\
\text { for } n \leq m_{n} \in \mathbb{N}, n \leq k \leq m_{n}
\end{gathered}
$$

Since $v_{n} \rightarrow w^{*}$ in $L^{2}(\Omega)$, we can again assume that $v_{n}(x, t) \rightarrow w^{*}(x, t)$ almost everywhere in ( $x, t$ ). From (8.3.1) we have

$$
\sum_{k=n}^{m_{n}} \lambda_{n, k} q_{-}\left(x, t, u_{k}(x, t)\right) \leq \sum_{k=n}^{m_{n}} \lambda_{n, k} w_{k}^{*}(x, t)=v_{n}(x, t)
$$

Let $\left(x_{0}, t_{0}\right) \in \Omega$ be such an element that $u_{n}\left(x_{0}, t_{0}\right) \rightarrow u\left(x_{0}, t_{0}\right)$ and $v_{n}\left(x_{0}, t_{0}\right) \rightarrow$ $w^{*}\left(x_{0}, t_{0}\right)$. The mapping $s \rightarrow q_{-}\left(x_{0}, t_{0}, s\right)$ is lsc and so for every $\varepsilon>0$ there exists a positive integer $n_{0}$ such that for every $k \geq n_{0}$ we have

$$
q_{-}\left(x_{0}, t_{0}, u\left(x_{0}, t_{0}\right)\right)-\varepsilon \leq q_{-}\left(x_{0}, t_{0}, u_{k}\left(x_{0}, t_{0}\right)\right)
$$

Summing this inequality for $k=n, n+1, \ldots, m_{n}$ with weights $\lambda_{n, k}$ we get

$$
q_{-}\left(x_{0}, t_{0}, u\left(x_{0}, t_{0}\right)\right)-\varepsilon \leq \sum_{k=n}^{m_{n}} \lambda_{n, k} q_{-}\left(x_{0}, t_{0}, u_{k}\left(x_{0}, t_{0}\right)\right) \leq v_{n}\left(x_{0}, t_{0}\right)
$$

for all $n \geq n_{0}$. Hence by the convergence $v_{n}\left(x_{0}, t_{0}\right) \rightarrow w^{*}\left(x_{0}, t_{0}\right)$ we have

$$
q_{-}\left(x_{0}, t_{0}, u\left(x_{0}, t_{0}\right)\right)-\varepsilon \leq w^{*}\left(x_{0}, t_{0}\right) \quad \text { for every } \varepsilon>0
$$

Finally, we get

$$
q_{-}\left(x_{0}, t_{0}, u\left(x_{0}, t_{0}\right)\right) \leq w^{*}\left(x_{0}, t_{0}\right)
$$

as we need. Similar argument leads to

$$
w^{*}\left(x_{0}, t_{0}\right) \leq q_{+}\left(x_{0}, t_{0}, u\left(x_{0}, t_{0}\right)\right)
$$

Thus $w^{*} \in N(u)$.

### 8.4 Classes of Admissible Mappings

We introduce certain multi-mappings to solve our example (8.1.1) in latter subsections. Let $G$ be a bounded open subset in $H, M$ a closed subspace of $H$ and let $Q$ and $P$ be the orthogonal projections to $M$ and $M^{\perp}$, respectively. Let $C \in L(\mathcal{R} Q, H)$ be compact. The family

$$
\mathcal{F}_{G}^{C}:=\left\{F: \bar{G} \rightarrow 2^{H} \mid F=Q-(Q C Q-P) f \text { for some } f \in\left(m S_{+}\right)\right\}
$$

is called the class of admissible mappings.
Let $L: H \subset D(L) \rightarrow H$ be a closed densely defined linear operator with $\mathcal{R} L=(\mathcal{N} L)^{\perp}$. Let $L_{0}:=L / \mathcal{R} L$ and assume that the right inverse $L_{0}^{-1}: \mathcal{R} L \rightarrow$ $\mathcal{R} L$ is compact. We choose $M=\mathcal{R} L$ and $M^{\perp}=\mathcal{N} L$. Let $N: H \rightarrow 2^{H}$. Then similarly to [35], we consider the mapping

$$
F=Q-\left(Q L_{0}^{-1} Q-P\right) N .
$$

Clearly, $F \in \mathcal{F}_{G}^{C}$ for $N \in\left(m S_{+}\right)$with $C=L_{0}^{-1}$.
Lemma 8.4.1. Let $F$ and $N$ be defined as above. Then

$$
\begin{equation*}
0 \in L u-N(u) \quad \text { with } \quad u \in D(L) \cap \bar{G} \tag{8.4.1}
\end{equation*}
$$

if and only if

$$
0 \in F(u) \quad \text { with } \quad u \in \bar{G} .
$$

Proof. (8.4.1) $\Leftrightarrow \exists u \in D(L) \cap \bar{G}, \exists f^{*} \in N(u): L u=f^{*} \Leftrightarrow Q u=Q L_{0}^{-1} Q f^{*}$, $P f^{*}=0, u \in \bar{G} \Leftrightarrow 0=Q u-\left(Q L_{0}^{-1} Q-P\right) f^{*}, u \in \bar{G} \Leftrightarrow 0 \in F(u), u \in \bar{G}$.

### 8.5 Semilinear Wave Equations

We show how the previous results can be applied to the semilinear wave equation (8.1.1). We state the precise setting of (8.1.1) by putting

$$
\begin{array}{cl}
q_{-}(x, t, u):=g_{-}(u)+f(x, t, u), & q_{+}(x, t, u):=g_{+}(u)+f(x, t, u), \\
g_{+}(u):=\lim _{s \rightarrow u_{+}} g(u), & g_{-}(u):=\lim _{s \rightarrow u_{-}} g(u) .
\end{array}
$$

We note that $g_{ \pm}$are Borel measurable, $g_{+}$is usc and $g_{-}$is lsc. By Lemma 8.3.3, the Nemytskij operator $N: H \rightarrow 2^{H}, H=L^{2}(\Omega)$ defined by

$$
N(u):=\left\{v \in L^{2}(\Omega) \mid q_{-}(x, t, u(x, t)) \leq v(x, t) \leq q_{+}(x, t, u(x, t))\right\}
$$

is bounded and w-usc. Clearly $N \in(m M O N)$ and hence by Propositions 8.2.2 and 8.2.3, $\eta \mathbb{I}+N \in\left(m S_{+}\right)$for any $\eta>0$.

Let $C^{2}$ be the set of twice continuously differentiable functions $v:[0, \pi] \times \mathbb{R} \rightarrow$ $\mathbb{R}$ satisfying $v(0, \cdot)=v(\pi, \cdot)=0$ and $2 \pi$-periodic in $t \in \mathbb{R}$.

A weak $2 \pi$-periodic solution of (8.1.1) for $h \in H$ is any $u \in H$ satisfying

$$
\begin{equation*}
\left(u, v_{t t}-v_{x x}\right)-\eta(u, v)-\left(u^{*}, v\right)=(h, v) \tag{8.5.1}
\end{equation*}
$$

for some $u^{*} \in N(u)$ and for all $v \in \underline{C^{2}}$. Here $(\cdot, \cdot)$ is the usual integral scalar product on $L^{2}(\Omega)$, i.e. $(u, v)=\int_{\Omega} u(x, t) \overline{v(x, t)} d x d t$. Let $\varphi_{m, n}(x, t)=\pi^{-1} \mathrm{e}^{i m t} \sin n x$ for all $m \in \mathbb{Z}, n \in \mathbb{N}$. Each $u \in L^{2}(\Omega)$ has a representation

$$
u=\sum_{m \in \mathbb{Z}, n \in \mathbb{N}} u_{m, n} \varphi_{m, n},
$$

where $u_{m, n}=\left(u, \varphi_{m, n}\right)$ and $\bar{u}_{m, n}=u_{-m, n}$, since $u$ is a real function. The abstract realization of the wave operator $\frac{\partial^{2}}{\partial t^{2}}-\frac{\partial^{2}}{\partial x^{2}}$ in $L^{2}(\Omega)$ is the linear operator $L: D(L) \rightarrow L^{2}(\Omega)$ defined by

$$
L u=\sum_{m \in \mathbb{Z}, n \in \mathbb{N}}\left(n^{2}-m^{2}\right) u_{m, n} \varphi_{m, n},
$$

where

$$
D(L)=\left\{\left.u \in L^{2}(\Omega)\left|\sum_{m \in \mathbb{Z}, n \in \mathbb{N}}\left(n^{2}-m^{2}\right)^{2}\right| u_{m, n}\right|^{2}<\infty\right\}
$$

It is easy to show that $u \in L^{2}(\Omega)$ is a weak solution of (8.5.1) if and only if

$$
h \in L u-\eta u-N(u)
$$

with $u \in D(L)$. Moreover, $L$ is densely defined, self-adjoint, closed, $\mathcal{R} L=$ $(\mathcal{N} L)^{\perp}$ and $L$ has a pure point spectrum of eigenvalues

$$
\sigma(L)=\left\{n^{2}-m^{2} \mid m \in \mathbb{Z}, n \in \mathbb{N}\right\}
$$

with the corresponding eigenfunctions $\varphi_{m, n}$. Clearly $\sigma(L)$ is unbounded both from above and from below, any eigenvalue $\lambda \neq 0$ has a finite multiplicity, but $\mathcal{N} L$ is infinite dimensional. The right inverse $L_{0}^{-1}: \mathcal{R} L \rightarrow \mathcal{R} L$ is compact. Hence (8.1.1) fulfils all basic conditions for the inclusion (8.4.1) when $N(u)$ is replaced with $\eta \mathbb{I}+N(u)+h$.

### 8.6 Construction of Topological Degree

We construct a topological degree function for $\mathcal{F}_{G}^{C}$. The method is based on the construction of continuous one-parametric generalized Galerkin projections which we use for the derivation of a one-parametric family of multi-valued mappings possessing the Leray-Schauder degree. The basic Lemma 8.6.4 below is the stabilization of this degree for large parameters. In this way, we can define a topological degree for our multi-valued mappings. First, we define a class of admissible homotopies.

Definition 8.6.1. A mapping: $(t, u) \rightarrow f_{t}(u)$ from $[0,1] \times \bar{G}$ to $2^{H}$ is a (multi-) homotopy of the class $\left(m S_{+}\right)$, if for any sequences $\left\{u_{n}\right\}_{n \in \mathbb{N}}$ in $\bar{G},\left\{t_{n}\right\}_{n \in \mathbb{N}}$ in $[0,1], f_{n}^{*} \in f_{t_{n}}\left(u_{n}\right)$ with $u_{n} \rightharpoonup u, t_{n} \rightarrow t$ and $\lim \sup _{n \rightarrow \infty}\left(f_{n}^{*}, u_{n}-u\right) \leq 0$ we have $u_{n} \rightarrow u$.

We denote

$$
\mathcal{H}_{G}^{C}=\left\{F_{t} \mid F_{t}=Q-(Q C Q-P) f_{t}\right\}
$$

where $f_{t}$ is a homotopy of the class $\left(m S_{+}\right)$. The set $\mathcal{H}_{G}^{C}$ is called the class of admissible homotopies. Obviously $F_{t}=(1-t) F_{1}+t F_{2} \in \mathcal{H}_{G}^{C}, 0 \leq t \leq 1$ for any $F_{1}, F_{2} \in \mathcal{F}_{G}^{C}$. Finally, we recall Remark 8.2.1.

Since $H$ is separable there exists a sequence $\left\{N_{n}\right\}_{n \in \mathbb{N}}$ of finite dimensional subspaces of $M^{\perp}$ with $N_{n} \subset N_{n+1}$ for all $n$, and $\cup_{n=1}^{\infty} N_{n}$ is dense in $M^{\perp}$. We denote by $P_{n}$ the orthogonal projection from $H$ to $N_{n}$. We extend this to generalized Galerkin approximations defined by

$$
P_{\lambda}=(\lambda-n) P_{n+1}+(n+1-\lambda) P_{n} \quad \text { for any } \lambda \in[n, n+1] .
$$

We have the following obvious result.
Proposition 8.6.2. The generalized Galerkin approximations satisfy
(i) $\left(P_{\lambda} u, v\right)=\left(u, P_{\lambda} v\right)$ for every $\lambda \geq 1, u, v \in H$
(ii) $\left\|P_{\lambda}\right\| \leq 1$ for all $\lambda \geq 1$
(iii) $P_{\lambda} v \rightarrow P v$ for every $v \in H$ as $\lambda \rightarrow \infty$
(iv) $P_{n} P_{\lambda}=P_{n}$ for every $\lambda \geq n \in \mathbb{N}$
(v) $\left(z, P_{\lambda} z\right) \geq 0$ for every $z \in H$ and $\lambda \geq 1$

For each $F=Q-(Q C Q-P) f \in \mathcal{F}_{G}^{C}$, we define the approximations $\left\{F_{\lambda} \mid\right.$ $\lambda \geq 1\}$ by

$$
F_{\lambda}=\mathbb{I}-\left(Q C Q-\lambda P_{\lambda}\right) f
$$

We note that $\left(Q C Q-\lambda P_{\lambda}\right) f$ is compact, convex-valued and usc for each $\lambda \geq 1$.
Similarly, for each admissible homotopy $F_{t}=Q-(Q C Q-P) f_{t}, 0 \leq t \leq 1$, we have

$$
\left(F_{t}\right)_{\lambda}=\mathbb{I}-\left(Q C Q-\lambda P_{\lambda}\right) f_{t}
$$

which is obviously a homotopy of the Leray-Schauder type for any $\lambda \geq 1$.
Proposition 8.6.3. Let $\left\{u_{k}\right\}_{n \in \mathbb{N}} \subset H$ and let $\left\{P_{\lambda}\right\}_{\lambda \geq 1}$ be the projections defined as above. Then
(a) if $u_{k} \rightharpoonup u$ and $\lambda_{k} \rightarrow \infty$ then $P_{\lambda_{k}} u_{k} \rightharpoonup P u$
(b) if $u_{k} \rightarrow u$ and $\lambda_{k} \rightarrow \infty$ then $P_{\lambda_{k}} u_{k} \rightarrow P u$

Now we can formulate the basic lemma.
Lemma 8.6.4. Let $F_{t}=Q-(Q C Q-P) f_{t}$ be an admissible homotopy and let $A$ be a closed subset in $\bar{G}$. If $0 \notin F_{t}(A)$ for all $t \in[0,1]$, then there exists $\lambda_{0}>0$ such that

$$
0 \notin\left(F_{t}\right)_{\lambda}(A) \quad \text { for all } t \in[0,1] \text { and } \lambda \geq \lambda_{0} .
$$

Proof. Assume by contrary that there exist sequences $\left\{u_{k}\right\}_{k \in \mathbb{N}}$ in $A$ and $\left\{\lambda_{k}\right\}_{k \in \mathbb{N}}$ in $[1, \infty), \lambda_{k} \rightarrow \infty$, and $\left\{t_{k}\right\}_{k \in \mathbb{N}}$ in $[0,1]$ such that $0 \in\left(F_{t_{k}}\right)_{\lambda_{k}}\left(u_{k}\right)$. This is equivalent to the existence of selections $g_{k}^{*} \in f_{t_{k}}\left(u_{k}\right)$ and $c_{k}=-C Q g_{k}^{*}$ for which

$$
u_{k}+Q c_{k}^{*}+\lambda_{k} P_{\lambda_{k}} g_{k}^{*}=0 .
$$

Writing this equation in both subspaces $M$ and $M^{\perp}$ we get

$$
\begin{gather*}
Q u_{k}+Q c_{k}^{*}=0,  \tag{8.6.1}\\
P u_{k}+\lambda_{k} P_{\lambda_{k}} g_{k}^{*}=0 . \tag{8.6.2}
\end{gather*}
$$

The sequence $\left\{u_{k}\right\}_{k \in \mathbb{N}}$ is bounded therefore we can (taking a subsequence, if necessary) assume that $u_{k} \rightharpoonup u$ for some $u \in H$. Since the sequence $g_{k}^{*}$ is bounded, we suppose $g_{k}^{*} \rightharpoonup g^{*}, g^{*} \in H$ and the compactness of $C$ gives $c_{k}^{*} \rightarrow z^{*}$, $z^{*}=-C Q g^{*}$.

Hence we have $Q c_{k}^{*} \rightarrow Q z^{*}$ and by (8.6.1), $Q u_{k} \rightarrow Q u$. By (8.6.2),

$$
\frac{1}{\lambda_{k}} P u_{k}+P_{\lambda_{k}} g_{k}^{*}=0 .
$$

The set $\left\{u_{k} \mid k=1,2, \ldots\right\}$ is bounded, thus $\frac{1}{\lambda_{k}} P u_{k} \rightarrow 0$ for $k \rightarrow \infty$. This leads to $P_{\lambda_{k}} g_{k}^{*} \rightarrow 0$. On the other hand, for $g_{k}^{*} \rightharpoonup g^{*}$ we conclude $P_{\lambda_{k}} g_{k}^{*} \rightharpoonup P g^{*}$, which yields $P g^{*}=0$. Hence we have $P g_{k}^{*} \rightharpoonup P g^{*}=0$ followed by $\lim _{k \rightarrow \infty}\left(g_{k}^{*}, P u\right)=0$.

We continue with calculating of $\lim \sup _{k \rightarrow \infty}\left(g_{k}^{*}, u_{k}-u\right)$ :

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}\left(g_{k}^{*}, u_{k}-u\right)=\limsup _{k \rightarrow \infty}\left(g_{k}^{*}, P u_{k}-P u\right)=\limsup _{k \rightarrow \infty}\left(g_{k}^{*}, P u_{k}\right) \tag{8.6.3}
\end{equation*}
$$

From (8.6.2) we obtain $P u_{k}=-\lambda_{k} P_{\lambda_{k}} g_{k}^{*}$. Inserting it in to the last term of (8.6.3) we get

$$
\limsup _{k \rightarrow \infty}\left(g_{k}^{*}, u_{k}-u\right)=-\liminf _{k \rightarrow \infty} \lambda_{k}\left(g_{k}^{*}, P_{\lambda_{k}} g_{k}^{*}\right)
$$

By (v) of Proposition 8.6.2, $\lambda_{k}\left(g_{k}^{*}, P_{\lambda_{k}} g_{k}^{*}\right) \geq 0$ and it immediately follows that

$$
\limsup _{k \rightarrow \infty}\left(g_{k}^{*}, u_{k}-u\right) \leq 0
$$

Hence, by the definition of the homotopy $f_{t}$ of the class $\left(m S_{+}\right)$we have $u_{k} \rightarrow u$, $u \in A$. We have $t_{n} \rightarrow t, g_{k}^{*} \rightharpoonup g^{*}$ and $u_{k} \rightarrow u$. Since $(t, u) \rightarrow f_{t}(u)$ is w-usc, we get $g^{*} \in f_{t}(u)$. From $Q u_{k} \rightarrow Q u, Q c_{k}^{*} \rightarrow Q z^{*}$ using (8.6.1), we obtain $Q u+Q z^{*}=0$. Since $P g^{*}=0$ we have

$$
0=Q u-(Q C Q-P) g^{*} \in F_{t}(u)
$$

a contradiction. The proof is complete.
We have the following important consequence for the stabilization of a degree.

Lemma 8.6.5. Let $F \in \mathcal{F}_{G}^{C}$ and $0 \notin F(\partial G)$. Then there exist $\lambda_{1} \in[1, \infty)$ such that

$$
d_{L S}\left(F_{\lambda}, G, 0\right)=\text { constant } \quad \text { for all } \lambda \geq \lambda_{1},
$$

where $d_{L S}$ is the Leray-Schauder topological degree.

Proof. Choosing a constant homotopy $F_{t}=F$ and $A=\partial G$, we obtain that there exists $\lambda_{1} \geq 1$ such that $0 \notin F_{\lambda}(\partial G)$ for all $\lambda \geq \lambda_{1}$.

Due to Lemma 8.6.5 we can define a degree function for the class $\mathcal{F}_{G}^{C}$. We put

$$
\begin{equation*}
d(F, G, 0):=\lim _{\lambda \rightarrow \infty} d_{L S}\left(F_{\lambda}, G, 0\right) \tag{8.6.4}
\end{equation*}
$$

for any given $F \in \mathcal{F}_{G}^{C}$ with $0 \notin F(\partial G)$. In the next theorem we show that the degree function defined by (8.6.4) has all the usual properties.

Theorem 8.6.6. Let $H$ be a real separable Hilbert space, $G$ be a bounded open subset of $H, M$ be a closed subspace of $H, Q$ be the orthogonal projection onto $M, C \in L(\mathcal{R} Q, H)$ be compact, $\mathcal{F}_{G}^{C}$ be the class of admissible mappings and $\mathcal{H}_{G}^{C}$ be the class of admissible homotopies defined above. Then there exists a classical $\mathbb{Z}$-defined topological degree function d on $\mathcal{F}_{G}^{C}$ satisfying the following properties:
(i) If $0 \notin F(\partial G)$ and $d(F, G, 0) \neq 0$ then $0 \in F(G)$.
(ii) $d(F, G, 0)=d\left(F, G_{1}, 0\right)+d\left(F, G_{2}, 0\right)$ (thus $F \in \mathcal{F}_{G_{1}}^{C}$ and $F \in \mathcal{F}_{G_{2}}^{C}$ ), whenever $G_{1}$ and $G_{2}$ are disjoint open subsets of $G$ such that $0 \notin F\left(\bar{G} \backslash\left(G_{1} \cup\right.\right.$ $\left.G_{2}\right)$ ).
(iii) $d\left(F_{t}, G, 0\right)$ is independent of $t \in[0,1]$ if $F_{t} \in \mathcal{H}_{G}^{C}$ and $0 \notin F_{t}(\partial G)$ for all $t \in[0,1]$.

Proof. If $0 \notin F(\partial G)$ and $d(F, G, 0) \neq 0$ then by Lemma 8.6.4, $0 \notin F_{\lambda}(\partial G)$ and $d_{L S}\left(F_{\lambda}, G, 0\right) \neq 0$ for $\lambda$ large. Hence $0 \in F_{\lambda}(G)$. Then Lemma 8.6.4 gives $0 \in F(G)$. So (i) is shown.

If $0 \notin F\left(\bar{G} \backslash\left(G_{1} \cup G_{2}\right)\right)$ then by Lemma 8.6.4, $0 \notin F_{\lambda}\left(\bar{G} \backslash\left(G_{1} \cup G_{2}\right)\right)$ for $\lambda$ large. Then $d_{L S}\left(F_{\lambda}, G, 0\right)=d_{L S}\left(F_{\lambda}, G_{1}, 0\right)+d_{L S}\left(F_{\lambda}, G_{2}, 0\right)$. So (ii) is shown.

If $0 \notin F_{t}(\partial G)$ for all $t \in[0,1]$, then by Lemma 8.6.4, $0 \notin\left(F_{t}\right)_{\lambda}(\partial G)$ for all $t \in[0,1]$ and $\lambda$ large. Then $d_{L S}\left(\left(F_{t}\right)_{\lambda}, G, 0\right)$ is independent of $t \in[0,1]$. So (iii) is shown. The proof is finished.

More general mappings are considered in [36, 92] but we do not present it here, since we are focussing on extension of some known results on local bifurcations [32-35].

### 8.7 Local Bifurcations

We consider the inclusion

$$
\begin{equation*}
0 \in L u-\eta u-N(u), \tag{8.7.1}
\end{equation*}
$$

where $L$ is given in Section 8.4, $\eta>0$ is a parameter and $N \in(m Q M N)$ is bounded, w-usc, convex-valued. Hence $\eta \mathbb{I}+N \in\left(m S_{+}\right)$. Then we set

$$
\operatorname{deg}(L-\eta \mathbb{I}-N, G, 0):=d\left(Q-\left(Q L_{0}^{-1} Q-P\right)(\eta \mathbb{I}+N), G, 0\right)
$$

for an open bounded subset $G \subset H$ such that $0 \notin(L-\eta \mathbb{I}-N)(\partial G \cap D(L))$.
We also suppose that $L$ is self-adjoint. Then $L_{0}^{-1}: \mathcal{R} L \rightarrow \mathcal{R} L$ is a compact, self-adjoint operator, so the spectrum $\sigma(L)$ of $L$ is $\sigma(L)=\left\{\lambda_{j}\right\}_{j \in \mathbb{Z}}$, with $\lambda_{0}=0$, and the multiplicity $m_{j}$ of each $\lambda_{j} \neq 0$ is finite. Concerning $N: H \rightarrow 2^{H}$ we in addition assume
(A1) $\sup \{|v| \mid v \in N(u)\}=o(|u|)$ as $u \rightarrow 0$.
In this and the next sections, we intend to extend some results of [32] to (8.7.1).
Lemma 8.7.1. If $\eta \notin \sigma(L), \eta>0$, then

$$
d\left(L-\eta \mathbb{I}, B_{r}, 0\right)=(-1)^{\chi}
$$

with $\chi=\sum_{0<\lambda_{j}<\eta} m_{j}$ and $B_{r}$ is the ball of $H$ centered at 0 with radius $r>0$.
Proof. Now we have $F=Q\left(\mathbb{I}-\eta L_{0}^{-1} Q\right)+\eta P$ and $F_{\lambda}=Q\left(\mathbb{I}-\eta L_{0}^{-1} Q\right)+P+$ $\eta \lambda P_{\lambda}$. Let $H_{-1}, H_{0}, H_{1}$ be spanned by eigenvectors of $L$ with the corresponding eigenvalues $\lambda_{j}<0,0<\lambda_{j}<\eta, \lambda_{j}>\eta$, respectively. Clearly $\operatorname{dim} H_{0}=\chi$ and $H=H_{-1} \oplus \mathcal{N} L \oplus H_{0} \oplus H_{1}$. So if $u=u_{-1}+w+u_{0}+u_{1}, u_{j} \in H_{j}, w \in \mathcal{N} L$ then

$$
F_{\lambda}(u)=u_{-1}-\eta L_{0}^{-1} u_{-1}+w+\eta \lambda P_{\lambda} w+u_{0}-\eta L_{0}^{-1} u_{0}+u_{1}-\eta L_{0}^{-1} u_{1}
$$

We note

$$
\begin{gathered}
\left(P_{\lambda} w, w\right) \geq 0 \quad \forall w \in \mathcal{N} L \\
\left(L_{0}^{-1} u_{-1}, u_{-1}\right) \leq 0 \quad \forall u_{-1} \in H_{-1} \\
\left(L_{0}^{-1} u_{1}, u_{1}\right)<\eta^{-1}\left|u_{1}\right|^{2} \quad \forall 0 \neq u_{1} \in H_{1}
\end{gathered}
$$

and $A_{0}=\left(\mathbb{I}-\eta L_{0}^{-1}\right) / H_{0}: H_{0} \rightarrow H_{0}$ is an invertible diagonal linear operator with negative eigenvalues. Then we can easily verify that $0 \notin F_{\lambda t}(u) \forall u \neq 0$ and $\forall t \in[0,1]$, where

$$
F_{\lambda t}(u)=u_{-1}-\eta t L_{0}^{-1} u_{-1}+w+t \eta \lambda P_{\lambda} w+u_{0}-\eta L_{0}^{-1} u_{0}+u_{1}-\eta t L_{0}^{-1} u_{1}
$$

Hence $\operatorname{deg}\left(L-\eta \mathbb{I}, B_{r}, 0\right)=d_{L S}\left(F_{\lambda 1}(u), B_{r}, 0\right)=d_{L S}\left(F_{\lambda 0}(u), B_{r}, 0\right)=\operatorname{det} A_{0}=$ $(-1)^{\chi}$ for $\lambda$ large. The proof is finished.

Now we present the following extension of a Krasnoselski result [60].
Theorem 8.7.2. Let (A1) hold. If $\eta_{0} \in \sigma(L), \eta_{0}>0$ with odd multiplicity $m\left(\eta_{0}\right)$, then $\left(\eta_{0}, 0\right)$ is a bifurcation point of (8.7.1), i.e. there is a sequence $\left\{\left(u_{i}, \eta_{i}\right)\right\}_{i=1}^{\infty}$ such that $u_{i} \in D(L) \backslash\{0\}, \eta_{i} \rightarrow \eta_{0}$ and $u_{i} \rightarrow 0$ as $i \rightarrow \infty$, and $u=u_{i}, \eta=\eta_{i}$ satisfy (8.7.1).

Proof. Let $\delta>0$ be so small that $\eta_{0}>\delta$ and $\left(\eta_{0}-\delta, \eta_{0}+\delta\right) \cap \sigma(L)=\left\{\eta_{0}\right\}$. Then there is an $\tau_{1}>0$ such that

$$
\left|L u-\left(\eta_{0} \pm \delta\right) u\right| \geq \tau_{1}|u| \quad \forall u \in D(L)
$$

According to (A1) there is an $r_{0}>0$ such that $\forall r, 0<r \leq r_{0}, \forall t \in[0,1]$, $\forall u \in D(L),|u|=r$ it holds

$$
0 \notin L u-\left(\eta_{0} \pm \delta\right) u-t N(u) .
$$

Then we get

$$
\begin{aligned}
\operatorname{deg}\left(L u-\left(\eta_{0} \pm \delta\right) u-\right. & \left.N(u), B_{r}, 0\right)=\operatorname{deg}\left(L u-\left(\eta_{0} \pm \delta\right) u, B_{r}, 0\right) \\
= & (-1)^{0<\lambda_{j}<\eta_{0} \pm \delta} m_{j} .
\end{aligned}
$$

Since $m\left(\eta_{0}\right)$ is odd, we obtain

$$
\begin{equation*}
\operatorname{deg}\left(L u-\left(\eta_{0}-\delta\right) u-N(u), B_{r}, 0\right) \neq \operatorname{deg}\left(L u-\left(\eta_{0}+\delta\right) u-N(u), B_{r}, 0\right) \tag{8.7.2}
\end{equation*}
$$

Then (8.7.2) implies the existence of $u \in D(L),|u|=r$ and $\eta \in\left(\eta_{0}-\delta, \eta_{0}+\delta\right)$ solving (8.7.1). Since $\delta, r$ can be arbitrarily small, we get a sequence $\left\{\left(\eta_{i}, u_{i}\right)\right\}_{i=1}^{\infty}$ such that $\eta_{i} \rightarrow \eta_{0}, u_{i} \rightarrow 0, u_{i} \in D(L)$ and $0 \neq u_{i}$ solves (8.7.1) with $\eta_{i}$. The proof is finished.

### 8.8 Bifurcations from Infinity

Now we study (8.7.1) under assumption
(A2) $\sup \{|v| \mid v \in N(u)\}=o(|u|)$ as $|u| \rightarrow \infty$.
Theorem 8.8.1. Let (A2) hold. If $\eta_{0} \in \sigma(L), \eta_{0}>0$ with odd multiplicity $m\left(\eta_{0}\right)$, then $\left(\eta_{0}, \infty\right)$ is a bifurcation point of (8.7.1), i.e. there is a sequence $\left\{\left(u_{i}, \eta_{i}\right)\right\}_{i=1}^{\infty}$ such that $u_{i} \in D(L), \eta_{i} \rightarrow \eta_{0}$ and $\left|u_{i}\right| \rightarrow \infty$ as $i \rightarrow \infty$, and $u=u_{i}$, $\eta=\eta_{i}$ satisfy (8.7.1).

Proof. Let $\delta>0$ be so small that $\eta_{0}>\delta$ and $\left(\eta_{0}-\delta, \eta_{0}+\delta\right) \cap \sigma(L)=\left\{\eta_{0}\right\}$. Then there is an $\tau_{1}>0$ such that

$$
\left|L u-\left(\eta_{0} \pm \delta\right) u\right| \geq \tau_{1}|u| \quad \forall u \in D(L)
$$

According to (A2) there is an $r_{0}>0$ such that $\forall r, r \geq r_{0}, \forall t \in[0,1], \forall u \in D(L)$, $|u|=r$ it holds

$$
0 \notin L u-\left(\eta_{0} \pm \delta\right) u-t N(u) .
$$

Like in the proof of Theorem 8.7.2, then there are $u \in D(L),|u|=r$ and $\eta \in\left(\eta_{0}-\delta, \eta_{0}+\delta\right)$ solving (8.7.1). Since $\delta$ can be arbitrarily small and then $r$ can be arbitrarily large, we get a sequence $\left\{\left(\eta_{i}, u_{i}\right)\right\}_{i=1}^{\infty}$ such that $\eta_{i} \rightarrow \eta_{0}$, $\left|u_{i}\right| \rightarrow \infty, u_{i} \in D(L)$ and $u_{i}$ solves (8.7.1) with $\eta_{i}$. The proof is finished.

### 8.9 Bifurcations for Semilinear Wave Equations

We apply the previous bifurcation result to the semilinear wave equation (8.1.1). First we verify that (A2) is satisfied under (8.1.2). Note now

$$
N(u)=\left\{v \in L^{2}(\Omega) \mid v(x, t) \in\left[\widetilde{q}_{-}(x, t, u(x, t)), \widetilde{q}_{+}(x, t, u(x, t))\right]\right\}
$$

for $\widetilde{q}_{ \pm}(x, t, u):=q_{ \pm}(x, t, u)+h(x, t)$ and $q_{ \pm}(x, t, u)$ are defined in Subsection 8.5. Let $K_{1}:=\sup _{u \in \mathbb{R}}|g(u)|$. If $v \in N(u)$ then the Jensen inequality [171] together with condition (8.1.2) imply

$$
\begin{aligned}
& \qquad|v|^{2}=\int_{\Omega} v(x, t)^{2} d x d t \leq 3 \int_{\Omega}\left(K_{1}^{2}+c_{0}^{2}|u(x, t)|^{2 \alpha}+\widetilde{h}_{0}(x, t)^{2}\right) d x d t \\
& \leq 6 K_{1}^{2} \pi^{2}+3\left|\widetilde{h}_{0}\right|^{2}+6 \pi^{2} c_{0}^{2}\left(\int_{\Omega} u(x, t)^{2} d x d t\right)^{\alpha}=6 K_{1}^{2} \pi^{2}+3\left|\widetilde{h}_{0}\right|^{2}+6 \pi^{2} c_{0}^{2}|u|^{2 \alpha} \\
& \text { for } \widetilde{h}_{0}(x, t):=h_{0}(x, t)+|h(x, t)| \text {. Hence }
\end{aligned}
$$

$$
|v| \leq 3 K_{1} \pi+2\left|\widetilde{h}_{0}\right|+3 \pi c_{0}|u|^{\alpha} .
$$

Since $0 \leq \alpha<1$, we see that (A2) holds for (8.5.1). It remains to calculate the multiplicity of a positive eigenvalue $\eta_{0} \in \sigma(L)$. So we must find the number of solutions of $n^{2}-m^{2}=\eta_{0}, n \in \mathbb{N}, m \in \mathbb{Z}$. If $n, m, m \neq 0$ solves it then $n,-m$ is its another solution. So $m\left(\eta_{0}\right)$ is odd if and only if $\eta_{0}=n^{2}$ for some $n \in \mathbb{N}$. Summarizing, we can apply Theorem 8.8.1 to get the following result.
Proposition 8.9.1. Under condition (8.1.2), each $\eta_{0}=n^{2}, n \in \mathbb{N}$ is a bifurcation point of (8.1.1) at infinity for weak $2 \pi$-periodic solutions.

Similarly we have the following result.
Proposition 8.9.2. Under condition (8.1.2), each $\eta_{0}=n^{4}, n \in \mathbb{N}$ is a bifurcation point of the problem

$$
\begin{gather*}
u_{t t}+u_{x x x x}-\eta u-g(u)-f(x, t, u)=h(x, t) \\
u(0, \cdot)=u(\pi, \cdot)=0, \quad u_{x x}(0, \cdot)=u_{x x}(\pi, \cdot)=0 \tag{8.9.1}
\end{gather*}
$$

at infinity for weak $2 \pi$-periodic solutions.
Proof. Now

$$
L u=u_{t t}+u_{x x x x}
$$

with $\sigma(L)=\left\{n^{4}-m^{2} \mid m \in \mathbb{Z}, n \in \mathbb{N}\right\}$. So $0<\eta_{0} \in \sigma(L)$ has an odd multiplicity if and only if $\eta_{0}=n^{4}$ for some $n \in \mathbb{N}$. The proof is finished.

### 8.10 Chaos for Discontinuous Beam Equations

Combining methods of Chapters 3 and 8 together with paper [27], it would be possible to show chaotic solutions to a weakly discontinuous system modeling a
compressed beam with small damping and subjected to a small periodic forcing described by the following p.d.eqn

$$
\begin{gather*}
u_{t t}+\varepsilon \delta u_{t}+u_{x x x x}+P_{0} u_{x x}-\kappa u_{x x}\left(\int_{0}^{\pi} u_{x}^{2}(\xi, t) d \xi\right)+\varepsilon \operatorname{sgn} u=\varepsilon h(x, t) \\
u(0, t)=u(\pi, t)=0=u_{x x}(0, t)=u_{x x}(\pi, t) \tag{8.10.1}
\end{gather*}
$$

where $u(x, t) \in \mathbb{R}$ is the transverse deflection of the axis of the beam; $P_{0}>0$ is an external load, $\kappa>0$ is a ratio indicating the external rigidity and $\delta>0$ is the damping, $\mathrm{\varepsilon}$ is a small parameter, the function $h(x, t)$ is continuous and periodic in $t$ representing the periodic forcing that is distributed along the whole beam.

The first work on oscillations of an elastic beam subject to an axial compression was done in [115]. More recent works on the full equation are presented in $[38,91,170]$. An undamped buckled beam is investigated in $[26,197]$ (see (7.1.45)). All these results are about beam equations with continuous terms like the following one:

$$
\begin{gather*}
u_{t t}+\mu_{1} u_{t}+u_{x x x x}+P_{0} u_{x x}-u_{x x}\left(\int_{0}^{\pi} u_{x}^{2}(\xi, t) d \xi\right)=\mu_{2} \cos \omega_{0} t  \tag{8.10.2}\\
u(0, t)=u(\pi, t)=0=u_{x x}(0, t)=u_{x x}(\pi, t)
\end{gather*}
$$

where $P_{0}, \omega_{0}$ are constants and $\mu_{1}, \mu_{2}$ are small parameters. This is a model for oscillations of an elastic beam with a compressive axial load $P_{0}$ (see Fig. 8.1).


Figure 8.1: The forced buckled beam (8.10.2)

When $P_{0}$ is sufficiently large, (8.10.2) can exhibit chaotic behavior for certain small parameters $\mu_{1}, \mu_{2}$. For instance, we have the following result [91,115]:

Theorem 8.10.1. If $1<P_{0}<4$ and $\omega_{0} \neq n^{2}\left(n^{2}-P_{0}\right), \forall n \in \mathbb{N}, n \geq 2$. Then (8.10.2) possesses a Smale horseshoe with the associated chaotic dynamics for any $\mu_{1} \neq 0$ and $\mu_{2} \neq 0$ small satisfying

$$
\begin{equation*}
\left|\frac{\mu_{1}}{\mu_{2}}\right|<\frac{3 \sqrt{\pi} \omega_{0}}{a^{3}} \operatorname{sech} \frac{\pi \omega_{0}}{2 a} \tag{8.10.3}
\end{equation*}
$$

where $a:=\sqrt{P_{0}-1}$.
We expect a similar result also for (8.10.1). Finally, we note that conditions (1.2.10) and (8.10.3) are related to each order as follows. In (8.10.2) substitute $u(x, t)=\sum_{k=1}^{\infty} u_{k}(t) \sin k x$, multiply by $\sin n x$ and integrate from 0 to $\pi$. This yields the infinite set of ordinary differential equations

$$
\begin{gathered}
\ddot{u}_{n}=n^{2}\left(P_{0}-n^{2}\right) u_{n}-\frac{\pi}{2} n^{2}\left[\sum_{k=1}^{\infty} k^{2} u_{k}^{2}\right] u_{n}-\mu_{1} \dot{u}_{n}+2 \mu_{2}\left[\frac{1-(-1)^{n}}{\pi n}\right] \cos \omega_{0} t \\
n=1,2, \ldots
\end{gathered}
$$

For $1<P_{0}<4$, then only the equation with $n=1$ is hyperbolic while the system of remaining equations has a center. To emphasize this let us define $p=u_{1}$ and $q_{n}=u_{n+1}, n=1,2, \ldots$ The preceding equations now take the form

$$
\begin{equation*}
\ddot{p}=a^{2} p-\frac{\pi}{2}\left[p^{2}+\sum_{k=1}^{\infty}(k+1)^{2} q_{k}^{2}\right] p-\mu_{1} \dot{p}+\frac{4}{\pi} \mu_{2} \cos \omega_{0} t \tag{8.10.4}
\end{equation*}
$$

and

$$
\begin{gather*}
\ddot{q}_{n}=-\omega_{n}^{2} q_{n}-\frac{\pi}{2}(n+1)^{2}\left[p^{2}+\sum_{k=1}^{\infty}(k+1)^{2} q_{k}^{2}\right] q_{n} \\
-\mu_{1} \dot{q}_{n}+2 \mu_{2}\left[\frac{1-(-1)^{n+1}}{\pi(n+1)}\right] \cos \omega_{0} t  \tag{8.10.5}\\
n=1,2, \ldots
\end{gather*}
$$

where we define $\omega_{n}^{2}=(n+1)^{2}\left[(n+1)^{2}-P_{0}\right]$. Conditions $\omega_{0} \neq \omega_{n}, \forall n \in \mathbb{N}$ of Theorem 8.10.1 are non-resonance ones for (8.10.5).

In (8.10.4-8.10.5) we project onto the hyperbolic subspace by setting $q_{n}=0$ for all $n \in \mathbb{N}$ in (8.10.4) to obtain the reduced equation

$$
\begin{equation*}
\ddot{p}=a^{2} p-\frac{\pi}{2} p^{3}-\mu_{1} \dot{p}+\frac{4}{\pi} \mu_{2} \cos \omega_{0} t \tag{8.10.6}
\end{equation*}
$$

So (8.10.6) is derived from (8.10.2) when only the first (hyperbolic) mode of vibration is considered. We see that this is the forced damped Duffing equation
with negative stiffness and with similar form like (1.2.1) for which standard theory, mentioned also in this book, yields chaotic dynamics under condition (8.10.3) (see [91] for further details). As a matter of fact, taking transformations

$$
p(t)=\frac{2 a}{\sqrt{\pi}} x(a t), \quad \mu_{1}=a \widetilde{\mu}_{1}, \quad \mu_{2}=\frac{\sqrt{\pi} a^{3}}{2} \widetilde{\mu}_{2}, \quad \omega_{0}=a \omega
$$

in (8.10.6) we derive

$$
\begin{equation*}
\ddot{x}=x-2 x^{3}-\widetilde{\mu}_{1} \dot{x}+\widetilde{\mu}_{2} \cos \omega t \tag{8.10.7}
\end{equation*}
$$

which is (1.2.1). Then condition (1.2.10) is just

$$
\begin{equation*}
\left|\widetilde{\mu}_{1}\right|<\left|\widetilde{\mu}_{2}\right| \frac{3 \pi \omega}{2} \operatorname{sech} \frac{\pi \omega}{2} \tag{8.10.8}
\end{equation*}
$$

But (8.10.8) is precisely (8.10.3) in the original parameters $\mu_{1}, \mu_{2}$ and $\omega_{0}$.
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## Index

$(E, p, B)-C^{r}$-vector bundle, 13
$(\varepsilon, D)$ - stability, 204
$(m C O M P)$ - multi-mappings, 228
$(m M B)$ - set of measurable-bounded multi-functions, 229
$(m M O N)$ - multi-mappings, 228
( $m M r$ ) - set of $M$-regular
multi-functions, 229
( $m Q M$ ) - multi-mappings, 228
$\left(m S_{+}\right)$- multi-mappings, 228
$2^{Y}$ - family of all subsets of $Y, 14$
$A B$ - product of real sets $A$ and $B, 39$
$C^{r}$ - submanifold, 11
$C^{r}$-diffeomorphism, 16
$C^{r}$-mapping, 11
$C^{r}$-vector atlas, 13
$C^{r}$-vector field on $\mathbb{R}^{m}, 18$
$H(h)$ - hull of $h, 131$
$I\left(x_{0}\right)$ - Brouwer index, 10
$K(k)$ - complete elliptic integral of the first kind, 115
$L(X, Y)$ - set of all linear bounded mappings from $X$ to $Y, 8$
$M_{\mu}-$ Melnikov mapping, 35
$P_{1}, P_{x}$ - projections, 109
$P_{\xi}, Q_{\eta}, P_{p}-$ projections, 147
$P_{x, \theta}$ - projection, 112
$R$ - reversibility, 21
$R$ - reversible, 165
$R$ - symmetric, 165
$R$ - symmetric heteroclinic/homoclinic orbit, 168
$S$ - reversible homoclinic orbit, 177
$S$ - reversible solutions, 181
$S^{d}-d$-dimensional sphere, 36
$T M$ - tangent bundle, 11
$T M^{\perp}$ - normal bundle, 14
$T_{p} M$ - tangent space, 11
$V_{\xi}(n), W_{\eta}(n)$ - fundamental solutions, 147
$W_{l o c, \varepsilon}^{c}-$ local center manifold, 19
$W_{x_{0}}^{s(u)}-$ global stable (unstable) manifold, 16, 18
$X, Y, \cdots-$ Banach spaces, 7
$Z_{\tau}, Y_{\tau}$ - functional Banach spaces, 122
$Z_{m}, Z_{m}^{p}, Y_{m}$ - functional Banach spaces, 29
$\#(M \cap U, N \cap U)$ - local oriented intersection number of manifolds $M, N, 12$
$\#(M, N)$ - oriented intersection number of manifolds $M, N$, 12

Fix $R$ - fixed points of $R, 165$
$\mathbb{N}$ - set of natural numbers, 7
$\Pi(\theta)$ - projection, 78
$\Pi$ - projection, 99
$\Pi_{m}$ - projection, 32,57
$\mathbb{R}$ - set of real numbers, 3
$\mathbb{Z}$ - set of integer numbers, 9
$\mathbb{Z}_{+}$- set of nonnegative integers, 16
$\mathbb{Z}_{-}-$set of nonpositive integers, 16
$\chi(T M)$ - Euler characteristic of a manifold, 14
$\chi(\xi)$ - Euler characteristic of a vector bundle, 14
cn - Jacobi elliptic function, 115
$\operatorname{deg}(F, \Omega, y)$ - Leray-Schauder / Brouwer degree, 10
$\operatorname{deg}(s, \Omega)$ - Brouwer degree of a section, 14
dn - Jacobi elliptic function, 212
$\phi(z, t)$ - orbit based at $z, 18$
$\sigma$ - Bernoulli shift map, 17
$\sigma(A)$ - spectrum of $A, 16$
$\operatorname{sgn} r$ - discontinuous function, 23
$\operatorname{Sgn} r$ - multivalued function of $\operatorname{sgn} r$, 15
$\operatorname{Sgn}_{\eta, \zeta, \kappa} r$ - multivalued function, 50
graph $F$ - graph of $F, 15$
sw $t$ - switching function, 94
$d(F, G, 0)$ - generalized topological degree, 235
$f^{k}(z)$ - $k$-iteration, 16
$k$ - elliptic modulus, 115
$z^{+}=\max \{0, z\}, z^{-}=\min \{0, z\}, 52$
$\mathcal{F}_{G}^{C}$ - class of admissible mappings, 231
$\mathcal{H}_{G}^{C}$ - class of admissible homotopies, 232
$\mathcal{N} A, \mathcal{R} A$ - kernel and range of $A, 9$
adjoint variational system, 19, 29, 77, 89, 90, 98, 108, 112, 114, 161, 173
admissible homotopy, 9, 232
admissible triple, 9,15
almost periodic functions, 129
anti-integrable (or anti-continuum)
limit equation, 176
anticontinuum/anti-integrable case, 185
area-preserving mapping, 12
averaging method, 107
Banach inverse mapping theorem, 8
base space, 13
bifurcation equation, 9,171
bifurcation function, 163
bifurcations from infinity, 237
block on a periodically moving ribbon under a force, 76
blue sky catastrophe, 165, 171, 177
bounded continued fraction expansion, 219
breathers, 176, 183
Brouwer degree on manifolds, 13

Brouwer fixed point theorem, 10
bundle projection, 13
center manifold theorem for flows, 19, 21
chains of weakly coupled oscillators, 176
chaotic differential inclusions, 121
chaotic periodic differential inclusions, 135
chaotic singular differential inclusions, 138
characteristic function, 15
classical bifurcation result on periodics, 87
clock-pendulum, 93
compact operator, 8
continued fraction expansion, 219
continuous (compact) embedding, 8
continuum/integrable case, 184
convex hull, 7
coordinate neighborhood, 11
Coulomb's friction law, 23, 50, 96
coupled oscillators with small quasiperiodic forcing terms, 121
damped and periodically forced lattice equations, 198
deterministic chaos, 17
diatomic lattice model, 180
difference boundary value problems, 146
differentiable manifolds, 11
differential 1-form, 12
discontinuous semilinear wave equation, 227
discrete Klein-Gordon equations, 176, 183, 195
discrete Laplacian, 196
discrete sine-Gordon equation, 176, 184, 196
dry friction force, 23
dual space, 7
Duffing equation, 2, 88, 200

Duffing-type equation, 46, 47, 107
Duffing-type perturbation, 107
eigenvalue problem, 213
Einstein pendulum, 107
embedding, 11
Euler characteristic, 171
exactly symplectic diffeomorphism, 145
exponential dichotomy, 16
extension of a Krasnoselski result, 236
fibre, 13
flow, 18
forced nonlinear beam equations, 210
forced pendulum equation, 199
forced sine-beam equation, 199
Fredholm alternative result, 30, 78, 123
Fredholm operator, 9
fundamental solution of
difference equation, 16
fundamental solution of
differential equation, 16
generalized Galerkin
approximations, 233
gradient operator, 206
Gram matrix, 79, 109, 172
Green function, 82
Hartman-Grobman theorem for flows, 19
heteroclinic loop, 178
homoclinic sliding, 140
horseshoe dynamics, 17
hyperbolic equilibrium, 18
hyperbolic fixed point, 16
hyperbolic matrix, 16
immersed submanifold, 11
immersion, 11
implicit function theorem, 8
incommensurability, 200
induced topology, 11
integrable; (anti-integrable) case, 176
invariant vector field, 20

Jordan block, 25, 186
Jordan form, 25, 27
kinks, 183, 185
Lagrange spectrum, 226
Lagrangian, 145
layers of continuum periodic solutions, 190
librational solutions, 213
limit equation, 199, 203
linear involution, 165
local $C^{r}$-chart, 11
local bifurcations, 235
local trivialization, 13
locally trivial vector bundle, 13
lsc - lower semicontinuity, 229
Lyapunov-Schmidt method, 9
magneto-elastic beam, 2
manifold of 1-periodic solutions, 76
Mazur's theorem, 7
Melnikov function, 136, 161, 163, 171, 199
Melnikov mapping, 174
Melnikov method, 1, 5
moving block on a wall under a force, 23
multiple 1-periodic solutions, 119
multivalued almost periodic perturbations, 122
multivalued or set-valued mapping, 14
multivalued van der Pol oscillator, 91
natural projection, 11
non-degenerate family of 1-periodic solutions, 77,112
non-degenerate manifold of homoclinic points, 169, 175
non-degenerate manifold of homoclinic solutions, 128, 133, 158
non-smooth mechanical systems, 1
odd multiplicity of eigenvalues, 236, 237
one-dimensional beam operator, 221
one-dimensional wave operator, 218
orbitally closeness, 136
oriented manifold, 11
oriented vector bundle, 13
oscillatory orbits, 154
partial quotients, 219
Pelle equation, 225, 226
period blow-up, 165, 177
periodic Hamiltonian system, 146
periodic moving wave solution, 198
periodically forced abstract wave equation, 207
periodics, 18
perturbed second order ordinary differential equations, 172
perturbed topological transversality, 157
piecewise linearly perturbed problem, 52
piecewise smoothly and singular perturbed problems, 75
piecewise smoothly perturbed problem, 96
Poincaré-Andronov bifurcation theorem, 90
quasi-periodically forced Duffing's equation, 130
reduced equation, 19, 21, 56
relay hysteresis operator, 97
resolvent equation, 186
roughness of exponential dichotomies, 16
saddle-node bifurcation of periodic solutions, 88
Schauder fixed point theorem, 10
second order Melnikov function, 164
section of the bundle, 13
semiconjugacy, 146
sensitive dependence on initial conditions, 17
simple zero, 10
sine-Gordon and Klein-Gordon partial differential equations, 200
singularly perturbed differential equations, 56
singularly perturbed differential inclusions, 40, 55, 96
Smale horseshoe, 17
Smale-Birkhoff homoclinic theorem, 17
smooth symplectic surface, 12
spatial discretization, 176, 183, 198
step function, 15
strongly measurable selection, 15
subharmonics, 18
superpositionally measurable function, 229
supporting moving kinks, 184
symmetric homoclinic cycle, 2
symplectic area form, 12
systems with slowly varying coefficients, 107
tangent vector, 11
third-order ordinary differential equations, 103
time or Poincaré map, 18
time reversibility, 165
topological discrete sine-Gordon equation, 180
topologically transversal homoclinic set, 144
topologically transversal intersection of stable and unstable manifolds, 143
total space, 13
transversal $R$-symmetric homoclinic set, 166
transversal heteroclinic/homoclinic point, 17
transversal homoclinic crossing, 139
traveling wave equation, 188
traveling wave solution, 185, 196
traveling waves, 181, 194, 195, 197
trivial vector bundle, 13
uniform sliding state, 195, 197
unitary symmetry, 20
unperturbed equation, 107
usc - upper-semicontinuity, 14, 229
variational equation, $25,57,58,72$, 77, 89, 90, 108, 109, 128, 190, 209
vector field, 14
w-usc - weak upper semicontinuity, 228
weak convergence, 7
weak neighborhood, 7
weak periodic solution, 201, 216, 231
weak topology, 7
weakly compact set, 7
weakly coupled systems, 107, 113
weakly discontinuous system modeling a compressed beam, 239
weakly open set, 7
wedge product, 12
wedge-shaped region, $37,39,46,88$, 135
zero of a continuous vector field, 14

