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## Preface

In the robotics and automation literature, mobile manipulators (manipulators mounted on mobile bases, platforms or vehicles) have received much attention since the beginning of the 1990s for their extended space of operation and extra degrees of freedom offered by the vehicle for accomplishing specific (typically, "long range") manipulative tasks that otherwise could not be executed and accomplished.

With a mobile platform, mobile manipulators can move around and reach places unfriendly to human beings, and perform operations over a large space or long range. Indeed, they can find a wide range of applications including (i) service or security applications at factories, offices, or homes, (ii) search and rescue operations in a harsh, demanding and/or dangerous environment, (iii) remote operations or explorations in remote places or spaces, among others.

Such systems combine the complementary advantages of mobile platforms and robotic arms to extend operational ranges and functionality, and at the same time to bring along the complexity and difficulty in dynamic modelling and control system design for such a class of systems. One the one hand, mobile robotic manipulators possess strongly coupled dynamics of mobile platforms and robotic manipulators, not to mention the nonholonomic constraints introduced by the wheeled/tracked mobile platforms, which present many difficulties in the motion planning, control, coordination, and cooperation of such systems. On the other hand, many advances in nonlinear system analysis and control system design offer powerful tools and fundamental concepts for the control of mobile manipulator systems. The study of mobile manipulators provides yet another class of practical systems where intelligent control, adaptive control, and robust control are called upon.

In the course of research on mobile manipulators, we see an exponential growth in the literature where many fundamental concepts and power tools have been developed in understanding and appreciation of the scientific problems and solutions involved. This motivated us to write the current monograph to give the subject of interest a systematic treatment yet in a timely manner.

The main objective of this book is to give a thorough theoretical treatment of several fundamental problems for mobile robotic manipulators, and some major issues that the authors have been analyzing over the past ten years. By integrating fresh concepts and state-of-the-art results to give a systematic treatment for kinematics and dynamics, motion generation, feedback control, coordination and cooperation, a basic theoretical framework is formed toward a mobile robotic manipulator which not only extends the theory of nonlinear control, but also applies to more realistic problems.

A second objective is to write a book that only encompasses the fundamentals of mobile manipulators, the first specialized book on this topic. The book is primarily intended for researchers and engineers in the system and control community. It can also serve as complementary reading for nonlinear system theory at the post-graduate level.

The goal of this book is to investigate the fundamental issues including modeling, motion planning, control, coordination, and cooperation for single and multiple mobile manipulators.

The book contains eight chapters, which exploit several independent yet related topics in detail.

Chapter 1 introduces the system description, background, and motivation of the study, and presents several general concepts and fundamental observations which provide a sound base for the book.

Chapter 2 describes the kinematics and dynamics equations of manipulators and mobile platforms separately, and derives the kinematics and dynamics equations for the mobile manipulator in order to investigate the dynamic interaction between the manipulator and the platform. Deriving the entire equations of one 2-DOF mobile manipulator and 3 -DOF mobile manipulator in explicit forms, which can be found in the Appendix, we can conduct the simulations to verify the proposed controller in the following chapters.

Chapter 3 investigates the motion generation approach for both single nonholonomic mobile manipulators and multiple nonholonomic mobile manipulators in the coordination under conditions of obstacles.

Chapter 4 presents the model-based control for the mobile manipulator with the precision known dynamic model and external disturbance, which is the basis for the following chapters.

Chapter 5 systematically investigates adaptive robust control for mobile manipulators with unknown system parameters and external disturbances by three aspects, including the motion/force control and output feedback control. Finally, the position stabilization and constraint force control for mobile ma-
nipulators with uncertain holonomic constraints is systematically investigated with unknown system parameters and external disturbances.

Chapter 6 presents developing the dynamics of a mobile manipulator with an underactuated joint, and deriving the motion/force control for mobile manipulators interacting with the environments.

Considering multiple mobile manipulators carrying a common object in a cooperative manner, Chapter 7 studies two coordination control approaches: centralized coordination and decentralized coordination with unknown inertia parameters and disturbances. Both proposed coordination controls are robust not only to system uncertainties such as mass variation but also to external disturbances. Simulation studies on the control of coordinated two-wheel driven mobile manipulators show the effectiveness of the proposed scheme.

Chapter 8 investigates centralized robust adaptive controls for two cooperating mobile robotic manipulators manipulating an object with relative motion in the presence of uncertainties and external disturbances. The proposed adaptive controls are robust against relative motion disturbances and parametric uncertainties and validated by simulation studies.
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## Introduction
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### 1.1 Mobile Manipulator Systems

Traditionally, robotic manipulators are usually bolted on the fixed base. The workspace of such a fixed base manipulator is a limited volume of the operation space that can be reached by the end-effector of the manipulator. The workspace is limited and tasks must be carefully structured so that the manipulator can reach parts to be assembled. This is typically achieved by means of conveyor belts or other transporting devices. In the recent several decades, there has been a great deal of interest towards mobile robots [9], [8], [21], [154]. A mobile robot typically refers to a mobile platform or vehicle, equipped with computing units and various sensors. The study of mobile robots is mostly concentrated on a central question: how to move from here to there in a structured/unstructured environment. It involves many issues such as kinematics, dynamics, motion planning, navigation, control and coordination.

Different from mobile robots, a mobile manipulator consists of one or several manipulators and a mobile platform (or a mobile robot). The manipulators are mounted on the top of the mobile platform. A mobile manipulator combines the dextrous manipulation capability offered by fixed-base manipulators and the mobility offered by mobile platforms. A mobile manipulator has a considerably larger operation workspace than a fixed-based one and more manipulation than mobile robots. Mobile manipulators have many potential applications in manufacturing, nuclear reactor maintenance, construction, and


## FIGURE 1.1

Weichun earthquake, Sichuan, China.
planetary exploration [58], [59], [60]. The possible applications of mobile manipulators can be found in hazardous areas after earthquakes (See. Fig. 1.1), nuclear/chemical hazardous areas (See Fig. 1.2), space exploration, and military applications (including the mine-clearing during peace-keeping/holding missions).

Some illustration examples of mobile manipulators are shown in Fig. 1.3Fig. 1.9.

It is obvious that mobile manipulators offer a tremendous potential for performing very wide tasks. However, they bring about a number of challenging problems rather than simply increasing the structural complexity. The following fundamental issues are listed and shall be addressed in this book:
(i) What are the exact kinamatic and dynamic models of mobile manipulators since the mobile manipulator is subject to both holonomic and nonholonomic constraints?
(ii) How can we plan the effective motion trajectory of a mobile manipulator under both holonomic and nonholonomic constraints?


## FIGURE 1.2

Nuclear accidents, Fukushima, Japan.


FIGURE 1.3
The Stanford assistant mobile manipulator [1].


## FIGURE 1.4

The mobile manipulator in Washington University [2].


## FIGURE 1.5

DLR's humanoid robot called Justin [3].


## FIGURE 1.6

NASA's Mars Rover [4].


## FIGURE 1.7

Autonomous robot based on iRobot platform in National University of Singapore.


## FIGURE 1.8

RAS-1 mobile manipulator by South China University of Technology.


## FIGURE 1.9

M1 mobile manipulator robot made by Meka Robotics [6].
(iii) How do we design the hybrid motion/force control and hybrid position/force for mobile manipulators since the mobile manipulator needs to interact with the environments?
(iv) How can we coordinate and cooperate multiple mobile manipulators in order to efficiently fulfill the desired tasks, since the coordination and cooperation could improve the manipulation performance of the multiple robots?

The objective of this book is to investigate the fundamental problems including modeling, motion generation, control, coordination and cooperation for mobile manipulators. The emphasis will be systematic presentation of the fundamental approaches for the mobile manipulator.

### 1.2 Background and Motivations

In this subsection, we briefly discuss the background and motivation of investigating mobile manipulator systems and review the previous works related to the above issues.

Investigation of the modeling, control, coordination and cooperation of mobile manipulators spans several different research domains. Some of them have been extensively studied while others are new and little research has been done. Fundamental issues related to the topic include the kinematic and dynamic modeling, the control of nonholonomic systems, the path-planning considering motion and manipulation, the hybrid motion/force control and hybrid position/force control if the mobile manipulator is required to interact with environments, the coordination and cooperation strategy of multiple mobile manipulators. However, there is only a limited literature available on the fundamental issues, although the advantage of a mobile manipulator over a conventional fixed-base manipulator has been widely acknowledged.

In physics and mathematics, a wheeled mobile manipulator is fundamentally a nonholonomic system, which is a system described by a set of parameters subject to differential constraints, such that when the system evolves along a path in its parameter space, where the parameters vary continuously (in the mathematical sense) and return to the identical values they held at the start of the path, the system itself may not have returned to its original state. A classical example of nonholonomic systems is a rigid disk rolling on a
horizontal plane without slippage in [135], which is equivalent from the control perspective to a wheeled cart driven by two wheels. As a matter of fact, a car-like system in general is a nonholonomic system except a few examples of omnidirectional vehicles [40], [33], [34], [35]. Other examples of nonholonomic systems can be seen in underwater vehicles [36], [37], underactuated robotic manipulators [38], [139], underactuated mobile manipulators [183], [184]. A good survey of the recent development in terms of nonholonomic motion planning is given by Li and Canny [28]. There are many studies on motion planning of mobile robots using various approaches, e.g., potential field [45], graph search algorithms, the A* algorithm [41], Bellman-Ford algorithms [42], the wavefront algorithm [43], and visibility graph approaches [44]. For the motion generation plan planning for mobile manipulators, since mobility is the main concern, the approaches are similar to motion planning for mobile robots. Therefore, we briefly review motion planning for mobile robots.

Dynamic window approaches [46] search the velocity space for a heading close to the goal direction, without hitting obstacles within several command intervals. The curvature-velocity method [47] searches the velocity space for a point that satisfies the velocity and acceleration constraints and maximizes an objective function. In [48], a model for planning the shortest path in configuring the space of a mobile robot was proposed, based on a Lagrange method for optimizing a function. In [49], an iterative algorithm was proposed for motion generation for parking a mobile robot. In [50], a motion planning model for mobile robots used a bubble method to find the locally reachable space and a parameterization method to satisfy the kinematic constraint. In [51], a timeoptimal motion planning method was proposed for a robot with kinematic constraints, which consist of three stages: (i) planning for a point robot; (ii) planning for a robot with size and shape; and (iii) optimizing cost functions for a time-optimal solution. In [52], a path planner was proposed for a nonholonomic mobile robot using a search based algorithm, which requires a local collision-checking procedure and the minimization of cost functions. In [53], a multi-level approach to motion planning of a nonholonomic mobile robot was proposed, where at the first level, a path is found that disrespects the nonholonomic constraints; at each of the next levels, a new path is generated by transformation of the path generated at the previous level; at the final level, all nonholonomic constraints are respected. In [54], a search based model was proposed for path planning with penetration growth distance, which searches the collision paths instead of searching the free workspace as most other models do. In [55], a learning method was proposed for path planning of a robot
in a cluttered workspace where the dynamic local minima can be detected. In [56], a probabilistic learning approach was proposed for the motion planning of a mobile robot, which involves a learning phase and a query phase and uses a local method to compute feasible paths for the robot. In [57], a multilayer reinforcement learning model was proposed for path planning of multiple mobile robots. However, the planned robot motion using learning-based approaches is not efficient and is computationally expensive, especially in its initial learning phase.

Due to Brocketts theorem [135], it is well-known that a wheeled mobile robot with restricted mobility cannot be stabilized to a desired configuration (or posture) via differentiable, or even continuous, pure-state feedback, although it is controllable. A number of approaches have been proposed for the problem, which can be classified as (i) discontinuous time-invariant stabilization [83], (ii) time-varying stabilization [84], [9] and (iii) hybrid stabilization [87], [86]. See the survey paper [88] for more details and references therein.

One commonly used approach for controller design of the mobile robot is to convert, with appropriate state and input transformations, the original systems into some canonical forms for which controller design can be easier [10], [89], [90]. Using the special algebra structures of the canonical forms, various feedback strategies have been proposed to stabilize mobile robots [83], [108], [10], [92]. Recently, adaptive control strategies were proposed to stabilize the dynamic mobile robot systems with modeling or parametric uncertainties [108]. Hybrid control based on supervisory adaptive control was presented to globally asymptotically stabilize a wheeled mobile robot [93]. Adaptive state feedback control was considered in [94] using input-to-state scaling. Output feedback tracking and regulation were presented in [95] for practical wheeled mobile robots. In [96], robust exponential regulation for nonholonomic systems with input and state-driven disturbances was presented under the assumption that the bounds of the disturbances are known. However, these studies consider neither vehicles with manipulators nor a system's dynamics.

For the mobile manipulators, the base degrees-of-mobility are treated equally with the arm degrees-of-manipulation, and solve the redundancy by introducing a user-defined additional task variable [97]. In [98], a weighted multi-criteria cost function is defined, which is then optimized using Newton's algorithm and the coordination of mobility and manipulation is formulated as a nonlinear optimization problem. A general cost function for point-topoint motion in Cartesian space is defined and is minimized using a simulated annealing method. In [99], a controller design was proposed for a mobile ma-
nipulator. The controller consists of a feedforward part which executes off-line optimization along the desired trajectory and a feedback part which realizes decoupling and compensation of the tracking errors. In [100], a decentralized robust controller was described for a mobile robot by considering the platform and the manipulator as two separate systems with which two interconnected subsystems are stable if the unknown interconnections are bounded. Their model used for simulation consists of a two-link manipulator attached to a planar base, in which the angular motion of the base is excluded.

Input-output feedback linearization was investigated to control the mobile platform such that the manipulator is always positioned at the preferred configurations measured by its manipulability [101]. Similarly, through nonlinear feedback linearization and decoupling dynamics in [61], force/position control of the end-effector along the same direction for mobile manipulators was proposed and applied to nonholonomic cart pushing. In [102], the effect of the dynamic interaction between the arm and the vehicle of a mobile manipulator was studied, and nonlinear feedback control for the mobile manipulator was developed to compensate for the dynamic interaction. In [62], coordination and control of mobile manipulators were presented with two basic task-oriented controls: end-effector task control and platform self posture control. In [63], the concept of manipulability was generalized to the case of mobile manipulators and the optimization criteria in terms of manipulability were given to generate the controls of the system.

However, control of mobile manipulators with uncertainties is essential in many practical applications, especially for the case when the force of the end-effector should be considered. To handle unknown dynamics of mechanical systems, robust and adaptive controls have been extensively investigated for robot manipulators and dynamic nonholonomic systems. Robust controls assume the known boundaries of unknown dynamics of the systems, nevertheless adaptive controls could learn the unknown parameters of interest through adaptive tuning laws.

Under the assumption of a good understanding of dynamics of the systems understudy, model-based adaptive controls have been much investigated for dynamic nonholonomic systems. In [103], adaptive control was proposed for trajectory/force control of mobile manipulators subjected to holonomic and nonholonomic constraints with unknown inertia parameters, which ensures the motion of the system to asymptotically converge to the desired trajectory and force. In [105], adaptive state feedback and output feedback control strategies using state scaling and backstepping techniques were proposed for
a class of nonholonomic systems in chained form with drift nonlinearity and parametric uncertainties. In [64], the nonholonomic kinematic subsystem was first transformed into a skew-symmetric form, then a virtual adaptive control designed at the actuator level was proposed to compensate for the parametric uncertainties of the kinematic and dynamic subsystems.

Because of the difficulty in dynamic modeling, adaptive neural network control, a non-model based approach, has been extensively studied for different classes of systems, such as robotic manipulators [111, 112, 79] and mobile robots [113]. In [108], robust adaptive control was proposed for dynamic nonholonomic systems with unknown inertia parameters and disturbances in which adaptive control techniques were used to compensate for the parametric uncertainties and sliding mode control was used to suppress the bounded disturbances. In [66], adaptive robust force/motion control was presented systematically for holonomic mechanical systems and a large class of nonholonomic mechanical systems in the presence of uncertainties and disturbances. In [80], adaptive neural network control for robot manipulator in the task space was proposed, which neither requires the inverse dynamical model nor the time-consuming off-line training process. In [114], the unidirectionality of the contact force of robot manipulators was explicitly included in modeling and the fuzzy control was developed. In [81], adaptive neural fuzzy control for function approximation was investigated for uncertain nonholonomic mobile robots in the presence of unknown disturbances. In [115], adaptive neural network controls were developed for the motion control of mobile manipulators subject to kinematic constraints.

Coordinated controls of multiple mobile manipulators have attracted the attention of many researchers [68], [172], [173], [174]. Interest in such systems stems from the greater capability of the mobile manipulators to carry out more complicated and dextrous tasks which may not be accomplished by a single mobile manipulator. It is an important technology for applying cooperative mobile manipulators to modern factories for transporting materials, and dangerous fields for dismantling bombs or moving nuclear infected objects. Coordinated controls of multiple mobile manipulators have attracted the attention of many researchers [68], [172], [173], [174]. Interest in such systems stems from the greater capability of the mobile manipulators in carrying out more complicated and dextrous tasks which may not be accomplished by a single mobile manipulator. It is an important technology for applying cooperative mobile manipulators to modern factories for transporting materials, and dangerous fields for dismantling bombs or moving nuclear infected objects.

Controls of multiple mobile manipulators present a significant increase in complexity over the single mobile manipulator case; moreover, it is more difficult and challenging than the controls of multiple robotic manipulators [170] and [171]. The difficulties of the control problem lie in the fact that when multiple mobile manipulators coordinate each other, they form a closed kinematic chain mechanism. This imposes a set of kinematic and dynamic constraints on the position and velocity of coordinated mobile manipulators. As a result, the degrees of freedom of the whole system decrease, and internal forces are generated which need to be controlled.

Until now, a few control methods have been proposed for solving this problem. These controls include: (i) hybrid position/force control, where the position of the object is controlled in a certain direction of the workspace and the internal force of the object is controlled in a small range of the origin [68], [174], [177], [170], [169]; and (ii) leader-follower method, where one or a group of mobile manipulators plays the role of the leader, which tracks a preplanned trajectory, and the rest of the mobile manipulators form the follow group which are moved in conjunction with the leader mobile manipulators [172], [175], [176].

Most previous studies on the coordination of multiple mobile manipulators systems only deal with motion-tracking control [68], [172], [174], [175], and [176], on the assumption of known complex dynamics of the system. If there exit uncertain dynamics and disturbances from the environments, the controls so designed may give degraded performance and may incur instability. Moreover, the large scale tasks, such as manufacturing and assembly in automatic factories and space explorations, often include situations where multiple robots are grasping an object in contact with the environment, for example, scribing, painting, grinding, polishing, contour-following on a larger scale. The purpose of controlling a coordinated system is to control the contact forces between the environment and object in the constrained direction and the motion of the object in unconstrained directions. The internal forces are produced within the grasped object, which do not contribute to system motion; the larger internal forces would damage the object. We have to maintain internal forces in some desired values. Moreover, the parameter uncertainties and external disturbances existing between the robots and the environment would disrupt the interaction.

### 1.3 Outline of the Book

The book contains seven chapters which exploit several independent yet related topics in detail.

Chapter 1 introduces the system description, background and motivation of the study, and presents several general concepts and fundamental observations which provide a sound base for the book.

Chapter 2 describes the kinematics and dynamics equations for manipulators and mobile platforms separately. There are two reasons for treating the two subsystems separately: (i) the mobile platform has very unique control properties due to its nonholomomic nature, the modeling of the mobile platform should be addressed independently of the manipulator which is holonomic for the sake of clarity; and (ii) the mobile manipulators have different types, several examples are listed in the chapter. Chapter 2 further derives the kinematics and dynamics equations for the mobile manipulator in order to investigate the dynamic interaction between the manipulator and the platform. Deriving the entire equations of a 2 -DOF mobile manipulator and a 3 -DOF mobile manipulator in explicit forms, which can be found in the appendix, we can conduct the simulations to verify the proposed controller in the following chapters.

Chapter 3 investigates the motion generation for both single nonholonomics mobile manipulators and multiple nonholonomic mobile manipulators in the coordination under the consideration of the obstacles. A collision-free motion generation approach is proposed for nonholonomic mobile manipulators and coordinated nonholonomic mobile manipulators in the highly cluttered environments, which employ smooth and continuous polynomial functions. The approach generates a collision-free initial path for a mobile manipulator. While following this path, the detected obstacles can be avoided. The current path is iteratively deformed in order to get away from obstacles and satisfy the nonholonomic constraints and yields admissible input trajectories that drive both the manipulator and the platform to a desired configuration. The core idea of the approach is to deform the normal vector along the current path in order to modify this path, making the collision constraints decrease. Illustrative examples demonstrate the planning methodology in obstacle-free and obstructed environments.

Chapter 4 presents the model-based control for the mobile manipulator
with the precision of a known dynamic model and external disturbance, which is the basis for the following chapters.

Chapter 5 systematically investigates the control for mobile manipulators. It describes the effective adaptive robust control strategies to control a class of holonomic constrained noholonomic mobile manipulators in the presence of uncertainties and disturbances. The system stability and the boundedness of tracking errors are proved using Lyapunov synthesis. All control strategies have been designed to drive the system motion to converge to the desired manifold and at the same time guarantee the boundedness of the constrained force. Moreover, adaptive robust output-feedback force/motion control strategies are then presented for mobile manipulators under both holonomic and nonholonomic constraints in the presence of uncertainties and disturbances. The controls are developed on structural knowledge of the dynamics of the robot and actuators and in conjunction with a linear observer. The proposed controls are robust not only to parametric uncertainty such as mass variations but also to external ones such as disturbances. The system stability and the boundedness of tracking and observation errors are proved using Lyapunov stability synthesis. Simulation results validate that not only the states of the system converge to the desired trajectory, but also the constraint force converges to the desired force. In the third section, hybrid position stabilization/force tracking control is invetigated for nonholonomic mobile manipulators with unknown parameters of interest and disturbances under uncertain holonomic constraints. The nonholonomic mobile manipulator is transformed into a reduced chained form, and then, robust adaptive force/motion control with hybrid variable signals is proposed to compensate for parametric uncertainties and suppress bounded disturbances. The control scheme guarantees that the outputs of the dynamic system track some bounded auxiliary signals, which subsequently drive the kinematic system to the desired trajectory/force.

Chapter 6 investigates adaptive motion/force control by dynamic coupling and output feedback for nonholonomic mobile manipulators with an underactuated joint, in the presence of parametric and functional uncertainties. It is obvious that the constraints of the system consist of kinematic constraints for the mobile platform and dynamic constraints for the under-actuated joint. Through using dynamic coupling property of nonholonomic mobile underactuated manipulators, adaptive output feedback control is investigated for the system by using a high-gain observer to reconstruct the system states, whose states and time derivatives of the output are unavailable. Moreover, the nonholonomic constraint force between the wheels and the ground is also
considered in the control design such that the slipping or slippage is avoided during the motion. It is shown that output tracking errors of motion and force converge to adjustable neighborhoods of the origin for the output feedback control.

Chapter 7 investigates two coordination control approaches. First, the centralized robust adaptive coordination controls of multiple mobile manipulators carrying a common object in a cooperative manner with unknown inertia parameters and disturbances are presented. A concise dynamics consisting of the dynamics of mobile manipulators and the geometrical constraints between the end-effectors and the object is developed for multiple mobile manipulator coordination. Subsequently, we design centralized robust adaptive controls where parametric uncertainties are compensated by adaptive update techniques and the disturbances are suppressed. The controls ensure that the output tracking errors of the system converge to zero whereas the internal force tracking error remains bounded and can be made arbitrarily small. Feedback control design and stability analysis are performed via explicit Lyapunov techniques. Simulation studies on the control of coordinated two wheels driven mobile manipulators show the effectiveness of the proposed scheme. Then, a decentralized robust adaptive coordination control version of multiple mobile manipulators cooperatively carrying a common object interacting with nonrigid environments is proposed. First, the decentralized dynamics of system coupled with the physical interactions are developed, which includes the dynamics of mobile manipulators, the internal force between end-effectors and the object, and interaction force between the object and environments. Then, a decentralized adaptive robust control based on impedance approach for coordinated multiple mobile manipulators is designed and analyzed using Lyapunov synthesis. The proposed controls are robust not only to system uncertainties such as mass variation but also to external disturbances. Simulation results are presented to validate that the position tracking errors converge to zero whereas the impedance-based internal force tracking error can be made arbitrarily small.

Chapter 8 presents the coupled dynamics for two cooperating mobile robotic manipulators manipulating an object with relative motion in the presence of uncertainties and external disturbances. Centralized robust adaptive controls are introduced to guarantee the motion and force trajectories of the constrained object converge to the desired manifolds with prescribed performance. The stability of the closed-loop system and the boundedness of tracking errors is proved using Lyapunov stability synthesis. The tracking of the
constraint trajectory/force up to an ultimately bounded error is achieved. The proposed adaptive controls are robust against relative motion disturbances and parametric uncertainties and validated by simulation studies.
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### 2.1 Introduction

Kinematics are the velocity relationships relating the linear and angular velocities of the task space end-effector to the joint space, while dynamics are concerned with the relationship between the forces acting on them and the positions, the velocities and the accelerations they produce.

Mathematically, the forward kinematic equations define a function between the task space and the joint space. The velocity relationships are then determined by the Jacobian which is a matrix that can be thought of as the vector version of the ordinary derivative of a scalar function. The Jacobian is one of the most important quantities in the analysis and control of robot motion. It arises in virtually every aspect of robotic manipulation: in the planning and execution of smooth trajectories, in the determination of singular con-
figurations, in the execution of coordinated anthropomorphic motion, in the derivation of the dynamic equations of motion, and in the transformation of forces and torques from the end-effector to the manipulator joints.

The dynamic equations describe the chains time evolution of interconnected rigid body chains under a given set of internal and external forces and/or desired motion specifications, and provide a means of designing robot prototype. We can test control approaches without building the actual robots. The theoretical principle behind rigid body dynamics is rather straightforward: one extends Newton's laws for the dynamics of a point mass to rigid bodies, which are indeed nothing else but conglomerations of point masses that keep constant distances with respect to each other. However, the interconnection of rigid bodies by means of (prismatic, revolute, etc.) joints gives rise to new physical properties that do not exist for one single point mass or one single rigid body. More in particular, the topology of the kinematic chain determines to a large extent the minimal complexity of the computational algorithms that implement these physical properties.

Kinematics and dynamics deal with the mathematical formulation of the dynamic equations of robot motion. Most of the introductory material can be found in textbooks on classical physics and mechanics, e.g., [102], [143], [185]. Model building could help us understanding the physical meaning and allow real-time execution in a robot controller, i.e., the calculations require less time than the real physics. In practice, this means that only ideal kinematic chains are considered: rigid bodies interconnected via ideal joints. Introducing flexible joints and joint friction increases the computational costs, although real-time execution remains possible.

All dynamic algorithms discussed in this chapter assume that the physical parameters of the robot are known: dimensions of links, relative positions and orientations of connected parts, mass distributions of links, joints and motors. In practice, it's not straightforward to find realistic values for all these parameters in a given robot. In addition, this chapter assumes ideal systems, i.e., perfectly rigid bodies, joints without backlash and with perfectly modelled flexibilities and friction. For the easy computation of kinematics model for mobile robotic manipulators, we decomposed mobile robotic manipulators into the mobile platform and the robotic manipulators.


## FIGURE 2.1

Differential-driven mobile manipulator.

### 2.2 Kinematics of Mobile Platform

In this section, we consider two mobile platforms-the differential-driven mobile platform and car-like mobile platform. Since the procedures for the derivation of the kinematic model for the differential driven mobile robot and mobile manipulator are similar, we use a common symbolic representation. If the mobile platform satisfies nonholonomic constraints without slipping, then the following constraint holds for the above two types:

$$
\begin{equation*}
A(q) \dot{q}=0 \tag{2.1}
\end{equation*}
$$

where $A(q) \in \mathbf{R}^{n_{v} \times n}$ is the matrix associated with the constraints.

### 2.2.1 Differential-driven Mobile Platform

The mobile robot shown in Fig. 2.1 is a typical differential-driven mobile manipulator. It consists of a vehicle with two driving wheels mounted on the same axis, and a passive front wheel. The motion and orientation are achieved by independent actuators, e.g., dc motors providing the necessary torques to the rear wheels. The nonholonomic constraint states that the robot can only move in the direction normal to the axis of the driving wheels, i.e., the mobile


## FIGURE 2.2

Car-like driven mobile manipulator.
base satisfies the conditions of pure rolling and nonslipping, therefore, the mobile platform is generally subject to three constraints. The first one is that the mobile robot cannot move in the lateral direction, i.e.,

$$
\begin{equation*}
\dot{y}_{o} \cos \theta-\dot{x}_{o} \sin \theta=0 \tag{2.2}
\end{equation*}
$$

since $\dot{x}_{o}=v \cos \theta$ and $\dot{y}=v \sin \theta$ where $\left(x_{o}, y_{o}\right)$ is the center point of the driving wheels, and $v$ is the velocity of the platform, and $\theta$ is the heading angle of the mobile robot measured from $X$-axis.

Eq. (2.2) is a nonholonomic constraint and cannot be integrated analytically to result in a constraint between the configuration variables of the platform, namely $x_{o}, y_{o}$, and $\theta$. As is well known, the configuration space of the system is three-dimensional (completely unrestricted), while the velocity space is two-dimensional. This constraint becomes

$$
\begin{align*}
& \dot{x}_{o} \cos \theta+\dot{y}_{o} \sin \theta+l \dot{\theta}=r \dot{\theta}_{r}  \tag{2.3}\\
& \dot{x}_{o} \cos \theta+\dot{y}_{o} \sin \theta-l \dot{\theta}=r \dot{\theta}_{l} \tag{2.4}
\end{align*}
$$

where $\theta_{r}$ and $\theta_{l}$ are the angular positions of the two driving wheels, respectively, and $2 l$ is the platform width.

Let the generalized coordinates of the mobile platform be $q=$
$\left(x_{o}, y_{o}, \theta, \theta_{r}, \theta_{l}\right)$. The three constraints lead to matrix $A(q)$ as follows

$$
A(q)=\left[\begin{array}{ccccc}
-\sin \theta & \cos \theta & 0 & 0 & 0  \tag{2.5}\\
\cos \theta & \sin \theta & l & -r & 0 \\
\cos \theta & \sin \theta & -l & 0 & -r
\end{array}\right]
$$

Let $m$ rank matrix $S(q) \in \mathbf{R}^{n \times m}$ formed by a set of smooth and linearly independent vector fields spanning the null space of $A(q)$, i.e.,

$$
\begin{equation*}
S^{T}(q) A^{T}(q)=0 \tag{2.6}
\end{equation*}
$$

According to (2.1) and (2.6), it is possible to find an auxiliary vector time function $v(t) \in \mathbf{R}^{n-m}$ such that, for all $t$

$$
\begin{equation*}
\dot{q}=S(q) v(t) \tag{2.7}
\end{equation*}
$$

where $v(t)=\left[\dot{\theta}_{r}, \dot{\theta}_{l}\right]$.
For the two wheels mobile robot as shown in Fig. 2.1, we can define the matrix $S(q) \in R^{5 \times 2}$ as follows

$$
S(q)=\left[s_{1}(q) s_{2}(q)\right]=\left[\begin{array}{cl}
\frac{r}{2} \cos \theta & \frac{r}{2} \cos \theta  \tag{2.8}\\
\frac{r}{2} \sin \theta & \frac{r}{2} \sin \theta \\
\frac{r}{2 l} & -\frac{r}{2 l} \\
1 & 0 \\
0 & 1
\end{array}\right]
$$

It is obvious that the matrix $S(q)$ is in the null space of matrix $A(q)$, that is, $S^{T}(q) A^{T}(q)=0$. A distribution spanned by the columns of $S(q)$ can be described as

$$
\begin{equation*}
\Delta=\operatorname{span}\left\{s_{1}(q), s_{2}(q)\right\} \tag{2.9}
\end{equation*}
$$

Remark 2.1 The number of holonomic or nonholonomic constraints can be determined by the involutivity of the distribution $\Delta$. If the smallest involutive distribution containing $\Delta$ (denoted by $\Delta^{*}$ ) spans the entire five-dimensional space, all the constraints are nonholonomic. If $\operatorname{dim}\left(\Delta^{*}\right)=5-k$, then $k$ constraints are holonomic and the others are nonholonomic.

Example 2.1 To verify the involutivity of $\Delta$, we compute the Lie bracket of $s_{1}(q)$ and $s_{2}(q)$.

$$
s_{3}(q)=\left[s_{1}(q) s_{2}(q)\right]=\frac{\partial s_{2}}{\partial q} s_{1}-\frac{\partial s_{1}}{\partial q} s_{2}=\left[\begin{array}{c}
-\frac{r^{2}}{2 l} \sin \theta  \tag{2.10}\\
\frac{r^{2}}{2 l} \cos \theta \\
0 \\
0 \\
0
\end{array}\right]
$$

which is not in the distribution $\Delta$ spanned by $s_{1}(q)$ and $s_{2}(q)$. Therefore, at least one of the constraints is nonholonomic. We continue to compute the Lie bracket of $s_{1}(q)$ and $s_{3}(q)$

$$
s_{4}(q)=\left[s_{1}(q) s_{3}(q)\right]=\frac{\partial s_{3}}{\partial q} s_{1}-\frac{\partial s_{1}}{\partial q} s_{3}=\left[\begin{array}{c}
-\frac{r^{3}}{42^{3}} \cos \theta  \tag{2.11}\\
\frac{r^{3}}{4 l^{2}} \sin \theta \\
0 \\
0 \\
0
\end{array}\right]
$$

which is linearly independent of $s_{1}(q), s_{2}(q)$, and $s_{3}(q)$. However, the distribution spanned by $s_{1}(q), s_{2}(q), s_{3}(q)$ and $s_{4}$ is involutive. Therefore, we have

$$
\begin{equation*}
\Delta^{*}=\operatorname{span}\left\{s_{1}(q), s_{2}(q), s_{3}(q), s_{4}(q)\right\} \tag{2.12}
\end{equation*}
$$

It follows that two of the constraints are nonholonomic and the other one is holonomic.

To obtain the holonomic constraint, we subtract Equation (2.3) from Equation (2.4)

$$
\begin{equation*}
2 l \dot{\theta}=r\left(\dot{\theta}_{r}-\dot{\theta}_{l}\right) \tag{2.13}
\end{equation*}
$$

Integrating the above equation and properly choosing the initial condition of $\theta(0)=\theta_{r}(0)=\theta_{l}(0)$, we have

$$
\begin{equation*}
\theta=\frac{r}{2 l}\left(\theta_{r}-\theta_{l}\right) \tag{2.14}
\end{equation*}
$$

which is obviously a holonomic constraint equation. Thus $\theta$ may be eliminated from the generalized coordinates.

The two nonholonomic constraints are

$$
\begin{align*}
\dot{x}_{o} \sin \theta-\dot{y}_{o} \cos \theta & =0  \tag{2.15}\\
\dot{x}_{o} \cos \theta+\dot{y}_{o} \sin \theta & =\frac{r}{2}\left(\dot{\theta}_{r}+\dot{\theta}_{l}\right) \tag{2.16}
\end{align*}
$$

The second nonholonomic constraint equation in the above is obtained by adding Eq. (2.3) from Eq. (2.4). It is understood that $\theta$ is now a shorthand notation for $c\left(\theta_{r}-\theta_{l}\right)$ rather than an independent variable. We may write these two constraint equations in the matrix form

$$
\begin{equation*}
A(q) \dot{q}=0 \tag{2.17}
\end{equation*}
$$

where the generalized coordinate vector $q$ is now defined as

$$
q=\left[\begin{array}{l}
q_{1}  \tag{2.18}\\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right]=\left[\begin{array}{c}
x_{o} \\
y_{o} \\
\theta_{r} \\
\theta_{l}
\end{array}\right]
$$

and $A(q)$ is given by

$$
A=\left[\begin{array}{llll}
-\sin \theta & \cos \theta & 0 & 0  \tag{2.19}\\
-\cos \theta & -\sin \theta & \frac{r}{2} & \frac{r}{2}
\end{array}\right]
$$

The kinematics of this mechanism can be written as

$$
\left[\begin{array}{c}
\dot{x}_{o}  \tag{2.20}\\
\dot{y}_{o} \\
\dot{\theta} \\
\dot{\theta}_{r} \\
\dot{\theta}_{l}
\end{array}\right]=\left[\begin{array}{cc}
\frac{r}{2 l}(l \cos \theta-d \sin \theta) & \frac{r}{2 l}(l \cos \theta+d \sin \theta) \\
\frac{r}{2 l}(l \sin \theta+d \cos \theta) & \frac{r}{2 l}(l \sin \theta-d \cos \theta) \\
\frac{r}{2 l} & -\frac{r}{2 l} \\
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
\dot{\theta}_{r} \\
\dot{\theta}_{l}
\end{array}\right]
$$

### 2.2.2 Car-like Mobile Platform

Consider a mobile manipulator whose platform includes front and rear wheels, as shown in Fig. 2.2. The rear wheels are parallel to the main axis of the car and used for driving the platform, while the front wheel is used for steering the platform. We also assume no-slip on the wheels. For simplicity, the manipulator is mounted at point $m$, where the steering wheel is located on the point $m$. For this point the nonholonomic constraint is written as

$$
\begin{equation*}
\dot{x}_{m} \sin \theta+\dot{y}_{m} \cos \theta+d \dot{\theta}=0 \tag{2.21}
\end{equation*}
$$

where $\dot{x}_{m}$ and $\dot{y}_{m}$ are the $x$ and $y$ components of the velocity $v$ of point $m$ respectively, and $d$ is the distance between the point $m$ and the back wheel axis.

The differential kinematics of the car-like mobile platform are described by the following equations

$$
\begin{align*}
\dot{x}_{m} & =v \cos (\theta+\psi)  \tag{2.22}\\
\dot{y}_{m} & =v \sin (\theta+\psi)  \tag{2.23}\\
\dot{\theta} & =\frac{v}{l} \sin \psi=\frac{\omega r}{l} \sin \psi \tag{2.24}
\end{align*}
$$



## FIGURE 2.3

Denavit-Hartenberg frame assignment.
where $\psi$ is the steering angle, $v=\omega r$ is the velocity at the point $m, \omega$ is the front wheel angular rate, and $r$ is its radius. Eqs. (2.22)-(2.24) can be written

$$
\left[\begin{array}{c}
\dot{x}_{m}  \tag{2.25}\\
\dot{y}_{m} \\
\dot{\theta}
\end{array}\right]=\left[\begin{array}{cc}
\cos (\theta+\psi) & 0 \\
\sin (\theta+\psi) & 0 \\
l^{-1} \sin \gamma & 0
\end{array}\right]\left[\begin{array}{c}
v \\
\dot{\gamma}
\end{array}\right]
$$

Eq. (2.25) maps the two input velocities, $v$ and $\dot{\gamma}$, to the three output velocities, $\dot{x}_{m}, \dot{y}_{m}$ and $\dot{\theta}$. If one eliminates the input velocities, the nonholonomic constraint given by Eqs. (2.22)-(2.24) results. From Eq. (2.25), we know that one of its columns is zero, therefore, if the mobile platform is not moving $v=0$ then neither the position nor the orientation of the platform can be changed using the steering wheel.

### 2.3 Kinematics of Robotic Manipulators

Mobile manipulators consist of a sequence of rigid links connected by either revolute or prismatic joints mounted on a mobile base. The mobile base could


## FIGURE 2.4

Serial manipulators with n-DOF.
be decomposed as several wheels and a platform. Each wheel and the platform could be treated as one joint-link pair, and one link. The mobile platform holds three degrees of freedom. For the manipulators, each joint-link pair constitutes one degree of freedom. For an $n$ degrees of freedom robot, there are $n$ jointlink pairs with link 0 attached to a supporting mobile base. The joints and links are numbered outwardly from the base to the arm; and the $i$-th joint of the arm is the point of connection between the $i$-th link and the $(i-1)$-th link.

In order to represent a relative, kinematic relationship precisely between two adjacent links, we follow the Denavit-Hartenberg (D-H) convention, which is commonly used for selecting frames of reference in robotic systems where each homogeneous transformation matrix representing each link's co-ordinate system at the joint with respect to the previous link's co-ordinate system. Figure 2.3 will be useful for understanding the definition of Denavit-Hartenberg frame. If the $i$ th joint is revolute, the homogeneous transformation matrix
from the $i$ th frame to the $(i-1)$ th frame is given as

$$
T_{i}^{i-1}\left(\theta_{i}\right)=\left[\begin{array}{cccc}
\cos \theta_{n} & -\cos \alpha_{i} \sin \theta_{i} & \sin \alpha_{i} \sin \theta_{i} & a_{i} \cos \theta_{i}  \tag{2.26}\\
\sin \theta_{i} & \cos \alpha_{n} \cos \theta_{n} & -\sin \alpha_{i} \cos \theta_{n} & a_{n} \sin \theta_{n} \\
0 & \sin \alpha_{i} & \cos \alpha_{n} & d_{i} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

- $a_{i}$ is the length of the common normal, equal to the shortest distance between the $z_{i-1}$ axis and the $z_{i}$ axis.
- $d_{i}$ is the offset, the distance from the origin of the $i-1$ coordinate frame to the intersection point of the $z_{i-1}$ axis.
- $\alpha_{i}$ is the twist, the angle between the $z_{i-1}$ axis and the $z_{i}$ axis about the $x_{i}$ axis in the right-hand sense.
- $\theta_{n}$ is the angle between the $x_{i-1}$ axis and the $x_{i}$ about the $z_{i-1}$ axis in the right-hand sense.

If the $i$-th joint is prismatic, the homogeneous transformation matrix is

$$
T_{i}^{i-1}\left(\theta_{i}\right)=\left[\begin{array}{cccc}
\cos \theta_{i} & -\cos \alpha_{i} \sin \theta_{i} & \sin \alpha_{i} \sin \theta_{i} & 0  \tag{2.27}\\
\sin \theta_{i} & \cos \alpha_{i} \cos \theta_{n} i & -\sin \alpha_{i} \cos \theta_{i} & 0 \\
0 & \sin \alpha_{i} & \cos \alpha_{i} & d_{i} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

where $\theta_{i}, \alpha_{i}$ and $a_{i}$ are constants and $d_{i}$ is the variable distance. In what follows, the variable quantity, i.e., $\theta_{i}$ for revolute joints and $d_{i}$ for prismatic joints will be denoted by the generalized co-ordinate $q_{i}$.

Therefore, we define $r_{i}^{i}$ as the co-ordinate of point $i$ on the link with respect to the $i$-th frame attached to $i$-th link, so the inertia frame co-ordinate of the point is

$$
\begin{equation*}
r_{i}=r_{i}^{0}=T_{i}^{0} r_{i}^{i}=T_{1}^{0} T_{2}^{1} \ldots T_{i}^{i-1} r_{i}^{i} \tag{2.28}
\end{equation*}
$$

Consider the mobile manipulators shown in Figs. 2.1 and 2.2, where the four principal coordinate frames are shown: world frame $O_{w}$, platform frame $O_{p}$, manipulator base frame $O_{m}$ and end effector frame $O_{e}$. Then, the manipulator's end effector position/orientation with respect to $O_{w}$ is given by:

$$
\begin{equation*}
T_{e}^{w}=T_{p}^{w} T_{b}^{p} T_{e}^{b} \tag{2.29}
\end{equation*}
$$

where $T_{p}^{w}$ is determined by the position of the platform, $T_{b}^{p}$ is a fixed matrix
decided by the mounted point of the manipulators, and $T_{e}^{b}$ is determined by the joint variables' vector $q=\left[q_{1}, q_{2}, \ldots, q_{m}\right]^{T}$ with $m$ denoting the DOF of the robotic manipulator.

The end effector's position/orientation vector $x_{e}^{w}(q)$ is a nonlinear function $f(\cdot)$ of the mobile manipulator's overall configuration (posture) vector $q=$ $\left[p^{T}, \theta^{T}\right]^{T} \in \mathbf{R}^{n}$ with $n=3+n_{m}$, i.e.

$$
\begin{equation*}
x_{e}^{w}=f(q) \tag{2.30}
\end{equation*}
$$

If $x_{e}^{d}$ is the end effector's desired space vector, then one must have

$$
\begin{equation*}
\dot{x}_{e}^{d}=J(q) \dot{q} \tag{2.31}
\end{equation*}
$$

where $J(q)$ is the $m \times n$ Jacobian matrix of the mobile manipulator.

### 2.4 Dynamics of Mobile Manipulators

In general, the dynamics of mobile manipulator can be derived by two different formulations: the closed-form Lagrange-Euler formulation and forwardbackward recursive Newton-Euler formulation. The Lagrange-Euler approach treats the mobile manipulator as a whole and performs the analysis using the Lagrangian function (the difference between the kinetic energy and the potential energy of the mobile robotic system), which compose each link of the mobile manipulator. The Newton-Euler approach describes the combined translational and rotational dynamics of a rigid body with respect to the each link's center of mass. The dynamics of the whole mobile manipulator can be described by the forward-backward recursive dynamic equations. Therefore, two different kinds of formulations provide different insights to the physical meaning of dynamics. Dynamic analysis is to find the relationship between the generalized co-ordinates $q$ and the generalized forces $\tau$. A closed-form equation like the Lagrange-Euler formulation is preferred such that we can conduct the controllers to obtain the time evolution of the generalized co-ordinates.

Thus, in the following section, only the Lagrange-Euler formulation will be discussed in detail from Section 2.4.1 to Section 2.4.4, which follows the description of the previous work [111]. Section 2.4 .5 comes from lots of the previous works, such as [23], [111], etc. In this chapter, we further extend the derivation of dynamics for the manipulators presented in mobile manipulators.

### 2.4.1 Lagrange-Euler Equations

We briefly introduce the principle of virtual work since the Lagrange-Euler equations of motion are a set of differential equations that describe the time evolution of mechanical systems under holonomic constraints.

Consider a system consisting of $l$ particles, with corresponding co-ordinates $r_{1}, r_{2}, \ldots, r_{l}$ is subject to holonomic constraints as follows

$$
\begin{equation*}
f_{i}\left(r_{1} \ldots r_{l}\right)=0, i=1,2 \ldots m \tag{2.32}
\end{equation*}
$$

Presence of constraint implies presence of a force (called constraint force), that forces this constraint to hold. The system under constraint (2.32) has $m$ fewer degrees of freedom than the unconstrained system, then the co-ordinates of the $l$ constraints are described in term of $n$ generalized co-ordinates $q_{1}, q_{2}, \ldots, q_{n}$ as

$$
\begin{equation*}
r_{i}=r_{i}(q), i=1,2, \ldots, l \tag{2.33}
\end{equation*}
$$

where $q=\left[q_{1}, q_{2}, \ldots, q_{n}\right]^{T}$ and $q_{1}, q_{2}, \ldots, q_{n}$ are independent. To keep the discussion simple, $l$ is assumed to be finite.

Differentiating the constraint function $f_{i}(\cdot)$ with respect to time, we obtain new constraint

$$
\begin{equation*}
\frac{d}{d t} f_{i}\left(r_{1}, r_{2}, \ldots, r_{l}\right)=\frac{\partial f_{i}}{\partial r_{1}} \frac{d r_{1}}{d t}+\cdots+\frac{\partial f_{i}}{\partial r_{l}} \frac{d r_{l}}{d t}=0 \tag{2.34}
\end{equation*}
$$

The constraint of the form

$$
\begin{equation*}
\omega_{1}\left(r_{1}, \ldots, r_{l}\right) d r_{1}+\cdots+\omega_{k}\left(r_{1}, \ldots, r_{k}\right) d r_{k}=0 \tag{2.35}
\end{equation*}
$$

is called nonholonomic if it cannot be integrated back to $f_{i}(\cdot)$.
Given (2.34), by definition a set of infinitesimal displacements $\Delta r_{1}, \ldots, \Delta r_{l}$, that are consistent with the constraint

$$
\begin{equation*}
\frac{\partial f_{i}}{\partial r_{1}} \Delta r_{1}+\cdots+\frac{\partial f_{i}}{\partial r_{l}} \Delta r_{l}=0 \tag{2.36}
\end{equation*}
$$

are called virtual displacements, which can be precisely defined as follows with Eq.(2.33) holding

$$
\begin{equation*}
\delta r_{i}=\sum_{j=1}^{n} \frac{\partial r_{i}}{\partial q_{j}} \delta q_{j}, i=1,2, \ldots, l \tag{2.37}
\end{equation*}
$$

where $\delta q_{1}, \delta q_{2}, \ldots, \delta q_{n}$ of the generalized co-ordinates are unconstrained.
Consider a system of $l$-particles with the total force $F_{i}$, and suppose that

- the system has a holonomic constraint, that is, some of the particles are exposed to constraint force $f_{i c}$;
- there are the external force $f_{i e}$ to the particles; and
- the constrained system is in equilibrium;
then the work done by all forces applied to $i$ th particle along each set of virtual displacement is zero,

$$
\begin{equation*}
\sum_{i=1}^{l} F_{i}^{T} \delta r_{i}=0 \tag{2.38}
\end{equation*}
$$

If the total work done by the constraint forces corresponding to any set of virtual displacement is zero, that is

$$
\begin{equation*}
\sum_{i=1}^{l} f_{i c}^{T} \delta r_{i}=0 \tag{2.39}
\end{equation*}
$$

Substituting Eq. (2.38) into (2.39), we have

$$
\begin{equation*}
\sum_{i=1}^{l} f_{i e}^{T} \delta r_{i}=0 \tag{2.40}
\end{equation*}
$$

which expresses the principle of virtual work: if satisfying (2.39), the work done by external forces corresponding to any set of virtual displacements is zero. Suppose that each constraint will be in equilibrium and consider the fictitious additional force $\dot{p}_{i}$ for each constraint with the momentum of the $i$-th constraint $p_{i}$. By substituting $p_{i}$ with $F_{i}$ in Eq. (2.38), and the constraint forces are eliminated as before by using the principle of virtual work, we can obtain

$$
\begin{equation*}
\sum_{i=1}^{l} f_{i e}^{T} \delta r_{i}-\sum_{i=1}^{l} \dot{p}_{i} \delta r_{i}=0 \tag{2.41}
\end{equation*}
$$

The virtual work by the force $f_{i e}$ is expressed as

$$
\begin{equation*}
\sum_{i=1}^{l} f_{i e}^{T} \delta r_{i}=\sum_{j=1}^{n}\left(\sum_{i=1}^{l} f_{i e}^{T} \frac{\partial r_{i}}{\partial q_{j}}\right) \delta q_{j}=\sum_{j=1}^{n} \psi_{j} \delta q_{j}=\psi^{T} \delta q \tag{2.42}
\end{equation*}
$$

where $\psi=\left[\psi_{1}, \psi_{2} \ldots \psi_{n}\right], \psi_{j}=\sum_{i=1}^{k} f_{i e}^{T} \frac{\partial r_{i}}{\partial q_{j}}$ is called the $j$-th generalized force.

Considering $p_{i}=m_{i} \dot{r}_{i}$, the second summation in Eq. (2.41) becomes

$$
\begin{equation*}
\sum_{i=1}^{l} \dot{p}_{i}^{T} \delta r_{i}=\sum_{i=1}^{l} \sum_{j=1}^{n} m_{i} \ddot{r}_{i}^{T} \frac{\partial r_{i}}{\partial q_{j}} \delta q_{j}=\sum_{j=1}^{n} \eta_{j} \delta q_{j}=\eta^{T} \delta q \tag{2.43}
\end{equation*}
$$

where $\eta=\left[\eta_{1}, \eta_{2} \ldots \eta_{n}\right]^{T}$, and $\eta_{j}=\sum_{i=1}^{k} m_{i} \ddot{r}_{i}^{T} \frac{\partial r_{i}}{\partial q_{j}}$.
Using the chain-rule, we can obtain

$$
\begin{equation*}
\frac{\partial v_{i}}{\partial \dot{q}_{j}}=\frac{\partial r_{i}}{\partial q_{j}} \tag{2.44}
\end{equation*}
$$

since

$$
\begin{equation*}
v_{i}=\dot{r}_{i}=\sum_{j=1}^{n} \frac{\partial r_{i}}{\partial q_{j}} \dot{q}_{j} \tag{2.45}
\end{equation*}
$$

We can further obtain

$$
\begin{equation*}
\frac{d}{d t}\left[\frac{\partial r_{i}}{\partial q_{j}}\right]=\sum_{l=1}^{n} \frac{\partial^{2} r_{i}}{\partial q_{j} \partial q_{l}} \dot{q}_{l}=\frac{\partial v_{i}}{\partial q_{j}} \tag{2.46}
\end{equation*}
$$

Based on the product rule of differentiation, we have $m_{i} \ddot{r}_{i}^{T} \frac{\partial r_{i}}{\partial q_{j}}=$ $\frac{d}{d t}\left[m_{i} \dot{r}_{i}^{T}\right]-m_{i} \dot{r}_{i}^{T} \frac{d}{d t}\left[\frac{\partial r_{i}}{\partial q_{j}}\right]$, and considering the above three relations, we can rewrite $\eta_{j}$ as

$$
\begin{equation*}
\eta_{j}=\sum_{i=1}^{l} m_{i} \ddot{r}_{i}^{T} \frac{\partial r_{i}}{\partial q_{j}}=\sum_{i=1}^{l}\left(\frac{d}{d t}\left[m_{i} v_{i}^{T} \frac{\partial v_{i}}{\partial \dot{q}_{j}}\right]-m_{i} v_{i}^{T} \frac{\partial v_{i}}{\partial q_{j}}\right) \tag{2.47}
\end{equation*}
$$

Let $K=\sum_{i=1}^{l} \frac{1}{2} m_{i} v_{i}^{T} v_{i}$ be the kinetic energy, considering (2.47). We can obtain $\eta_{j}=\frac{d}{d t} \frac{\partial K}{\partial \dot{q}_{j}}-\frac{\partial K}{\partial q_{j}}, j=1,2, \ldots, n$. Rewriting the above equation in a vector form, we have

$$
\begin{equation*}
\eta=\frac{d}{d t} \frac{\partial K}{\partial \dot{q}}-\frac{\partial K}{\partial q} \tag{2.48}
\end{equation*}
$$

Considering the equations from (2.41), (2.42), (2.43), and (2.48), we have

$$
\begin{equation*}
\left[\frac{d}{d t} \frac{\partial K}{\partial \dot{q}}-\frac{\partial K}{\partial q}-\psi\right]^{T} \delta q=0 \tag{2.49}
\end{equation*}
$$

Define a scalar potential energy $P(q)$ such that $\psi=-\frac{\partial P}{\partial q}$, since the virtual displacement vector $\delta q$ is unconstrained and its elements $\delta q_{j}$ are independent, which leads to $\frac{d}{d t} \frac{\partial K}{\partial \dot{q}}-\frac{\partial K}{\partial q}-\psi=0$, it can be written as

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L}{\partial \dot{q}}-\frac{\partial L}{\partial q}=0 \tag{2.50}
\end{equation*}
$$

where $L(q, \dot{q})=K(q, \dot{q})-P(q)$ is a Lagrangian function.

Remark 2.2 Given the generalized co-ordinates, the choice of Lagrangian is not unique for a particular set of equations of motion.

Remark 2.3 A necessary and sufficient condition is that $F$ be the gradient of some scalar function $P$, i. e., $F=-\frac{\partial P(r)}{\partial q}$, which in turn means that the generalized force is derivable from $P$ by differentiating with respect to $q$.

If the generalized force $\psi$ includes an external applied force and a potential field force, suppose there exists a vector $\tau$ and a scalar potential function $P(q)$ satisfying $\psi=\tau-\frac{\partial P}{\partial q}$, then, Eq. (2.50) can be written in the form

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L}{\partial \dot{q}}-\frac{\partial L}{\partial q}=\tau \tag{2.51}
\end{equation*}
$$

Eqs. (2.50) and/or (2.51) are called the Lagrangian equations or LagrangeEuler equations in the robotics literature.

### 2.4.2 Kinetic Energy

Consider the the velocity of the point in base co-ordinates described by $v_{i}=$ $\frac{d r_{i}}{d t}=\sum_{j=1}^{i}\left[\frac{\partial T_{i}^{0}}{\partial q_{j}} \dot{q}_{j}\right] r_{i}^{i}=\sum_{j=1}^{n}\left[\frac{\partial T_{i}^{0}}{\partial q_{j}} \dot{q}_{j}\right] r_{i}^{i}$ with $\frac{\partial T_{i}^{0}}{\partial q_{j}}=0, \forall j>i$, we have

$$
\begin{equation*}
d K_{i}=\frac{1}{2} \operatorname{trace}\left[\sum_{j=1}^{n} \sum_{k=1}^{n} \frac{\partial T_{i}^{0}}{\partial q_{j}}\left(r_{i}^{i} r_{i}^{i T} d m\right) \frac{\partial T_{i}^{0 T}}{\partial q_{k}} \dot{q}_{j} \dot{q}_{k}\right] \tag{2.52}
\end{equation*}
$$

Defining the $4 \times 4$ pseudo-inertia matrix for the $i$-th link as

$$
\begin{equation*}
J_{i}=\int_{\text {linki }} r_{i}^{i} r_{i}^{i T} d m \tag{2.53}
\end{equation*}
$$

the total kinetic energy for the $i$-th link can be expressed as

$$
\begin{equation*}
K_{i}=\int_{\text {linki }} d K_{i}=\frac{1}{2} \operatorname{trace}\left[\sum_{j=1}^{n} \sum_{k=1}^{n} \frac{\partial T_{i}^{0}}{\partial q_{j}} J_{i} \frac{\partial T_{i}^{0 T}}{\partial q_{k}} \dot{q}_{j} \dot{q}_{k}\right] \tag{2.54}
\end{equation*}
$$

Considering the generalized co-ordinates as $r_{i}^{i}=\left[\begin{array}{llll}x & y & z & 1\end{array}\right]^{T}$, we can rewrite (2.53) as [111]

$$
J_{i}=\left[\begin{array}{cccc}
\frac{-I_{i}^{x x}+I_{i}^{y y}+I_{i}^{z z}}{2} & I_{i}^{x y} & I_{i}^{x z} & m_{i} \bar{x}_{i}  \tag{2.55}\\
I_{i}^{x y} & \frac{I_{i}^{x x}-I_{i}^{y y}+I_{i}^{z z}}{2} & I_{i}^{y z} & m_{i} \bar{y}_{i} \\
I_{i}^{x z} & I_{i}^{y z} & \frac{I_{i}^{x x}+I_{i}^{y y}+I_{i}^{z z}}{2} & m_{i} \bar{z}_{i} \\
m_{i} \bar{x}_{i} & m_{i} \bar{y}_{i} & m_{i} \bar{z}_{i} & m_{i}
\end{array}\right]
$$

where

$$
\begin{aligned}
& I_{i}^{x x}=\int\left(y^{2}+z^{2}\right) d m, I_{i}^{y y}=\int\left(x^{2}+z^{2}\right) d m, I_{i}^{z z}=\int\left(x^{2}+y^{2}\right) d m \\
& I_{i}^{x y}=\int x y d m, I_{i}^{x z}=\int x z d m, I_{i}^{y z}=\int y z d m \\
& m_{i} \bar{x}_{i}=\int x d m, m_{i} \bar{y}_{i}=\int y d m, m_{i} \bar{z}_{i}=\int z d m
\end{aligned}
$$

with $m_{i}$ as the total mass of the $i$-th link, and $\begin{array}{llll}\bar{r}_{i}^{i}=\left[\begin{array}{llll}\bar{x} & \bar{y} & \bar{z} & 1\end{array}\right]^{T} \text { as the }\end{array}$ center of mass vector of the $i$-th link from the $i$-th link co-ordinate frame and expressed in the $i$-th link co-ordinate frame.

Therefore, the total kinetic energy can be written as

$$
\begin{align*}
K(q, \dot{q}) & =\frac{1}{2} \sum_{i=1}^{n} \operatorname{trace}\left[\sum_{j=1}^{n} \sum_{k=1}^{n} \frac{\partial T_{i}^{0}}{\partial q_{j}} J_{i} \frac{\partial T_{i}^{0 T}}{\partial q_{k}} \dot{q}_{j} \dot{q}_{k}\right] \\
& =\frac{1}{2} \sum_{j=1}^{n} \sum_{k=1}^{n} m_{j k} \dot{q}_{j} \dot{q}_{k}=\frac{1}{2} \dot{q}^{T} M(q) \dot{q} \tag{2.56}
\end{align*}
$$

where the $j k$-th element $m_{j k}$ of the $n \times n$ inertia matrix $M(q)$ is defined as

$$
\begin{equation*}
m_{j k}(q)=\sum_{i=1}^{n} \operatorname{trace}\left[\frac{\partial T_{i}^{0}}{\partial q_{j}} J_{i} \frac{\partial T_{i}^{0 T}}{\partial q_{k}}\right] \tag{2.57}
\end{equation*}
$$

### 2.4.3 Potential Energy

The total potential energy of the robot is therefore expressed as

$$
\begin{equation*}
P(q)=-\sum_{i=1}^{n} P_{i} \tag{2.58}
\end{equation*}
$$

where $P_{i}$ is the the potential energy of the $i$ th link with mass $m_{i}$ and center of gravity $\bar{r}_{i}^{i}$ expressed in the co-ordinates of its own frame, the potential energy of the link is given $P_{i}=-m_{i} g^{T} T_{i}^{0} \bar{r}_{i}^{i}$, and the gravity vector is expressed in the base co-ordinates as $g=\left[\begin{array}{llll}g_{x} & g_{y} & g_{z} & 0\end{array}\right]^{T}$.

### 2.4.4 Lagrangian Equations

Consider the kinetic energy $K(q, \dot{q})$ and the potential energy $P(q)$ can be expressed as $K(q, \dot{q})=\frac{1}{2} \dot{q}^{T} M(q) \dot{q}, P(q)=-\sum_{i=1}^{n} m_{i} g T_{i}^{0} \bar{r}_{i}^{i}$, so the Lagrangian function $L(q, \dot{q})=K(q, \dot{q})-P(q)$ is thus given by

$$
\begin{equation*}
L(q, \dot{q})=\frac{1}{2} \dot{q}^{T} M(q) \dot{q}-P(q) \tag{2.59}
\end{equation*}
$$

We can obtain

$$
\begin{align*}
\frac{\partial L}{\partial \dot{q}_{k}} & =\sum_{j=1}^{n} m_{k j} \dot{q}_{j}  \tag{2.60}\\
\frac{d}{d t} \frac{\partial L}{\partial \dot{q}_{k}} & =\sum_{j=1}^{n} m_{k j} \ddot{q}_{j}+\sum_{j=1}^{n} \frac{d}{d t} m_{k j} \dot{q}_{j}=\sum_{j=1}^{n} m_{k j} \ddot{q}_{j}+\sum_{j=1}^{n} \sum_{i=1}^{n} \frac{\partial m_{k j}}{\partial q_{i}} \dot{q}_{i} \dot{q}_{j}  \tag{2.61}\\
\frac{\partial L}{\partial q_{k}} & =\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial m_{i j}}{\partial q_{k}} \dot{q}_{i} \dot{q}_{j}-\frac{\partial P}{\partial q_{k}} \tag{2.62}
\end{align*}
$$

for $k=1,2, \ldots, n$.
Considering the symmetry of the inertia matrix, we have

$$
\begin{align*}
\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial m_{k j}}{\partial q_{i}} \dot{q}_{i} \dot{q}_{j} & =\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n}\left[\frac{\partial m_{k j}}{\partial q_{i}} \dot{q}_{i} \dot{q}_{j}+\frac{\partial m_{k i}}{\partial q_{i}} \dot{q}_{j} \dot{q}_{i}\right] \\
& =\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n}\left[\frac{\partial m_{k j}}{\partial q_{i}}+\frac{\partial m_{k i}}{\partial q_{j}}\right] \dot{q}_{i} \dot{q}_{j} \tag{2.63}
\end{align*}
$$

and the Lagrange-Euler equations can then be written as

$$
\begin{align*}
& \sum_{j=1}^{n} m_{k j} \ddot{q}_{j}+\sum_{i=1}^{n} \sum_{j=1}^{n}\left(\frac{\partial m_{k j}}{\partial q_{i}}-\frac{1}{2} \frac{\partial m_{i j}}{\partial q_{k}}\right) \dot{q}_{i} \dot{q}_{j}+\frac{\partial P}{\partial q_{k}} \\
= & \sum_{j=1}^{n} m_{k j} \ddot{q}_{j}+\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n}\left[\frac{\partial m_{k i}}{\partial q_{j}}+\frac{\partial m_{k j}}{\partial q_{i}}-\frac{\partial m_{i j}}{\partial q_{k}}\right] \dot{q}_{i} \dot{q}_{j} \\
= & \sum_{j=1}^{n} m_{k j} \ddot{q}_{j}+\sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j k} \dot{q}_{i} \dot{q}_{j}=\tau_{k} \tag{2.64}
\end{align*}
$$

where $c_{i j k}$ is the Christoffel symbol (of the first kind) defined as

$$
\begin{equation*}
c_{i j k}(q) \triangleq \frac{1}{2}\left[\frac{\partial m_{k j}(q)}{\partial q_{i}}+\frac{\partial m_{k i}(q)}{\partial q_{j}}-\frac{\partial m_{i j}(q)}{\partial q_{k}}\right] \tag{2.65}
\end{equation*}
$$

Define $g_{k}(q)=\frac{\partial P(q)}{\partial q_{k}}$, then the Lagrange-Euler equations can be written as

$$
\begin{equation*}
\sum_{j=1}^{n} m_{k j}(q) \ddot{q}_{j}+\sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j k}(q) \dot{q}_{i} \dot{q}_{j}+g_{k}(q)=\tau_{k} k=1,2, \ldots, n \tag{2.66}
\end{equation*}
$$

It is common to write the above equations in matrix form

$$
\begin{equation*}
M(q) \ddot{q}+C(q, \dot{q}) \dot{q}+G(q)=\tau \tag{2.67}
\end{equation*}
$$

where the $k j$-th element of $C(q, \dot{q})$ defined as

$$
\begin{equation*}
c_{k j}=\sum_{i=1}^{n} c_{i j k} \dot{q}_{i}=\sum_{i=1}^{n} \frac{1}{2}\left[\frac{\partial m_{k j}}{\partial q_{i}}+\frac{\partial m_{k i}}{\partial q_{j}}-\frac{m_{i j}}{\partial q_{k}}\right] \dot{q}_{i} \tag{2.68}
\end{equation*}
$$

To facilitate the understanding of the control problems, and to help design controllers for the above systems, it is essential to have a thorough study of the mathematical properties of the system.

### 2.4.5 Properties of Dynamic Equations

There are some properties summarized for the dynamics of mobile manipulators, which are convenient for controller design.

Property 2.1 Inertia matrix $M(q)$ is symmetric, i.e. $M(q)=M^{T}(q)$.
Property 2.2 Inertia matrix $M(q)$ is uniformly positive definite, and bounded below and above, i.e., $\exists 0<\alpha \leq \beta<\infty$, such that $\alpha I_{n} \leq M(q) \leq$ $\beta I_{n}, \forall q \in \mathbf{R}^{n}$, where $I_{n}$ is the $n \times n$ identity matrix.

Property 2.3 The inverse of inertia matrix $M^{-1}(q)$ exists, and is also positive definite and bounded.

Property 2.4 Centrifugal and coriolis force $C(q, \dot{q}) \dot{q}$ is quadratic in $\dot{q}$.
Property 2.5 It may be written in $C(q, \dot{q}) \dot{q}=C_{1}(q) C_{2}[\dot{q} \dot{q}]=C_{3}(q)[\dot{q} \dot{q}]+$ $C_{4}(q)\left[\dot{q}^{2}\right]$, where $[\dot{q} \dot{q}]=\left[\dot{q}_{1} \dot{q}_{2}, \dot{q}_{1} \dot{q}_{3}, \ldots, \dot{q}_{n-1} \dot{q}_{n}\right]^{T}$ and $\left[\dot{q}^{2}\right]=\left[\dot{q}_{1}^{2}, \dot{q}_{2}^{2}, \ldots, \dot{q}_{n}^{2}\right]^{T}$.

Property 2.6 Given two $n$-dimensional vectors $x$ and $y$, the matrix $C(q, \dot{q})$ defined by Eq. (2.67) implies that $C(q, x) y=C(q, y) x$.

Property 2.7 The 2-norm of $C(q, \dot{q})$ satisfies $\|C(q, \dot{q})\| \leq k_{c}(q)\|\dot{q}\|$, where $k_{c}(q)=\frac{1}{2} \max _{q \in \mathbf{R}^{n}} \sum_{k=1}^{n}\left\|C_{k}(q)\right\|$. For revolute robots, $k_{c}$ is a finite constant since the dependence of $C_{k}(q), k=1,2, \ldots, n$, on $q$ appears only in terms of sine and cosine functions of their entries.

Property 2.8 Gravitational force $G(q)$ can be derived from the gravitational potential energy function $P(q)$, i.e. $G(q)=\partial P(q) / \partial q$, and is also bounded, i.e., $\|G(q)\| \leq k_{G(q)}$, where $k_{G(q)}$ is a scalar function which may be determined for any given mobile manipulator. For revolute joints, the bound is a constant independent of $q$ whereas for prismatic joints, the bound may depend on $q$.

Property 2.9 If only articulated mobile manipulators are considered, the dependence of $M(q), C(q, \dot{q})$ and $G(q)$ on $q$ will appear only in terms of sine and cosine functions in their entries, so that $M(q), C(q, \dot{q})$ and $G(q)$ have bounds that are independent of $q$.

Property 2.10 By defining each coefficient as a separate parameter, the dynamics can be written in the linear in the parameters (LIPs) form

$$
\begin{equation*}
M(q) \ddot{q}+C(q, \dot{q}) \dot{q}+G(q)=Y(q, \dot{q}, \ddot{q}) P \tag{2.69}
\end{equation*}
$$

where $Y(q, \dot{q}, \ddot{q})$ is an $n \times r$ matrix of known functions known as the regressor matrix, and $P$ is an $r$ dimensional vector of parameters.

Remark 2.4 The above equation can also be written as

$$
\begin{equation*}
M(q) \ddot{q}_{r}+C(q, \dot{q}) \dot{q}_{r}+G(q)=\Phi\left(q, \dot{q}, \dot{q}_{r}, \ddot{q}_{r}\right) P \tag{2.70}
\end{equation*}
$$

where $\dot{q}_{r}$ and $\ddot{q}_{r}$ are the corresponding $n$-dimensional vectors.
Property 2.11 The matrix $N(q, \dot{q})$ defined by $N(q, \dot{q})=\dot{M}(q)-2 C(q, \dot{q})$ is skew-symmetric, i.e., $n_{k j}(q, \dot{q})=-n_{j k}(q, \dot{q})$, if $C(q, \dot{q})$ is defined using the Christoffel symbols.

Property 2.12 Since $M(q)$ and $\dot{M}(q)$ are symmetric matrices, the skewsymmetry of the matrix $\dot{M}(q)-2 C(q, \dot{q})$ can also be seen from the fact that $\dot{M}(q)=C(q, \dot{q})+C^{T}(q, \dot{q})$.

Property 2.13 The system is passive from $\tau$ to $\dot{q}$.
Property 2.14 Even though the skew-symmetry property of $N(q, \dot{q})$ is guaranteed if $C(q, \dot{q})$ is defined by the Christoffel symbols, it is always true that $\dot{q}^{T}[\dot{M}(q)-2 C(q, \dot{q})] \dot{q}=0$.

Property 2.15 The system is feedback linearizable, i.e., there exists a nonlinear transformation such that the transformed system is a linear controllable system.

Remark 2.5 Let $X=\left[q^{T}, \dot{q}^{T}\right]^{T}$, then the system can be fully linearised by using the non-linear control law

$$
\begin{equation*}
\tau=M(q) U+C(q, \dot{q}) \dot{q}+G(q) \tag{2.71}
\end{equation*}
$$

$$
\dot{X}=\left[\begin{array}{ll}
0 & I  \tag{2.72}\\
0 & 0
\end{array}\right] X+\left[\begin{array}{l}
0 \\
I
\end{array}\right] U
$$

with $U=\ddot{q}$. Thus, linear control techniques can be applied to the resulting linearized model.

### 2.5 Dynamics in Cartesian Space

It is desirable to express the dynamics of robots in Cartesian space or task space variables rather than in joint space variables $q$, since the tasks of mobile robotic manipulators are often expressed in Cartesian space. Assume the mobile manipulator is generally redundant, and let $x=\left[r^{T}, \theta^{T}\right]^{T} \in \mathbf{R}^{n}$ with $r$ and $\theta$ be the position and orientation in the base frame. According to forward kinematics, $x$ can be expressed as a non-linear function of $q$ as $x=h(q)$.

## Redundancy

Let $x$ denote the position and orientation vector of the end-effector, then $x$ is related to $\dot{q}$ the Jacobian matrix $J(q)$ as

$$
\begin{equation*}
\dot{x}=J(q) \dot{q} \tag{2.73}
\end{equation*}
$$

As it is assumed that the manipulators are redundant, considering all the manipulators acting on the object at the same time yields

$$
\begin{equation*}
\dot{q}=J^{+}(q) \dot{x}+\left(I-J^{+}(q) J(q)\right) \Gamma_{q} \tag{2.74}
\end{equation*}
$$

where $\left(I-J^{+}(q) J(q)\right) \Gamma_{q}$ is a vector in the null space of $J^{+}(q)$, which describes the redundancy of the robot. By choosing $\Gamma_{q}=0$, we have

$$
\begin{equation*}
\dot{q}=J^{+}(q) \dot{x} \tag{2.75}
\end{equation*}
$$

Differentiating (2.75) with respect to time $t$ leads to

$$
\begin{equation*}
\ddot{q}=J^{+}(q) \ddot{x}+\frac{d}{d t}\left(J^{+}(q) J(q)\right) \dot{x} \tag{2.76}
\end{equation*}
$$

Using equations (2.75) and (2.76), the dynamic model is given by

$$
\begin{equation*}
M(q) J^{+}(q) \ddot{x}+\left(M(q) \frac{d}{d t}\left(J^{+}(q)\right)+C(q, \dot{q}) J^{+}(q)\right) \dot{x}+G=\tau \tag{2.77}
\end{equation*}
$$

Multiplying both sides of (2.77) by $J^{+T}(q)$, the dynamics of mobile manipulators are given by

$$
\begin{equation*}
M_{x}(q) \ddot{x}+C_{x}(q, \dot{q}) \dot{x}+G_{x}(q)=\tau_{x} \tag{2.78}
\end{equation*}
$$

where

$$
\begin{aligned}
M_{x}(q) & =J^{+T}(q) M(q) J^{+}(q) \\
C_{x}(q, \dot{q}) & =J^{+T}(q) M(q) \frac{d}{d t}\left(J^{+}(q)+J^{+T}(q) C(q, \dot{q}) J^{+}(q)\right. \\
G_{x}(q) & =J^{+T}(q) G(q) \\
\tau_{x} & =J^{+T}(q) \tau
\end{aligned}
$$

The dynamics (2.78) have the following structure properties, which can be exploited to facilitate the motion control design.

Property 2.16 The matrix $M_{x}(q)$ is symmetric, positive definite, and is bounded from below and above, i.e., $\lambda_{\min } I \leq M_{x}(q) \leq \lambda_{\max } I$, where $\lambda_{\text {min }}$ and $\lambda_{\max } \in \mathbf{R}^{n}$ denote the minimum and maximum eigenvalues of $M_{x}(q)$.

Property 2.17 The matrix $\dot{M}_{x}-2 C_{x}$ is skew-symmetric, that is, $x^{T}\left(\dot{M}_{x}-\right.$ $\left.2 C_{x}\right) x=0, \forall x \in \mathbf{R}^{n}$.

If $J(q)$ is not square, let the pseudo inverse of $J(q)$ be $J^{+}(q)$, and $F_{x}$ be the force in Cartesian space which causes the changes in $x$. The relationship between $F_{x}$ and $\tau$ is given by

$$
\begin{equation*}
F_{x}=\left(J^{T}(q)\right)^{+} \tau \tag{2.79}
\end{equation*}
$$

Due to redundancy, the joint torque is not unique for a given $F_{x}$ and can be formulated as

$$
\begin{equation*}
\tau=J^{T}(q) F_{x}+\left[I-J^{T}(q)\left(J^{T}(q)\right)^{+}\right] \Gamma_{F} \tag{2.80}
\end{equation*}
$$

where $I$ is an $n \times n$ identity matrix, $\Gamma_{F}$ is any $n \times 1$ vector, and $[I-$ $\left.J^{T}(q)\left(J^{T}(q)\right)^{+}\right] \Gamma_{F}$ is a vector in the null space of $\left(J^{T}(q)\right)^{+}$, which describes the redundancy of the robot.

By a similar argument,

$$
\begin{equation*}
\ddot{q}=J^{+}(q)(\ddot{x}-\dot{J}(q) \dot{q})+\left[I-J^{+}(q) J(q)\right] \Gamma_{x} \tag{2.81}
\end{equation*}
$$

where $\Gamma_{x}$ is any $n \times 1$ vector and $\left[I-J^{+}(q) J(q)\right] \Gamma_{x}$ is a vector in the null space of $J(q)$, which also describes the redundancy of the robot.

By choosing $\Gamma_{x}=0$ and $\Gamma_{F}=\ddot{q}$, we have the Cartesian dynamics of robots as

$$
\begin{align*}
& M(q) J^{+}(q)(\ddot{x}-\dot{J}(q) \dot{q})+C(q, \dot{q}) \dot{q}+G(q) \\
& =J^{T}(q) F_{x}+\left[I-J^{T}(q) J^{+}(q)\right] \ddot{q} \tag{2.82}
\end{align*}
$$

Nonredundancy Consider a non-redundant mobile manipulator, and assume that the robot manipulator is away from the workspace singularities, and we have

$$
\begin{align*}
\dot{x} & =J(q) \dot{q}  \tag{2.83}\\
\ddot{x} & =J(q) \dot{q}+\dot{J}(q) \dot{q} \tag{2.84}
\end{align*}
$$

where the Jacobian matrix $J(q)$ is defined as $J(q)=\partial h(q) / \partial q$ which is a square matrix, i.e., $|J(q)| \neq 0$ and $J^{-1}(q)$ exists, therefore, we have

$$
\begin{equation*}
\tau=J^{T}(q) F_{x} \tag{2.85}
\end{equation*}
$$

Substituting Eqs. (2.83) and(2.84) into Eq. (2.79), yields the Cartesian dynamics of robots as

$$
\begin{equation*}
M_{x}(q) \ddot{x}+C_{x}(q, \dot{q}) \dot{x}+G_{x}(q)=F_{x} \tag{2.86}
\end{equation*}
$$

where

$$
\begin{align*}
M_{x}(q) & =J^{-T}(q) M(q) J^{-1}(q)  \tag{2.87}\\
C_{x}(q, \dot{q}) & =J^{-T}(q)\left[C(q, \dot{q})-M(q) J^{-1}(q) \dot{J}(q)\right] J^{-1}(q)  \tag{2.88}\\
G_{x}(q) & =J^{-T}(q) G(q) \tag{2.89}
\end{align*}
$$

It can be observed that $M_{x}(q), C_{x}(q, \dot{q})$, and $G_{x}(q)$ are functions of $q$ and $\dot{q}$. Thus, strictly speaking, the Cartesian dynamics are not completely given in terms of $x, \dot{x}, \ddot{x}$. Most of the properties for joint space dynamics of robots are applicable to Cartesian space dynamics as long as $J(q)$ is non-singular [115, 168]. For example,

Property $2.18 M_{x}(q)$ is symmetric, positive definite and bounded above and below.

Property 2.19 The matrix $N_{x}(q)=\dot{M}_{x}(q)-2 C_{x}(q, \dot{q})$ is skew-symmetric if $C(q, \dot{q})$ is defined using the Christoffel symbols.

Property 2.20 The property of linear in the parameters holds, i.e.,

$$
\begin{equation*}
M_{x}(q) \ddot{x}_{r}+C_{x}(q, \dot{q}) \dot{x}_{r}+G_{x}(q)=Y_{x}\left(x, \dot{x}, \dot{x}_{r}, \ddot{x}_{r}\right) P_{x} \tag{2.90}
\end{equation*}
$$

where $P_{x}$ is the vector of robot parameters, and $Y_{x}(x, \dot{x}, \ddot{x})$ is the known Cartesian regressor matrix.

Property 2.21 The system is feedback linearizable, i.e., there exists a nonlinear transformation such that the transformed system is a linear controllable system.

### 2.6 Conclusion

In this chapter, we first describe the kinematics and dynamics model for robotic manipulators and wheeled mobile platforms. The Lagrange-Euler equations of motion have been introduced. Based on the Lagrange-Euler formulation, the dynamics for a general $n$-link mobile robotic manipulator have been presented, which incorporates the dynamic interactions between the mobile platform and the manipulator. The structural properties of robots, which are useful for controller design, have also been briefly summarized. Finally, the dynamic equations for 2-DOF mobile manipulators and 3-DOF mobile manipulators have been derived in a step-by-step manner, which can be found in Chapter 9.
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### 3.1 Path Planning of Mobile Manipulators

### 3.1.1 Introduction

Motion planning of mobile manipulators is concerned with obtaining open loop controls that steer the system from an initial configuration to a final one, without violating nonholonomic constraints or collision avoidance constraints. Moving mobile manipulator systems presents many unique problems that are due to the coupling of holonomic manipulators with nonholonomic platforms. The path planning for a mobile manipulator accomplishing a sequence of coordination and manipulation tasks is formulated in [121] as a nonlinear optimization problem with state boundary equality constraints and a general cost function, which was solved using a stochastic algorithm of a simulated annealing. Motion planning of mobile manipulators to execute mul-
tiple tasks consisting of a sequence of pre-specified trajectory in a fixed world frame [122] is formulated as a global optimization problem and simultaneously obtains the motion trajectory set and commutation configurations. A general approach based on the calculus of variations was proposed for motion planning for nonholonomic cooperating mobile robots to obtain optimal trajectories and optimal actuator forces/torques in the presence of obstacles [123] such that geometric constraints, kinematic constraints, and dynamic constraints can be easily incorporated into the planning scheme. Navigating a mobile manipulator among obstacles had been studied in [124] by simultaneously considering the obstacle avoidance and the coordination. The developed control allows the system to retain optimal or sub-optimal configurations while the manipulator avoids obstacles using potential functions. In approach, it was assumed that only the manipulator may encounter the obstacle, while in the same study [125], the obstacle avoidance by the entire mobile manipulator system was considered and the proposed nonholonomic motion planner is based on a discontinuous feedback law under the influence of a potential field. Motion planning applicable to handling deformable material by multiple nonholonomic mobile manipulators was described in the obstacles environment [126], which is based on a new class of nonsmooth Lyapunov functions and an extension of the navigation function. The dipolar inverse Lyapunov functions and potential field technique using diffeomorphic transformations were introduced for nonholonomic control. The standard definition of manipulability was generalized to the case of mobile manipulators in [63], and the optimization of criteria inherited from manipulability considerations was given to generate the controls of the system when its end effector motion was imposed. Path planning of nonholonomic mobile platforms with manipulators in the presence of obstacles was developed in [127], which employs smooth and continuous functions such as polynomials and is based on mapping the nonholonomic constraint to a space where it can be satisfied trivially. Motion planning for a mobile manipulator with end-effector along a given path was developed by the randomized generation of configurations that are compatible with the end effector path constraint [128]. A modular fuzzy navigation method and a robust control in unstructured environments were developed for the navigation and control of mobile manipulators by using fuzzy reactive motion planning and robust adaptive control [129]. The probabilistic road map and the fuzzy reactive planner based on elastic band for the vehicle platform to avoid unknown static/dynamic obstacles are also presented [129].

Nonholonomic mobile manipulators, subject to nonholonomic constraints,
are fully linearized and input-output decoupled by means of nonlinear dynamic feedback. Based on this result, one can plan smooth trajectories joining in finite time the given initial and final configuration of the robot by polynomial functions. In order to achieve the autonomous obstacle avoidance, the generated path is iteratively deformed to get away from obstacles and satisfy the nonholonomic constraints and collision avoidance constraints, and yields admissible input trajectories that could drive both the manipulator and the platform to a desired configuration. The core idea of the approach is to deform the normal vector along the generated path in order to modify this path, making the collision constraints decrease. Illustrative examples verify the planning methodology in obstacle-free and obstructed environments. The main contributions of this section are listed as follows:
(i) the mobile manipulators are fully linearized and input-output decoupled by means of nonlinear dynamic feedback;
(ii) design smooth and continuous polynomials based on polar form joining the given initial and desired final configuration of the robot in finite time; and
(iii) achieve the autonomous obstacle avoidance by iteratively deforming the generated path such that the mobile manipulator gets away from obstacles and satisfy the nonholonomic constraints and admissible input trajectories to drive both the manipulator and the platform to a desired configuration.

The rest of the chapter is organized as follows. Section 3.1.2 describes the problem formulation considered. Dynamics and kinematics are set up in Section 3.1.3 and the dynamic feedback linearization design is presented. Planning state-to-state trajectories is formulated and solved in 3.1.4.

### 3.1.2 Preliminaries and Problem Formulation

Consider the general case of mobile manipulators consisting of on-board robotic manipulators mounted on wheeled mobile platforms. Assume that the robot must move on a planar plane, then the motion of the mobile platform on the plane can be described in Fig. 3.1. The coordinate systems are defined as follows: an arbitrary inertial base frame $O X Y Z$ is fixed on the motion plane, while $O_{v} X_{v} Y_{v} Z_{v}$ is a frame attached to the mobile platform. In frame $O_{v} X_{v} Y_{v} Z_{v}$, the coordinate axis $Y_{v}$ is along the coaxial line of the two fixed
wheels; $X_{v}$ is vertical with $Y_{v}$ and passes through the mid point of the line segment connecting the two-fixed wheel centers.

The mobile manipulator configuration is defined by a vector $q$ of $n$ independent coordinates, called generalized coordinates of the mobile manipulator. We can choose: $q=\left[q_{1}, q_{2}, \ldots, q_{n}\right]^{T}=\left[q_{v}^{T}, q_{a}^{T}\right]^{T}$ and we notice that $n=n_{v}+n_{a}$, where $n_{v}$ and $n_{a}$ are the dimensions of the generalized spaces associated to the mobile platform and to the robotic manipulator, respectively.

Since the mobile platform is subjected to nonholonomic constraints, the $\left(n_{v}-m\right)$ nonintegrable and independent velocity constraints can be expressed as

$$
\begin{equation*}
A\left(q_{v}\right) \dot{q}_{v}=0 \tag{3.1}
\end{equation*}
$$

where $A\left(q_{v}\right) \in \mathbf{R}^{\left(n_{v}-m\right) \times n_{v}}$ is the matrix associated with the constraint.
Consider positions and orientations of the mobile platform's center with respect to target positions in the polar frame denoted with $\chi, \eta$, respectively, as shown in Fig. 3.1, and the position and orientation of the manipulator's end-effector relative to the mobile platform denoted with $[\rho, \beta, \gamma]^{T}$.

$$
\begin{align*}
\chi & =\sqrt{x_{v}^{2}+y_{v}^{2}}  \tag{3.2}\\
\eta & =\operatorname{atan} 2\left(y_{v}, x_{v}\right)  \tag{3.3}\\
\rho & =\sqrt{x_{a}^{2}+y_{a}^{2}+z_{a}^{2}}  \tag{3.4}\\
\beta & =\operatorname{atan} 2\left(y_{a}, x_{a}\right)  \tag{3.5}\\
\gamma & =\operatorname{atan} 2\left(z_{a}, \sqrt{x_{a}^{2}+y_{a}^{2}}\right) \tag{3.6}
\end{align*}
$$

where $\left(x_{v}, y_{v}\right)$ is the position of the mobile platform in the fixed frame, and $\left(x_{a}, y_{a}, z_{a}\right)$ is the position of the end-effector in $O X_{v} Y_{v} Z_{v}, \chi$ and $\rho$ are the distances to target for the mobile platform and the end-effector, respectively, $\eta$ is the heading angle of the mobile platform in the fixed frame, $\beta$ and $\gamma$ are the pitch angle and yaw angle for the manipulator, respectively. For the mobile platform, the target position is assumed to be $(0,0,0)$, and for the manipulator, the target position is assumed to be $\rho_{d}, \beta_{d}, \gamma_{d}$. Our objectives are to design a feasible path to drive the robot to follow it from the start position to the target position.

### 3.1.3 Dynamics and Kinematics of Mobile Manipulators

Consider an $n$-DOF redundant manipulator mounted on a nonholonomic mobile platform as shown in Fig. 3.1. The dynamics of a mobile manipulator


## FIGURE 3.1

The mobile manipulator in the spherical coordinate.
consists of the coupled dynamics of the mobile platform and the manipulator:

$$
\begin{equation*}
M(q) \ddot{q}+C(q, \dot{q}) \dot{q}+G(q)=B(q) \tau+F \tag{3.7}
\end{equation*}
$$

where $M(q) \in \mathbf{R}^{n \times n}$ is the symmetric bounded positive definite inertia matrix, $C(\dot{q}, q) \dot{q} \in \mathbf{R}^{n}$ denotes the centripetal and Coriolis torques; $G(q) \in \mathbf{R}^{n}$ is the gravitational torque vector; $\tau \in \mathbf{R}^{k}$ is the vector of control input; $B(q) \in \mathbf{R}^{n \times k}$ is a full rank input transformation matrix and assumed to be known because it is a function of fixed geometry of the system; $q=\left[q_{v}^{T}, q_{a}^{T}\right]^{T} \in \mathbf{R}^{n}, q_{v} \in$ $\mathbf{R}_{v}^{n}$ describes the vector of generalized coordinates for the mobile platform; $q_{a} \in \mathbf{R}_{a}^{n}$ is the vector of generalized coordinates for the manipulator; and $n=n_{a}+n_{v} ; F=J^{T} \lambda \in \mathbf{R}^{n}$ denotes the vector of constraint forces with $J(q)=[A, 0]$ and $\lambda=\left[\lambda_{n}, 0\right]^{T}$ for nonholonomic constraints of the system.

Since $A^{T}\left(q_{v}\right) \in \mathbf{R}^{n_{v} \times\left(n_{v}-m\right)}$ in (3.1), and the rank of A is $n_{v}-m$, it is always possible to find an $m+n_{a}$ rank matrix $R(q) \in \mathbf{R}^{n \times m}$ formed by a set of smooth and linearly independent vector fields spanning the null space of $J(q)$, i.e.,

$$
\begin{equation*}
R^{T}(q) J^{T}(q)=0 \tag{3.8}
\end{equation*}
$$

Denote $R(q)=\left[r_{1}\left(q_{v}\right), \ldots, r_{m}\left(q_{v}\right), r_{a}\left(q_{a}\right)\right]$ and define an auxiliary time function
$\dot{z}(t)=\left[\dot{z}_{1}(t), \ldots, \dot{z}_{m}(t), \dot{z}_{a}(t)\right]^{T} \in \mathbf{R}^{m}$ such that

$$
\begin{equation*}
\dot{q}=R(q) \dot{z}(t)=r_{1}\left(q_{v}\right) \dot{z}_{1}(t)+\ldots+r_{m}\left(q_{v}\right) \dot{z}_{m}(t)+r_{a}\left(q_{v}\right) \dot{z}_{a}(t) \tag{3.9}
\end{equation*}
$$

Equation (3.9) is the so-called kinematic model of nonholonomic systems in the literature. Usually, $\dot{z}(t)$ has physical meaning, consisting of the linear velocity $v$, the angular velocity $\omega$ and the joint velocity, i.e., define $\dot{z}(t)=\left[\begin{array}{lll}v & q_{a}\end{array}\right]^{T}$. Equation (3.9) describes the kinematic relationship between the motion vector $q(t)$ and the velocity vector $\dot{z}(t)$. Differentiating (3.9) yields

$$
\begin{equation*}
\ddot{q}=\dot{R}(q) \dot{z}+R(q) \ddot{z} \tag{3.10}
\end{equation*}
$$

From (3.9), $\dot{z}$ can be obtained from $q$ and $\dot{q}$ as

$$
\begin{equation*}
\dot{z}=\left[R^{T}(q) R(q)\right]^{-1} R^{T}(q) \dot{q} \tag{3.11}
\end{equation*}
$$

The dynamic equation (3.7), which satisfies the nonholonomic constraint (3.1), can be rewritten in terms of the internal state variable $\dot{z}$ as

$$
\begin{equation*}
M(q) R(q) \ddot{z}+[M(q) \dot{R}(q)+C(q, \dot{q}) R(q)] \dot{z}+G(q)=B(q) \tau+J^{T}(q) \lambda \tag{3.12}
\end{equation*}
$$

Substituting (3.9) and (3.10) into (3.7), and then pre-multiplying (3.7) by $R^{T}(q)$, the constraint matrix $J^{T}(q) \lambda$ can be eliminated by virtue of (3.8). As a consequence, we have the transformed nonholonomic system

$$
\begin{align*}
& \dot{q}=R(q) \dot{z}=r_{1}(q) \dot{z}_{1}+\ldots+r_{m}(q) \dot{z}_{m}+r_{a}(q) \dot{z}_{a}  \tag{3.13}\\
& M_{1}(q) \ddot{z}+C_{1}(q, \dot{q}) \dot{z}+G_{1}(q)=B_{1}(q) \tau \tag{3.14}
\end{align*}
$$

where

$$
\begin{aligned}
M_{1}(q) & =R^{T} M(q) R \\
C_{1}(q, \dot{q}) & =R^{T}[M(q) \dot{R}+C(q, \dot{q}) R] \\
G_{1}(q) & =R^{T} G(q) \\
B_{1}(q) & =R^{T} B(q)
\end{aligned}
$$

which is more appropriate for the controller design as the constraint $\lambda$ has been eliminated from the dynamic equation.

The kinematic equations in Cartesian coordinates corresponding to (3.9) are

$$
\left[\begin{array}{c}
x_{v}  \tag{3.15}\\
y_{v} \\
\theta
\end{array}\right]=\left[\begin{array}{c}
v \cos \theta \\
v \sin \theta \\
\omega
\end{array}\right]
$$

Considering (3.2) and (3.3), the kinematic equations in polar coordinates become

$$
\left[\begin{array}{c}
\dot{\chi}  \tag{3.16}\\
\dot{\phi} \\
\theta
\end{array}\right]=\left[\begin{array}{c}
v \cos (\eta-\theta) \\
\frac{v}{\chi} \sin (\eta-\theta) \\
\omega
\end{array}\right]
$$

We can modify (3.16) as

$$
T_{1}(\chi, \eta, \theta)\left[\begin{array}{ccc}
\dot{\chi} & \dot{\eta} & \dot{\theta}
\end{array}\right]^{T}=\left[\begin{array}{ll}
v & \omega \tag{3.17}
\end{array}\right]^{T}
$$

where $T_{1}\left(x_{1}, x_{2}, x_{3}\right)=\left[\begin{array}{ccc}\cos \left(x_{2}-x_{3}\right) & -x_{1} \sin \left(x_{2}-x_{3}\right) & 0 \\ \sin \left(x_{2}-x_{3}\right) & x_{1} \cos \left(x_{2}-x_{3}\right) & 1\end{array}\right]$.
Assume that the arm of mobile manipulator is a $n_{a}$ DOF series-chain multilink redundant spatial manipulator with holonomic constraints (i.e., geometric constraints) as shown in Fig. 3.1. The vector $q_{a}$ can be further rearranged and partitioned into $q_{a}=\left[q_{a 1}^{T}, q_{a 2}^{T}\right]^{T}, q_{a 1}^{T}=\left[q_{1}, \ldots, q_{k}\right] \in \mathbf{R}^{k}$ describes the joint variables associated with $\beta, q_{a 2}^{T}=\left[q_{k+1}, \ldots, q_{n_{a}}\right] \in \mathbf{R}^{n_{a}-k}$ denotes the joint variable associated with $\gamma$, then

$$
\begin{align*}
\rho & =f\left(q_{a}\right)  \tag{3.18}\\
\beta & =\sum_{i=1}^{k} q_{i}  \tag{3.19}\\
\gamma & =\sum_{i=k+1}^{n_{a}} q_{i} \tag{3.20}
\end{align*}
$$

where $f: q_{a} \longmapsto \rho$ is any diffeomorphism.
Differentiating (3.4) yields

$$
\begin{align*}
\dot{\rho}= & \frac{x_{a} \dot{x}_{a}+y_{a} \dot{y}_{a}+z_{a} \dot{z}_{a}}{\sqrt{x_{a}^{2}+y_{a}^{2}+z_{a}^{2}}} \\
& =\left[\begin{array}{lll}
\frac{x_{a}}{\rho} & \frac{y_{a}}{\rho} & \frac{z_{a}}{\rho}
\end{array}\right]\left[\begin{array}{lll}
\dot{x}_{a} & \dot{y}_{a} & \dot{z}_{a}
\end{array}\right]^{T} \\
& =H J \dot{q}_{a} \tag{3.21}
\end{align*}
$$

where $T_{2}=\left[\begin{array}{lll}\cos \beta \sin \gamma & \sin \beta \sin \gamma & \cos \gamma\end{array}\right]^{T}$.
Differentiating (3.5) and (3.6) yields

$$
\begin{align*}
\dot{\beta} & =\sum_{i=1}^{k} \dot{q}_{i}  \tag{3.22}\\
\dot{\gamma} & =\sum_{i=k+1}^{n_{a}} \dot{q}_{i} \tag{3.23}
\end{align*}
$$

Integrating (3.21) and (3.22), we can obtain

$$
\left[\begin{array}{ccc}
\dot{\rho} & \dot{\beta} & \dot{\gamma} \tag{3.24}
\end{array}\right]^{T}=T_{2} \dot{q}_{a}
$$

where $T_{2}=\left[\begin{array}{cl}H J_{a 1} & H J_{a 2} \\ I_{1 \times k} & 0 \\ 0 & I_{1 \times n_{a}-k}\end{array}\right], q_{a}=\left[\begin{array}{c}q_{a 1} \\ q_{a 2}\end{array}\right]$, and $I_{1 \times k}=\underbrace{[1, \ldots, 1]}_{k}$.
Considering (3.17) and (3.24), we can obtain

$$
\dot{z}=\left[\begin{array}{c}
v  \tag{3.25}\\
\omega \\
q_{a}
\end{array}\right]=\left[\begin{array}{cl}
T_{1} & 0 \\
0 & T_{2}^{-1}
\end{array}\right]\left[\begin{array}{c}
\dot{\chi} \\
\dot{\eta} \\
\dot{\theta} \\
\dot{\rho} \\
\dot{\beta} \\
\dot{\gamma}
\end{array}\right]
$$

Let $\mathcal{T}=\left[\begin{array}{cl}T_{1} & 0 \\ 0 & T_{2}^{-1}\end{array}\right]$ and $\dot{x}=\left[\begin{array}{cccccc}\dot{\chi} & \dot{\eta} & \dot{\theta} & \dot{\rho} & \dot{\beta} & \dot{\gamma}\end{array}\right]^{T}$, considering (3.14), we can obtain

$$
\begin{equation*}
\mathcal{M} \ddot{x}+\mathcal{C} \dot{x}+\mathcal{G}=\mathcal{U} \tag{3.26}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{M} & =\mathcal{T}^{T} M_{1}(q) \mathcal{T} \\
\mathcal{C} & =\mathcal{T}^{T}\left[M_{1}(q) \dot{\mathcal{T}}+C_{1}(q, \dot{q}) \mathcal{T}\right] \\
\mathcal{G} & =\mathcal{T}^{T} G(q) \\
\mathcal{U} & =\mathcal{T}^{T} B_{1}(q) \tau
\end{aligned}
$$

### 3.1.4 Motion Generation

A prerequisite for the successful use of mobile manipulators is the availability of a planning methodology that can generate feasible paths for driving the end effector to the desired coordinates without violating system nonholonomic constraints. However, in many applications, it is required that the platform position and orientation are also specified for several reasons. Such reasons include the particular site geometry or ground morphology, the avoidance of manipulator joint limits or singularities, and the maximization of a systems's manipulability or force output. Moreover, the calculated paths must be computationally inexpensive to compute and should be able to steer the system
away from obstacles, which may exist in its workspace. Since nonholonomy is associated with the the system, it is allowed to decouple the systems by input-output linearization. Then we design an admissible path for the mobile manipulator that can drive it from an initial position and orientation to a final desired one. An advantage of this approach is that it is easy to be extended to mobile systems with multiple manipulators on board.

The main idea of exact feedback linearization is to transform a complicated nonlinear control system into a relatively simple, decoupling, and linear one such that the established linear control theory and techniques can be exploited to the control design. Compared with the traditional linearized approaches (e.g., Jacobian equilibrium-based linearization), the exact feedback linearization does not result in the information loss of the dynamics of interest.

Let the state variables be $\mathcal{X}=\left[x_{1}^{T}, x_{2}^{T}\right]^{T}$ with $x_{1}=x$ and $x_{2}=\dot{x}$, output variable $y=x_{1}$, considering (3.26), we can obtain

$$
\begin{equation*}
\dot{\mathcal{X}}=\mathcal{F}(x)+\mathcal{H}(x) \mathcal{U}, \quad y=x_{1}, \quad x_{0}=0 \tag{3.27}
\end{equation*}
$$

where $x_{0}$ is the initial state and $\mathcal{F}(x), \mathcal{H}(x)$ and $\mathcal{U}$ are

$$
\begin{align*}
& \mathcal{F}(x)=\left[\begin{array}{c}
x_{2} \\
\Phi
\end{array}\right]  \tag{3.28}\\
& \mathcal{H}(x)=\left[\begin{array}{c}
0 \\
\mathcal{M}^{-1}
\end{array}\right] \tag{3.29}
\end{align*}
$$

where $\Phi=-\mathcal{M}^{-1}(\mathcal{C}+\mathcal{G}) x_{2}$. It is well known that the nonlinear state feedback

$$
\begin{equation*}
\mathcal{U}=\mathcal{M}[\mu-\Phi] \tag{3.30}
\end{equation*}
$$

will serve to linear and decouple the input/output map of the system (3.27) such that

$$
\begin{equation*}
\ddot{y}=\mu \tag{3.31}
\end{equation*}
$$

where $\mu$ is an exogenous input vector.
Planning a feasible motion on the equivalent representation (3.31) can be formulated as an interpolation problem using smooth parametric functions $y(s)$ and with a timing law $s=s(t)$. For simplicity, we directly generate trajectories $y(\lambda)$ as

$$
\begin{equation*}
y(\lambda)=\sum_{i=0}^{n} a_{i} \lambda^{i} \tag{3.32}
\end{equation*}
$$

with the normalized time $\lambda_{i}=t / T$.
Determine minimal order polynomial curves which interpolate the given initial configuration $q(0)=[y(0), \dot{y}(0), \ddot{y}(0)]^{T}$ and the final configuration $q(1)=[y(1), \dot{y}(1), \ddot{y}(1)]^{T}$.

The general constraint conditions for the object can be expressed as

$$
\begin{align*}
& y(0)=y_{0}, \quad y^{\prime}(0)=0, \quad y^{\prime \prime}(0)=0  \tag{3.33}\\
& y(1)=y_{1}, \quad y^{\prime}(1)=0, \quad y^{\prime \prime}(1)=0 \tag{3.34}
\end{align*}
$$

The state trajectory associated to the linearizing output trajectory (3.32) that solves the planning problem is obtained by pure algebraic computations using (3.31). Moreover, the open-loop commands that realize this trajectory are

$$
\mu_{i}=20 a_{5} \lambda^{3}+12 a_{4} \lambda^{2}+6 a_{3} \lambda+2 a_{2}
$$

which represent the nominal inputs of system (3.27), and produce the inputs $\mu$. The polynomial coefficients are detailed by these close-form expressions

$$
\begin{align*}
& a_{i 0}=y_{0}, a_{i 1}=y_{0}^{\prime}, a_{i 2}=0 \\
& a_{i 3}=10\left(y_{1}-y_{0}\right), a_{i 4}=-15\left(y_{1}-y_{0}\right), a_{i 5}=6\left(y_{1}-y_{0}\right) \tag{3.35}
\end{align*}
$$

Give the initial configurations $q(0)=\left[\chi(0), \eta(0), \kappa_{\chi}(0), \rho(0), \beta(0), \gamma(0)\right]^{T}$, and the final configuration $q(1)=\left[\chi(1), \eta(1), \kappa_{\chi}(1), \rho(1), \beta(1), \gamma(1)\right]^{T}$, where the scalar curvatures $\kappa_{\chi}(0)$ and $\kappa_{\chi}(1)$ are the scalar curvatures of path planning for the mobile platform, determine minimal order polynomial curves which interpolate $P(0)$ and $P(1)$.

The expression for the curvature of curve $y=\chi(\eta)$ in the form of polar polynomial is

$$
\begin{equation*}
\kappa=\frac{\chi^{2}+2 \chi^{\prime}-\chi \chi^{\prime \prime}}{\left(\chi^{2}+\chi^{\prime 2}\right)^{\frac{3}{2}}} \tag{3.36}
\end{equation*}
$$

where $\chi^{\prime}=\frac{\partial \chi}{\partial \eta}$ is the first order derivative and $\chi^{\prime \prime}=\frac{\partial^{2} \chi}{\partial \eta^{2}}$ is the second order derivative.

The solution proposed for the above interpolating problem is given by

$$
\begin{align*}
& \chi(\eta)=\sum_{i=0}^{5} a_{1 i} \eta^{i}  \tag{3.37}\\
& \eta(\lambda)=\sum_{i=0}^{5} a_{2 i} \lambda^{i}  \tag{3.38}\\
& \rho(\lambda)=\sum_{i=0}^{5} a_{3 i} \lambda^{i}  \tag{3.39}\\
& \beta(\lambda)=\sum_{i=0}^{5} a_{4 i} \lambda^{i}  \tag{3.40}\\
& \gamma(\lambda)=\sum_{i=0}^{5} a_{5 i} \lambda^{i} \tag{3.41}
\end{align*}
$$

The constraints conditions for the mobile platform can be expressed as

$$
\begin{aligned}
& \chi(0)=\chi_{0}, \chi^{\prime}(0)=0, \kappa_{\chi}(0)=\kappa_{0}, \text { at } \eta(0)=\eta_{0}, \eta^{\prime}(0)=0, \eta^{\prime \prime}(0)=\varpi \\
& \chi(1)=\chi_{1}, \chi^{\prime}(1)=0, \kappa_{\chi}(1)=\kappa_{1}, \text { at } \eta(1)=\eta_{1}, \eta^{\prime}(1)=0, \eta^{\prime \prime}(1)=-\varpi
\end{aligned}
$$

where $\varpi$ is a constant, and for simplification, let $\eta(0)=0$ and $\eta(1)=\varphi$.
Similarly, the constraints conditions for the end-effector can be expressed as

$$
\begin{aligned}
& \rho(0)=\rho_{0}, \rho^{\prime}(0)=0, \rho^{\prime \prime}(0)=0, \text { at } \beta(0)=\beta_{0}, \beta^{\prime}(0)=0, \gamma(0)=\gamma_{0}, \gamma^{\prime}(0)=0 \\
& \rho(1)=\rho_{1}, \rho^{\prime}(1)=0, \rho^{\prime \prime}(1)=0, \operatorname{at} \beta(1)=\beta_{1}, \beta^{\prime}(1)=0, \gamma(1)=\gamma_{1}, \gamma^{\prime}(1)=0
\end{aligned}
$$

The state trajectory associated to the linearizing output trajectory (3.37)(3.41) that solves the planning problem is obtained by pure algebraic computations using (3.31). Moreover, the open-loop commands that realize this trajectory are

$$
\begin{align*}
\mu_{1}= & \dot{\eta}\left(20 a_{15} \eta^{3}+12 a_{14} \eta^{2}+6 a_{13} \eta^{3}+2 a_{12}\right) \\
& +\ddot{\eta}\left(5 a_{15} \eta^{4}+4 a_{14} \eta^{3}+3 a_{13} \eta^{2}+2 a_{12} \eta+a_{11}\right)  \tag{3.42}\\
\mu_{2}= & \left\{\begin{array}{cc}
4\left(\eta_{1}-\eta_{0}\right) / T & \text { if }\left(0<t<\frac{T}{2}\right) \\
-4\left(\eta_{1}-\eta_{0}\right) / T & \text { if } \left.\left(\frac{T}{2}<t<T\right)\right)
\end{array}\right.  \tag{3.43}\\
\mu_{3}= & 20 a_{35} \lambda^{3}+12 a_{34} \lambda^{2}+6 a_{33} \lambda^{3}+2 a_{32}  \tag{3.44}\\
\mu_{4}= & 20 a_{45} \lambda^{3}+12 a_{44} \lambda^{2}+6 a_{43} \lambda^{3}+2 a_{42}  \tag{3.45}\\
\mu_{5}= & 20 a_{55} \lambda^{3}+12 a_{54} \lambda^{2}+6 a_{53} \lambda^{3}+2 a_{52} \tag{3.46}
\end{align*}
$$

which represent the nominal inputs to system (3.30) and (3.32), and produce the inputs $\left(a, \omega, u_{\rho}, u_{\beta}, u_{\gamma}\right)$.

The polynomial coefficients are detailed by these close-form expressions: $a_{10}=\chi_{0}, a_{20}=\eta_{0}, a_{30}=\rho_{0}, a_{40}=\beta_{0}, a_{50}=\gamma_{0}, a_{11}=0, a_{21}=0$, $a_{31}=\rho_{0}^{\prime}, a_{41}=\beta_{0}^{\prime}, a_{51}=\gamma_{0}^{\prime}, a_{12}=\frac{1}{2}\left(\chi_{0}-\kappa_{0} \chi_{0}^{2}\right), a_{22}=\eta_{1}-\eta_{0}, a_{32}=0$ $, a_{42}=0, a_{52}=0, a_{13}=\frac{1}{4 \varphi}\left(-8 a_{12}+c_{1}-\chi_{1}-a_{12} \varphi^{2}\right)-\frac{1}{4 \varphi^{3}}\left(5 \chi_{1}-3 a_{12} \varphi^{2}-\right.$ $\left.\chi_{0}\right), a_{23}=0, a_{33}=10\left(\rho_{1}-\rho_{0}\right), a_{43}=10\left(\beta_{1}-\beta_{0}\right), a_{53}=10\left(\gamma_{1}-\gamma_{0}\right)$, $a_{14}=\frac{1}{\varphi^{4}}\left(5 \chi_{1}-3 a_{12} \varphi^{2}-\chi_{0}-2 a_{13} \varphi^{3}\right), a_{24}=0, a_{34}=-15\left(\rho_{1}-\rho_{0}\right), a_{44}=$ $-15\left(\beta_{1}-\beta_{0}\right), a_{54}=-15\left(\gamma_{1}-\gamma_{0}\right), a_{15}=\frac{1}{\varphi^{5}}\left(\chi_{1}-a_{12} \varphi^{2}-a_{10}-a_{14} \varphi^{4}-a_{13} \varphi^{3}\right)$, $a_{25}=0, a_{35}=6\left(\rho_{1}-\rho_{0}\right), a_{45}=6\left(\beta_{1}-\beta_{0}\right), a_{55}=6\left(\gamma_{1}-\gamma_{0}\right)$.

### 3.2 Path Planning of Coordinated Mobile Manipulators

### 3.2.1 Introduction

Few previous works have considered motion/trajectory planning for multiple mobile manipulators in the coordination manner for their complex kinematics and dynamics. In [123], general motion planning based on the calculus of variations was proposed for nonholonomic cooperating mobile robots to obtain optimal trajectories and actuator forces/torques in the presence of obstacles, such that geometric constraints such as joint limits, kinematic constraints and dynamic constraints can be easily incorporated into the planning scheme. In [69], obstacle avoidance was proposed for coordinated task involving two mobile manipulators handling a common object. Trajectory planning of the cooperative multiple manipulators is formulated as an optimal control problem in [130], considering dynamic characteristics of mobile manipulators and the grasped object. In [131], motion planning was proposed for cooperative transportation of a large object by multiple mobile robots in three dimensions in space and the motion planner is designed as a local manipulation planner and a global path planner. Motion planning applicable to cooperating nonholonomic manipulators was proposed with guaranteed collision avoidance and convergence properties [132], based on a new class of nonsmooth Lyapunov functions and an extension of the navigation function. In [176], the same leader-follower type coordination motion was proposed for multiple mobile robots engaging in cooperative tasks.

In this section, we propose motion generation for multiple mobile manipu-
lators which carry a common object in coordination manner. We first develop concise dynamics for the coordinated mobile manipulators, which consist of kinematic constraints of mobile platforms and geometrical constraints between the robotic manipulators and the object in the operational space. Then, dynamic feedback linearization is used to decouple and linearize the dynamics of the system with all constraints. Based on this result, smooth trajectories are developed to join given initial and desired final states of the the common object by polynomial functions in finite time, and exponentially stabilizing feedback is given along the planned trajectory. In order to achieve the autonomous obstacle avoidance, the obstacles are deformed to produce the collision avoidance constraints and the generated paths are iteratively deformed to satisfy the collision avoidance constraints and yield admissible input trajectories that drive both the mobile manipulators and the common objects to the desired configurations.

### 3.2.2 System Description and Assumption

Consider $m$ mobile manipulators holding a common rigid object in a task space with $n$ degrees of freedom shown in Fig. 3.2. OXYZ is the inertial reference frame in which the position and orientation of the mobile manipulator endeffectors and object are referred, $O_{o} X_{o} Y_{o} Z_{o}$ is the object coordinate frame fixed at the center of mass of the object, and $O_{e i} X_{e i} Y_{e i} Z_{e i}$ is the end-effector frame of the $i$ th manipulator located at the grasp point. To facilitate the dynamic formulation, the following assumptions are made

Assumption 3.1 Each arm of mobile manipulators is non-redundant, i.e., the number of degrees of freedom of each arm is equal to the dimension of task space.

Assumption 3.2 All the end-effectors of the mobile manipulators are rigidly attached to the common object so that there is no relative motion between the object and the end-effectors.

Assumption 3.3 The object is rigid, that is, the object does not get deformed with the application of forces.


## FIGURE 3.2

Coordinated operation of two robots.

### 3.2.3 Dynamics of System

The dynamics of the $i$ th mobile manipulator in joint space is given by

$$
\begin{equation*}
M_{i}\left(q_{i}\right) \ddot{q}_{i}+C_{i}\left(q_{i}, \dot{q}_{i}\right) \dot{q}_{i}+G_{i}\left(q_{i}\right)+d_{i}=B_{i}\left(q_{i}\right) \tau_{i}+J_{i}^{T} f_{i} \tag{3.47}
\end{equation*}
$$

where $q_{i}=\left[q_{i 1}, \ldots, q_{i n}\right]^{T}=\left[q_{i v}, q_{i a}\right]^{T} \in \mathbf{R}^{n}$ with $q_{i v} \in \mathbf{R}^{n_{v}}$ describing the generalized coordinates for the mobile platform and $q_{i a} \in \mathbf{R}^{n_{a}}$ denoting the generalized coordinates of the manipulator, and $n=n_{v}+n_{a}$. The symmetric positive definite inertia matrix $M_{i}\left(q_{i}\right) \in \mathbf{R}^{n \times n}$, the centripetal and Coriolis torques $C_{i}\left(\dot{q}_{i}, q_{i}\right) \in \mathbf{R}^{n \times n}$, the gravitational torque vector $G_{i}\left(q_{i}\right) \in \mathbf{R}^{n}$, the external disturbances $d_{i}(t) \in \mathbf{R}^{n}$ and the control inputs $\tau_{i} \in \mathbf{R}^{p}$ could be represented as

$$
\begin{aligned}
M_{i}(q) & =\left[\begin{array}{cc}
M_{i v} & M_{i v a} \\
M_{i a v} & M_{i a}
\end{array}\right], C_{i}\left(\dot{q}_{i}, q_{i}\right)=\left[\begin{array}{cc}
C_{i v} & C_{i v a} \\
C_{i a v} & C_{i a}
\end{array}\right], G_{i}\left(q_{i}\right)=\left[\begin{array}{l}
G_{i v} \\
G_{i a}
\end{array}\right] \\
d(t) & =\left[\begin{array}{c}
d_{i v}(t) \\
d_{i a}(t)
\end{array}\right], \tau=\left[\begin{array}{c}
\tau_{i v} \\
\tau_{i a}
\end{array}\right], J_{i}=\left[\begin{array}{cc}
A_{i} & 0 \\
J_{i v} & J_{i a}
\end{array}\right], f_{i}=\left[\begin{array}{c}
f_{v i} \\
f_{e i}
\end{array}\right]
\end{aligned}
$$

where $M_{i v}, M_{i a}$ describe the inertia matrices for the mobile platform and the robotic manipulator, respectively, $M_{i v a}$ and $M_{i a v}$ are the coupling inertia matrices of the mobile platform and the robotic manipulator, $C_{i v}, C_{i a}$ denote the centripetal and Coriolis torques for the mobile platform and the robotic
manipulator, respectively; $C_{i v a}$, and $C_{\text {iav }}$ are the coupling centripetal and Coriolis torques of the mobile platform and the robotic manipulator; $G_{i v}, G_{i a}$ are the gravitational torque vectors for the mobile platform and the robotic manipulator, respectively; $\tau_{i v}$ and $\tau_{i a}$ are the control input vectors for the mobile platform and the robotic manipulator; $d_{v}(t), d_{a}(t)$ denote the external disturbances on the mobile platform and the robotic manipulator; $J_{i v}$ and $J_{i a}$ are the Jacobian matrices for the mobile platform and the robotic manipulator; $f_{i v}$ and $f_{i a}$ are the external force on the mobile platform and the robotic manipulator; $B_{i}\left(q_{i}\right)=\operatorname{diag}\left[B_{i v}, B_{i a}\right] \in \mathbf{R}^{n \times p}$ is a full rank input transformation matrix for the mobile platform and the robotic manipulator and is assumed to be known because it is a function of fixed geometry of the system; $A_{i}=\left[A_{i 1}^{T}\left(q_{i v}\right) \ldots, A_{i l}^{T}\left(q_{i v}\right)\right]^{T}: \mathbf{R}^{n_{v}} \rightarrow \mathbf{R}^{l \times n_{v}}$ is the kinematic constraint matrix which is assumed to have full rank $l ; J_{i}^{T} \in \mathbf{R}^{n \times n}$ is Jacobian matrix; and $f_{v i}$ and $f_{e i}$ are the constraint forces corresponding to the nonholonomic and holonomic constraints.

In the chapter, the mobile base is assumed to be completely nonholonomic and the holonomic constraint force is measured by the force sensor mounted on each mobile manipulator's end-effector.

The mobile platform is subjected to nonholonomic constraints and the $l$ non-integrable and independent velocity constraints can be expressed as

$$
\begin{equation*}
A\left(q_{i v}\right) \dot{q}_{i v}=0 \tag{3.48}
\end{equation*}
$$

Assume that the annihilator of the co-distribution spanned by the co-vector fields $A_{1}\left(q_{i v}\right), \ldots, A_{l}\left(q_{i v}\right)$ is an $\left(n_{v}-l\right)$-dimensional smooth nonsingular distribution $\Delta$ on $\mathbf{R}^{n_{v}}$. This distribution $\Delta$ is spanned by a set of $\left(n_{v}-l\right)$ smooth and linearly independent vector fields $H_{1}\left(q_{i v}\right), \ldots, H_{n_{v-l}}\left(q_{i v}\right)$, i.e., $\Delta=\operatorname{span}\left\{H_{1}\left(q_{i v}\right), \ldots, H_{n_{v}-l}\left(q_{i v}\right)\right\}$. Thus, we have $H^{T}\left(q_{i v}\right) A^{T}\left(q_{i v}\right)=0$, $H\left(q_{i v}\right)=\left[H_{1}\left(q_{i v}\right), \ldots, H_{n_{v}-l}\left(q_{i v}\right)\right] \in \mathbf{R}^{n_{v} \times\left(n_{v}-l\right)}$. Note that $H^{T} H$ is of full rank. Constraint (3.48) implies the existence of vector $\dot{\eta}_{i} \in \mathbf{R}^{n_{v}-l}$, such that

$$
\begin{equation*}
\dot{q}_{i v}=H\left(q_{i v}\right) \dot{\eta}_{i} \tag{3.49}
\end{equation*}
$$

Considering the nonholonomic constraints (3.48) and (3.49) and their derivative, the dynamics of a mobile manipulator (3.47) can be expressed as

$$
\begin{equation*}
M_{i}^{1}\left(\zeta_{i}\right) \ddot{\zeta}_{i}+C^{1}\left(\zeta_{i}, \dot{\zeta}_{i}\right) \dot{\zeta}_{i}+G_{i}^{1}+d_{i}^{1}=u_{i}+J_{e i}^{T} f_{i} \tag{3.50}
\end{equation*}
$$

where

$$
\begin{aligned}
M_{i}^{1} & =\left[\begin{array}{cc}
H^{T} M_{i v} H & H^{T} M_{i v a} \\
M_{i a v} H & M_{i a}
\end{array}\right], \zeta_{i}=\left[\begin{array}{c}
\eta_{i} \\
q_{i a}
\end{array}\right], G_{i}^{1}=\left[\begin{array}{c}
H^{T} G_{i v} \\
G_{i a}
\end{array}\right], \\
C_{i}^{1} & =\left[\begin{array}{cl}
H^{T} M_{i v} \dot{H}+H^{T} C_{i v} H & H^{T} C_{i v a} \\
M_{i a v} \dot{H}+C_{i a v} & C_{i a}
\end{array}\right], J_{e i}^{T}=\left[\begin{array}{cc}
0 & 0 \\
J_{i v} & J_{i a}
\end{array}\right]^{T} \\
u_{i} & =B_{i}^{1} \tau_{i}, B_{i}^{1}=\left[\begin{array}{c}
H^{T} B_{i v} \\
B_{i a}
\end{array}\right]^{T}, d_{i}^{1}=\left[\begin{array}{c}
H^{T} d_{i v} \\
d_{i a}
\end{array}\right]
\end{aligned}
$$

The dynamics of $m$ mobile manipulators from (3.50) can be expressed concisely as

$$
\begin{equation*}
M(\zeta) \ddot{\zeta}+C(\zeta, \dot{\zeta}) \dot{\zeta}+G+D=u+J_{e}^{T} F_{e} \tag{3.51}
\end{equation*}
$$

where $M(\zeta)=$ block diag $\left[M_{1}^{1}\left(\zeta_{1}\right), \ldots, M_{m}^{1}\left(\zeta_{m}\right)\right] \in \mathbf{R}^{m(n-l) \times m(n-l)}$; $\zeta=\left[\zeta_{1}, \ldots, \zeta_{m}\right]^{T} \in \mathbf{R}^{m(n-l)} ; u=\left[B_{1}^{1} \tau_{1}, \ldots, B_{m}^{1} \tau_{m}\right]^{T} \in \mathbf{R}^{m(n-l)} ;$ $G=\left[\begin{array}{lll}G_{1}^{1} & \ldots, G_{m}^{1}\end{array}\right]^{T} \in \mathbf{R}^{m(n-l)} ; F_{e}=\left[f_{e 1}, \ldots, f_{e m}\right]^{T} \in \mathbf{R}^{m(n-l)} ;$ $C(\zeta, \dot{\zeta})=$ block diag $\left[C_{1}^{1}\left(\zeta_{1}, \dot{\zeta}_{1}\right), \ldots, C_{m}^{1}\left(\zeta_{m}, \dot{\zeta}_{m}\right)\right] \in \mathbf{R}^{m(n-l) \times m(n-l)} ;$ $D=\left[\begin{array}{lll}d_{1}^{1}, & \ldots, & d_{m}^{1}\end{array}\right]^{T} \in \mathbf{R}^{m(n-l)} ; J_{e}^{T}=\operatorname{block} \operatorname{diag}\left[J_{e 1}^{T}, \ldots, J_{e m}^{T}\right] \in$ $\mathbf{R}^{m(n-l) \times m(n-l)}$.

The equation of motion of the object is written by the resultant force vector $F_{o} \in \mathbf{R}^{n}$ acting on the center of mass of the object, the symmetric positive definite inertial matrix $M_{o}\left(x_{o}\right) \in \mathbf{R}^{n \times n}$ of the object, the Corioli and centrifugal matrix $C_{o}\left(x_{o}, \dot{x}_{o}\right) \in \mathbf{R}^{n \times n}$, and the gravitational force vector $G_{o}\left(x_{o}\right) \in \mathbf{R}^{n}$ as

$$
\begin{equation*}
M_{o}\left(x_{o}\right) \ddot{x}_{o}+C\left(x_{o}, \dot{x}_{o}\right) \dot{x}_{o}+G_{o}\left(x_{o}\right)=F_{o} \tag{3.52}
\end{equation*}
$$

Define $J_{o}\left(x_{o}\right) \in \mathbf{R}^{m n \times n}$ as $J_{o}\left(x_{o}\right)=\left[J_{o 1}^{T}\left(x_{o}\right), \ldots, J_{o m}^{T}\left(x_{o}\right)\right]^{T}$ with the Jacobian matrix $J_{o i}\left(x_{o}\right) \in \mathbf{R}^{n \times n}$ from the object frame $O_{o} X_{o} Y_{o} Z_{o}$ to the $i$ th mobile manipulator's end-effector frame $O_{e i} X_{e i} Y_{e i} Z_{e i}$. Then $F_{o}$ can be written as

$$
\begin{equation*}
F_{o}=-J_{o}^{T}\left(x_{o}\right) F_{e} \tag{3.53}
\end{equation*}
$$

Given the resultant force $F_{o}$, the end-effector force $F_{e}$ satisfying (3.53) can be decomposed into two orthogonal components, one contributes to the motion of the object, and another produces the internal force [177]

$$
\begin{equation*}
F_{e}=-\left(J_{o}^{T}\left(x_{o}\right)\right)^{+} F_{o}-F_{I} \tag{3.54}
\end{equation*}
$$

where $\left(J_{o}^{T}\left(x_{o}\right)\right)^{+} \in \mathbf{R}^{m n \times n}$ is the pseudo-inverse matrix of $J_{o}^{T}\left(x_{o}\right)$ and $F_{I} \in$ $\mathbf{R}^{m n}$ is the internal force vector in the null space of $J_{o}^{T}\left(x_{o}\right)$, i.e., satisfying

$$
\begin{equation*}
J_{o}^{T}\left(x_{o}\right) F_{I}=0 \tag{3.55}
\end{equation*}
$$

Substituting (3.52) into (3.55), we have

$$
\begin{equation*}
F_{e}=-\left(J_{o}^{T}\left(x_{o}\right)\right)^{+}\left(M_{o}\left(x_{o}\right) \ddot{x}_{o}+C_{o}\left(x_{o}, \dot{x}_{o}\right) \dot{x}_{o}+G_{o}\left(x_{o}\right)\right)-F_{I} \tag{3.56}
\end{equation*}
$$

Let $x_{e i} \in \mathbf{R}^{n}$ denote the position and orientation vector of the $i$-th endeffector. Then, $x_{e i}$ is related to $\dot{\zeta}_{i}$ the Jacobian matrix $J_{e i}\left(\zeta_{i}\right)$ as

$$
\begin{equation*}
\dot{x}_{e i}=J_{e i}\left(\zeta_{i}\right) \dot{\zeta}_{i} \tag{3.57}
\end{equation*}
$$

and the relationship between $\dot{x}_{i e}$ and $\dot{x}_{o}$ is given by

$$
\begin{equation*}
\dot{x}_{e i}=J_{o i}\left(x_{o}\right) \dot{x}_{o} \tag{3.58}
\end{equation*}
$$

After combining (3.57) and (3.58), the following relationship between the joint velocity of the $i$ th manipulator and the velocity of the object is obtained

$$
\begin{equation*}
J_{e i}\left(\zeta_{i}\right) \dot{\zeta}_{i}=J_{o i}\left(x_{o}\right) \dot{x}_{o} \tag{3.59}
\end{equation*}
$$

As it is assumed that the manipulators work in a nonsingular region, thus the inverse of the Jacobian matrix $J_{e i}\left(\zeta_{i}\right)$ exists. Considering all the manipulators acting on the object at the same time, yields

$$
\begin{equation*}
\dot{\zeta}=J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right) \dot{x}_{o} \tag{3.60}
\end{equation*}
$$

Differentiating (3.60) with respect to time $t$ leads to

$$
\begin{equation*}
\ddot{\zeta}=J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right) \ddot{x}_{o}+\frac{d}{d t}\left(J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)\right) \dot{x}_{o} \tag{3.61}
\end{equation*}
$$

Using (3.60) and (3.61) and premultiplying both sides by $J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta)$, and using $J_{o}^{T}\left(x_{o}\right) F_{I}=0$, the dynamics of the multiple mobile manipulators (3.51) system with the object dynamics (3.52) are given by

$$
\begin{equation*}
\mathcal{M}\left(x_{o}\right) \ddot{x}_{o}+\mathcal{C}\left(x_{o}, \dot{x}_{o}\right) \dot{x}_{o}+\mathcal{G}\left(x_{o}\right)=\mathcal{U} \tag{3.62}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{M}\left(x_{o}\right)= & J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta) M(\zeta) J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)+M_{o}\left(x_{o}\right) \\
\mathcal{C}\left(x_{o}, \dot{x}_{o}\right)= & J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta) M(\zeta) \frac{d}{d t}\left(J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)\right) \\
& +J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta) C(\zeta, \dot{\zeta}) J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)+C_{o}\left(x_{o}, \dot{x}_{o}\right) \\
\mathcal{G}\left(x_{o}\right)= & J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta) G(\zeta)+G_{o}\left(x_{o}\right) \\
\mathcal{U}= & J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta) u
\end{aligned}
$$

The dynamics (3.62) have the following structure properties, which can be exploited to facilitate the motion planning design.

Property 3.1 The matrix $\mathcal{M}\left(x_{o}\right)$ is symmetric, positive definite, and bounded from below and above, i.e., $\lambda_{\min } I \leq \mathcal{M}\left(x_{o}\right) \leq \lambda_{\max } I$, where $\lambda_{\min }$ and $\lambda_{\max } \in \mathbf{R}^{n}$ denote the minimum and maximum eigenvalues of $\mathcal{M}\left(x_{o}\right)$.

Property 3.2 All Jacobian matrices are uniformly bounded and uniformly continuous if $\zeta$ and $x_{o}$ are uniformly bounded and continuous, respectively.

### 3.2.4 Motion Generation

A prerequisite for the successful use of coordinated multiple mobile manipulators is the availability of a planning methodology that can generate feasible paths for driving the carried object to the desired coordinates without violating nonholonomic constraints. Nonholonomy has been considered in the system dynamics. It allows us to decouple the dynamics by input-output linearization, then we design an admissible path for the object that can drive it from an initial position and orientation to a desired one.

Using the state space vector $x=\left[x_{o}^{T}, \dot{x}_{o}^{T}\right]^{T}$, and the block partition of the state vector

$$
x=\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right], \quad \text { with } x_{1}=x_{o}, x_{2}=\dot{x}_{o}
$$

we can obtain

$$
\begin{equation*}
\dot{x}=\mathcal{F}(x)+\mathcal{H}(x) \mathcal{U}, \quad y=x_{1}, \quad x(0)=0 \tag{3.63}
\end{equation*}
$$

where $x_{0}$ is the initial state and $\mathcal{F}(x), \mathcal{H}(x)$ and $\mathcal{U}$ are

$$
\begin{align*}
& \mathcal{F}(x)=\left[\begin{array}{c}
x_{2} \\
\Phi
\end{array}\right]  \tag{3.64}\\
& \mathcal{H}(x)=\left[\begin{array}{c}
0 \\
\mathcal{M}^{-1}
\end{array}\right] \tag{3.65}
\end{align*}
$$

where $\Phi=-\mathcal{M}^{-1}(\mathcal{C}+\mathcal{G}) x_{2}$. It is well known that the nonlinear state feedback

$$
\begin{equation*}
\mathcal{U}=\mathcal{M}[\mu-\Phi] \tag{3.66}
\end{equation*}
$$

will serve to align and decouple the input/output map of the system (3.62) such that

$$
\begin{equation*}
\ddot{y}=\mu \tag{3.67}
\end{equation*}
$$

where $\mu$ is an exogenous input vector.
Planning a feasible motion on the equivalent representation (3.67) can be formulated as an interpolation problem using smooth parametric functions $y(s)$ and with a timing law $s=s(t)$. For simplicity, we directly generate trajectories $y(\lambda)$ as

$$
\begin{equation*}
y(\lambda)=\sum_{i=0}^{n} a_{i} \lambda^{i} \tag{3.68}
\end{equation*}
$$

with the normalized time $\lambda_{i}=t / T$.
Determine minimal order polynomial curves which interpolate the given configuration $q(0)=[y(0), \dot{y}(0), \ddot{y}(0)]^{T}$ and the final configuration $q(1)=$ $[y(1), \dot{y}(1), \ddot{y}(1)]^{T}$.

The general constraint conditions for the object can be expressed as

$$
\begin{align*}
& y(0)=y_{0}, \quad y^{\prime}(0)=0, \quad y^{\prime \prime}(0)=0  \tag{3.69}\\
& y(1)=y_{1}, \quad y^{\prime}(1)=0, \quad y^{\prime \prime}(1)=0 \tag{3.70}
\end{align*}
$$

The state trajectory associated to the linearizing output trajectory (3.68) that solves the planning problem is obtained by pure algebraic computations using (3.67). Moreover, the open-loop commands that realize this trajectory are

$$
\mu_{i}=20 a_{5} \lambda^{3}+12 a_{4} \lambda^{2}+6 a_{3} \lambda+2 a_{2}
$$

which represent the nominal inputs to system (3.63), and produce the inputs $\mu$. The polynomial coefficients are detailed by these close-form expressions

$$
\begin{align*}
& a_{0}=y_{0}  \tag{3.71}\\
& a_{1}=y_{0}^{\prime}  \tag{3.72}\\
& a_{2}=0  \tag{3.73}\\
& a_{3}=10\left(y_{1}-y_{0}\right)  \tag{3.74}\\
& a_{4}=-15\left(y_{1}-y_{0}\right)  \tag{3.75}\\
& a_{5}=6\left(y_{1}-y_{0}\right) \tag{3.76}
\end{align*}
$$

It is easy to design a linear trajectory tracking control based on the equivalent system (3.67). Given a desired smooth trajectory $y(t)$ for the object, we
choose

$$
\mu=\ddot{y}_{d}+K\left[\begin{array}{l}
\dot{y}_{d}-\dot{y}  \tag{3.77}\\
y_{d}-y
\end{array}\right]
$$

where $K=\left[k_{2}, k_{1}\right]$ indicates the gain matrices to the tracking errors. The actual states $y, \dot{y}$ in (3.77) are computed on-line from the measured joint positions and velocities of the robot by the forward kinematics (3.58), and geometry constraints.

### 3.2.5 Collision-free Motion Planning

Since the obstacles in the workspace have random shapes, we give the following assumption to modeling the boundary of obstacles.

Assumption 3.4 Each obstacle in the workspace could be enclosed by a surface

$$
\begin{equation*}
S:=\left\{\sum_{i=1}^{n} \Phi_{o b s}^{i}(x)=0\right\} \tag{3.78}
\end{equation*}
$$

which consists of a set of $N_{s}$ surfaces, and the connection of any two surfaces is continuous, $\Phi_{\text {obs }}^{i}$ is bounded and belong to a class of continuously differentiable manifolds described by $\Phi_{\text {obs }}^{i}(x)=A\left(x_{1}, x_{3}\right)+B\left(x_{2}\right)$ where $x=\left[x_{1}, x_{2}, x_{3}\right] \in$ $\mathbf{R}^{3}$ is the Cartesian position and $A(*)$ is a bounded and uniformly continuous function on $\mathbf{R}^{2}$, and $B(*)$ has bounded and uniformly continuous derivatives up to the first order.

Remark 3.1 Assumption 3.4 requires one of the Cartesian coordinates (in this case $x_{2}$ ) to be expressed as a differentiable function of two other coordinates. In some cases, it is possible to rotate the coordinate in such way that $x_{2}$ is expressed in terms of other coordinates. Fig. 3.3 demonstrates an example of a surface satisfying the assumption.

Under Assumption 3.4, the Jacobian matrix of the surface described by $\Phi_{o b s}(x)=0$ becomes

$$
\begin{equation*}
J_{\Phi}^{T}(x)=\left(\frac{\partial A}{\partial x}+\frac{\partial B}{\partial x}\right) /\left\|\left(\frac{\partial A}{\partial x}+\frac{\partial B}{\partial x}\right)\right\| \tag{3.79}
\end{equation*}
$$

Letting $S_{\Phi}(x)=\left[\frac{\partial A}{\partial x_{1}}, 0, \frac{\partial A}{\partial x_{3}}\right]^{T}, C_{\Phi}=\left[0, \frac{\partial B}{\partial x_{2}}, 0\right]^{T}$, we can obtain

$$
\begin{equation*}
J_{\Phi}^{T}(x)=\kappa_{\Phi}\left(S_{\Phi}(x)+C_{\Phi}\right) \tag{3.80}
\end{equation*}
$$



## FIGURE 3.3

A demonstration surface.

The scalar valued function $\kappa_{\Phi}(x)$ is a measure of the curvature of the constraining surface at $x$. It is easy to know that the constraint Jacobian matrix $J$ has a unit Euclidian norm.

Remark 3.2 For the obstacle surface, some useful functions are listed as follows:

1. $J_{\Phi}=\left(\partial \Phi_{\text {obs }}(x) / \partial x\right) /\left\|\left(\partial \Phi_{\text {obs }}(x) / \partial x\right)\right\|$ is the constrained surface normal vector at the point $x$ and $\left\|J_{\phi}\right\|=1$.
2. $\kappa_{\Phi}=1 /\left\|\left(\frac{\partial A}{\partial x}+\frac{\partial B}{\partial x}\right)\right\|$ is smaller than one, at any position $x$, $\kappa_{\Phi}$ is a measure of the slope of constraining surface along $x_{2}$ axis.

Remark 3.3 An obstacle can be regarded as an enclosed surface which is composed of a set of surfaces satisfying Assumption 3.4 as $\Phi_{o b s}^{1}, \ldots, \Phi_{o b s}^{N_{s}}$, and each surface in the set has the constants $\kappa_{\Phi}^{i}$ and $S_{\Phi}^{i}, i=1, \ldots, N_{s}$. Therefore, we can design a corresponding path for each surface.

During the mobile manipulator movement, collision-avoidance (state inequality) constraints resulting from the existence of obstacles in the task space
are induced. The general form of these constraints may be written in the following manner:

$$
\begin{equation*}
\Phi_{c}^{j}(x) \geq 0, \quad j=1: N_{o b s} \tag{3.81}
\end{equation*}
$$

where $\Phi_{c}^{j}$ denotes a deform function (expressed in task coordinates) from the analytic description of the $j$ th obstacle, and $N_{o b s}$ is the number of the obstacles in the workspace.

Let the center of the obstacle be $\left(x_{o}, y_{o}, z_{o}\right)$ in the fixed frame and $\Phi_{o b s}$ could be represented by

$$
\begin{align*}
\rho_{o} & =\sqrt{\left(x_{o b s}-x_{o}\right)^{2}+\left(y_{o b s}-y_{o}\right)^{2}+\left(z_{o b s}-z_{o}\right)^{2}}  \tag{3.82}\\
\beta_{o} & =\operatorname{atan} 2\left(y_{o b s}-y_{o}, x_{o b s}-x_{o}\right)  \tag{3.83}\\
\gamma_{o} & =\operatorname{atan} 2\left(z_{o b s}-z_{o}, \sqrt{\left(x_{o b s}-x_{o}\right)^{2}+\left(y_{o b s}-y_{o}\right)^{2}}\right) \tag{3.84}
\end{align*}
$$

where $\rho_{o}$ is the boundary ( $x_{o b s}, y_{o b s}, z_{o b s}$ ) distance to the center position of the obstacle, $\beta$ and $\gamma$ are the pitch and yaw angles, respectively. Then, we can represent the boundary of obstacle as

$$
\Phi_{o b s}=\left\{\rho_{o}\left(\beta_{o}, \gamma_{o}\right)\left[\begin{array}{c}
\cos \beta_{o} \sin \gamma_{o}  \tag{3.85}\\
\sin \beta_{o} \sin \gamma_{o} \\
\cos \gamma_{o}
\end{array}\right]+\left[\begin{array}{c}
x_{o} \\
y_{o} \\
z_{o}
\end{array}\right]\right\}
$$

where $\rho_{o}\left(\beta_{o}, \gamma_{o}\right)$ is a smooth $2 \pi$ periodic function. Choose another domain $\Phi_{c}$ as the deform of the domain $\Phi_{o b s}$ which contains $\Phi_{o b s}$ as:

$$
\Phi_{c}=\left\{k_{o}\left(\beta_{o}, \gamma_{o}\right) \rho_{o}\left(\beta_{o}, \gamma_{o}\right)\left[\begin{array}{c}
\cos \beta_{o} \sin \gamma_{o}  \tag{3.86}\\
\sin \beta_{o} \sin \gamma_{o} \\
\cos \gamma_{o}
\end{array}\right]+\left[\begin{array}{l}
x_{o} \\
y_{o} \\
z_{o}
\end{array}\right]\right\}
$$

where $k_{o}\left(\beta_{o}, \gamma_{o}\right)>1$ is also a smooth periodic function with the periodic $2 \pi$.
Define the function $\Lambda$, which is monotonously increasing with respect to $r$, where $r$ is the distance to the center of the obstacles, which could be described as $r=\sqrt{\left(x-x_{o}\right)^{2}+\left(y-y_{o}\right)^{2}+\left(z-z_{o}\right)^{2}}$, such that

$$
\begin{array}{ll}
\Lambda\left(\rho_{o}, \beta_{o}, \gamma_{o}\right)=0 & \left(r=\rho_{o}\left(\beta_{o}, \gamma_{o}\right)\right) \\
0<\Lambda\left(\rho_{o}, \beta_{o}, \gamma_{o}\right)<\rho_{o} & \left(\rho_{o}\left(\beta_{o}, \gamma_{o}\right)<r<k_{o}\left(\beta_{o}, \gamma_{o}\right) \rho_{o}\left(\beta_{o}, \gamma_{o}\right)\right) \\
\Lambda\left(\rho_{o}, \beta_{o}, \gamma_{o}\right)=r & \left(r \geq k_{o}(\beta, \gamma) \rho_{o}\left(\beta_{o}, \gamma_{o}\right)\right) \tag{3.89}
\end{array}
$$

The function $\Lambda$ should be chosen in such a way that $\partial \Lambda / \partial r \geq 1$ holds in order to avoid too much distortion in the deformation domain $\Phi_{c}$. Then we
introduce the coordinate transformation $\Psi$, mapping the modified spherical coordinate $x=\left(\Lambda, \beta_{o}, \gamma_{o}\right)^{T}$ to the joint space by

$$
\Psi(\zeta)=\left[\begin{array}{l}
\Lambda  \tag{3.90}\\
\beta_{o} \\
\gamma_{o}
\end{array}\right]
$$

where the function $\Lambda$ is the free parameter to be designed, and new coordinate $\Psi(q)$ does not contain the obstacle domain.

From the above assumption, it is easy to obtain the following properties.
Property 3.3 For the $i$ th segment on the domain $\Phi_{c}$, we have $J_{c}^{i}=J_{\Phi}^{i}$ and $S_{c}^{i}=S_{\Phi}^{i} / k_{o}\left(\beta_{o}, \gamma_{o}\right)$.

Property 3.4 $S_{t}(x)=\operatorname{null}\left(J_{c}(x)\right)$ is tangential to the constraints at $x$.
Property 3.5 $P_{c}(x)=I_{n_{\Phi}}-J^{T}\left(J J^{T}\right)^{-1} J$ is a matrix as the orthogonal projection onto $S_{t}$.

In the obstacles environment, give the start position and target position, if the collision-avoidance constraints the multiple mobile manipulators subjected are active, that is, $\Phi_{c}(x)=0$ and $x=\psi(\zeta)$, we have

$$
\begin{align*}
\dot{x} & =J_{\psi}(\zeta) \dot{\zeta}  \tag{3.91}\\
\frac{\partial \Phi_{c}(x)}{\partial x} & =J_{c}(x) \dot{x} \tag{3.92}
\end{align*}
$$

where $J_{\psi}=\partial \psi / \partial \zeta$.
From (3.91) and (3.92), we can obtain

$$
\begin{equation*}
\mathcal{J} \dot{\zeta}=0 \tag{3.93}
\end{equation*}
$$

where $\mathcal{J}=J_{c}(x) J_{\psi}(\zeta)$. The vector $\zeta \in \mathbf{R}^{n_{\zeta}}$ can always be properly rearranged and partitioned into $\zeta=\left[\begin{array}{lll}\zeta^{1 T} & \zeta^{2 T}\end{array}\right]^{T}, \zeta^{1}=\left[\begin{array}{lll}\zeta_{1}^{1} & \ldots & \zeta_{n_{\zeta}-p}^{1}\end{array}\right] \in \mathbf{R}^{n_{\zeta}-p}$ describes the constrained motion of coordinated mobile manipulators and $\zeta^{2}=\left[\begin{array}{lll}\zeta_{1}^{2} & \ldots & \zeta_{p}^{2}\end{array}\right] \in \mathbf{R}^{p}$ denotes the remaining variables. There always exists a matrix $\mathcal{T}\left(\zeta^{1}\right) \in \mathbf{R}^{n_{\zeta} \times\left(n_{\zeta}-p\right)}$ such that $\dot{\zeta}=\mathcal{T}\left(\zeta^{1}\right) \dot{\zeta}^{1}$ and $\mathcal{T}\left(\zeta^{1}\right) \mathcal{J}^{T}\left(\zeta^{1}\right)=0$.

Considering the collision avoidance constraints, (3.51) could be changed to

$$
\begin{equation*}
M\left(\zeta^{1}\right) \mathcal{T}\left(\zeta^{1}\right) \ddot{\zeta}^{1}+C_{2}\left(\zeta^{1}, \dot{\zeta}^{1}\right) \dot{\zeta}^{1}+G\left(\zeta^{1}\right)=u+J_{e} f_{e} \tag{3.94}
\end{equation*}
$$

where $C_{2}=M\left(\zeta^{1}\right) \dot{\mathcal{T}}\left(\zeta^{1}\right)+C\left(\zeta^{1}, \dot{\zeta}^{1}\right) \mathcal{T}\left(\zeta^{1}\right)$.

Similarly, equation (3.60) is changed to

$$
\begin{equation*}
\dot{\zeta}^{1}=\mathcal{T}^{-1} J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right) \dot{x}_{o} \tag{3.95}
\end{equation*}
$$

therefore, we have

$$
\begin{equation*}
\ddot{\zeta}^{1}=\mathcal{T}^{-1} J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right) \ddot{x}_{o}+\frac{d}{d t}\left(\mathcal{T}^{-1} J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)\right) \dot{x}_{o} \tag{3.96}
\end{equation*}
$$

Using (3.95) and (3.96), the dynamics of a multiple manipulator system (3.51), coupled with the object's dynamics (3.52), are given by

$$
\begin{equation*}
\mathcal{M}_{1}\left(x_{o}\right) \ddot{x}_{o}+\mathcal{C}_{1}\left(x_{o}, \dot{x}_{o}\right) \dot{x}_{o}+\mathcal{G}_{1}\left(x_{o}\right)=\mathcal{U}_{1} \tag{3.97}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{M}_{1}\left(x_{o}\right)= & J_{o}^{T}\left(x_{o}\right) J_{e}^{-T} \mathcal{T}^{-T}(\zeta) M(\zeta) \mathcal{T}^{-1} J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)+M_{o}\left(x_{o}\right) \\
\mathcal{C}_{1}\left(x_{o}, \dot{x}_{o}\right)= & J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta) M(\zeta) \frac{d}{d t}\left(\mathcal{T}^{-1} J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)\right) \\
& +J_{o}^{T}\left(x_{o}\right) \mathcal{T}^{-1} J_{e}^{-T}(\zeta) C(\zeta, \dot{\zeta}) \mathcal{T}^{-1} J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)+C_{o}\left(x_{o}, \dot{x}_{o}\right) \\
\mathcal{G}_{1}\left(x_{o}\right)= & J_{o}^{T}\left(x_{o}\right) \mathcal{T}^{-1} J_{e}^{-T}(\zeta) G(\zeta)+G_{o}\left(x_{o}\right) \\
\mathcal{U}_{1}= & J_{o}^{T}\left(x_{o}\right) \mathcal{T}^{-1} J_{e}^{-T}(\zeta) u
\end{aligned}
$$

Using the state space vector $x=\left[x_{o}^{T}, \dot{x}_{o}^{T}\right]^{T}$, and the block partition of the state vector

$$
x=\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right], \text { with } x_{1}=x_{o}, x_{2}=\dot{x}_{o}
$$

we can obtain

$$
\begin{equation*}
\dot{x}=\mathcal{F}_{1}(x)+\mathcal{H}_{1}(x) \mathcal{U}_{1}, \quad y=x_{1}, \quad x(0)=0 \tag{3.98}
\end{equation*}
$$

where $x_{0}$ is the initial state and $\mathcal{F}_{1}(x), \mathcal{H}_{1}(x)$ and $\mathcal{U}_{1}$ are

$$
\begin{align*}
& \mathcal{F}_{1}(x)=\left[\begin{array}{c}
x_{2} \\
\Phi
\end{array}\right]  \tag{3.99}\\
& \mathcal{H}_{1}(x)=\left[\begin{array}{c}
0 \\
\mathcal{M}_{1}^{-1}
\end{array}\right] \tag{3.100}
\end{align*}
$$

where $\Phi_{1}=-\mathcal{M}_{1}^{-1}\left(\mathcal{C}_{1}+\mathcal{G}_{1}\right) x_{2}$. It is well known that the nonlinear state feedback

$$
\begin{equation*}
\mathcal{U}_{1}=\mathcal{M}_{1}\left[\mu-\Phi_{1}\right] \tag{3.101}
\end{equation*}
$$

will serve to align and decouple the input/output map of the system (3.97) such that

$$
\begin{equation*}
\ddot{y}=\mu \tag{3.102}
\end{equation*}
$$

where $\mu$ is an exogenous input vector.
Planning a feasible motion on the equivalent representation (3.102) can be formulated as an interpolation problem using using smooth parametric functions $y(s)$ and with a timing law $s=s(t)$. For simplicity, we directly generate trajectories $y(\lambda)$.

$$
\begin{equation*}
y(\lambda)=\sum_{i=0}^{n} a_{i} \lambda^{i} \tag{3.103}
\end{equation*}
$$

with the normalized time $\lambda=t / T$.
Determine minimal order polynomial curves which interpolate the given configuration $q(0)=[y(0), \dot{y}(0), \ddot{y}(0)]^{T}$ and the final configuration $q(1)=$ $[y(1), \dot{y}(1), \ddot{y}(1)]^{T}$.

The general constraint conditions for the object can be expressed as

$$
\begin{align*}
& y(0)=y_{0}, \quad y^{\prime}(0)=0, \quad y^{\prime \prime}(0)=0  \tag{3.104}\\
& y(1)=y_{1}, \quad y^{\prime}(1)=0, \quad y^{\prime \prime}(1)=0 \tag{3.105}
\end{align*}
$$

The state trajectory associated to the linearizing output trajectory (3.103) that solves the planning problem is obtained by pure algebraic computations using (3.102). The open-loop command that realizes this trajectory is

$$
\mu=20 a_{5} \lambda^{3}+12 a_{4} \lambda^{2}+6 a_{3} \lambda+2 a_{2}
$$

which represents the nominal inputs to system (3.98), and produces the inputs $\mu$. The polynomial coefficients are detailed by these close-form expressions

$$
\begin{align*}
& a_{0}=y_{0} \\
& a_{1}=y_{0}^{\prime} \\
& a_{2}=0 \\
& a_{3}=10\left(y_{1}-y_{0}\right) \\
& a_{4}=-15\left(y_{1}-y_{0}\right) \\
& a_{5}=6\left(y_{1}-y_{0}\right) \tag{3.106}
\end{align*}
$$

The design of a linear trajectory tracking control is based on the equivalent system (3.102). Given a desired smooth trajectory $y(t)$ for the object, we
choose

$$
\mu=\ddot{y}_{d}+K\left[\begin{array}{l}
\dot{y}_{d}-\dot{y}  \tag{3.107}\\
y_{d}-y
\end{array}\right]
$$

where $K=\left[k_{2}, k_{1}\right]$ is the gain matrices to the tracking errors. The actual states $y, \dot{y}$ in (3.107) are computed on-line from the measured joint positions and velocities of the robot by the forward kinematics (3.95) and geometry constraints.

If the grasped object is subject to the collision avoidance constraints and the object's path is chosen as $\Phi_{c}\left(x_{o}\right)=0$ and $J_{c}\left(x_{o}\right)=\frac{\partial \Phi_{c}}{\partial x_{o}}$, we could obtain

$$
\begin{equation*}
J_{c}\left(x_{o}\right) \dot{x}_{o}=0 \tag{3.108}
\end{equation*}
$$

From Property 3.4, let the vector fields $p_{c 1}\left(x_{o}\right), \ldots, p_{c r}\left(x_{o}\right)$ form a basis of the null space of $S_{t}$ at each $x_{o}$, and $P_{c}=\left[p_{c 1}\left(x_{o}\right), \ldots, p_{c r}\left(x_{o}\right)\right]$. Then, from (3.108), there exists $r$-vector $v=\left[v_{1}, \ldots, v_{r}\right]^{T}$ such that

$$
\begin{equation*}
\dot{x}_{o}=P_{c} v=p_{c 1} v_{1}+\cdots+p_{c r} v_{r} \tag{3.109}
\end{equation*}
$$

Differentiating (3.109) gives

$$
\begin{equation*}
\ddot{x}_{o}=P_{c} \dot{v}+\dot{P}_{c} v \tag{3.110}
\end{equation*}
$$

Integrating (3.109) and (3.60), we could obtain

$$
\begin{equation*}
\dot{\zeta}=J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right) P_{c} v \tag{3.111}
\end{equation*}
$$

Considering (3.110) and differentiating (3.111) with respect to time lead to

$$
\begin{align*}
\ddot{\zeta} & =J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)\left(P_{c} \dot{v}+\dot{P}_{c} v\right)+\frac{d}{d t}\left(J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)\right) P_{c} v \\
& =J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right) P_{c} \dot{v}+\left(J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right) \dot{P}_{c}\right. \\
& \left.+\frac{d}{d t}\left(J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)\right) P_{c}\right) v \tag{3.112}
\end{align*}
$$

Using (3.111) and (3.112), after integrating (3.56) into (3.97)and then premultiplying both sides by $J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta)$ and considering $J_{o}^{T}\left(x_{o}\right) F_{I}=0$, the dynamics of the multiple mobile manipulators system (3.51) with the object's dynamics (3.52) are given by

$$
\begin{equation*}
\mathcal{M}_{2} \dot{v}+\mathcal{C}_{2} v+\mathcal{G}_{2}=\mathcal{U}_{2} \tag{3.113}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{M}_{2}= & J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta) M+M_{o} J_{o}^{-1}\left(x_{o}\right) J_{e}(\zeta) \\
\mathcal{G}_{2}= & J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta) G+G_{o} \\
\mathcal{C}_{2}= & J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta) C(\zeta, \dot{\zeta})+M_{o} \frac{d}{d t}\left(J_{o}^{-1}\left(x_{o}\right) J_{e}(\zeta)\right) \\
& \left.+C_{o}\left(x_{o}, \dot{x}_{o}\right) J_{o}^{-1}\left(x_{o}\right) J_{e}(\zeta)\right) \\
\mathcal{U}_{2}= & J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta) \tau
\end{aligned}
$$

Using the state space vector $x=\left[v^{T}, \dot{v}^{T}\right]^{T}$, and the block partition of the state vector

$$
x=\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right], \quad \text { with } x_{1}=v, x_{2}=\dot{v}
$$

we can obtain

$$
\begin{equation*}
\dot{x}=\mathcal{F}_{2}(x)+\mathcal{H}_{2}(x) \mathcal{U}_{2}, \quad y=x_{1}, \quad x_{0}=0 \tag{3.114}
\end{equation*}
$$

where $x_{0}$ is the initial state and $\mathcal{F}_{2}(x), \mathcal{H}_{2}(x)$ and $\mathcal{U}_{2}$ are

$$
\begin{align*}
& \mathcal{F}_{2}(x)=\left[\begin{array}{l}
x_{2} \\
\Phi_{2}
\end{array}\right]  \tag{3.115}\\
& \mathcal{H}_{2}(x)=\left[\begin{array}{c}
0 \\
\mathcal{M}_{2}^{-1}
\end{array}\right] \tag{3.116}
\end{align*}
$$

where $\Phi_{2}=-\mathcal{M}_{2}^{-1}\left(\mathcal{C}_{2}+\mathcal{G}_{2}\right) x_{2}$. It is well known that the nonlinear state feedback

$$
\begin{equation*}
\mathcal{U}_{2}=\mathcal{M}_{2}\left[\mu-\Phi_{2}\right] \tag{3.117}
\end{equation*}
$$

will serve to align and decouple the input/output map of the system (3.113) such that

$$
\begin{equation*}
\dot{y}=\mu \tag{3.118}
\end{equation*}
$$

where $\mu$ is an exogenous input vector.
Planning a feasible motion on the equivalent representation (3.118) can be formulated as an interpolation problem using smooth parametric functions $y(s)$ with a timing law $s=s(t)$. For simplicity, we directly generate trajectories $y(\lambda)$ as

$$
\begin{equation*}
y(\lambda)=\sum_{i=0}^{n} a_{i} \lambda^{i} \tag{3.119}
\end{equation*}
$$

with the normalized time $\lambda=t / T$.
Determine minimal order polynomial curves which interpolate the given configuration $q(0)=[\dot{y}(0), \ddot{y}(0)]^{T}$ and the final configuration $q(1)=$ $[\dot{y}(1), \ddot{y}(1)]^{T}$.

The general constraint conditions for the object can be expressed as

$$
\begin{array}{ll}
y^{\prime}(0)=v_{1}, & y^{\prime \prime}(0)=0 \\
y^{\prime}(1)=v_{2}, & y^{\prime \prime}(1)=0 \tag{3.121}
\end{array}
$$

The velocity profile associated to the linearizing output equation (3.119) that solves the planning problem is obtained by pure algebraic computations using (3.118). The open-loop command that realizes this velocity profile is

$$
\mu=3 a_{3} \lambda^{2}+2 a_{2} \lambda+a_{1}
$$

which represents the nominal inputs to system (3.114), and produces the inputs $\mu$. The polynomial coefficients are detailed by these close-form expressions

$$
\begin{align*}
& a_{0}=v_{1} \\
& a_{1}=0 \\
& a_{2}=-3\left(v_{2}-v_{1}\right) \\
& a_{3}=2\left(v_{2}-v_{1}\right) \tag{3.122}
\end{align*}
$$

The design of a linear trajectory tracking control is based on the equivalent system (3.118). Given a desired smooth trajectory $y(t)$ for the object, we choose

$$
\begin{equation*}
\mu=\ddot{y}_{d}+k\left[\dot{y}_{d}-\dot{y}\right] \tag{3.123}
\end{equation*}
$$

where $k$ is positive definite. The actual states $\dot{y}$ in (3.123) are computed on-line from the measured joint positions and velocities of the robot by the forward kinematics (3.111) and geometry constraints.

### 3.2.6 Simulation Studies

To verify the effectiveness of the proposed control algorithm, we consider two coordinated 2-DOF mobile manipulator systems shown in Fig. 3.4. Each mobile manipulator is subjected to the following constraints:

$$
\dot{x}_{i} \cos \theta_{i}+\dot{y}_{i} \sin \theta_{i}=0
$$



## FIGURE 3.4

Cooperating 2-DOF mobile manipulators.

Using Lagrangian approach, we can obtain the standard form with $q_{v i}=$ $\left[\begin{array}{lll}x_{i} & y_{i} & \theta_{i}\end{array}\right]^{T}, q_{a i}=\left[\begin{array}{lll}\theta_{1 i} & \theta_{2 i} & \theta_{3 i}\end{array}\right]^{T}, q_{i}=\left[\begin{array}{ll}q_{v i} & q_{a i}\end{array}\right]^{T}$, and $A_{v i}=\left[\begin{array}{lll}\cos \theta_{i} & \sin \theta_{i} & 0.0\end{array}\right]^{T}$. The dynamics of the $i$ th mobile manipulator is given by (3.47) as

$$
M_{i}\left(q_{i}\right) \ddot{q}_{i}+C_{i}\left(q_{i}, \dot{q}_{i}\right) \dot{q}_{i}+G_{i}\left(q_{i}\right)=B\left(q_{i}\right) \tau_{i}+J_{e i}^{T} f_{e i}
$$

The position of end-effector can be given by

$$
\begin{aligned}
x_{e i} & =x_{f i}+2 l_{2} \cos \theta_{2 i} \cos \left(\theta_{1 i}+\theta_{i}\right) \\
y_{e i} & =y_{f i}+2 l_{2} \cos \theta_{2 i} \sin \left(\theta_{1 i}+\theta_{i}\right) \\
z_{e i} & =2 l_{1}+2 l_{2} \sin \theta_{2 i} \\
\alpha_{e i} & =0.0 \\
\beta_{e i} & =\theta_{1 i}+\theta_{i} \\
\gamma_{e i} & =\theta_{2 i}
\end{aligned}
$$

where $\alpha_{e i}, \beta_{e i}$ and $\gamma_{e i}$ are the roll angle, the pitch angle and yaw angle for
the $i$ th end-effector. The mobile manipulator Jacobian matrix $J_{i}$ is given by

$$
J_{i}=\left[\begin{array}{ccccc}
J_{i 11} & J_{i 12} & J_{i 13} & J_{i 14} & J_{i 15} \\
J_{i 21} & J_{i 22} & J_{i 23} & J_{i 24} & J_{i 25} \\
J_{i 31} & J_{i 32} & J_{i 33} & J_{i 34} & J_{i 35} \\
J_{i 41} & J_{i 42} & J_{i 43} & J_{i 44} & J_{i 45} \\
J_{i 51} & J_{i 52} & J_{i 53} & J_{i 54} & J_{i 55}
\end{array}\right]
$$

where

$$
\begin{aligned}
J_{i 11} & =1, J_{i 12}=0.0, J_{i 13}=-2 l_{2} \cos \theta_{2 i} \sin \left(\theta_{1 i}+\theta_{i}\right) \\
J_{i 14} & =-2 l_{2} \cos \theta_{2 i} \sin \left(\theta_{1 i}+\theta_{i}\right), J_{i 15}=-2 l_{2} \sin \theta_{2 i} \cos \left(\theta_{1 i}+\theta_{i}\right) \\
J_{i 21} & =0.0, J_{i 22}=1, J_{23 i}=2 l_{2} \cos \theta_{2 i} \cos \left(\theta_{1 i}+\theta_{i}\right) \\
J_{i 24} & =2 l_{2} \cos \theta_{2 i} \cos \left(\theta_{1 i}+\theta_{i}\right), J_{i 25}=-2 l_{2} \sin \theta_{2 i} \sin \left(\theta_{1 i}+\theta_{i}\right) \\
J_{i 31} & =0.0, J_{i 32}=0.0, J_{i 33}=0.0, J_{i 34}=0.0, J_{i 35}=2 l_{2} \cos \theta_{2 i} \\
J_{i 41} & =0.0, J_{e i 42}=0.0, J_{i 43}=1, J_{i 44}=1.0, J_{i 45}=0.0 \\
J_{i 51} & =0.0, J_{i 52}=0.0, J_{i 53}=0.0, J_{i 54}=0.0, J_{i 55}=1.0
\end{aligned}
$$

For the mobile platform, we have

$$
\left[\begin{array}{c}
\dot{x}_{f i} \\
\dot{y}_{f i} \\
\dot{\theta}_{i}
\end{array}\right]=\left[\begin{array}{ccc}
1.0 & 0.0 & -d \sin \theta_{i} \\
0.0 & 1.0 & d \cos \theta_{i} \\
0.0 & 0.0 & 1.0
\end{array}\right]\left[\begin{array}{c}
\dot{x}_{i} \\
\dot{y}_{i} \\
\dot{\theta}_{i}
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
\dot{x}_{i} \\
\dot{y}_{i} \\
\dot{\theta}_{i}
\end{array}\right]=\left[\begin{array}{cc}
-\tan \theta_{i} & 0.0 \\
1.0 & 0.0 \\
0.0 & 1.0
\end{array}\right]\left[\begin{array}{l}
\dot{y}_{i} \\
\dot{\theta}_{i}
\end{array}\right]
$$

Let the position $x_{o}=\left[x_{o 1}, x_{o 2}, x_{03}, x_{o 4}\right]^{T}$ be positions to $x$ axis, $y$ axis, $z$ axis and rotation angle to $z$ axis. The dynamic equation of the object is given by

$$
\begin{equation*}
M_{o}\left(x_{o}\right) \ddot{x}_{o}+G_{o}\left(x_{o}\right)=J_{o 1}^{T}\left(x_{o}\right) f_{e 1}+J_{o 2}^{T}\left(x_{o}\right) f_{e 2} \tag{3.124}
\end{equation*}
$$

where

$$
M_{o}\left(x_{o}\right)=\left[\begin{array}{clcc}
m_{o} & 0 & 0 & 0 \\
0 & m_{o} & 0 & 0 \\
0 & 0 & m_{o} & 0 \\
0 & 0 & 0 & I_{o}
\end{array}\right], \quad G_{o}\left(x_{o}\right)=\left[\begin{array}{c}
0 \\
0 \\
m_{o} g \\
0
\end{array}\right]
$$

with $m_{o}$ and $I_{o}$ being the mass and inertia of the object, respectively, and

$$
J_{o 1}\left(x_{o}\right)=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.125}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -l_{c 1}
\end{array}\right], \quad J_{o 2}\left(x_{o}\right)=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & l_{c 2}
\end{array}\right]
$$

with $l_{c i}$ being the length from the $i$ th end-effector to the center of mass of the object.

The parameters in the simulation are set as $d=6, r=4, l=4, l_{1}=10$, and $l_{2}=12$.
(i) The coordinated mobile manipulators move in no-obstacles environments. The polynomial function trajectory is designed as (3.68), the selected initial and final conditions are $x_{0}=2, y_{0}=0, \dot{x}_{0}=0$, $\dot{y}_{T}=0, \theta_{0}=60 \pi / 180, \dot{\theta}_{0}=0, x_{T}=4, y_{T}=16, \dot{x}_{T}=0, \dot{y}_{T}=0 ;$ $\theta_{T}=-10 \pi / 180, \dot{\theta}_{T}=0$. We can obtain $a_{i}$ from (3.71)-(3.76), the path planning is shown in Fig. 3.5, and the positions are shown in Figs. 3.6 and 3.7. The corresponding trajectory control of the grasping object is shown in Fig. 3.8, where the selected control gains are


## FIGURE 3.5

Cooperating mobile manipulators in no-obstacle environments.


## FIGURE 3.6

The positions of the grasping object.


## FIGURE 3.7

The joints of the mobile manipulators.


## FIGURE 3.8

The trajectory control of the system.
$K_{1}=\left[\begin{array}{ll}0.5 & 0.5\end{array}\right], K_{2}=\left[\begin{array}{ll}0.8 & 0.8\end{array}\right], K_{3}=\left[\begin{array}{ll}0.5 & 0.5\end{array}\right]$. The control error is shown in Fig. 3.9. From this figure, it is found that the planned path is converged.
(ii) The coordinated mobile manipulators move in the environment with obstacles. The obstacle position is $(x-15)^{2}+(y-5)^{2}=4^{2}$. We deform the obstacle to obtain the obstacle avoidance constraints as $(x-15)^{2}+(y-5)^{2}=8^{2}$. The selected initial and final positions of the grasping object are $x_{0}=2, y_{0}=0, \dot{x}_{0}=0, \dot{y}_{T}=$ $0, \theta_{0}=60 \pi / 180, \dot{\theta}_{0}=0, x_{T}=4, y_{T}=16, \dot{x}_{T}=0, \dot{y}_{T}=0 ; \theta_{T}=$ $-10 \pi / 180, \dot{\theta}_{T}=0$. In the movement, the left mobile manipulator detects the obstacle, the interconnected system has to satisfy the constraints, the position $(x, y)$ of grasping object is constrained, but the direction $\theta$ is a free vector and we design the polynomials function for its trajectory. The path planning of the system is shown in Fig. 3.10, and $\theta$ is shown in Fig. 3.11 and the constrained vectors are shown in Fig. 3.12. The tracking control result is shown in Fig. 3.13, and the tracking control error is shown in Fig. 3.14, where the selected control gain is $K=\left[\begin{array}{ll}2 & 2\end{array}\right]$.


## FIGURE 3.9

The trajectory control error of the object.


## FIGURE 3.10

Cooperating mobile manipulators in obstacle environments.


## FIGURE 3.11

The free vector of the grasping object.


## FIGURE 3.12

The constrained vector of the grasping object.


## FIGURE 3.13

The trajectory control of the grasping object.


## FIGURE 3.14

The tracking control of the free vector of the grasping object.


## FIGURE 3.15

Cooperating mobile manipulators in obstacle environments.
(iii) The coordinated mobile manipulators move in the environment without obstacles. The obstacle position is $(x-15)^{2}+(y-5)^{2}=4^{2}$. We deform the obstacle to obtain the obstacle avoidance constraints as $(x-15)^{2}+(y-5)^{2}=8^{2}$. The selected initial positions of the grasping object are $x_{0}=2, y_{0}=0, \dot{x}_{0}=0, \dot{y}_{T}=0, \theta_{0}=60 \pi / 180, \dot{\theta}_{0}=0$. When the grasping object encounters the obstacle, the interconnected system has to satisfy the constraints. The goal is to make the grasped velocity converge to 0 . The velocity planning using polynomial function is shown in Fig. 3.15, the tracking control result is shown in Fig. 3.16, and the control error is shown in Fig. 3.17, where the selected gains are $K=\left[\begin{array}{ll}8 & 24\end{array}\right]$.


## FIGURE 3.16

The tracking control of cooperating mobile manipulators in obstacle environments.



## FIGURE 3.17

The tracking control error of cooperating mobile manipulators in obstacle environments.

### 3.3 Conclusion

In this chapter, a smooth collision-free planning methodology has been developed for a single nonholonomic mobile manipulator without the presence of obstacles and coordinated nonholonomic mobile manipulators carrying a common object in the presence of obstacles, both of which use smooth and continuous polynomials functions based on the input-output feedback linearization to yield admissible input trajectories that drive both the single mobile manipulator and the coordinated mobile manipulators to a final configuration. For the obstacle environments, the obstacles are deformed to produce the obstacle avoidance constraints such that the generated path could satisfy these constraints. Because it requires algebraic manipulations and a single differentiation, implementation of the approach is computationally inexpensive, while it allows direct control over the system. The resulting paths and trajectories are smooth due to the nature of the map and the use of smooth polynomials. Illustrative examples demonstrated the implementation of the methodology in obstacle-free and obstructed spaces.

## Model-Based Control

## CONTENTS

4.1 Introduction ..... 81
4.2 System Description ..... 82
4.3 Model Reference Control ..... 86
4.4 Simulation Studies ..... 89
4.5 Conclusion ..... 92

### 4.1 Introduction

Mobile manipulators process strongly coupled dynamics of mobile platforms and manipulators. If we assume known dynamics, feedback linearization can be utilized to design nonlinear control, which has attracted a great deal of research interest in recent years. The central idea of the approach is to algebraically transform a nonlinear system dynamics into a (fully or partly) linear one, so that linear control techniques can be applied. In [101], input-output feedback linearization was applied to control the mobile platform such that the manipulator can be positioned at the preferred configurations measured by its manipulability. In [61], using nonlinear feedback linearization and decoupling dynamics, force/position control of the end-effector was proposed and applied to nonholonomic cart pushing. In [102], the dynamic interaction effect between the manipulator and the mobile platform of a mobile manipulator was studied, and nonlinear feedback control for the mobile manipulator was developed to compensate for the dynamic interaction. In [62], coordination control of mobile manipulators was presented with two basic task-oriented controls: end-effector task control and joint posture control.

Based on the idea of feedback linearization, model-based control is presented for holonomic constrained nonholonomic mobile manipulators in this


## FIGURE 4.1

A holonomic constrained nonholonomic mobile manipulator.
chapter. If accurate knowledge of the dynamic model is available, the modelbased control can provide an effective solution to motion/force control. However, the performance of model-based approaches is sensitive to the accuracy of the dynamic model. This is the limitation of model-based control.

The rest of the chapter is organized as follows. The mobile manipulators subject to simultaneous nonholonomic and holonomic constraints are briefly described in Section 4.2. The main results of control design and its stability are presented in Section 4.3. Simulation studies are presented in Section 4.4. Concluding remarks are given in Section 4.5.

### 4.2 System Description

Consider an $n$-DOF mobile manipulator mounted on a nonholonomic mobile platform as shown in Fig. 4.1. The constrained dynamics can be described as

$$
\begin{equation*}
M(q) \ddot{q}+C(q, \dot{q}) \dot{q}+G(q)+d(t)=B(q) \tau+f \tag{4.1}
\end{equation*}
$$

where $q=\left[q_{1}, \ldots, q_{n}\right]^{T} \in \mathbf{R}^{n}$ denotes the generalized coordinates; $M(q) \in$ $\mathbf{R}^{n \times n}$ is the symmetric bounded positive definite inertia matrix; $C(q, \dot{q}) \dot{q} \in \mathbf{R}^{n}$ denotes the centripetal and Coriolis torques; $G(q) \in \mathbf{R}^{n}$ is the gravitational torque vector; $d(t)$ denotes the external disturbances; $\tau \in \mathbf{R}^{m}$ are the control inputs; $B(q) \in \mathbf{R}^{n \times m}$ is a full rank input transformation matrix and is assumed to be known because it is a function of fixed geometry of the system; and $f=\left[f_{n}^{T}, f_{h}^{T}\right]^{T}=J^{T} \lambda \in \mathbf{R}^{n}$ with generalized constraint forces $f_{n}$ and $f_{h}$ for the nonholonomic and holonomic constraints, respectively, and $\lambda=\left[\lambda_{n}, \lambda_{h}\right]^{T}$ denotes the Lagrangian multipliers with both the nonholonomic and holonomic constraints.

The generalized coordinates may be separated as $q=\left[q_{v}^{T}, q_{a}^{T}\right]^{T}$ where $q_{v} \in \mathbf{R}^{n_{v}}$ are the generalized coordinates for the vehicle and $q_{a} \in \mathbf{R}^{n_{a}}$ are the coordinates of the arm. Therefore, we can obtain

$$
\begin{aligned}
M(q) & =\left[\begin{array}{ll}
M_{v} & M_{v a} \\
M_{a v} & M_{a}
\end{array}\right], C(q, \dot{q})=\left[\begin{array}{cc}
C_{v} & C_{v a} \\
C_{a v} & C_{a}
\end{array}\right], G(q)=\left[\begin{array}{l}
G_{v} \\
G_{a}
\end{array}\right] \\
B(q) & =\left[\begin{array}{cc}
B_{v} & 0 \\
0 & B_{a}
\end{array}\right], \tau=\left[\begin{array}{c}
\tau_{v} \\
\tau_{a}
\end{array}\right], J=\left[\begin{array}{cc}
A & 0 \\
J_{v} & J_{a}
\end{array}\right], d(t)=\left[\begin{array}{l}
d_{v} \\
d_{a}
\end{array}\right]
\end{aligned}
$$

The mobile platform is subjected to nonholonomic constraints and the $l$ non-integrable and independent velocity constraints can be expressed as

$$
\begin{equation*}
A\left(q_{v}\right) \dot{q}_{v}=0 \tag{4.2}
\end{equation*}
$$

where $A\left(q_{v}\right)=\left[A_{1}^{T}\left(q_{v}\right), \ldots, A_{l}^{T}\left(q_{v}\right)\right]^{T}: \mathbf{R}^{n_{v}} \rightarrow \mathbf{R}^{l \times n_{v}}$ is the kinematic constraint matrix which is assumed to have full rank $l$. The mobile platform is assumed to be completely nonholonomic. The effect of the constraints can be described as a restriction of the dynamics on the manifold $\Omega_{n}$ as

$$
\begin{equation*}
\Omega_{n}=\left\{\left(q_{v}, \dot{q}_{v}\right) \mid A\left(q_{v}\right) \dot{q}_{v}=0\right\} \tag{4.3}
\end{equation*}
$$

Then, the generalized constraint forces of the nonholonomic constraints can be given by

$$
\begin{equation*}
f_{n}=A^{T}\left(q_{v}\right) \lambda_{n} \tag{4.4}
\end{equation*}
$$

Assume that the annihilator of the co-distribution spanned by the covector fields $A_{1}\left(q_{v}\right), \ldots, A_{l}\left(q_{v}\right)$ is an $\left(n_{v}-l\right)$-dimensional smooth nonsingular distribution $\Delta$ on $\mathbf{R}^{n_{v}}$. This distribution $\Delta$ is spanned by a set of $\left(n_{v}-l\right)$ smooth and linearly independent vector fields $H_{1}\left(q_{v}\right), \ldots, H_{n_{v}-l}\left(q_{v}\right)$, i.e.,
$\Delta=\operatorname{span}\left\{H_{1}\left(q_{v}\right), \ldots, H_{n_{v}-l}(q)\right\}$, which satisfy, in local coordinates, the following relation [110]

$$
\begin{equation*}
H^{T}\left(q_{v}\right) A^{T}\left(q_{v}\right)=0 \tag{4.5}
\end{equation*}
$$

where $H\left(q_{v}\right)=\left[H_{1}\left(q_{v}\right), \ldots, H_{n_{v}-l}\left(q_{v}\right)\right] \in \mathbf{R}^{n_{v} \times\left(n_{v}-l\right)}$. Note that $H^{T} H$ is of full rank. The constraints (4.2) imply the existence of vector $\dot{\eta} \in \mathbf{R}^{n_{v}-l}$, such that

$$
\begin{equation*}
\dot{q}_{v}=H\left(q_{v}\right) \dot{\eta} \tag{4.6}
\end{equation*}
$$

Considering the nonholonomic constraint (4.2) and its derivative, the dynamics of mobile manipulator can be expressed as

$$
\begin{align*}
& {\left[\begin{array}{cc}
H^{T} M_{v} H & H^{T} M_{v a} \\
M_{a v} H & M_{a}
\end{array}\right]\left[\begin{array}{c}
\ddot{\eta} \\
\ddot{q} a
\end{array}\right]+\left[\begin{array}{cc}
H^{T} M_{v} \dot{H}+H^{T} C_{v} H & H^{T} C_{v a} \\
M_{a v} \dot{H}+C_{a v} H & C_{a}
\end{array}\right]} \\
& \times\left[\begin{array}{c}
\dot{\eta} \\
\dot{q}_{a}
\end{array}\right]+\left[\begin{array}{c}
H^{T} G_{v} \\
G_{a}
\end{array}\right]+\left[\begin{array}{c}
H^{T} d_{v} \\
d_{a}
\end{array}\right]=\left[\begin{array}{c}
H^{T} B_{v} \tau_{v} \\
B_{a} \tau_{a}
\end{array}\right] \\
& +\left[\begin{array}{cc}
0 & 0 \\
J_{v} & J_{a}
\end{array}\right]^{T}\left[\begin{array}{c}
0 \\
\lambda_{h}
\end{array}\right] \tag{4.7}
\end{align*}
$$

Let $\xi=\left[\begin{array}{ll}\eta^{T} & q_{a}^{T}\end{array}\right]^{T}$ and assume that the system (4.7) is subjected to $k$ independent holonomic constraints

$$
\begin{equation*}
h(\xi)=0, h(\xi) \in \mathbf{R}^{k} \tag{4.8}
\end{equation*}
$$

where $h(\xi)$ is of full rank. Define

$$
\begin{equation*}
J(\xi)=\partial h / \partial \xi \tag{4.9}
\end{equation*}
$$

then the holonomic constraints could be further written as:

$$
\begin{equation*}
J(\xi) \dot{\xi}=0 \tag{4.10}
\end{equation*}
$$

Then, the holonomic constraint force can be converted to the joint space as

$$
\begin{equation*}
f_{h}=J^{T} \lambda_{h} \tag{4.11}
\end{equation*}
$$

The holonomic constraint on the robot's end-effector can be described as restricting only the dynamics on the constraint manifold

$$
\begin{equation*}
\Omega_{h}=\{(\xi, \dot{\xi}) \mid h(\xi)=0, J(\xi) \dot{\xi}=0\} \tag{4.12}
\end{equation*}
$$

Assume that the manipulator consists of series-chain multiple links with holonomic constraints (i.e., geometric constraints). Since the motion is subject to $k$-dimensional constraint, the configuration space of the holonomic system is left with $n_{a}-k$ degrees of freedom. From an appropriate manipulation of the constraint $h(\xi)=0$, the vector $q_{a}$ can be further rearranged and partitioned into $q_{a}=\left[q_{a}^{1}, q_{a}^{2}\right]^{T}$, where $q_{a}^{1} \in \mathbf{R}^{n_{a}-k}$ describes the constrained motion of the arm and $q_{a}^{2} \in \mathbf{R}^{k}$ denotes the remaining joint variables. Then,

$$
\begin{equation*}
J(\xi)=\left[\frac{\partial h}{\partial \eta}, \frac{\partial h}{\partial q_{a}^{1}}, \frac{\partial h}{\partial q_{a}^{2}}\right] \tag{4.13}
\end{equation*}
$$

From [82], it could be obtained that $q$ is the function of $\zeta=\left[\eta^{T}, q_{a}^{1 T}\right]^{T}$, that is, $\xi=\varphi(\zeta)$, and we have

$$
\begin{equation*}
\dot{\xi}=L(\zeta) \dot{\zeta} \tag{4.14}
\end{equation*}
$$

where $L(\zeta)=\frac{\partial \varphi}{\partial \zeta}, \ddot{\xi}=L(\zeta) \ddot{\zeta}+\dot{L}(\zeta) \dot{\zeta}$, and $L(\zeta), J^{1}(\zeta)=J(\varphi(\zeta))$ satisfies the relationship

$$
\begin{equation*}
L^{T}(\zeta) J^{1 T}(\zeta)=0 \tag{4.15}
\end{equation*}
$$

The dynamics (4.7) can be transformed into the reduced dynamics

$$
\begin{equation*}
M^{1} L(\zeta) \ddot{\zeta}+C^{1} \dot{\zeta}+G^{1}+d^{1}(t)=u+J^{1 T} \lambda_{h} \tag{4.16}
\end{equation*}
$$

where $M^{1}=\left[\begin{array}{cl}H^{T} M_{v} H & H^{T} M_{v a} \\ M_{a v} H & M_{a}\end{array}\right], G^{1}=\left[\begin{array}{c}H^{T} G_{v} \\ G_{a}\end{array}\right], d^{1}(t)=\left[\begin{array}{c}H^{T} d_{v} \\ d_{a}\end{array}\right]$, $C^{1}=\left[\begin{array}{cl}H^{T} M_{v} \dot{H} & H^{T} M_{v a} \\ M_{a v} H & M_{a}\end{array}\right] \dot{L}(\zeta)+\left[\begin{array}{cl}H^{T} M_{v} \dot{H}+H^{T} C_{v} H & H^{T} C_{v a} \\ M_{a v} \dot{H}+C_{a v} & C_{a}\end{array}\right] L(\zeta)$, $u=B^{1} \tau, B^{1}=\left[\begin{array}{cc}H^{T} B_{v} & 0 \\ 0 & B_{a}\end{array}\right], \zeta=\left[\begin{array}{c}\eta \\ q_{a}^{1}\end{array}\right]$.

Property 4.1 The matrices $M^{1}, G^{1}$ are uniformly bounded and uniformly continuous if $\zeta$ is uniformly bounded and continuous, respectively. Matrix $C^{1}$ is uniformly bounded and uniformly continuous if $\zeta$ and $\dot{\zeta}$ are uniformly bounded and continuous, respectively.

Multiplying $L^{T}$ on both sides of (4.16), we can obtain

$$
\begin{equation*}
M_{L} \ddot{\zeta}+C_{L} \dot{\zeta}+G_{L}+d_{L}(t)=L^{T} u \tag{4.17}
\end{equation*}
$$

where

$$
M_{L}=L^{T}(\zeta) M^{1} L, C_{L}=L^{T}(\zeta) C^{1}, G_{L}=L^{T}(\zeta) G^{1}, d_{L}=L^{T}(\zeta) d^{1}(t)
$$

The force multiplier $\lambda_{h}$ can be obtained by (4.16)

$$
\begin{equation*}
\lambda_{h}=Z\left(C^{1} \dot{\zeta}+G^{1}+d^{1}(t)-u\right) \tag{4.18}
\end{equation*}
$$

where

$$
Z=\left(J^{1}\left(M^{1}\right)^{-1} J^{1 T}\right)^{-1} J^{1}\left(M^{1}\right)^{-1}
$$

Property 4.2 The matrix $M_{L}$ is symmetric and positive definite, and we have the following inequalities:

$$
\begin{equation*}
\lambda_{\min }\left(M_{L}\right)\|x\|^{2} \leq x^{T} M_{L} x \leq \lambda_{\max }\left(M_{L}\right)\|x\|^{2}, \forall x \in \mathbf{R}^{n} \tag{4.19}
\end{equation*}
$$

where $\lambda_{\min }$ and $\lambda_{\max }$ denote the minimum and maximum eigenvalues of $M_{L}$, respectively [111].

Property 4.3 The matrix $\dot{M}_{L}(\zeta)-2 C_{L}(\zeta, \dot{\zeta})$ is skew-symmetric, and the $C_{L}(\zeta, \dot{\zeta})$ satisfies $C_{L}(\zeta, x) y=C_{L}(\zeta, y) x$ and $C_{L}(\zeta, z+k x) y=C_{L}(\zeta, z) y+$ $k C_{L}(\zeta, x) y, \forall x, y$, and $k$ is scalar.

Property 4.4 For holonomic systems, matrices $J^{1}(\zeta), L(\zeta)$ are uniformly bounded and uniformly continuous, if $\zeta$ is uniformly bounded and continuous, respectively.

Remark 4.1 The matrix $Z$ is bounded and continuous since $M^{1}$ and $J^{1}(\zeta)$ are bounded and continuous from Property 4.1 and Property 4.4.

### 4.3 Model Reference Control

Since the mobile manipulators are subjected to the nonholonomic constraint (4.2) and holonomic constraint (4.8), the state variables $q_{v}, q_{a}^{1}, q_{a}^{2}$ are not independent. By a proper partition of $q_{a}, q_{a}^{2}$ is uniquely determined by $\zeta=$ $\left[\eta, q_{a}^{1}\right]^{T}$. Therefore, it is not necessary to consider the control of $q_{a}^{2}$.

Given a desired motion trajectory $\zeta_{d}(t)=\left[\eta_{d}, q_{a d}^{1}\right]^{T}$ and a desired constraint force $f_{d}(t)$, or, equivalently, a desired multiplier $\lambda_{h d}(t)$, we are to determine a control law such that for any $(\zeta(0), \dot{\zeta}(0)) \in \Omega, \zeta, \dot{\zeta}, \lambda_{h}$ converge to a manifold $\Omega_{d}$ specified as $\Omega$ where

$$
\begin{equation*}
\Omega_{d}=\left\{\left(\zeta, \dot{\zeta}, \lambda_{h}\right) \mid \zeta=\zeta_{d}, \dot{\zeta}=\dot{\zeta}_{d}, \lambda_{h}=\lambda_{h d}\right\} \tag{4.20}
\end{equation*}
$$

Assumption 4.1 The desired trajectory $\zeta_{d}(t)$ is assumed to be bounded and uniformly continuous, and has bounded and uniformly continuous derivatives up to the second order. The desired Lagrangian multiplier $\lambda_{h d}(t)$ is also bounded and uniformly continuous.

Consider the following signals

$$
\begin{aligned}
e_{\zeta} & =\zeta-\zeta_{d} \\
\dot{\zeta}_{r} & =\dot{\zeta}_{d}-K_{\zeta} e_{\zeta} \\
r & =\dot{e}_{\zeta}+K_{\zeta} e_{\zeta} \\
e_{\lambda} & =\lambda_{h}-\lambda_{h d}
\end{aligned}
$$

where $K_{\zeta}=\operatorname{diag}\left[K_{\zeta i}\right]>0$.
Consider the control input $u$ in the form:

$$
\begin{equation*}
u=u_{a}-J^{1 T} u_{b} \tag{4.21}
\end{equation*}
$$

Then, (4.17) and (4.18) can be changed to

$$
\begin{array}{r}
M_{L} \ddot{\zeta}+C_{L} \dot{\zeta}+G_{L}+d_{L}=L^{T} u_{a} \\
\lambda_{h}=Z\left(C^{1} \dot{\zeta}+G^{1}+d^{1}(t)-u_{a}\right)+u_{b} \tag{4.23}
\end{array}
$$

Under the assumption that the dynamics of mobile manipulators are known without considering external disturbances, consider the following control laws:

$$
\begin{align*}
L^{T} u_{a} & =-K_{p} r-K_{i} \int_{0}^{t} r d s-\Phi_{m}  \tag{4.24}\\
u_{b} & =\chi_{m} \ddot{\zeta}_{d}+\lambda_{h d}-K_{f} e_{\lambda} \tag{4.25}
\end{align*}
$$

where $\Phi_{m}=C_{m} \Psi_{m}, \chi_{m}=Z L^{+T} M_{L}$, with $C_{m}=\left[\begin{array}{ll}M_{L} & C_{L}\end{array} G_{L}\right], \Psi_{m}=$ $\left[\begin{array}{lll}\ddot{\zeta}_{r} & \dot{\zeta}_{r} & \mathbf{1}\end{array}\right]^{T}, L^{+}=\left(L^{T} L\right)^{-1} L^{T}, K_{p}, K_{i}$ and $K_{f}$ are positive definite.

Theorem 4.1 Consider the mechanical system without external disturbance described by (4.1), (4.2) and (4.8) with $d(t)=0$. Using the control law (4.24) and (4.25), the following hold for any $(q(0), \dot{q}(0)) \in \Omega_{n} \cap \Omega_{h}$ :
(i) $r$ converges to a set containing the origin as $t \rightarrow \infty$;
(ii) $e_{q}$ and $\dot{e}_{q}$ converge to 0 as $t \rightarrow \infty$; and
(iii) $e_{\lambda}$ and $\tau$ are bounded for all $t \geq 0$.

Proof (i) The closed-loop system dynamics can be rewritten as

$$
\begin{equation*}
M_{L} \dot{r}=L^{T} u_{a}-\mu-C_{L} r \tag{4.27}
\end{equation*}
$$

where $\mu=M_{L} \ddot{\zeta}_{r}+C_{L} \dot{\zeta}_{r}+G_{L}+d_{L}(t)$.
Substituting (4.24) into (4.27), the closed-loop dynamics are given by

$$
\begin{equation*}
M_{L} \dot{r}=-K_{p} r-K_{i} \int_{0}^{t} r d s-\Phi_{m}-\mu-C_{L} r \tag{4.28}
\end{equation*}
$$

Consider the Lyapunov function candidate

$$
\begin{equation*}
V=\frac{1}{2} r^{T} M_{L} r+\frac{1}{2}\left(\int_{0}^{t} r d s\right)^{T} K_{i} \int_{0}^{t} r d s \tag{4.29}
\end{equation*}
$$

then

$$
\begin{equation*}
\dot{V}=r^{T}\left(M_{L} \dot{r}+\frac{1}{2} \dot{M}_{L} r+K_{i} \int_{0}^{t} r d s\right) \tag{4.30}
\end{equation*}
$$

Using Property 4.3, the time derivative of $V$ along the trajectory of (4.28) is

$$
\begin{aligned}
\dot{V} & =-r^{T} K_{p} r-r^{T} \mu-r^{T} \Phi_{m} \\
& \leq-r^{T} K_{p} r \leq-\lambda_{\min }\left(K_{p}\right)\|r\|^{2} \leq 0
\end{aligned}
$$

Integrating both sides of the above equation gives

$$
\begin{equation*}
V(t)-V(0) \leq-\int_{0}^{t} r^{T} K_{p} r d s \leq 0 \tag{4.31}
\end{equation*}
$$

and, $r$ converges to a small set containing the origin as $t \rightarrow \infty$.
(ii) From (4.31), $V$ is bounded, which implies that $r \in L_{\infty}^{n-k-l}$. We have $\int_{0}^{t} r^{T} K_{p} r d s \leq V(0)-V(t)$, which leads to $r \in L_{2}^{n-k-l}$. From $r=\dot{e}_{\zeta}+K_{\zeta} e_{\zeta}$, it can be obtained that $e_{\zeta}, \dot{e}_{\zeta} \in L_{\infty}^{n-k-l}$. As we have established that $e_{\zeta}, \dot{e}_{\zeta} \in L_{\infty}$, from Assumption 4.1, we conclude that $\zeta(t), \dot{\zeta}(t), \dot{\zeta}_{r}(t), \ddot{\zeta}_{r}(t) \in L_{\infty}^{n-k-l}$ and $\dot{q} \in L_{\infty}^{n}$.

Therefore, all the signals on the right hand side of (4.28) are bounded, and we can conclude that $\dot{r}$ and therefore $\ddot{\zeta}$ are bounded. Thus, $r \rightarrow 0$ as $t \rightarrow \infty$ can be obtained. Consequently, we have $e_{\zeta} \rightarrow 0, \dot{e}_{\zeta} \rightarrow 0$ as $t \rightarrow \infty$. It follows that $e_{q}, \dot{e}_{q} \rightarrow 0$ as $t \rightarrow \infty$.
(iii) Substituting the control (4.24) and (4.25) into the reduced order dynamics (4.23) yields

$$
\begin{align*}
\left(I+K_{f}\right) e_{\lambda} & =Z\left(C^{1} \dot{\zeta}+G^{1}+d^{1}(t)-u_{a}\right)+u_{b} \\
& =-Z L^{+^{T}} M_{L} \ddot{\zeta}+\chi_{m} \ddot{\zeta}_{d} \tag{4.32}
\end{align*}
$$

Since $\ddot{\zeta}$ and $Z$ are bounded, $\zeta \rightarrow \zeta_{d},\left(-Z L^{+^{T}} M_{L} \ddot{\zeta}+\chi_{m} \ddot{\zeta}_{d}\right)$ is also bounded and the size of $e_{\lambda}$ can be adjusted by choosing the proper gain matrix $K_{f}$.

Since $r, \zeta, \dot{\zeta}, \zeta_{r}^{1}, \dot{\zeta}_{r}, \ddot{\zeta}_{r}$, and $e_{\lambda}$ are all bounded, it is easy to conclude that $\tau$ is bounded from (4.24) and (4.25).

### 4.4 Simulation Studies

To verify the effectiveness of the model-based control, let us consider the mobile manipulator system shown in Fig. 9.1 in the appendix. The mobile manipulator is subjected to the constraints (2.2), (2.3), and (2.4).

Using the Lagrangian approach, we can obtain the standard form (4.1) with

$$
q_{v}=[x, y, \theta]^{T}, q_{a}=\left[\theta_{1}, \theta_{2}\right]^{T}, q=\left[q_{v}^{T}, q_{a}^{T}\right]^{T}, A=[\cos \theta, \sin \theta, 0]^{T}
$$

Since

$$
\begin{gathered}
{\left[\begin{array}{c}
\dot{\theta}_{l} \\
\dot{\theta}_{r} \\
\dot{\theta}_{1} \\
\dot{\theta}_{2}
\end{array}\right]=\left[\begin{array}{clll}
\frac{1}{2 r} & \frac{l}{2 r} & 0 & 0 \\
\frac{1}{2 r} & -\frac{l}{2 r} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
v \\
\omega \\
\dot{\theta}_{1} \\
\dot{\theta}_{2}
\end{array}\right]} \\
{\left[\begin{array}{c}
v \\
\omega \\
\dot{\theta}_{1} \\
\dot{\theta}_{2}
\end{array}\right]=\left[\begin{array}{ccccc}
\cos \theta & \sin \theta & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\dot{x} \\
\dot{y} \\
\dot{\theta} \\
\dot{\theta}_{1} \\
\dot{\theta}_{2}
\end{array}\right],}
\end{gathered}
$$

consider the desired trajectories

$$
x_{d}=1.5 \cos (t), y_{d}=1.5 \sin (t), \theta_{d}=1.0 \sin (t), \theta_{1 d}=\pi / 4(1-\cos (t))
$$

and the geometric constraints that the end-effector is subjected to as

$$
\Phi=l_{1}-l_{2} \sin \left(\theta_{2}\right)=0 \lambda_{h d}=10.0 N
$$

To simplify, let $\frac{1}{2 r}=1$, and $\frac{l}{2 r}=1$ and choose $\zeta=\left[\zeta_{1}, \zeta_{2}, \zeta_{3}\right]^{T}$, and $\dot{\zeta}=\left[v, \omega, \theta_{1}\right]^{T}$. It is easy to have the reduced dynamics model of the mobile manipulator described as in Section 9.1.


## FIGURE 4.2

Position tracking by model-based control.

In the simulation, we assume that the parameters are $p_{0}=6.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}$, $p_{1}=1.0 \mathrm{~kg} \cdot m^{2}, p_{2}=0.5 \mathrm{~kg} \cdot m^{2}, p_{3}=1.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}, p_{4}=2.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}, q_{0}=$ $4.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}, q_{1}=1.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}, q_{2}=1.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}, q_{3}=1.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}, q_{4}=0.5 \mathrm{~kg} \cdot \mathrm{~m}^{2}$, $d=1.0 \mathrm{~m}, r=0.5 \mathrm{~m}, l=1.0 \mathrm{~m}, 2 l_{1}=1.0 \mathrm{~m}, 2 l_{2}=1.0 \mathrm{~m}, q(0)=[1.0,0.6,0.5]^{T}$, $\dot{q}(0)=[0.0,0.0,0.0]^{T}$ and $\lambda_{h}(0)=0$. According to Theorem 4.1, the control gains are selected as $K_{p}=\operatorname{diag}[10], K_{\zeta}=\operatorname{diag}[1.0], K_{i}=0.0$ and $K_{f}=$ 0.5 . The disturbances on the mobile base are set as $1.0 \sin (t)$ and $1.0 \cos (t)$. For the model-based control, we assume that the system model is known beforehand. The trajectory tracking performance of the model-based control is illustrated in Fig. 4.2 and the velocities tracking and the input torques by the adaptive robust control are shown in Figs. 4.3-4.5. The force tracking is shown in Fig. 4.4. Simulation results show that the trajectory and force tracking errors converge to zero, which validates Theorem 4.1.


## FIGURE 4.3

Velocity tracking by model-based control.


## FIGURE 4.4

Contact force.


Time (s)

## FIGURE 4.5

Input torques by model-based control.

### 4.5 Conclusion

In this chapter, model reference control has been proposed to control a class of holonomic constrained noholonomic mobile manipulators with known parameters and ignoring the external disturbances. The system stability and the boundedness of tracking errors are proved using Lyapunov synthesis. All control strategies have been designed to drive the system motion to converge to the desired manifold and at the same time guarantee the boundedness of the constrained force. Simulation studies have verified that not only the states of the system converge to the desired trajectory, but also the constraint force converges to the desired force.
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The chapter investigates adaptive hybrid motion/force control for constrained mobile manipulators. The mobile manipulator is subject to nonholonomic constraints, which could be formulated as non-integrable differential equations containing time-derivatives of generalized coordinates (velocity, acceleration, etc.). Due to Brockett's theorem [135], it is well known that nonholonomic systems with restricted mobility cannot be stabilized to a desired configura-
tion nor posture via differentiable, or even continuous, pure state feedback. Moreover, the holonomic constraints also bring the force constraint to the end-effector.

In motion/force control of mobile wheeled manipulators, an important concern is how to deal with unknown perturbations to the nominal model, in the form of parametric and functional uncertainties. In addition, mobile wheeled manipulators are characterized by unmodelled dynamics, and are subject to holonomic and nonholonomic contraints, and time varying external disturbances, which are difficult to model accurately. As a result, traditional model-based control may not be an ideal approach since it works effectively only when the dynamic model is exactly known. The presence of uncertainties and disturbances could disrupt the function of the traditional model-based feedback control and lead to imbalance of the pendulum. How to handle the parametric and functional uncertainties, unmodelled dynamics, and disturbances thus becomes one of the important issues in the motion/force control of mobile manipulators

Therefore, based on the above problems, we divide this chapter into two sections: hybrid force/motion control by state feedback and output feedback in Sections 5.1 and 5.2 , in which the robust and adaptive robust designs for the motion/force control and stability analysis, and adaptive output feedback control are presented. The concluding remarks are given in Section 5.4.

### 5.1 Adaptive Robust Hybrid Motion/Force Control

### 5.1.1 Introduction

Control of mobile manipulators with uncertainties is essential in many practical applications, especially for the case when the force of the end-effector should be considered. To handle unknown dynamics of mechanical systems, robust and adaptive controls have been extensive investigated for robot manipulators and dynamic nonholonomic systems. Robust controls assume the known boundedness of unknown dynamics of the systems, while adaptive controls could learn the unknown parameters of interest through adaptive tuning laws.

Under the assumption of a good understanding of dynamics of the systems under study, model adaptive controls have been much investigated for
dynamic nonholonomic systems. In [103], adaptive control was proposed for trajectory/force control of mobile manipulators subjected to holonomic and nonholonomic constraints with unknown inertia parameters, which ensures the motion of the system to asymptotically converge to the desired trajectory and force. In [105], adaptive state feedback and output feedback control strategies using state scaling and backstepping techniques were proposed for a class of nonholonomic systems in chained form with drift nonlinearity and parametric uncertainties. In [64], the nonholonomic kinematic subsystem was first transformed into a skew-symmetric form, then a virtual adaptive control designed at the actuator level was proposed to compensate for the parametric uncertainties of the kinematic and dynamic subsystems.

In [108], robust adaptive control was proposed for dynamic nonholonomic systems with unknown inertia parameters and disturbances, in which adaptive control techniques were used to compensate for the parametric uncertainties and sliding mode control was used to suppress the bounded disturbances. In [66], adaptive robust force/motion control was presented systematically for holonomic mechanical systems and a large class of nonholonomic mechanical systems in the presence of uncertainties and disturbances.

Because precise dynamics are hard to obtain, adaptive neural network control, a model free-based control, has been extensively studied for different robotic systems, such as robotic manipulators [111, 112, 79], and mobile robots [113]. In [80], adaptive neural network control for a robot manipulator in the task space was proposed, which neither requires the inverse dynamical model nor the time-consuming off-line training process. In [114], the unidirectionality of the contact force of robot manipulators was explicitly included in modeling and the fuzzy control was developed. In [81], adaptive neural fuzzy control for function approximation had been investigated for uncertain nonholonomic mobile robots in the presence of unknown disturbances. In [115], adaptive neural network controls had been developed for the motion control of mobile manipulators subject to kinematic constraints.

In this chapter, we shall consider mobile manipulators with both holonomic and nonholonomic constraints, such as nonholonomic mobile manipulators, and address the force/motion control for holonomic constrained nonholonomic mobile manipulators in the presence of parameter uncertainties and external disturbances.

The stability and the boundedness of tracking errors have been proved using Lyapunov synthesis. The proposed control strategies guarantee that the motion of the system converges to the desired manifold and at the same time
guarantee the boundedness of the constrained force. The simulation studies validate not only that the motion of the system converges to the desired trajectory, but also that the constraint force converges to the desired force.

### 5.1.2 Robust Control

In practice, robust control schemes can handle the uncertainties and external disturbances on the dynamics.

The following assumptions are needed to develop the robust control.
Assumption 5.1 There exist some finite positive constants $c_{r i}>0(1 \leq i \leq$ 4), and finite non-negative constant $c_{r 5} \geq 0$ such that $\forall \zeta, \dot{\zeta} \in \mathbf{R}^{n}$ [66]

$$
\begin{aligned}
\left\|M_{L}\right\| & \leq c_{r 1} \\
\left\|C_{L}\right\| & \leq c_{r 2}+c_{r 3}\|\dot{\zeta}\| \\
\left\|G_{L}\right\| & \leq c_{r 4} \\
\sup _{t \geq 0}\left\|d_{L}\right\| & \leq c_{r 5}
\end{aligned}
$$

Assumption 5.2 Time varying positive function $\delta$ converges to zero as $t \rightarrow$ $\infty$ and satisfies

$$
\lim _{t \rightarrow \infty} \int_{0}^{t} \delta(\omega) d \omega=\rho<\infty
$$

with finite constant $\rho$.
There are many choices for $\delta$ that satisfy the Assumption 5.2, for example, $\delta=1 /(1+t)^{2}$.

Consider the following control law for (4.17):

$$
\begin{align*}
L^{T} u_{a} & =-K_{p} r-K_{i} \int_{0}^{t} r d s-\frac{r \Phi_{r}^{2}}{\|r\| \Phi_{r}+\delta}  \tag{5.1}\\
u_{b} & =\frac{\chi_{r}^{2}}{\chi_{r}+\delta} \ddot{\zeta}_{d}+\lambda_{h d}-K_{f} e_{\lambda} \tag{5.2}
\end{align*}
$$

where

$$
\begin{aligned}
\Phi_{r} & =C_{r}^{T} \Psi_{r} \\
\chi_{r} & =c_{1}\left\|Z^{*} L^{+T}\right\|
\end{aligned}
$$

with

$$
\begin{aligned}
& C_{r}=\left[\begin{array}{lllll}
c_{r 1} & c_{r 2} & c_{r 3} & c_{r 4} & c_{r 5}
\end{array}\right]^{T} \\
& \Psi_{r}=\left[\left\|\ddot{\zeta}_{r}\right\|\left\|\dot{\zeta}_{r}\right\|\left\|\dot{\zeta}_{\|}\right\|\left\|\dot{\zeta}_{r}\right\| 11\right]^{T} \\
& Z^{*}=\left(J^{1}\left(M^{*}\right)^{-1} J^{1 T}\right)^{-1} J^{1}\left(M^{*}\right)^{-1}
\end{aligned}
$$

$K_{p}, K_{i}, K_{f}$ are positive definite and $\left\|L^{T} M^{*} L\right\|=c_{1}$.
Theorem 5.1 Consider the mechanical system described by (4.1), (4.2) and (4.8), using the control law (5.1) and (5.2). The following hold for any $(q(0), \dot{q}(0)) \in \Omega_{n} \cap \Omega_{h}:[(i)] r$ converges to a set containing the origin as $t \rightarrow \infty$; $[(i i)] e_{q}$ and $\dot{e}_{q}$ converge to 0 as $t \rightarrow \infty$; and [(iii)]e $e_{\lambda}$ and $\tau$ are bounded for all $t \geq 0$.

Proof (i) Substituting (5.1) into (4.27), the closed-loop dynamics are obtained

$$
\begin{equation*}
M_{L} \dot{r}=-K_{p} r-K_{i} \int_{0}^{t} r d s-\frac{r \Phi_{r}^{2}}{\|r\| \Phi_{r}+\delta}-\mu-C_{L} r \tag{5.3}
\end{equation*}
$$

Considering the Lyapunov function candidate

$$
\begin{equation*}
V=\frac{1}{2} r^{T} M_{L} r+\frac{1}{2}\left(\int_{0}^{t} r d s\right)^{T} K_{i} \int_{0}^{t} r d s \tag{5.4}
\end{equation*}
$$

from Property 4.2, we have $\frac{1}{2} \lambda_{\min }\left(M_{L}\right) r^{T} r \leq \frac{1}{2} r^{T} M_{L} r \leq \frac{1}{2} \lambda_{\max }\left(M_{L}\right) r^{T} r$. By using Property 4.3, the time derivative (4.30) of $V$ along the trajectory of (5.3) is

$$
\begin{aligned}
\dot{V}= & -r^{T} K_{p} r-r^{T} \mu-\frac{\|r\|^{2} \Phi_{r}^{2}}{\|r\| \Phi_{r}+\delta} \\
& \leq-r^{T} K_{p} r-\frac{\|r\|^{2} \Phi_{r}^{2}}{\|r\| \Phi_{r}+\delta}+\|r\| \Phi_{r} \\
& \leq-r^{T} K_{p} r+\delta \\
& \leq-\lambda_{\min }\left(K_{p}\right)\|r\|^{2}+\delta
\end{aligned}
$$

Since $\delta$ is a time varying function converging to zero as $t \rightarrow \infty$, and $\delta$ is bounded, there exists $t>t_{1}, \delta \leq \rho_{1}$, when $\|r\| \geq \sqrt{\frac{\rho_{1}}{\lambda_{\text {min }}\left(K_{p}\right)}}, \dot{V} \leq 0$. Then $r$ converges to a small set containing the origin as $t \rightarrow \infty$.

Integrating both sides of the above equation gives

$$
\begin{equation*}
V(t)-V(0) \leq-\int_{0}^{t} r^{T} K_{p} r d s+\rho<\infty \tag{5.5}
\end{equation*}
$$

(ii) From (5.5), $V$ is bounded, which implies that $r \in L_{\infty}^{n-k-l}$. We have $\int_{0}^{t} r^{T} K_{p} r d s \leq V(0)-V(t)+\rho$, which leads to $r \in L_{2}^{n-k-l}$. From $r=\dot{e}_{\zeta}+K_{\zeta} e_{\zeta}$, it can be obtained that $e_{\zeta}, \dot{e}_{\zeta} \in L_{\infty}^{n-k-l}$. As we have established $e_{\zeta}, \dot{e}_{\zeta} \in L_{\infty}$, from Assumption 4.1, we conclude that $\zeta(t), \dot{\zeta}(t), \dot{\zeta}_{r}(t), \ddot{\zeta}_{r}(t) \in L_{\infty}^{n-k-l}$ and $\dot{q} \in L_{\infty}^{n}$.

Therefore, all the signals on the right hand side of (5.3) are bounded, and
we can conclude that $\dot{r}$ and therefore $\ddot{\zeta}$ are bounded. Thus, $r \rightarrow 0$ as $t \rightarrow \infty$ can be obtained. Consequently, we have $e_{\zeta} \rightarrow 0, \dot{e}_{\zeta} \rightarrow 0$ as $t \rightarrow \infty$. It follows that $e_{q}, \dot{e}_{q} \rightarrow 0$ as $t \rightarrow \infty$.
(iii) Substituting the control (5.1) and (5.2) into the reduced order dynamics (4.23) yields

$$
\begin{align*}
\left(I+K_{f}\right) e_{\lambda} & =Z\left(C^{1} \dot{\zeta}+G^{1}+d^{1}(t)-u_{a}\right)+u_{b} \\
& =-Z L^{+^{T}} M_{L} \ddot{\zeta}+\frac{\chi^{2}}{\chi+\delta} \ddot{\zeta}_{d} \tag{5.6}
\end{align*}
$$

Since $\ddot{\zeta}$ and $Z$ are bounded, $\zeta \rightarrow \zeta_{d},-Z L^{+^{T}} M_{L} \ddot{\zeta}+\frac{\chi^{2}}{\chi+\delta} \ddot{\zeta}_{d}$ is also bounded and the size of $e_{\lambda}$ can be adjusted by choosing the proper gain matrix $K_{f}$.

Since $r, \zeta, \dot{\zeta}, \zeta_{r}^{1}, \dot{\zeta}_{r}, \ddot{\zeta}_{r}$, and $e_{\lambda}$ are all bounded, it is easy to conclude that $\tau$ is bounded from (5.1) and (5.2).

### 5.1.3 Adaptive Robust Control

In developing robust control law (5.1) and (5.2), the vector $C_{r}$ is assumed to be known. However, in practice, it cannot be obtained easily. Therefore, we can develop an adaptive updating law to estimate the $C_{r}$.

Consider the adaptive robust control law for the dynamics (4.17)

$$
\begin{align*}
L^{T} u_{a} & =-K_{p} r-K_{i} \int_{0}^{t} r d t-\sum_{i=1}^{5} \frac{r \hat{c}_{r i} \Psi_{r i}^{2}}{\|r\| \Psi_{r i}+\delta_{i}}  \tag{5.7}\\
u_{b} & =\frac{\hat{\chi}_{r}^{2}}{\hat{\chi}_{r}+\delta_{1}} \ddot{\zeta}_{d}+\lambda_{h d}-K_{f} e_{\lambda} \tag{5.8}
\end{align*}
$$

where

$$
\begin{align*}
\dot{\hat{c}}_{r i} & =-\omega_{i} \hat{c}_{r i}+\sum_{i=1}^{5} \frac{\gamma_{i} \Psi_{r i}^{2}\|r\|^{2}}{\|r\| \Psi_{r i}+\delta_{i}}, i=1, \ldots, 5  \tag{5.9}\\
\hat{\chi}_{r} & =\hat{c}_{1}\left\|\hat{Z} L^{+T}\right\| \tag{5.10}
\end{align*}
$$

$\hat{Z}=\left(J^{1}\left(\hat{M}^{*}\right)^{-1} J^{1 T}\right)^{-1} J^{1}\left(\hat{M}^{*}\right)^{-1}$ with $\left\|L^{T} \hat{M}^{*} L\right\|=\hat{c}_{1}, K_{p}, K_{i}, K_{f}$ are positive definite; $\gamma_{i}>0 ; \delta_{i}>0$ and $\omega_{i}>0$ satisfy Assumption 5.2:

$$
\begin{aligned}
& \int_{0}^{\infty} \delta_{i}(s) d s=\rho_{i \delta}<\infty \\
& \int_{0}^{\infty} \omega_{i}(s) d s=\rho_{i \omega}<\infty
\end{aligned}
$$

with the constants $\rho_{i \delta}$ and $\rho_{i \omega}$.

Theorem 5.2 Considering the mechanical system described by (4.1), (4.2) and (4.8), using the control law (5.7) and (5.8), the following hold for any $(q(0), \dot{q}(0)) \in \Omega_{n} \cap \Omega_{h}:$
(i) $r$ converges to a set containing the origin as $t \rightarrow \infty$;
(ii) $e_{q}$ and $\dot{e}_{q}$ converge to 0 as $t \rightarrow \infty$; and
(iii) $e_{\lambda}$ and $\tau$ are bounded for all $t \geq 0$.

Proof Substituting (5.7) into (4.27), the closed-loop dynamic can be described as

$$
\begin{equation*}
M_{L} \dot{r}=-K_{p} r-K_{i} \int_{0}^{t} r d s-\sum_{i=1}^{5} \frac{r \hat{c}_{r i} \Psi_{r i}^{2}}{\|r\| \Psi_{r i}+\delta_{i}}-\mu-C_{L} r \tag{5.11}
\end{equation*}
$$

Consider the Lyapunov function candidate

$$
\begin{equation*}
V=\frac{1}{2} r^{T} M_{L} r+\frac{1}{2}\left(\int_{0}^{t} r d s\right)^{T} K_{i} \int_{0}^{t} r d s+\frac{1}{2} \tilde{C}_{r} \Gamma^{-1} \tilde{C}_{r}^{T} \tag{5.12}
\end{equation*}
$$

with $\tilde{C}_{r}=C_{r}-\hat{C}_{r}$.
Its derivative is

$$
\begin{equation*}
\dot{V}=r^{T}\left(M_{L} \dot{r}+\frac{1}{2} \dot{M}_{L} r+K_{i} \int_{0}^{t} r d t\right)+\tilde{C}_{r} \Gamma^{-1} \dot{\tilde{C}}_{r}^{T} \tag{5.13}
\end{equation*}
$$

where $\Gamma=\operatorname{diag}\left[\gamma_{i}\right]>0, i=1, \ldots, 5$.
From Property 4.2, we have $\frac{1}{2} \lambda_{\text {min }}\left(M_{L}\right) r^{T} r \leq \frac{1}{2} r^{T} M_{L} r \leq \frac{1}{2} \lambda_{\max }\left(M_{L}\right) r^{T} r$. By using Property 4.3, the time derivative of $V$ along the trajectory of (5.11) is

$$
\begin{aligned}
\dot{V}= & -r^{T} K_{p} r-r^{T} \mu-r^{T} \sum_{i=1}^{5} \frac{r \hat{c}_{r i} \Psi_{r i}^{2}}{\|r\| \Psi_{r i}+\delta_{i}} \\
& +\hat{C}_{r}^{T} \Omega \Gamma^{-1} \tilde{C}_{r}-\sum_{i=1}^{5} \frac{\|r\|^{2} \tilde{c}_{r i} \Psi_{r i}^{2}}{\|r\| \Psi_{r i}+\delta_{i}} \\
\leq & -r^{T} K_{p} r+\|r\| \Phi_{r i}-\sum_{i=1}^{5} \frac{\|r\|^{2} c_{r i} \Psi_{r i}^{2}}{\|r\| \Psi_{r i}+\delta_{i}} \\
& +\hat{C}_{r}^{T} \Omega \Gamma^{-1} \tilde{C}_{r} \\
\leq & -r^{T} K_{p} r+C_{r}^{T} \Delta+\hat{C}_{r}^{T} \Omega \Gamma^{-1} \tilde{C}_{r} \\
= & -r^{T} K_{p} r+C_{r}^{T} \Delta+\hat{C}_{r}^{T} \Omega \Gamma^{-1}\left(C_{r}-\hat{C}_{r}\right) \\
= & -r^{T} K_{p} r+C_{r}^{T} \Delta-\frac{1}{4} C_{r}^{T} \Omega \Gamma^{-1} C_{r}+\frac{1}{4} C_{r}^{T} \Omega \Gamma^{-1} C_{r} \\
& +\hat{C}_{r}^{T} \Omega \Gamma^{-1} C_{r}-\hat{C}_{r}^{T} \Omega \Gamma^{-1} \hat{C}_{r}
\end{aligned}
$$

$$
\begin{aligned}
= & -r^{T} K_{p} r+C_{r}^{T} \Delta-\left(\frac{1}{2} C_{r}^{T}-\hat{C}_{r}^{T}\right) \Omega \Gamma^{-1}\left(\frac{1}{2} C_{r}-\hat{C}_{r}\right) \\
& +\frac{1}{4} C_{r}^{T} \Omega \Gamma^{-1} C_{r} \\
\leq & -r^{T} K_{p} r+C_{r}^{T} \Delta+\frac{1}{4} C_{r}^{T} \Omega \Gamma^{-1} C_{r}
\end{aligned}
$$

with $\Omega=\operatorname{diag}\left[\omega_{i}\right], \Delta=\left[\delta_{1}, \delta_{2}, \ldots, \delta_{5}\right]^{T}, i=1, \ldots, 5$.
Therefore, $\dot{V} \leq-\lambda_{\min }\left(K_{p}\right)\|r\|^{2}+C_{r}^{T} \Delta+\frac{1}{4} C_{r}^{T} \Omega \Gamma^{-1} C_{r}$. Since $C_{r}^{T} \Delta+$ $\frac{1}{4} C_{r}^{T} \Omega \Gamma^{-1} C_{r}$ is bounded, there exists $t>t_{2}, C_{r}^{T} \Delta+\frac{1}{4} C_{r}^{T} \Omega \Gamma^{-1} C_{r} \leq \rho_{2}$, when $\|r\| \geq \sqrt{\frac{\rho_{2}}{\lambda_{\min }\left(K_{p}\right)}}, \dot{V} \leq 0$, from above all, $r$ converges to a small set containing the origin as $t \rightarrow \infty$.
(ii) Integrating both sides of the above equation gives

$$
\begin{align*}
V(t)-V(0) \leq & -\int_{0}^{t} r^{T} K_{p} r d s \\
& +\int_{0}^{t}\left(C_{r}^{T} \Delta+\frac{1}{4} C_{r}^{T} \Omega \Gamma^{-1} C_{r}\right) d s \tag{5.14}
\end{align*}
$$

Since $C_{r}$ and $\Gamma$ are constant, $\int_{0}^{\infty} \Delta d s=\rho_{\delta}=\left[\rho_{1 \delta}, \ldots, \rho_{5 \delta}\right]^{T}, \int_{0}^{\infty} \Omega d s=$ $\rho_{\omega}=\left[\rho_{1 \omega}, \ldots, \rho_{5 \omega}\right]^{T}$, we can rewrite (5.14) as

$$
\begin{align*}
V(t)-V(0) \leq & -\int_{0}^{t} r^{T} K_{p} r d s+C_{r}^{T}\left(\int_{0}^{t} \Delta d s\right) \\
& +\frac{1}{4} C_{r}^{T}\left(\int_{0}^{t} \Omega d s\right) \Gamma^{-1} C_{r} d s \\
\leq & -\int_{0}^{t} r^{T} K_{p} r d s+C_{r}^{T} \rho_{\delta}+C_{r}^{T} \rho_{\omega} \Gamma^{-1} C_{r} \\
< & -\lambda_{\min }\left(K_{p}\right)\|r\|^{2}+C_{r}^{T} \rho_{\delta}+C_{r}^{T} \rho_{\omega} \Gamma^{-1} C_{r} \\
< & \infty \tag{5.15}
\end{align*}
$$

Thus $V$ is bounded, which implies that $r \in L_{\infty}^{n-k-l}$. From (5.15), we have

$$
\begin{equation*}
\int_{0}^{t} r^{T} K_{p} r d s \leq V(0)-V(t)+C_{r}^{T} \rho_{\delta}+C_{r}^{T} \rho_{\omega} \Gamma^{-1} C_{r} \tag{5.16}
\end{equation*}
$$

which leads to $r \in L_{2}^{n-k-l}$. From $r=\dot{e}_{\zeta}+K_{\zeta} e_{\zeta}$, it can be obtained that $e_{\zeta}, \dot{e}_{\zeta} \in L_{\infty}^{n-k-l}$. As we have established $e_{\zeta}, \dot{e}_{\zeta} \in L_{\infty}$, from Assumption 4.1, we conclude that $\zeta(t), \dot{\zeta}(t), \dot{\zeta}_{r}(t), \ddot{\zeta}_{r}(t) \in L_{\infty}^{n-k-l}$ and $\dot{q} \in L_{\infty}^{n}$.

Therefore, all the signals on the right hand side of (5.11) are bounded, and we can conclude that $\dot{r}$ and therefore $\ddot{\zeta}$ are bounded. Thus, $r \rightarrow 0$ as $t \rightarrow \infty$ can be obtained. Consequently, we have $e_{\zeta} \rightarrow 0, \dot{e}_{\zeta} \rightarrow 0$ as $t \rightarrow \infty$. It follows that $e_{q}, \dot{e}_{q} \rightarrow 0$ as $t \rightarrow \infty$.
(iii) Substituting the control (5.7) and (5.8) into the reduced order dynamics (4.23) yields

$$
\begin{align*}
\left(I+K_{f}\right) e_{\lambda} & =Z\left(C^{1} \dot{\zeta}+G^{1}+d^{1}(t)-u_{a}\right)+u_{b} \\
& =-Z L^{+^{T}} M_{L} \ddot{\zeta}+\frac{\hat{\chi}_{r}^{2}}{\hat{\chi}_{r}+\delta_{1}} \ddot{\zeta}_{d} \tag{5.17}
\end{align*}
$$

Since $\ddot{\zeta}$ and $Z$ are bounded, $\zeta \rightarrow \zeta_{d},-Z L^{+T} M_{L} \ddot{\zeta}+\frac{\hat{\chi}_{r}^{2}}{\hat{\chi}_{r}+\delta_{1}} \ddot{\zeta}_{d}$ is also bounded, the size of $e_{\lambda}$ can be adjusted by choosing the proper gain matrix $K_{f}$.

Since $r, \zeta, \dot{\zeta}, \zeta_{r}^{1}, \dot{\zeta}_{r}, \ddot{\zeta}_{r}$, and $e_{\lambda}$ are all bounded, it is easy to conclude that $\tau$ is bounded from (5.7) and (5.8).

### 5.1.4 Simulation Studies

To verify the effectiveness of the proposed adaptive robust control, let us consider the mobile manipulator system shown in Fig. 9.1. The mobile manipulator is subjected to the following constraints (2.2), (2.3), and (2.4). Using the Lagrangian approach, we can obtain the standard form (4.1) with

$$
q_{v}=[x, y, \theta]^{T}, q_{a}=\left[\theta_{1}, \theta_{2}\right]^{T}, q=\left[q_{v}^{T}, q_{a}^{T}\right]^{T}, A=[\cos \theta, \sin \theta, 0]^{T}
$$

We choose $\zeta=\left[\zeta_{1}, \zeta_{2}, \zeta_{3}, \zeta_{4}\right]^{T}=\left[y, \theta, \theta_{1}, \theta_{2}\right]^{T}$, and we have $\dot{\zeta}=\left[\dot{y}, \dot{\theta}, \dot{\theta}_{1}, \dot{\zeta}_{2}\right]^{T}$ and we give the desired trajectories as

$$
y_{d}=1.5 \sin (t), \theta_{d}=1.0 \sin (t), \theta_{1 d}=\pi / 4(1-\cos (t))
$$

and the geometric constraints that the end-effector is subjected to as

$$
\Phi=l_{1}+l_{2} \sin \left(\theta_{2}\right)=0, \lambda_{h d}=10.0 \mathrm{~N}
$$

It is easy to have $J=\left[\begin{array}{ccccc}\cos \theta & \sin \theta & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & l_{2} \cos \theta_{2}\end{array}\right], L=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0\end{array}\right]$, $J^{1}=\left[\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & l_{2} \cos \theta\end{array}\right]$ and

$$
\left[\begin{array}{c}
\dot{x}  \tag{5.18}\\
\dot{y} \\
\dot{\theta} \\
\dot{\theta}_{1} \\
\dot{\theta}_{2}
\end{array}\right]=\left[\begin{array}{cccc}
\tan \theta & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\dot{y} \\
\dot{\theta} \\
\dot{\theta}_{1} \\
\dot{\theta}_{2}
\end{array}\right]
$$

$\frac{1}{2 r}=1$ and $\frac{l}{2 r}=1, \theta_{2}$ is used for the force control and we have

$$
\left[\begin{array}{c}
v  \tag{5.19}\\
\dot{\theta} \\
\dot{\theta}_{1}
\end{array}\right]=\left[\begin{array}{ccc}
1 / \cos \theta & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\dot{y} \\
\dot{\theta} \\
\dot{\theta}_{1} \\
\dot{\theta}_{2}
\end{array}\right]
$$

The parameters of the dynamics are chosen as $m_{p}=m_{1}=m_{2}=1.0 \mathrm{~kg}$, $I_{w}=I_{p}=1.0 \mathrm{kgm}^{2}, I_{1}=I_{2}=1.0 \mathrm{kgm}^{2}, I=0.5 \mathrm{kgm}^{2}, d=1.0 \mathrm{~m}$, $r=0.5 m, l=1.0 \mathrm{~m}, 2 l_{1}=1.0 \mathrm{~m}, 2 l_{2}=1.0 \mathrm{~m}, q(0)=[0,4,0.785,0.1]^{T}$, $\dot{q}(0)=[0.0,0.0,0.0,0.0]^{T}$ and $\lambda_{h}(0)=0$. According to Theorem 5.2, the control gains are selected as $K_{p}=\operatorname{diag}[1.0], K_{\zeta}=\operatorname{diag}[1.0], K_{i}=0.0$ and $K_{f}=0.5$. The adaptation gains in control law (5.7) are chosen as $\delta_{i}=\omega_{i}=1 /(1+t)^{2}, i=1, \ldots, 5, C_{r}=[1.0,1.0,1.0,1.0,1.0]^{T}$ and $\Gamma=\operatorname{diag}[2.5]$. The disturbances on the mobile base are set as $0.1 \sin (t)$ and $0.1 \cos (t)$. We conduct the simulations by the adaptive robust control using (5.7) and (5.8) in Theorem 5.2. The trajectory tracking performances of the adaptive robust control are illustrated in Fig. 5.1 and the velocities tracking and the input torques by the adaptive robust control are shown in Figs. 5.25.3. The force tracking of the adaptive robust control is shown in Fig. 5.4. The simulation results show that the trajectory and force tracking errors converge to zero, which validates the results of the controls (5.7) and (5.8) in Theorem 5.2.

### 5.2 Adaptive Robust Output-feedback Control with Actuator Dynamics

### 5.2.1 Introduction

In previously developed control schemes, the controls are designed at kinematic level with velocity as input or dynamic level with torque as input, but the actuator dynamics are ignored. As demonstrated in [143], actuator dynamics constitute an important component of the complete robot dynamics, especially in the case of high-velocity movement and highly varying loads. Many control methods have therefore been developed to take into account the effects of actuator dynamics (see, for instance, [143, 145, 146]). However, most
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## FIGURE 5.1

Position tracking by adaptive robust control.


## FIGURE 5.2

Velocity tracking by adaptive robust control.


## FIGURE 5.3

Input torques by adaptive robust control.


## FIGURE 5.4

Contact force.
literature assumes that the actuator velocities are measurable [103], [115], which may deteriorate the control performance of these methods, since velocity measurements are often contaminated by a considerable amount of noise. Therefore, it is desired to achieve good control performance by using only joint position measurement. Moreover, in most research conducted on control of mobile manipulators, joint torques are the control inputs, while in reality the joints are driven by actuators (e.g., DC motors). Therefore, using actuator input voltages as control inputs and designing observer-controller structures for mobile manipulators with only the positions and the driving currents of actuators are more realistic. As such, actuator dynamics are combined with the mobile manipulator's dynamics in this section.

This section addresses adaptive robust output-feedback control of forcemotion for mobile manipulators electrically driven by DC motors with both holonomic and nonholonomic constraints in the parameter uncertainties and external disturbances. Simulation results are described in detail that show the effectiveness of the proposed control.

### 5.2.2 Actuator Dynamics

The joints of the mobile manipulators are assumed to be driven by DC motors. Consider the following notations used to model a DC motor $\nu \in \mathbf{R}^{m}$ represents the control input voltage vector; $I$ denotes an $m$-element vector of motor armature current; $K_{N} \in \mathbf{R}^{m \times m}$ is a positive definite diagonal matrix which characterizes the electromechanical conversion between current and torque; $L_{a}=\operatorname{diag}\left[L_{a 1}, L_{a 2}, L_{a 3}, \ldots, L_{a m}\right], R_{a}=\operatorname{diag}\left[R_{a 1}, R_{a 2}, R_{a 3}, \ldots, R_{a m}\right], K_{e}=$ $\operatorname{diag}\left[K_{e 1}, K_{e 2}, K_{e 3}, \ldots, K_{e m}\right], \omega=\left[\omega_{1}, \omega_{2}, \ldots, \omega_{m}\right]^{T}$ represent the equivalent armature inductances, resistances, back EMF constants, angular velocities of the driving motors, respectively; $G_{r}=\operatorname{diag}\left(g_{r i}\right) \in \mathbf{R}^{m \times m}$ denotes the gear ratio for $m$ joints; $\tau_{m}$ are the torques exerted by the motor. In order to apply the DC servomotors for actuating an $n$-DOF mobile manipulator, assume without energy loss a relationship between the $i$ th joint velocity $\dot{\zeta}_{i}$ and the motor shaft velocity $\omega_{i}$ can be presented as $g_{r i}=\frac{\omega_{i}}{\dot{\zeta}_{i}}=\frac{\tau_{i}}{\tau_{m i}}$, where $g_{r i}$ is the gear ratio of the $i$ th joint, $\tau_{m i}$ is the $i$ th motor shaft torque, and $\tau_{i}$ is the $i$ th joint torque. The motor shaft torque is proportional to the motor current as $\tau_{m}=K_{N} I$. The back EMF is proportional to the angular velocity of the motor shaft, then one has

$$
\begin{equation*}
L_{a} \frac{d I}{d t}+R_{a} I+K_{e} \omega=\nu \tag{5.20}
\end{equation*}
$$



## FIGURE 5.5

2-DOF mobile manipulator.

In the actuator dynamics (5.20), the relationship between $\omega$ and $\dot{\zeta}$ is dependent on the type of mechanical system and can be generally expressed as

$$
\begin{equation*}
\omega=G_{r} T \dot{\zeta} \tag{5.21}
\end{equation*}
$$

The structure of $T$ depends on the mechanical systems to be controlled. For instance, in the simulation example, a two-wheel differential drive 2-DOF mobile manipulator is used to illustrate the control design. From [147], one has $v=\left(r \dot{\theta}_{l}+r \dot{\theta}_{r}\right) / 2, \dot{\theta}=\left(r \dot{\theta}_{r}-r \dot{\theta}_{l}\right) / 2 l, \dot{\theta}_{1}=\dot{\theta}_{1}, \dot{\theta}_{2}=\dot{\theta}_{2}$, where $\dot{\theta}_{l}$ and $\dot{\theta}_{r}$ are the angular velocities of the two wheels, respectively and $v$ is the linear velocity of the mobile platform, as shown in Fig. 5.5. Since $\dot{y}=v \cos \theta$, one has $\left[\begin{array}{llll}\dot{\theta}_{l} & \dot{\theta}_{r} & \dot{\theta}_{1} & \dot{\theta}_{2}\end{array}\right]^{T}=T\left[\begin{array}{llll}\dot{y} & \dot{\theta} & \dot{\theta}_{1} & \dot{\theta}_{2}\end{array}\right]^{T}, T=\left[\begin{array}{llll}T_{1} & T_{2} & T_{3} & T_{4}\end{array}\right], T_{1}=$ $\left[\begin{array}{llll}\frac{1}{r \cos \theta} & \frac{1}{r \cos \theta} & 0 & 0\end{array}\right]^{T}, T_{2}=\left[\begin{array}{cccc}\frac{l}{r} & -\frac{l}{r} & 0 & 0\end{array}\right]^{T}, T_{3}=\left[\begin{array}{cccc}0 & 0 & 1 & 0\end{array}\right]^{T}$, $T_{4}=\left[\begin{array}{llll}0 & 0 & 0 & 1\end{array}\right]^{T}$, where $r$ and $l$ are shown in Fig. 5.5.

Eliminating $\omega$ from the actuator dynamics (5.20) by substituting (5.21) and considering (4.17), one obtains

$$
\begin{array}{r}
M_{L}(\zeta) \ddot{\zeta}+C_{L}(\zeta, \dot{\zeta}) \dot{\zeta}+G_{L}+d_{L}(t)=L^{T} B_{1} G_{r} K_{N} I \\
Z\left(C_{2}(\zeta, \dot{\zeta}) \dot{\zeta}+G_{2}+d_{2}(t)-B_{1} G_{r} K_{N} I\right)=\lambda_{h} \\
L_{a} \frac{d I}{d t}+R_{a} I+K_{e} G_{r} T \dot{\zeta}=\nu \tag{5.24}
\end{array}
$$

Assumption 5.3 The unknown actuator parameters $L_{a}, R_{a}$ and $K_{e}$ are bounded and satisfy $\left\|L_{a}\right\| \leq \alpha_{1} ;\left\|R_{a}\right\| \leq \alpha_{2} ;\left\|K_{e}\right\| \leq \alpha_{3}$ where $\alpha_{\iota},(\iota=$ $1,2,3)$ are finite positive constants.

Remark 5.1 In reality, these constants $c_{i}(1 \leq i \leq 5)$ and $\alpha_{\iota}(1 \leq \iota \leq 3)$ cannot be obtained easily. Although any fixed large $c_{i}$ and $\alpha_{\iota}$ can guarantee good performance, it is not recommended in practice as large $c_{i}$ and $\alpha_{\iota}$ imply, in general, high noise amplification and high cost of control. Therefore, it is necessary to develop a control law which does not require the knowledge of $c_{i}(1 \leq i \leq 5)$ and $\alpha_{\iota}(1 \leq \iota \leq 3)$.

### 5.2.3 Output-feedback Control Design

Given the desired motion trajectory $\zeta_{d}(t)=\left[\begin{array}{ll}\eta_{d} & q_{r d}^{1}\end{array}\right]^{T}$ and the desired constraint force $f_{d}(t)$, or, equivalently, a desired multiplier $\lambda_{h}(t)$, the trajectory and force tracking controls are to determine control laws such that for any $(\zeta(0), \dot{\zeta}(0)) \in \Omega, \zeta, \dot{\zeta}, \lambda_{h}$ converges to a manifold $\Omega_{d}: \Omega_{d}=\left\{\left(\zeta, \dot{\zeta}, \lambda_{h}\right) \mid \zeta=\right.$ $\left.\zeta_{d}, \dot{\zeta}=\dot{\zeta}_{d}, \lambda_{h}=\lambda_{h}^{d}\right\}$.

The control design consists of two stages: (i) a virtual adaptive control input $I_{d}$ is designed so that the subsystems (5.22) and (5.23) converge to the desired values, and (ii) the actual control input $\nu$ is designed in such a way that $I \rightarrow I_{d}$. In turn, this allows $\zeta-\zeta_{d}$ and $\lambda_{h}-\lambda_{h}^{d}$ to be stabilized to the origin.

Lemma 5.1 For $x>0$ and $\delta \geq 1$, one has $\ln (\cosh (x))+\delta \geq x$.
Proof 5.1 If $x \geq 0$, one has $\int_{0}^{x} \frac{2}{e^{2 s}+1} d s<\int_{0}^{x} \frac{2}{e^{2 s}} d s=1-e^{-2 x}<1$, Therefore, $\ln (\cosh (x))+\delta \geq \ln (\cosh (x))+\int_{0}^{x} \frac{2}{e^{2 s}+1} d s$ with $\delta \geq 1$. If $f(x)=\ln (\cosh (x))+\int_{0}^{x} \frac{2}{e^{2 s}+1} d s-x$, one has $\frac{d f(x)}{d x}=\tanh (x)+\frac{2}{e^{2 x}+1}-1=$ $\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}}+\frac{2}{e^{2 x}+1}-1=0$. From the mean value theorem, one has $f(x)-f(0)=$ $\frac{d f(x)}{d x}(x-0)$. Since $f(0)=0$ and $\frac{d f(x)}{d x}=0$ for all $x$, one has $f(x)=0$, that is, $\ln (\cosh (x))+\int_{0}^{x} \frac{2}{e^{2 s}+1} d s=x$, then, one has $\ln (\cosh (x))+\delta \geq x$.

Remark 5.2 Lemma 5.1 is used to facilitate the control design.
Definition 5.1 Consider time varying positive functions $\kappa_{\iota}(t)$ for $\iota=1, \ldots, 3$ converging to zero as $t \rightarrow \infty$ and satisfying $\lim _{t \rightarrow \infty} \int_{0}^{t} \kappa_{\iota}(\omega) d \omega=b_{\iota}<\infty$ with a finite constant $b_{\iota}$. There are many choices for $\kappa_{\iota}(t)$ that satisfy the above condition, for example, $\kappa_{\iota}=1 /(1+t)^{2}$.

### 5.2.4 Kinematic and Dynamic Subsystems

Consider the following signals as

$$
\begin{align*}
\dot{\zeta}_{r} & =\dot{\zeta}_{d}-K_{\zeta}\left(\hat{\zeta}-\zeta_{d}\right)=\dot{\zeta}_{d}-K_{\zeta} e_{\zeta}+K_{\zeta} \tilde{\zeta}  \tag{5.25}\\
r_{1} & =\dot{\zeta}-\dot{\zeta}_{r}=\dot{e}_{\zeta}+K_{\zeta} e_{\zeta}-K_{\zeta} \tilde{\zeta}  \tag{5.26}\\
\dot{\zeta}_{o} & =\dot{\hat{\zeta}}-K_{\zeta} \tilde{\zeta}  \tag{5.27}\\
r_{2} & =\dot{\zeta}-\dot{\zeta}_{o}=\dot{\tilde{\zeta}}+K_{\zeta} \tilde{\zeta}  \tag{5.28}\\
r & =r_{1}+r_{2}  \tag{5.29}\\
e_{\lambda} & =\lambda_{h}-\lambda_{h}^{d} \tag{5.30}
\end{align*}
$$

where $e_{\zeta}=\zeta-\zeta_{d}, \tilde{\zeta}=\zeta-\hat{\zeta}$ with $\hat{\zeta}$ denoting the estimate of $\zeta$, and $K_{\zeta}$ is diagonal positive.

The linear observer [148] for velocity estimation adopted

$$
\begin{align*}
\dot{\hat{\zeta}} & =z+K_{\zeta} \tilde{\zeta}+k_{d} \tilde{\zeta}  \tag{5.31}\\
\dot{z} & =\ddot{\zeta}_{r}+k_{d} K_{\zeta} \tilde{\zeta} \tag{5.32}
\end{align*}
$$

where $k_{d}$ is a positive constant.
A decoupling control scheme is introduced to control generalized position and constraint force, separately. Consider the control $u$ in the following form:

$$
\begin{equation*}
u=L^{+T} u_{a}-J^{1 T} u_{b} \tag{5.33}
\end{equation*}
$$

where $u_{a}=B_{1 a} G_{r a} K_{N a} I_{a}, u_{b}=B_{1 b} G_{r b} K_{N b} I_{b} B_{1}=\operatorname{diag}\left[B_{1 a} B_{1 b}\right], G_{r}=$ $\operatorname{diag}\left[G_{r a} G_{r b}\right], u_{a}, B_{1 a}, G_{r a}, I_{a} \in \mathbf{R}^{n-j-k}$, and $u_{b}, B_{1 b}, G_{r b}, I_{b} \in \mathbf{R}^{k}, L^{+}=$ $\left(L^{T} L\right)^{-1} L^{T}$. Then, equations (4.17) and (4.18) can be rewritten as

$$
\begin{array}{r}
B_{1 a} G_{r a} K_{N a} I_{a}=M_{L}(\zeta) \ddot{\zeta}+C_{L}(\zeta, \dot{\zeta}) \dot{\zeta}+G_{L}+d_{L}(t) \\
\lambda_{h}=Z\left(C_{2}(\zeta, \dot{\zeta}) \dot{\zeta}+G_{2}+d_{2}(t)-L^{+T} B_{1 a} G_{r a} K_{N a} I_{a}\right) \\
+B_{1 b} G_{r b} K_{N b} I_{b} \tag{5.35}
\end{array}
$$

Consider the following control laws as

$$
\begin{align*}
I_{r a}= & \left(B_{1 a} G_{r a} K_{N a}\right)^{-1}\left[-K_{p}\left(r_{1}-r_{2}\right)-K_{i}\left(\tilde{\zeta}+e_{\zeta}\right)\right. \\
& -\operatorname{sgn}(r)(\ln (\cosh (\hat{\Phi}))+\delta)]  \tag{5.36}\\
I_{r b}= & \left(B_{1 b} G_{r b} K_{N b}\right)^{-1}\left[(\ln (\cosh (\hat{\chi}))+\delta) \ddot{\zeta}_{d}\right. \\
& \left.+\lambda_{h}^{d}-K_{f} e_{\lambda}\right] \tag{5.37}
\end{align*}
$$

where $\hat{\Phi}=\hat{C}^{T} \Psi, \hat{C}=\left[\begin{array}{lllll}\hat{c}_{1} & \hat{c}_{2} & \hat{c}_{3} & \hat{c}_{4} & \hat{c}_{5}\end{array}\right]^{T}, \dot{\hat{C}}=-\Lambda \hat{C}+\|r\| \Gamma \Psi, \hat{\chi}=\hat{c}_{1}\left\|Z^{*} L^{+T}\right\|$,
$\Psi=\left[\left\|\ddot{\zeta}_{r}\right\|\left\|\dot{\zeta}_{r}\right\|\left\|\dot{\zeta}_{r}\right\|^{2} 111\right]^{T}, K_{p}, K_{i}, K_{f}$ are diagonal positive; if $r \geq 0$, $\operatorname{sgn}(r)=1$, otherwise $\operatorname{sgn}(r)=-1 ; \delta \geq 1$ is constant; $\Gamma=\operatorname{diag}\left[\gamma_{i}\right]>0$; $\Lambda$ is a diagonal matrix whose each element $\Lambda_{i}$ satisfies Definition 5.1, i.e., $\lim _{t \rightarrow \infty} \int_{0}^{t} \Lambda_{i}(\omega) d \omega=a_{i}<\infty$ with the finite constant $a_{i}, i=1, \ldots, 5 ;$ $Z^{*}=\left(J^{1}\left(M^{*}\right)^{-1} J^{1 T}\right)^{-1} J^{1}\left(M^{*}\right)^{-1}$ with $\left\|L^{T} M^{*} L\right\|=\hat{c}_{1}, I_{r}=\left[I_{r a}, I_{r b}\right]^{T}$ will be defined the following section.

### 5.2.5 Control Design at the Actuator Level

Until now, $\zeta$ tends to $\zeta_{d}$ can be guaranteed, if the actual input control signal of the dynamic system $I$ is of the form $I_{d}$ which can be realized from the actuator dynamics by the design of the actual control input $\nu$. On the basis of the above statements, it is concluded that if $\nu$ is designed in such a way that $I$ tends to $I_{d}$ then $\left(\zeta-\zeta_{d}\right) \rightarrow 0$ and $\left(\lambda_{h}-\lambda_{h}^{d}\right) \rightarrow 0$.

Define $e_{I}=\int_{0}^{t}\left(I-I_{d}\right) d t$, and $\dot{e}_{I}=I-I_{d}, I_{r}=I_{d}-K_{r} e_{I}$, and $s=\dot{e}_{I}+K_{r} e_{I}$ with $K_{r}=0$. Substituting $I$ and $\dot{\zeta}$ of (5.24), one obtains

$$
\begin{equation*}
L_{a} \dot{s}+R_{a} s+K_{e} G_{r} T \dot{e}_{\zeta}=-\phi+\nu \tag{5.38}
\end{equation*}
$$

where $\phi=L_{a} \dot{I}_{r}+R_{a} I_{r}+K_{e} G_{r} T \dot{\zeta}_{d}$.
Remark 5.3 Since $I$ is partitioned into $I_{a}$ and $I_{b}$, one has corresponding partitions $e_{I}=\left[e_{I a}, e_{I b}\right]^{T}, \dot{e}_{I}=\left[\dot{e}_{I a}, \dot{e}_{I b}\right]^{T}, I_{r}=\left[I_{r a}, I_{r b}\right]^{T}, s=\left[s_{a}, s_{b}\right]^{T}$, $\phi=\left[\phi_{a}, \phi_{b}\right]^{T}, T=\operatorname{diag}\left[T_{a}, T_{b}\right], \nu=\left[\nu_{a}, \nu_{b}\right]^{T}$ with the corresponding $\alpha_{a}=$ $\left[\alpha_{a 1}, \alpha_{a 2}, \alpha_{a 3}\right]^{T}$ and $\alpha_{b}=\left[\alpha_{b 1}, \alpha_{b 2}, \alpha_{b 3}\right]^{T}, \varphi_{a}=\hat{\alpha}_{a}^{T} \mu_{a}$ and $\varphi_{b}=\hat{\alpha}_{b}^{T} \mu_{b}, \mu_{a}=$ $\left[\left\|\dot{I}_{a d}\right\|\left\|I_{a d}\right\|\left\|G_{r a} T_{a} \dot{\zeta}_{d}\right\|\right]^{T}$ and $\mu_{b}=\left[\left\|\dot{I}_{b d}\right\|\left\|I_{b d}\right\| 0\right]^{T}, K_{\nu a}$ and $K_{\nu b}, L_{a}=$ $\operatorname{diag}\left[L_{a a}, L_{a b}\right], R_{a}=\operatorname{diag}\left[R_{a a}, R_{a b}\right]$ and $K_{e}=\operatorname{diag}\left[K_{e a}, K_{e b}\right]$.

Consider the adaptive robust control laws for $I_{a}$ and $I_{b}$, respectively

$$
\begin{gather*}
\nu_{a}=-\operatorname{sgn}\left(s_{a}\right)\left(\ln \left(\cosh \left(\hat{\varphi}_{a}\right)\right)+\delta\right)-K_{\nu a} s_{a}  \tag{5.39}\\
\nu_{b}=-\operatorname{sgn}\left(s_{b}\right)\left(\ln \left(\cosh \left(\hat{\varphi}_{b}\right)\right)+\delta\right)-K_{\nu b} s_{b} \tag{5.40}
\end{gather*}
$$

where $\hat{\alpha}_{a}=\left[\begin{array}{lll}\hat{\alpha}_{a 1} & \hat{\alpha}_{a 2} & \hat{\alpha}_{a 3}\end{array}\right]^{T}, \hat{\alpha}_{b}=\left[\begin{array}{lll}\hat{\alpha}_{b 1} & \hat{\alpha}_{b 2} & \hat{\alpha}_{b 3}\end{array}\right]^{T}, \dot{\hat{\alpha}}_{a}=-\kappa \hat{\alpha}_{a}+\left\|s_{a}\right\| \beta \mu_{a}$ and $\dot{\hat{\alpha}}_{b}=-\kappa \hat{\alpha}_{b}+\left\|s_{b}\right\| \beta \mu_{b}$ for $I_{a}$ and $I_{b}$, respectively, and $K_{\nu a}$ and $K_{\nu b}$ are diagonal positive, $\beta=\operatorname{diag}\left[\beta_{\iota}\right], \kappa$ is a diagonal matrix whose each element $\kappa_{\iota}$ satisfies Definition 5.1, i.e., $\lim _{t \rightarrow \infty} \int_{0}^{t} \kappa_{\iota}(\omega) d \omega=b_{\iota}<\infty$ with the finite constant $b_{\iota}$, $\iota=1, \ldots, 3$.

### 5.2.6 Stability Analysis

Theorem 5.3 Consider the mechanical system described by (4.1), (4.2) and (4.8), using the control laws (5.36), (5.37), (5.39) and (5.40), the following hold for any $(q(0), \dot{q}(0)) \in \Omega_{n} \cap \Omega_{h}$ : (i) $r$ and $s_{a}$ converge to a set containing the origin as $t \rightarrow \infty$; (ii) $e_{q}$ and $\dot{e}_{q}$ converge to 0 as $t \rightarrow \infty$; and (iii) $s_{b}$ converges to a set containing the origin as $t \rightarrow \infty$, and $e_{\lambda}$ and $\tau$ are bounded for all $t \geq 0$.

Proof (i) By combining (5.22) with (5.26) and considering Property 4.3, the closed-loop system dynamics are given by

$$
\begin{align*}
M_{L}(\zeta) \dot{r}_{1}= & B_{1 a} G_{r a} K_{N a} I_{r a}+B_{1 a} G_{r a} K_{N a} s_{a} \\
& -\gamma-\left(C_{L}(\zeta, \dot{\zeta})+C_{L}\left(\zeta, \dot{\zeta}_{r}\right)\right) r_{1} \tag{5.41}
\end{align*}
$$

where $\gamma=M_{L}(\zeta) \ddot{\zeta}_{r}+C_{L}\left(\zeta, \dot{\zeta}_{r}\right) \dot{\zeta}_{r}+G_{L}+d_{L}$. Differentiating (5.31) and considering (5.32), one has $\ddot{\hat{\zeta}}=\ddot{\zeta}_{r}+k_{d} \dot{\tilde{\zeta}}+k_{d} K_{\zeta} \tilde{\zeta}+K_{\zeta} \dot{\tilde{\zeta}}$, which leads to

$$
\begin{equation*}
\dot{r}_{2}+k_{d} r_{2}=\dot{r}_{1} \tag{5.42}
\end{equation*}
$$

Substituting (5.36) and (5.28) into (5.41), and considering Property 4.3, the closed-loop dynamic equation is obtained

$$
\begin{align*}
M_{L}(\zeta) \dot{r}_{1}= & -C_{L}(\zeta, \dot{\zeta}) r_{1}-K_{p}\left(r_{1}-r_{2}\right)-K_{i}\left(\tilde{\zeta}+e_{\zeta}\right) \\
& -\operatorname{sgn}(r)(\ln (\cosh (\hat{\Phi}))+\delta)-\gamma-C_{L}\left(\zeta, \dot{\zeta}_{r}\right) r_{1} \\
& +B_{1 a} G_{r a} K_{N a} s_{a} \tag{5.43}
\end{align*}
$$

Substituting into (5.43), we have

$$
\begin{align*}
M_{L}(\zeta) \dot{r}_{2}= & -C_{L}(\zeta, \dot{\zeta}) r_{2}-\left(k_{d} M_{L}(\zeta)-K_{p}\right) r_{2}-K_{p} r_{1} \\
& +C_{L}\left(\zeta, \dot{\zeta}_{r}+r_{1}\right) r_{2}-C_{L}\left(\zeta, r_{1}\right)\left(r_{1}+2 \dot{\zeta}_{r}\right) \\
& -K_{i}\left(\tilde{\zeta}+e_{\zeta}\right)-\operatorname{sgn}(r)(\ln (\cosh (\hat{\Phi}))+\delta) \\
& -\gamma+B_{1 a} G_{r a} K_{N a} s_{a} \tag{5.44}
\end{align*}
$$

Consider the Lyapunov function candidate

$$
\begin{equation*}
V=V_{1}+V_{2} \tag{5.45}
\end{equation*}
$$

where $V_{1}=\frac{1}{2} X^{T} \mathcal{M} X$ and $V_{2}=\frac{1}{2} s_{a}^{T} L_{a a} s_{a}+\frac{1}{2} \tilde{\alpha}_{a}^{T} \beta^{-1} \tilde{\alpha}_{a}, X=\left[r_{1} e_{\zeta} r_{2} \tilde{\zeta} \tilde{C}\right]^{T}$, $\tilde{C}=C-\hat{C}$, and $\mathcal{M}=\operatorname{diag}\left[M_{L} K_{i} M_{L} K_{i} \Gamma^{-1}\right], \tilde{\alpha}_{a}=\alpha_{a}-\hat{\alpha}_{a}$. Differentiating $V_{1}$ with respect to time, one has $\dot{V}_{1}=r_{1}^{T}\left(M_{L} \dot{r}_{1}+\frac{1}{2} \dot{M}_{L} r_{1}\right)+r_{2}^{T}\left(M_{L} \dot{r}_{2}+\right.$
$\left.\frac{1}{2} \dot{M}_{L} r_{2}\right)+\tilde{C}^{T} \Gamma^{-1} \dot{\tilde{C}}+e_{\zeta}^{T} K_{i} \dot{e}_{\zeta}+\tilde{\zeta}^{T} K_{i} \dot{\tilde{\zeta}}$. From Property 4.2 and Property 4.3, the time derivative of $V_{1}$ along the trajectory of (5.44) is

$$
\begin{aligned}
\dot{V}_{1}= & -r_{1}^{T} K_{p} r_{1}+r_{1}^{T} K_{p} r_{2}-r_{1}^{T} K_{i}\left(\tilde{\zeta}+e_{\zeta}\right) \\
& -r_{1}^{T} \operatorname{sgn}(r)(\ln (\cosh (\hat{\Phi}))+\delta)-r_{1}^{T} \gamma-r_{1}^{T} C_{L}\left(\zeta, \dot{\zeta}_{r}\right) r_{1} \\
& +r_{1}^{T} B_{1 a} G_{r a} K_{N a} s_{a}-r_{2}^{T}\left(k_{d} M_{L}(\zeta)-K_{p}\right) r_{2} \\
& -r_{2}^{T} K_{p} r_{1}+r_{2}^{T} C_{L}\left(\zeta, \dot{\zeta}_{r}+r_{1}\right) r_{2} \\
& -r_{2}^{T} C_{L}\left(\zeta, r_{1}\right)\left(r_{1}+2 \dot{\zeta}_{r}\right)-r_{2}^{T} K_{i}\left(\tilde{\zeta}+e_{\zeta}\right) \\
& -r_{2}^{T} \operatorname{sgn}(r)(\ln (\cosh (\hat{\Phi}))+\delta)-r_{2}^{T} \gamma \\
& +r_{2}^{T} B_{1 a} G_{r a} K_{N a} s_{a}+\tilde{C}^{T} \Gamma^{-1} \dot{\tilde{C}}+e_{\zeta}^{T} K_{i} \dot{e}_{\zeta}+\tilde{\zeta}^{T} K_{i} \dot{\tilde{\zeta}}
\end{aligned}
$$

Considering Lemma 5.1, one has $\ln (\cosh (\hat{\dot{\varphi}}))+\delta \geq \hat{\Phi}$, and $\|r\|(\ln (\cosh (\hat{\Phi}))+$ $\delta) \geq\|r\| \hat{\Phi}$, and $\dot{e}_{\zeta}=r_{1}-K_{\zeta} e_{\zeta}+K_{\zeta} \tilde{\zeta}, \dot{\tilde{\zeta}}=r_{2}-K_{\zeta} \tilde{\zeta}$ from (5.26) and (5.28), one has

$$
\begin{aligned}
\dot{V}_{1}= & -r_{1}^{T} K_{p} r_{1}-r_{2}^{T}\left(k_{d} M_{L}(\zeta)-K_{p}\right) r_{2} \\
& -r_{2}^{T} K_{i} e_{\zeta}+\tilde{\zeta}^{T} K_{i} K_{\zeta} e_{\zeta}-r_{1}^{T} K_{i} \tilde{\zeta}-e_{\zeta}^{T} K_{i} K_{\zeta} e_{\zeta}-\tilde{\zeta}^{T} K_{i} K_{\zeta} \tilde{\zeta} \\
& -r^{T} \operatorname{sgn}(r)(\ln (\cosh (\hat{\Phi}))+\delta)-r^{T} \gamma-r_{1}^{T} C_{L}\left(\zeta, \dot{\zeta}_{r}\right) r_{1} \\
& +r_{2}^{T} C_{L}\left(\zeta, \dot{\zeta}_{r}+r_{1}\right) r_{2}-r_{2}^{T} C_{L}\left(\zeta, r_{1}\right)\left(r_{1}+2 \dot{\zeta}_{r}\right) \\
& +\tilde{C}^{T} \Gamma^{-1} \dot{\tilde{C}}+r^{T} B_{1 a} G_{r a} K_{N a} s_{a}
\end{aligned}
$$

Considering Lemma 5.1, we have $\ln (\cosh (\hat{\Phi}))+\delta \geq \hat{\Phi}$, and $\|r\|(\ln (\cosh (\hat{\Phi}))+$ $\delta) \geq\|r\| \hat{\Phi}$, therefore

$$
\begin{aligned}
\dot{V}_{1} \leq & -r_{1}^{T} K_{p} r_{1}-r_{2}^{T}\left(k_{d} M_{L}(\zeta)-K_{p}\right) r_{2} \\
& -e_{\zeta}^{T} K_{i} K_{\zeta} e_{\zeta}-\tilde{\zeta}^{T} K_{i} K_{\zeta} \tilde{\zeta}+\left\|K_{i}\right\|\left\|e_{\zeta}\right\|\left\|r_{2}\right\| \\
& +\left\|K_{i} K_{\zeta}\right\|\left\|e_{\zeta}\right\|\|\tilde{\zeta}\|+\left\|K_{i}\right\|\|\tilde{\zeta}\|\left\|r_{1}\right\| \\
& +\|r\|\|\gamma\|-\|r\| \hat{\Phi}+\tilde{C}^{T} \Gamma^{-1} \Lambda \hat{C}-\tilde{C}^{T} \Psi\|r\| \\
& -r_{1}^{T} C_{L}\left(\zeta, \dot{\zeta}_{r}\right) r_{1}+r_{2}^{T} C_{L}\left(\zeta, \dot{\zeta}_{r}+r_{1}\right) r_{2} \\
& -r_{2}^{T} C_{L}\left(\zeta, r_{1}\right)\left(r_{1}+2 \dot{\zeta}_{r}\right)+r^{T} B_{1 a} G_{r a} K_{N a} s_{a}
\end{aligned}
$$

Since

$$
\begin{aligned}
\left\|K_{i}\right\|\left\|e_{\zeta}\right\|\left\|r_{2}\right\| & \leq \frac{1}{2}\left\|K_{i}\right\| e_{\zeta}^{T} e_{\zeta}+\frac{1}{2}\left\|K_{i}\right\| r_{2}^{T} r_{2} \\
\left\|K_{i} K_{\zeta}\right\|\left\|e_{\zeta}\right\|\|\tilde{\zeta}\| & \leq \frac{1}{2}\left\|K_{i} K_{\zeta}\right\| e_{\zeta}^{T} e_{\zeta}+\frac{1}{2}\left\|K_{i} K_{\zeta}\right\| \tilde{\zeta}^{T} \tilde{\zeta} \\
\left\|K_{i}\right\|\left\|\tilde{\zeta}^{\prime}\right\|\left\|r_{1}\right\| & \leq \frac{1}{2}\left\|K_{i}\right\| \tilde{\zeta}^{T} \tilde{\zeta}+\frac{1}{2}\left\|K_{i}\right\| r_{1}^{T} r_{1}
\end{aligned}
$$

we have

$$
\begin{aligned}
\dot{V}_{1} \leq & -r_{1}^{T}\left(K_{p}-\frac{1}{2}\left\|K_{i}\right\| \mathcal{I}\right) r_{1}-r_{2}^{T}\left(\left(k_{d} M_{L}(\zeta)-K_{p}\right)-\frac{1}{2}\left\|K_{i}\right\| \mathcal{I}\right) r_{2} \\
& -e_{\zeta}^{T}\left(K_{i} K_{\zeta}-\frac{1}{2}\left\|K_{i} K_{\zeta}\right\| \mathcal{I}-\frac{1}{2}\left\|K_{i}\right\| \mathcal{I}\right) e_{\zeta} \\
& -\tilde{\zeta}^{T}\left(K_{i} K_{\zeta}-\frac{1}{2}\left\|K_{i} K_{\zeta}\right\| \mathcal{I}-\frac{1}{2}\left\|K_{i}\right\| \mathcal{I}\right) \tilde{\zeta} \\
& +\tilde{C}^{T} \Gamma^{-1} \Lambda \hat{C}+\left\|C_{L}\left(\zeta, \dot{\zeta}_{r}\right)\right\|\left\|r_{1}\right\|^{2}+\left\|C_{L}\left(\zeta, \dot{\zeta}_{r}+r_{1}\right)\right\|\left\|r_{2}\right\|^{2} \\
& +\left\|C_{L}\left(\zeta, r_{1}+2 \dot{\zeta}_{r}\right)\right\|\left\|r_{1}\right\|\left\|r_{2}\right\|+r^{T} B_{1 a} G_{r a} K_{N a} s_{a}
\end{aligned}
$$

where $\mathcal{I}$ is the unit matrix.
From Property 5.1, the following relationships are valid:

$$
\begin{align*}
\left\|C_{L}\left(\zeta, \dot{\zeta}_{r}\right)\right\| & \leq \mu_{1}  \tag{5.46}\\
\left\|C_{L}\left(\zeta, \dot{\zeta}_{r}+r_{1}\right)\right\| & \leq \mu_{2}  \tag{5.47}\\
\left\|C_{L}\left(\zeta, r_{1}+2 \dot{\zeta}_{r}\right)\right\| & \leq \mu_{3} \tag{5.48}
\end{align*}
$$

where $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are known constants.
Since

$$
\begin{align*}
\tilde{C}^{T} \Gamma^{-1} \Lambda \hat{C} & =\hat{C}^{T} \Gamma^{-1} \Lambda(C-\hat{C}) \\
& =\frac{1}{4} C^{T} \Gamma^{-1} \Lambda C-\frac{1}{4} C^{T} \Gamma^{-1} \Lambda C+\hat{C}^{T} \Gamma^{-1} \Lambda C-\hat{C}^{T} \Gamma^{-1} \Lambda \hat{C} \\
& =-\left(\frac{1}{2} C^{T}-\hat{C}^{T}\right) \Gamma^{-1} \Lambda\left(\frac{1}{2} C-\hat{C}\right)+\frac{1}{4} C^{T} \Gamma^{-1} \Lambda C \\
& \leq \frac{1}{4} C^{T} \Gamma^{-1} \Lambda C \tag{5.49}
\end{align*}
$$

we have

$$
\begin{align*}
\dot{V}_{1} & \leq-r_{1}^{T}\left(K_{p}-\frac{1}{2}\left\|K_{i}\right\| \mathcal{I}-\mu_{1} \mathcal{I}-\frac{1}{2} \mu_{3} \mathcal{I}\right) r_{1} \\
& -e_{\zeta}^{T}\left(K_{i} K_{\zeta}-\frac{1}{2}\left\|K_{i} K_{\zeta}\right\| \mathcal{I}-\frac{1}{2}\left\|K_{i}\right\| \mathcal{I}\right) e_{\zeta} \\
& -r_{2}^{T}\left(k_{d} M_{L}(\zeta)-K_{p}-\frac{1}{2}\left\|K_{i}\right\| \mathcal{I}-\mu_{2} \mathcal{I}-\frac{1}{2} \mu_{3} \mathcal{I}\right) r_{2} \\
& -\tilde{\zeta}^{T}\left(K_{i} K_{\zeta}-\frac{1}{2}\left\|K_{i} K_{\zeta}\right\| \mathcal{I}-\frac{1}{2}\left\|K_{i}\right\| \mathcal{I}\right) \tilde{\zeta} \\
& +\frac{1}{4} C^{T} \Gamma^{-1} \Lambda C+r^{T} B_{1 a} G_{r a} K_{N a} s_{a} \tag{5.50}
\end{align*}
$$

Differentiating $V_{2}(t)$ with respect to time, considering $n-j-k$ joints,
using (5.38) for $\nu_{a}$, we have

$$
\begin{align*}
\dot{V}_{2}= & -s_{a}^{T}\left[-\nu_{a}+\left(L_{a a} \dot{I}_{r a}+R_{a a} I_{r a}+K_{e a} G_{r a} T_{a} \dot{\zeta}_{d}\right)\right. \\
& \left.+R_{a a} s_{a}+K_{e a} G_{r a} T_{a} \dot{e}_{\zeta}\right]+\tilde{\alpha}_{a}^{T} \beta^{-1} \dot{\tilde{\alpha}}_{a} \tag{5.51}
\end{align*}
$$

Substituting $\nu_{a}$ into (5.51) by the control law (5.39) for $\nu_{a}$, one has

$$
\begin{align*}
\dot{V}_{2}= & -s_{a}^{T}\left(K_{\nu a}+R_{a a}\right) s_{a}-s_{a}^{T} K_{e a} G_{r a} T_{a} \dot{e}_{\zeta} \\
& -s_{a}^{T}\left(L_{a a} \dot{I}_{r a}+R_{a a} I_{r a}+K_{e a} G_{r a} T_{a} \dot{\zeta}_{d}\right) \\
& -s_{a}^{T} \operatorname{sgn}\left(s_{a}\right)\left(\ln \cosh \left(\hat{\varphi}_{a}\right)+\delta\right)+\tilde{\alpha}^{T} \beta^{-1} \dot{\tilde{\alpha}} \\
\leq & -s_{a}^{T}\left(K_{\nu a}+R_{a a}\right) s_{a}-s_{a}^{T} K_{e a} G_{r a} T\left(r_{1}-K_{\zeta} e_{\zeta}+K_{\zeta} \tilde{\zeta}\right)+\left\|s_{a}\right\|\left\|\phi_{a}\right\| \\
& -s_{a}^{T} \operatorname{sgn}\left(s_{a}\right)\left(\ln \cosh \left(\hat{\varphi}_{a}\right)+\delta\right)+\tilde{\alpha}_{a}^{T} \beta^{-1} \dot{\tilde{\alpha}}_{a} \tag{5.52}
\end{align*}
$$

As similar as $\tilde{C}^{T} \Gamma^{-1} \Lambda \hat{C}$, one has $\tilde{\alpha}_{a}^{T} \beta^{-1} \kappa \hat{\alpha}_{a} \leq \frac{1}{4} \alpha_{a}^{T} \beta^{-1} \kappa \alpha_{a}$. By noting $\left\|s_{a}\right\|\left(\ln \cosh \left(\hat{\varphi}_{a}\right)+\delta\right) \geq\left\|s_{a}\right\| \hat{\varphi}_{a}$, we have

$$
\begin{align*}
\dot{V}_{2} \leq & -s_{a}^{T}\left(K_{\nu a}+R_{a a}\right) s_{a}-s_{a}^{T} K_{e a} G_{r a} T_{a}\left(r_{1}-K_{\zeta} e_{\zeta}+K_{\zeta} \tilde{\zeta}\right) \\
& +\left\|s_{a}\right\| \varphi_{a}-\left\|s_{a}\right\| \hat{\varphi}_{a}+\tilde{\alpha}_{a}^{T} \beta^{-1} \dot{\tilde{\alpha}}_{a} \\
= & -s_{a}^{T}\left(K_{\nu a}+R_{a a}\right) s_{a}-s_{a}^{T} K_{e a} G_{r a} T_{a}\left(r_{1}-K_{\zeta} e_{\zeta}+K_{\zeta} \tilde{\zeta}\right) \\
& +\left\|s_{a}\right\| \varphi_{a}-\left\|s_{a}\right\| \hat{\varphi}_{a}+\tilde{\alpha}^{T} \beta^{-1} \kappa \hat{\alpha}-\tilde{\alpha}^{T} \beta^{-1} \beta \mu_{a}\left\|s_{a}\right\| \\
\leq & -s_{a}^{T}\left(K_{\nu a}+R_{a a}\right) s_{a}+\frac{1}{4} \alpha_{a}^{T} \beta^{-1} \kappa \alpha_{a} \\
& -s_{a}^{T} K_{e a} G_{r a} T_{a}\left(r_{1}-K_{\zeta} e_{\zeta}+K_{\zeta} \tilde{\zeta}\right) \tag{5.53}
\end{align*}
$$

Since the last term in (5.50), we have $r^{T} B_{1 a} G_{r a} K_{N a} s_{a} \leq \frac{1}{2}\left\|B_{1 a} G_{r a} K_{N a}\right\|\left\|r_{1}\right\|^{2}+$ $\frac{1}{2}\left\|B_{1 a} G_{r a} K_{N a}\right\|\left\|r_{2}\right\|^{2}+\left\|B_{1 a} G_{r a} K_{N a}\right\|\left\|s_{a}\right\|^{2}$, and in (5.53), one obtains

$$
\begin{align*}
-s_{a}^{T} K_{e a} G_{r a} T_{a}\left(r_{1}-K_{\zeta} e_{\zeta}+K_{\zeta} \tilde{\zeta}\right) \leq & \frac{3}{2}\left\|K_{e a} G_{r a} T_{a}\right\|\left\|s_{a}\right\|^{2} \\
& +\frac{1}{2}\left\|K_{e a} G_{r a} T_{a}\right\|\left\|r_{1}\right\|^{2} \\
& +\frac{1}{2}\left\|K_{e a} G_{r a} K_{\zeta}\right\|\left\|e_{\zeta}\right\|^{2} \\
& +\frac{1}{2}\left\|K_{e a} G_{r a} K_{\zeta}\right\|\|\tilde{\zeta}\|^{2} \tag{5.54}
\end{align*}
$$

By integrating (5.50) and (5.53) and considering the above two inequalities, $\dot{V}$ can be expressed as

$$
\begin{align*}
\dot{V} \leq & -r_{1}^{T} \mathcal{A} r_{1}-r_{2}^{T} \mathcal{B} r_{2}-s_{a}^{T} \mathcal{C} s_{a}-e_{\zeta}^{T} \mathcal{D} e_{\zeta}-\tilde{\zeta}^{T} \mathcal{D} \tilde{\zeta} \\
& +\frac{1}{4}\left(C^{T} \Gamma^{-1} \Lambda C+\alpha_{a}^{T} \beta^{-1} \kappa \alpha_{a}\right) \tag{5.55}
\end{align*}
$$

where

$$
\begin{aligned}
\mathcal{A} & =K_{p}-\frac{1}{2}\left\|K_{i}\right\| \mathcal{I}-\mu_{1} \mathcal{I}-\frac{1}{2} \mu_{3} \mathcal{I}-\frac{1}{2}\left\|K_{e a} G_{r a} T_{a}\right\| \mathcal{I}-\frac{1}{2}\left\|B_{1 a} G_{r a} K_{N a}\right\| \mathcal{I} \\
\mathcal{B} & =k_{d} M_{L}(\zeta)-K_{p}-\frac{1}{2}\left\|K_{i}\right\| \mathcal{I}-\mu_{2} \mathcal{I}-\frac{1}{2} \mu_{3} \mathcal{I}-\frac{1}{2}\left\|B_{1 a} G_{r a} K_{N a}\right\| \mathcal{I} \\
\mathcal{C} & =K_{\nu a}+R_{a a}-\left\|B_{1 a} G_{r a} K_{N a}\right\| \mathcal{I}-\frac{3}{2}\left\|K_{e a} G_{r a} T_{a}\right\| \mathcal{I} \\
\mathcal{D} & =K_{i} K_{\zeta}-\frac{1}{2}\left\|K_{i} K_{\zeta}\right\| \mathcal{I}-\frac{1}{2}\left\|K_{i}\right\| \mathcal{I}-\frac{1}{2}\left\|K_{e a} G_{r a} K_{\zeta}\right\| \mathcal{I}
\end{aligned}
$$

From (5.55), we can choose $K_{p}, K_{i}, K_{\nu a}, k_{d}$ and $K_{\zeta}$ such that the matrices $\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}$ are all positive definite. Then

$$
\begin{align*}
\dot{V} \leq & -\lambda_{\min }(\mathcal{A})\left\|r_{1}\right\|^{2}-\lambda_{\min }(\mathcal{B})\left\|r_{2}\right\|^{2}-\lambda_{\min }(\mathcal{C})\left\|s_{a}\right\|^{2} \\
& -\lambda_{\min }(\mathcal{D})\left\|e_{\zeta}\right\|^{2}-\lambda_{\min }(\mathcal{D})\|\tilde{\zeta}\|^{2} \\
& +\frac{1}{4}\left(C^{T} \Gamma^{-1} \Lambda C+\alpha_{a}^{T} \beta^{-1} \kappa \alpha_{a}\right) \tag{5.56}
\end{align*}
$$

noting $\frac{1}{4}\left(C^{T} \Gamma^{-1} \Lambda C+\alpha_{a}^{T} \beta^{-1} \kappa \alpha_{a}\right) \rightarrow 0$ as $t \rightarrow \infty$ because of Definition 5.1.
Integrating both sides of the above equation gives

$$
\begin{align*}
V(t)-V(0) \leq & -\int_{0}^{t}\left(r_{1}^{T} \mathcal{A} r_{1}+r_{2}^{T} \mathcal{B} r_{2}+s_{a}^{T} \mathcal{C} s_{a}+e_{\zeta}^{T} \mathcal{D} e_{\zeta}+\tilde{\zeta}^{T} \mathcal{D} \tilde{\zeta}\right) d \varpi \\
& +\frac{1}{4} \int_{0}^{t}\left(C^{T} \Gamma^{-1} \Lambda C+\alpha^{T} \beta^{-1} \kappa \alpha\right) d \varpi \\
< & -\int_{0}^{t}\left(r_{1}^{T} \mathcal{A} r_{1}+r_{2}^{T} \mathcal{B} r_{2}+s_{a}^{T} \mathcal{C} s_{a}+e_{\zeta}^{T} \mathcal{D} e_{\zeta}\right. \\
& \left.+\tilde{\zeta}^{T} \mathcal{D} \tilde{\zeta}\right) d \varpi+\frac{1}{4} C^{T} \mathcal{E} C+\frac{1}{4} \alpha_{a}^{T} \mathcal{F} \alpha_{a} \tag{5.57}
\end{align*}
$$

with $\mathcal{E}=\operatorname{diag}\left[a_{i} / \gamma_{i}\right], i=1, \ldots, 5$ and $\mathcal{F}=\operatorname{diag}\left[b_{\iota} / \beta_{\iota}\right], \iota=1, \ldots, 3$.
(ii) From (5.57), one has $V(t)<V(0)+\frac{1}{4} C^{T} \mathcal{E} C+\frac{1}{4} \alpha_{a}^{T} \mathcal{F} \alpha_{a}$, therefore, $V$ is bounded, which implies that $r_{1}, r_{2}, s_{a} \in L_{\infty}^{n-j-k}$. From the definitions of $r_{1}$ and $r_{2}$ and $s_{a}$, it can be obtained that $e_{\zeta}, \dot{e}_{\zeta}, e_{I a}, \dot{e}_{I a} \in L_{\infty}^{n-j-k}$. As it has been established that $e_{\zeta}, \dot{e}_{\zeta}, e_{I a}, \dot{e}_{I a} \in L_{\infty}$, from Assumption 4.1, we conclude that $\zeta(t), \dot{\zeta}(t), \dot{\zeta}_{r}(t), \ddot{\zeta}_{r}(t), I_{a}, \dot{I}_{a}, I_{r a}, \dot{I}_{r a} \in L_{\infty}^{n-k}$ and $\dot{q} \in L_{\infty}^{n}$.

Therefore, all the signals on the right hand side of (5.44) are bounded and it is concluded that $\dot{r}_{1}, \dot{r}_{2}$ and $\dot{s}_{a}$ and therefore $\ddot{\zeta}$ and $\dot{I}_{r a}$ are bounded. Thus, $r, s_{a} \rightarrow 0$ as $t \rightarrow \infty$ can be obtained. Consequently, one has $e_{\zeta}, e_{I a} \rightarrow$ $0, \dot{e}_{\zeta}, \dot{e}_{I a} \rightarrow 0$ as $t \rightarrow \infty$. It follows that $e_{q}, \dot{e}_{q} \rightarrow 0$ as $t \rightarrow \infty$.
(iii) Substituting the control (5.36) and (5.37) into the reduced order dy-
namic system model (4.23) yields

$$
\begin{align*}
\left(I+K_{f}\right) e_{\lambda}= & Z\left(C_{2}(\zeta, \dot{\zeta}) \dot{\zeta}+G_{2}+d_{2}(t)-L^{+T} B_{1 a} G_{r b} K_{N a} I_{a}\right) \\
& +B_{1 b} G_{r b} K_{N b} I_{r b}+B_{1 b} G_{r b} K_{N b} s_{b} \\
& -Z L^{+T} M_{L}(\zeta) \ddot{\zeta}+(\ln (\cosh (\hat{\chi}))+\delta) \ddot{\zeta}_{r} \\
& +B_{1 b} G_{r b} K_{N b} s_{b} \tag{5.58}
\end{align*}
$$

For the $k$ joints in the force space, $V_{1}=0, I_{b} \in \mathbf{R}^{k},(5.24)$ could be rewritten as $L_{a b} \frac{d I_{b}}{d t}+R_{a b} I_{b}=\nu_{b}$ and therefore, $V_{2}$ could be rewritten as $V_{2}=\frac{1}{2} s_{b}^{T} L_{a b} s_{b}+$ $\frac{1}{2} \tilde{\alpha}_{b}^{T} \beta^{-1} \tilde{\alpha}_{b}$, and the time derivative of $V_{2}$ is as similar as (5.53),

$$
\begin{equation*}
\dot{V}_{2} \leq-s_{b}^{T} K_{N b}\left(K_{\nu b}+R_{a b}\right) s_{b}+\frac{1}{4} \alpha_{b}^{T} \beta^{-1} \kappa \alpha_{b} \tag{5.59}
\end{equation*}
$$

noting that $\frac{1}{4} \alpha_{b}^{T} \beta^{-1} \kappa \alpha_{b} \rightarrow 0$ as $t \rightarrow \infty$ because of $\kappa$ satisfying Definition 5.1.
Integrating both sides of the above equation gives

$$
V_{2}(t)-V_{2}(0)<-\int_{0}^{t} s_{b}^{T} K_{N b}\left(K_{\nu b}+R_{a b}\right) s_{b} d \varpi+\frac{1}{4} \alpha_{b}^{T} \mathcal{F} \alpha_{b}
$$

Since $K_{N b}\left(K_{\nu b}+R_{a b}\right)>0$ is bounded, $V_{2}(t)<V_{2}(0)+\frac{1}{4} \alpha_{b}^{T} \mathcal{F} \alpha_{b}$, therefore, $V_{2}(t)$ is bounded, $V(t)$ is bounded for the joints in the force space and then $s_{b} \rightarrow 0$ as $t \rightarrow \infty$. The proof is completed by noticing that $\ddot{\zeta}, Z, K_{N b}$ and $s_{b}$ are bounded. Moreover, $\zeta_{r} \rightarrow \zeta_{d}, \zeta \rightarrow \zeta_{d}$, and the right side of (5.58) are bounded and the size of $e_{\lambda}$ can be adjusted by choosing the proper gain matrices $K_{\lambda}$.

Since $r, \zeta, \dot{\zeta}, \zeta_{r}, \dot{\zeta}_{r}, \ddot{\zeta}_{r}, e_{\lambda}$ and $s$ are all bounded, it is easy to conclude that $\tau$ is bounded from (5.33).

### 5.2.7 Simulation Studies

Consider the mobile manipulator shown in Fig. 5.5 with the nonholonomic constraint $\dot{x} \cos \theta+\dot{y} \sin \theta=0$, where $q_{v}=[x, y, \theta]^{T}, q_{r}=\left[\theta_{1}, \theta_{2}\right]^{T}, q=\left[q_{v}, q_{r}\right]^{T}$, and $A_{v}=[\cos \theta, \sin \theta, 0]^{T}, \tau_{v}=\left[\tau_{l w}, \tau_{r w}\right]^{T}, \tau_{r}=\left[\tau_{1}, \tau_{2}\right]^{T}$. The matrices $H$ can be chosen as $H=\left[H_{1}, H_{2}, H_{3}, H_{4}, H_{5}\right], H_{1}=[-\tan \theta, 0.0,0.0,0.0]^{T}$, $H_{2}=[1.0,0.0,0.0,0.0]^{T}, H_{3}=[0.0,1.0,0.0,0.0]^{T}, H_{4}=[0.0,0.0,1.0,0.0]^{T}$ and $H_{5}=[0.0,0.0,0.0,1.0]^{T}$.

Given the desired trajectories and the geometric constraint, the endeffector is subject to $y_{d}=1.5 \sin (t), \theta_{d}=1.0 \sin (t), \theta_{1 d}=\pi / 4(1-\cos (t))$, $\Phi=l_{1}+l_{2} \sin \left(\theta_{2}\right)=0$, and $\lambda_{d}=10.0 N$.

Remark 5.4 The existence of sgn-function in the control (5.36), (5.39) and (5.40) may inevitably lead to chattering in control torques. To avoid such a phenomenon, in actual implementation, it can be replaced by the sat function defined as: if $|\sigma| \geq \varsigma$, $\operatorname{sat}(\sigma)=\operatorname{sgn}(\sigma)$, else, $\operatorname{sat}(\sigma)=\varsigma / \sigma$, where $\sigma=r$ or $s$ [23].

In the simulation, the parameters of the system are assumed to be $m_{p}=m_{1}=m_{2}=1.0 \mathrm{~kg}, I_{w}=I_{p}=1.0 \mathrm{kgm}^{2}, 2 I_{1}=I_{2}=1.0 \mathrm{kgm}^{2}$, $I=0.5 \mathrm{kgm}^{2}, d=l=r=1.0 \mathrm{~m}, 2 l_{1}=1.0 \mathrm{~m}, 2 l_{2}=0.6 \mathrm{~m}, q(0)=$ $[0,2.0,0.6,0.5]^{T} m, \dot{q}(0)=[0.0,0.0,0.0,0.0]^{T} m / s, K_{N}=\operatorname{diag}[0.01] N m / A$, $G_{r}=\operatorname{diag}[100], L_{a}=[5.0, \ldots, 5.0]^{T} m H, R_{a}=[2.5, \ldots, 2.5]^{T} O h m$, and $K_{e}=[0.02,0.02,0.02,0.02]^{T} V s / r a d$. The disturbances on the mobile base are introduced into the simulation model as $0.1 \sin (t)$ and $0.1 \cos (t)$. By Theorem 5.3, the observer gain is selected as $k_{d}=\operatorname{diag}[50]$, the control gains are selected as $K_{p}=\operatorname{diag}[10.0,10.0,10.0], K_{\zeta}=\operatorname{diag}[1.0,1.0,1.0]$, $K_{\nu}=\operatorname{diag}[10.0,10.0,10.0,10.0], K_{i}=\operatorname{diag}[0.5]$ and $K_{f}=0.5, \hat{C}(0)=$ $[1.0,1.0,1.0,1.0,1.0]^{T}, K_{N}=\operatorname{diag}[0.1], G_{r}=\operatorname{diag}[50], \Lambda=\kappa=\operatorname{diag}[1 /(1+$ $\left.t)^{2}\right], \Gamma=\operatorname{diag}[4.8], \beta=\operatorname{diag}[0.2], \hat{\alpha}(0)=[0.001,1.0,0.01]^{T}, \varsigma=0.01$. The simulation results for motion/force are shown in Figs. 5.6-5.8 [168].

The desired currents tracking and input voltages on the motors are shown in Figs. 5.9-5.10 and Figs. 5.12-5.13. The simulation results show the better performance: the trajectory and force tracking errors converge to zero, which validates the effectiveness of the control law in Theorem 5.3. The better tracking performances is largely due to the "adaptive" mechanism. Although the parametric uncertainties and the external disturbances are both introduced into the simulation model, the force/motion control performance of the system, under the proposed control, is not degraded. The simulation results demonstrate the effectiveness of the proposed adaptive control in the presence of unknown nonlinear dynamic system and environments. Different motion/force tracking performance can be achieved by adjusting parameter adaptation gains and control gains.


## FIGURE 5.6

The positions of the joints.


## FIGURE 5.7

The velocities of the joints.


## FIGURE 5.8

The torques of the joints.


## FIGURE 5.9

Tracking the desired currents.


## FIGURE 5.10

The input voltages.


## FIGURE 5.11

The constraint force.


## FIGURE 5.12

Tracking the desired current of joint 2 .


## FIGURE 5.13

The input voltage of joint 2 .

### 5.3 Adaptive Robust Hybrid Position/Force Control

### 5.3.1 Introduction

Fundamentally, the nonholonomic mobile manipulator is a typical nonholonomic mechanical system and possesses a complex and strongly coupled dynamics of the mobile platform and the robotic manipulator. In this section, we shall consider not only position stabilization but also force control under uncertain constraints on the dynamics level. The tracking control of mobile manipulators should include position/force tracking control in the presence of model parameter uncertainty and the constraint uncertainty for the practical applications. Therefore, in this section, we shall consider the case that the end-effector of the mobile manipulator might be in contact with a constrained surface, as in applications involving contour following, grinding, and assembling. Both the positions and constraint forces are required to asymptotically converge to their desired trajectories and constraint forces, respectively, in the presence of uncertainty.

With the assumption of known dynamics, much research has been carried out. In [101], input-output feedback linearization was proposed for the mobile platform such that the manipulator is always positioned at the preferred configurations measured by its manipulability. In [102], the dynamic coupling between the mobile platform and the arm on the tracking performance of a mobile manipulator was studied, and nonlinear feedback control for the mobile manipulator was developed to compensate for the dynamic interaction. Similarly, through nonlinear feedback linearization and decoupling the dynamics in [61], force/position control of the end-effector along the same direction for mobile manipulators was proposed and applied to nonholonomic cart pushing.

Decentralized robust control was developed to overcome the effects of unknown internal interactive forces and parameter uncertainty of the mobile manipulators [7]. Adaptive neural network (NN) control has been proposed for the motion control of a mobile manipulator subject to kinematic constraints [115]. However, for practical applications, not only the motion but also the force of the end-effector of the arm should be considered. Adaptive control was proposed for trajectory/force control of mobile manipulators subjected to holonomic and nonholonomic constraints with unknown inertia parameters [103], which ensures the motion of the system to asymptotically converge to
the desired trajectory and force. Most control approaches for mobile manipulators deal with uncertainty in system dynamics and assume that the exact holonomic constraints of the interconnected system is known. However, in practical applications, environmental uncertainties arise in mobile manipulator applications. The motion of the end-effector on the surface together with the contact force are to be controlled, while exact knowledge of the holonomic constraints is not usually available due to the complexity of the constraints or possible change in location and orientation of the constraints. Due to the uncertainty of the system parameters, the holonomic uncertainty in such systems can affect the control stability and performance. If the rigid working environment is partially known, the holonomic uncertainty could be translated into kinematic uncertainty or a constraint Jacobian matrix.

In this section, under holonomic uncertainty, we consider the position and force tracking for general nonholonomic mobile manipulator systems in which the system is transformed into a chained form. Since the general position/force decomposition control is not valid with constraint uncertainties, we develop a low-pass force filter to assure the boundedness of force error and simultaneously estimate the uncertain constraint Jacobian matrix. A main concern in our design is the magnitude of the Jacobian error as it influences the residual force error. By investigating the dynamics error, we apply a reduction procedure and define a mixed tracking error of trajectory and force. Then, robust adaptive force/motion control is presented in which adaptive controls are used to compensate for parametric uncertainties and suppress constraint uncertainties and bounded disturbances. The control guarantees the outputs of the dynamic system to track some bounded hybrid signals which subsequently drive the kinematic system to the desired trajectory/force.

### 5.3.2 Nonholonomic Constraint in Chained Form

When the system is subjected to nonholonomic constraints, assume the $m$ nonintegrable and independent velocity constraints can be expressed as

$$
\begin{equation*}
A\left(q_{v}\right) \dot{q}_{v}=0 \tag{5.60}
\end{equation*}
$$

Since $A\left(q_{v}\right) \in \mathbf{R}^{\left(n_{v}-m\right) \times n_{v}}$, it is always possible to find an $m$ rank matrix $S_{v}\left(q_{v}\right) \in \mathbf{R}^{n_{v} \times m}$ formed by a set of smooth and linearly independent vector fields spanning the null space of $A\left(q_{v}\right)$, i.e.,

$$
\begin{equation*}
S_{v}^{T}\left(q_{v}\right) A^{T}\left(q_{v}\right)=0 \tag{5.61}
\end{equation*}
$$

Since $S_{v}\left(q_{v}\right)=\left[s_{v 1}\left(q_{v}\right), \ldots, s_{v m}\left(q_{v}\right)\right]$ is formed by a set of smooth and linearly independent vectors spanning the null space of $A\left(q_{v}\right)$, we define an auxiliary function $v_{b}=\left[v_{b 1}, \ldots, v_{b m}\right]^{T} \in \mathbf{R}^{m}$ such that

$$
\begin{equation*}
\dot{q}_{v}=S_{v}\left(q_{v}\right) v_{b}=s_{v 1}\left(q_{v}\right) v_{b 1}+\cdots+s_{v m}\left(q_{v}\right) v_{b m} \tag{5.62}
\end{equation*}
$$

which is the so-called kinematic model of nonholonomic system. Differentiating (5.62) yields

$$
\begin{equation*}
\ddot{q}_{v}=\dot{S}_{v}\left(q_{v}\right) v_{b}+S_{v}\left(q_{v}\right) \dot{v}_{b} \tag{5.63}
\end{equation*}
$$

Therefore, the dynamics (4.1), after eliminating the nonholonomic constraint $A^{T} \lambda_{n}$, can be reformulated as

$$
\begin{align*}
\dot{q} & =S(q) v  \tag{5.64}\\
M_{1}(q) \dot{v}+C_{1}(q, \dot{q}) v+G_{1}(q)+d_{1}(t) & =B_{1}(q) \tau+f_{1} \tag{5.65}
\end{align*}
$$

where $S=\operatorname{diag}\left[S_{v}\left(q_{v}\right), I_{a}\right], M_{1}(q)=S^{T}(q) M(q) S(q), G_{1}(q)=S^{T}(q) G(q)$, $C_{1}(q, \dot{q})=S^{T}(q)[M(q) \dot{S}(q)+C(q, \dot{q}) S(q)], d_{1}(t)=S^{T}(q) d(t), \quad B_{1}(q)=$ $S^{T}(q) B(q), v=\left[v_{b}, \dot{q}_{a}\right]^{T}$, and $f_{1}=J_{1}^{T} \lambda_{h}$ with $J_{1}=\left[J_{v}, J_{a}\right]$.

### 5.3.3 Reduced Model and State Transformation

Assume that there exist a coordinate transformation $T_{1}(q)$ and a state feedback $T_{2}(q)$

$$
\begin{gather*}
\zeta=\left[\xi, q_{a}\right]^{T}=T_{1}(q)=\left[T_{11}\left(q_{v}\right), q_{a}\right]^{T}  \tag{5.66}\\
v=\left[v_{b}, \dot{q}_{a}\right]^{T}=T_{2}(q) u=\left[T_{21}\left(q_{v}\right) u_{b}, u_{a}\right]^{T} \tag{5.67}
\end{gather*}
$$

with $T_{2}(q)=\operatorname{diag}\left[T_{21}\left(q_{v}\right), I\right]$ and $u=\left[u_{b}, u_{a}\right]^{T}$, so that the kinematic system (5.64) could be locally or globally converted to the chained form [84, 85]

$$
\begin{align*}
\dot{\xi}_{1} & =u_{1} \\
\dot{\xi}_{i} & =u_{1} \xi_{i+1}\left(2 \leq i \leq n_{v}-1\right) \\
\dot{\xi}_{n_{v}} & =u_{2} \\
\dot{q}_{a} & =u_{a} \tag{5.68}
\end{align*}
$$

where $u_{a}=\left[u_{a 1}, \ldots, u_{a n_{a}}\right]^{T}$.
Remark 5.5 A necessary and sufficient condition for existence of the transformation of the kinematic system (5.64) with two independent wheels driven
mobile manipulator into this chained form (single chain) [10]. For the discussion of the other types of mobile platforms (multichain case), the reader may refer to [84].

Considering the above transformations, the dynamics (5.65) are converted as

$$
\begin{equation*}
M_{2}(\zeta) \dot{u}+C_{2}(\zeta, \dot{\zeta}) u+G_{2}(\zeta)+d_{2}=B_{2} \tau+f_{2} \tag{5.69}
\end{equation*}
$$

where

$$
\begin{align*}
& M_{2}(\zeta)=\left.T_{2}^{T}(q) M_{1}(q) T_{2}(q)\right|_{q=T_{1}^{-1}(\zeta)}  \tag{5.70}\\
& C_{2}(\zeta, \dot{\zeta})=\left.T_{2}^{T}(q)\left[M_{1}(q) \dot{T}_{2}(q)+C_{1}(q, \dot{q}) T_{2}(q)\right]\right|_{q=T_{1}^{-1}(\zeta)} \\
& G_{2}(\zeta)=\left.T_{2}^{T}(q) G_{1}(q)\right|_{q=T_{1}^{-1}(\zeta)}  \tag{5.71}\\
& B_{2}=\left.T_{2}^{T}(q) B_{1}(q)\right|_{q=T_{1}^{-1}(\zeta)}  \tag{5.72}\\
& f_{2}=T_{2}^{T}(q) f_{1}=J_{2}(q)^{T} \lambda_{h}=\left.\left[J_{2 v}, J_{2 a}\right]^{T} \lambda_{h}\right|_{q=T_{1}^{-1}(\zeta)}  \tag{5.73}\\
& d_{2}=\left.T_{2}^{T}(q) d_{1}\right|_{q=T_{1}^{-1}\left(\zeta^{1}\right)} \tag{5.74}
\end{align*}
$$

Property 5.1 The matrix $M_{2}$ is symmetric and positive definite.
Property 5.2 The matrix $\dot{M}_{2}-2 C_{2}$ is skew-symmetric.
Property 5.3 There exist some finite non-negative constants $c_{i} \geq 0$ ( $i=$ 5) such that $\forall \zeta \in \mathbf{R}^{n}, \forall \dot{\zeta} \in \mathbf{R}^{n},\left\|M_{2}(\zeta)\right\| \leq c_{1},\left\|C_{2}(\zeta, \dot{\zeta})\right\| \leq c_{2}+c_{3}\|\dot{\zeta}\|$, $\left\|G_{2}(\zeta)\right\| \leq c_{4}$, and $\sup _{t \geq 0}\left\|d_{2}(t)\right\| \leq c_{5}$.

### 5.3.4 Uncertain Holonomic Constraints

Assume that the $r$-rigid-link manipulator in contact with a certain constrained surface $\Phi(q)$ can be represented as $\Phi(\chi(q))=0$, where $\Phi(\chi(q))$ is a given scalar function and $\chi(q) \in \mathbf{R}^{l}$ denotes the position vector of the end-effector in contact with the environment. If the constraint surface is rigid and has a continuous gradient, the contact force in (5.69) can be given as $f_{2}=J_{2}^{T}(q) \lambda_{h}$, where $\lambda_{h}$ is the magnitude of the contact force. However, when the robot endeffector is rigidly in contact with the uncertain surface, the environmental constraint could be expressed as an algebraic equation of the coordinate $\chi$ in the task space. Without loss of generality, the uncertain surface constraint $\bar{\Phi}(\chi(q))$ can be decomposed into a nominal part $\Phi(\chi(q))$ and an unknown constraint error part $\Delta \Phi(\chi(q))$ in an additive manner as follows:

$$
\begin{equation*}
\bar{\Phi}(\chi(q))=\Phi(\chi(q))+\Delta \Phi(\chi(q)) \tag{5.75}
\end{equation*}
$$

where $\bar{\Phi}(\chi(q))$ is the constrained surface.
Let $\bar{J}_{2}$ and $J_{2}$ be the Jacobian matrix of $\bar{\Phi}(\chi(q))$ and $\Phi(\chi(q))$ with respect to $q$, and since $\dot{q}_{v}=H_{v}\left(q_{v}\right) T_{21}\left(q_{v}\right) u_{b}, \bar{J}_{2}(q)=\bar{J}_{\chi}\left[J_{2 v} H_{v}\left(q_{v}\right) T_{21}\left(q_{v}\right), J_{2 a}\right]$, $J_{2}(q)=J_{\chi}\left[J_{2 v} H_{v}\left(q_{v}\right) T_{21}\left(q_{v}\right), J_{2 a}\right], \bar{J}_{\chi}=\bar{\Phi}(\chi(q)) / \partial \chi, J_{\chi}=\partial \Phi(\chi(q)) / \partial \chi$, $J_{2 v}=\partial \chi / \partial q_{v}$ and $J_{2 a}=\partial \chi / \partial q_{a}$.

Integrating (5.64) and (5.67), we have

$$
\begin{equation*}
J_{2}(q) u+\frac{\partial \Delta \Phi(\chi(q))}{\partial t}=0 \tag{5.76}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
\bar{J}_{2}(q)=J_{2}(q)+\Delta J_{2}(q) \tag{5.77}
\end{equation*}
$$

with $\Delta J_{2}(q)$ defined later. Since the uncertain constraint errors (5.75) are introduced, integrating (5.77) into (5.69) yields

$$
\begin{align*}
M_{2}(\zeta) \dot{u}+ & C_{2}(\zeta, \dot{\zeta}) u+G_{2}(\zeta)+d_{2}=B_{2} \tau \\
& +\left(J_{2}\left(T_{1}^{-1}(\zeta)\right)+\Delta J_{2}\left(T_{1}^{-1}(\zeta)\right)\right)^{T} \lambda_{h} \tag{5.78}
\end{align*}
$$

Assumption 5.4 The Jacobian matrices $\bar{J}_{2}(q)$ are uniformly bounded and uniformly continuous if $q$ are uniformly bounded and continuous, respectively.

Assumption 5.5 The manipulator is operating away from any singularity.
Remark 5.6 Under Assumption 5.5, the Jacobian $J_{2 a}=\frac{\partial \chi}{\partial q_{a}}$ is of full row rank $l$, such that the joint coordinate $q_{a}$ can be partitioned into $q_{a}=\left[q_{a 1}, q_{a 2}\right]^{T}$ where $q_{a 1} \in \mathbf{R}^{n_{a}-l}$ and $q_{a 2} \in \mathbf{R}^{l}$, with $q_{a 2}=\Omega\left(q_{a 1}\right)$ with a nonlinear mapping function $\Omega(\cdot)$ from an open set $\mathbf{R}^{n_{a}-l} \times \mathbf{R} \rightarrow \mathbf{R}^{l}$. The terms $\partial \Omega / \partial q_{a 1}$, $\partial^{2} \Omega / \partial q_{a 1}^{2}, \partial \Omega / \partial t, \partial^{2} \Omega / \partial t^{2}$ exist and are bounded in the workspace.

Since the dimension of the constraint is $l$, the configuration space of the manipulator is left with $n_{a}-l$ degrees of freedom. Based on the full row rank for $J_{a}$, the existence of $\Omega\left(q_{a 1}\right)$ [17], [18], it is easy to obtain

$$
\begin{equation*}
J_{2}(q)=J_{\chi}\left[J_{2 v} H_{v}\left(q_{v}\right) T_{21}\left(q_{v}\right), J_{2 a 1}, J_{2 a 2}\right] \tag{5.79}
\end{equation*}
$$

Integrating (5.79) into (5.76) and considering (5.79) and letting $\delta_{h}=$ $\frac{\partial \Delta \Phi(\chi(q))}{\partial t}$, we have

$$
u=\left[\begin{array}{c}
u_{b}  \tag{5.80}\\
\dot{q}_{a 1} \\
-J_{2 a 2}^{-1}\left[J_{1 v} H_{v}\left(q_{v}\right) T_{21}\left(q_{v}\right) u_{b}+J_{1 a 1} \dot{q}_{a 1}\right] \\
-J_{1 a 2}^{-1} J_{\chi}^{-1} \delta_{h}
\end{array}\right]=L u^{1}+\varepsilon
$$

where

$$
\begin{align*}
L & =\left[\begin{array}{ll}
L_{v} & L_{a}
\end{array}\right]^{T}=\left[\begin{array}{cl}
I_{v} & 0 \\
0 & I_{a 1} \\
-J_{2 a 2}^{-1} J_{2 v} H_{v}\left(q_{v}\right) T_{21}\left(q_{v}\right) & -J_{2 a 2}^{-1} J_{2 a 1}
\end{array}\right]  \tag{5.81}\\
u^{1} & =\left[\begin{array}{ll}
u_{b} & \dot{q}_{a 1}
\end{array}\right]^{T}  \tag{5.82}\\
\varepsilon & =\mathcal{J} \delta_{h}  \tag{5.83}\\
\mathcal{J} & =\left[\begin{array}{lll}
0 & 0 & -J_{2 a 2}^{-1} J_{\chi}^{-1}
\end{array}\right]^{T} \tag{5.84}
\end{align*}
$$

Then, we have

$$
\begin{equation*}
L^{T} J_{2}^{T}(q)=0 \tag{5.85}
\end{equation*}
$$

Differentiating (5.80) and substituting it into (5.78), we have

$$
\begin{align*}
M_{3}(\zeta) \dot{u}^{1}+ & C_{3} u^{1}+G_{3}(\zeta)+d_{3}=B_{3} \tau \\
& +\left(J_{2}\left(T_{1}^{-1}(\zeta)\right)+\Delta J_{2}\left(T_{1}^{-1}(\zeta)\right)\right)^{T} \lambda_{h} \tag{5.86}
\end{align*}
$$

where $M_{3}(\zeta)=M_{2}(\zeta) L, C_{3}(\zeta, \dot{\zeta})=M_{2}(\zeta) \dot{L}+C_{2}(\zeta, \dot{\zeta}) L, G_{3}(\zeta)=G_{2}(\zeta)$, $B_{3}=B_{2}, d_{3}=M_{2}(\zeta) \dot{\varepsilon}+C_{2}(\zeta, \dot{\zeta}) \varepsilon+d_{2}$.

Assumption 5.6 The set of the constrained surface reachable by the endeffector of mobile manipulator, defined by

$$
\begin{equation*}
\mathcal{S}:=\left\{\chi: \bar{\Phi}(\chi, \alpha)=0, \alpha \in \mathbf{R}^{l_{1}}\right\} \tag{5.87}
\end{equation*}
$$

is bounded and belongs to a class of continuously differentiable manifolds $\bar{\Phi}(\chi, \alpha)=f\left(\chi_{1}, \chi_{2}, \ldots, \chi_{l_{1}}\right) \alpha+g\left(\chi_{l_{1}+1}, \chi_{l_{1}+2}, \ldots, \chi_{l}\right) \epsilon+\varpi$ with $l_{1} \leq l \leq n$ and $\chi \in \mathbf{R}^{n}$, where $\alpha=\left[\alpha_{1}, \ldots, \alpha_{l_{1}}, 0, \ldots, 0\right]^{T} \in$ $\mathbf{R}^{l}$ and $\epsilon=[0, \ldots, 0,1, \ldots, 1]^{T} \in \mathbf{R}^{l}$ are constant vectors, $f(*)=$ $\left[f_{1}, \ldots, f_{l_{1}}, 0, \ldots, 0\right] \in \mathbf{R}^{1 \times l}$ and $g(*)=\left[0, \ldots, 0, g_{1}, \ldots, g_{l}\right] \in \mathbf{R}^{1 \times l}$ are bounded and uniformly continuous differentiable vectors, and $\varpi$ is a constant scalar.

Remark 5.7 We can give an example satisfying the Assumption 5.6 as $z=$ $\sqrt{a^{2}-x^{2}-y^{2}}, z>h$, and $a$ is a constant scalar, $0<h<a$, as shown in Fig.5.14.

Considering Assumption 5.6, the uncertainty $\delta_{h}$ could be described as

$$
\begin{align*}
\delta_{h} & =\Delta J_{2}\left(T_{1}^{-1}(\zeta)\right) \frac{d}{d t}\left(T_{1}^{-1}(\zeta)\right)  \tag{5.88}\\
\Delta J_{2}^{T} & =J_{\zeta}^{T} \rho\left(S_{\Phi}(\chi) W+C_{\Phi} v\right) \tag{5.89}
\end{align*}
$$



## FIGURE 5.14

An example of constraint surface.
where

$$
\begin{aligned}
S_{\Phi} & =\left[\frac{\partial f}{\partial \chi_{1}}, \frac{\partial f}{\partial \chi_{2}}, \ldots, \frac{\partial f}{\partial \chi_{l_{1}}}, 0, \ldots, 0\right]^{T} \in \mathbf{R}^{l \times l} \\
C_{\Phi} & =\left[0, \ldots, 0, \frac{\partial g}{\partial \chi_{l_{1}+1}}, \frac{\partial g}{\partial \chi_{l_{1}+2}}, \ldots, \frac{\partial g}{\partial \chi_{l}}\right]^{T} \in \mathbf{R}^{l \times l} \\
\rho & =1 /\left\|S_{\Phi}(\chi) W+C_{\Phi} v\right\| \\
J_{\zeta} & =\frac{\partial \chi}{\partial \zeta}
\end{aligned}
$$

From Assumption 5.6, the weight vector $W=\left[W_{1}, \ldots, W_{l_{1}}, 0, \ldots, 0\right]^{T} \in \mathbf{R}^{l}$ is unknown positive, and $v=[0, \ldots, 0,1, \ldots, 1]^{T} \in \mathbf{R}^{l}$.

Property 5.4 $S_{\Phi} C_{\Phi}=0$ and $W^{T} v=0$.
Let the estimated Jacobian $\Delta \hat{J}_{2}$ be

$$
\begin{equation*}
\Delta \hat{J}_{2}^{T}=J_{\zeta}^{T} \hat{\rho}\left(S_{\Phi} \hat{W}+C_{\Phi} v\right) \tag{5.90}
\end{equation*}
$$

with $\hat{\rho}=1 /\left\|S_{\Phi}(\chi) \hat{W}+C_{\Phi} v\right\|$. Considering Property 5.4 , the error in Jacobian matrix $\Delta \tilde{J}_{2}=\Delta \hat{J}_{2}-\Delta J_{2}$ can be expressed by

$$
\begin{equation*}
\Delta \tilde{J}_{2}^{T}=J_{\zeta}^{T}\left(S_{\Phi}(\hat{\rho} \hat{W}-\rho W)+\tilde{\rho} C_{\Phi} v\right) \tag{5.91}
\end{equation*}
$$

where $\tilde{\rho}=\hat{\rho}-\rho$. Considering (5.91), the force error can be expressed as

$$
\begin{align*}
e_{f} & =J_{\zeta}^{+T} J_{2}^{T} \lambda_{h}-F=J_{\zeta}^{+^{T}}\left(J_{2}^{T} \lambda_{h}+\Delta \hat{J}_{2}^{T} \lambda_{h}-J_{2}^{T} \lambda_{h}-\Delta J_{2}^{T} \lambda_{h}\right) \\
& =J_{\zeta}^{+T} \Delta \tilde{J}_{2}^{T} \lambda_{h} \tag{5.92}
\end{align*}
$$

where $J_{\zeta}^{+T}=J_{\zeta}\left(J_{\zeta}^{T} J_{\zeta}\right)^{-1}$ and the force error $e_{f}$ can be calculated from $J_{\zeta}^{+T} J_{2}^{T} \lambda_{h}$ and $F$ from the mounted force sensor.

Assumption 5.7 There exist some finite non-negative known constants $b_{\delta 1}$ and $b_{\delta 2}$, such that, $\forall \chi \in \Omega_{\chi},\left\|\delta_{h}\right\| \leq b_{\delta 1}\left\|\frac{d}{d t} T_{1}^{-1}(\zeta)\right\|,\left\|\dot{\delta}_{h}\right\| \leq b_{\delta 1}\left\|\frac{d^{2}}{d t^{2}} T_{1}^{-1}(\zeta)\right\|+$ $b_{\delta 2}\left\|\frac{d}{d t} T_{1}^{-1}(\zeta)\right\|$.

### 5.3.5 Adaptive Control

A desired trajectory $q_{d}$ and a desired constraint force, or, equivalently, a desired multiplier $\lambda_{h}^{d}(t)$ should satisfy the constrained equations. Since the desired trajectory $q_{d}$ should satisfy the equation (5.66), we can have the desired $\zeta_{d}$. After the transformation for the chained form through $\zeta_{d}=T_{1}\left(q_{d}\right)$ and $v_{d}=T_{2}\left(q_{d}\right) u_{d}$, we can obtain $\zeta_{d}$ and $u_{d}$ and, equivalently, $u_{d}^{1}$. The trajectory and force tracking control can be restated as seeking a strategy for specifying a control law subjected to the uncertain holonomic constraint, such that $\left\{\lambda_{h}, \zeta, \dot{\zeta}\right\} \rightarrow\left\{\lambda_{h}^{d}, \zeta_{d}, \dot{\zeta}_{d}\right\}$. For the development of the control law, the following assumption is required.

Assumption 5.8 The desired reference trajectory $\zeta_{d}(t)$ is assumed to be bounded and uniformly continuous, and has bounded and uniformly continuous derivatives up to the $(n-1)$ th order. The desired Lagrangian multiplier $\lambda_{h}^{d}$ is also bounded and uniformly continuous.

Assumption 5.9 The time varying positive functions $\varrho_{i}$ and $h_{i}$ converge to zero as $t \rightarrow \infty$ and satisfy $\lim _{t \rightarrow \infty} \int_{0}^{t} \varrho_{i}(\omega) d \omega=a_{i}<\infty$, $\lim _{t \rightarrow \infty} \int_{0}^{t} h_{i}(\omega) d \omega=b_{i}<\infty$ with finite constants $a_{i}$ and $b_{i}, i=1, \ldots, 5$.

There are many choices for $\varrho_{i}$ and $h_{i}$ satisfying the Assumption 5.9, for example, $\varrho_{i}=h_{i}=1 /(1+t)^{2}$. Denote the tracking errors as $e=\zeta-\zeta_{d}$ and
$e_{\lambda}=\lambda_{h}-\lambda_{h}^{d}$, and define the reference signals

$$
\begin{align*}
u_{d}^{1}= & {\left[u_{b d}^{1}, u_{a d}^{1}\right]^{T} }  \tag{5.93}\\
u_{b d}^{1} & =\left[\begin{array}{c}
u_{d 1}+\eta \\
u_{d 2}-s_{n_{v}}-1 u_{d 1}-k_{n_{v}} s_{n_{v}} \\
+\sum_{i=0}^{n_{v}-3} \frac{\partial\left(e_{n_{v}}-s_{n_{v}}\right)}{\partial u_{d 1}^{(i)}} u_{d 1}^{(i+1)} \\
+\sum_{i=2}^{n_{v}-1} \frac{\partial\left(e_{\left.n_{v}-s_{n_{v}}\right)}^{\partial e_{i}}\right.}{} e_{i+1}
\end{array}\right] \\
u_{a d}^{1}= & \dot{q}_{a 1 d}-K_{a}\left(q_{a 1}-q_{a 1 d}\right)
\end{align*}
$$

where

$$
\left.\begin{array}{c}
e_{1}  \tag{5.94}\\
e_{2} \\
e_{3}+k_{2} e_{2} u_{d 1}^{2 p-1} \\
e_{4}+s_{2}+k_{3} s_{3} u_{d 1}^{2 p-1} \\
-\frac{1}{u_{d 1}} \sum_{i=0}^{0} \frac{\partial\left(e_{3}-s_{3}\right.}{\partial u_{d 1}^{(i)}} u_{d 1}^{(i+1)}-\sum_{i=2}^{2} \frac{\partial\left(e_{3}-s_{3}\right)}{\partial e_{i}} e_{i+1} \\
\ldots \\
e_{n_{v}}+s_{n_{v}-2}+k_{n_{v}-1} s_{n_{v}-1} u_{d 1}^{2 p-1} \\
-\frac{1}{u_{d 1}} \sum_{i=0}^{n_{v}-4} \frac{\partial\left(e_{n_{v}-1}-s_{n_{v}-1}\right)}{\partial u_{d 1}^{i}} u_{d 1}^{(i+1)} \\
-\sum_{i=2}^{n_{v}-2} \frac{\partial\left(e_{\left.n_{v}-1-s_{n_{v}-1}\right)}^{\partial e_{i}}\right.}{} e_{i+1}
\end{array}\right]
$$

$p=n_{v}-2, u_{d 1}^{(i)}$ is the $i$ th derivative of $u_{d 1}$ with respect to $t, k_{i}$ is a positive constant and $K_{a} \in \mathbf{R}^{\left(n_{a}-l\right) \times\left(n_{a}-l\right)}$ is diagonal positive.

Let new variables handle the force control

$$
\begin{equation*}
\dot{\vartheta}=-K_{\vartheta} \vartheta-K_{\vartheta} J_{2}^{T} e_{\lambda} \tag{5.95}
\end{equation*}
$$

where $\vartheta=\left[0, \vartheta_{1}\right]$ with $\vartheta_{1} \in \mathbf{R}^{n_{a}}, e_{\lambda}=\lambda_{h}-\lambda_{h}^{d}$, and $K_{\vartheta}=\operatorname{diag}\left[0, k_{\vartheta_{i}}\right]>0$. Defining the following auxiliary signals as $\tilde{u}^{1}=u^{1}-u_{d}^{1}=\left[\tilde{u}_{1}, \tilde{u}_{2}, \tilde{u}_{a 1}\right]^{T}, \dot{\mu}=\tilde{u}^{1}$ and $u_{r}=u_{d}^{1}-K_{u} \mu$, we have

$$
\begin{align*}
r & =\dot{\mu}+K_{u} \mu  \tag{5.96}\\
\sigma & =L r+\vartheta  \tag{5.97}\\
\nu & =L u_{r}-\vartheta \tag{5.98}
\end{align*}
$$

where $K_{u}=\operatorname{diag}\left[0, K_{u 1}\right]>0$ and $K_{u 1} \in \mathbf{R}^{\left(n_{a}-l\right) \times\left(n_{a}-l\right)}$. From (5.96) and the definitions of $\tilde{u}^{1}, u_{r}$ and $\dot{\mu}$ above, we have

$$
\begin{equation*}
u^{1}=u_{r}+r \tag{5.99}
\end{equation*}
$$

The time derivatives of $\sigma$ and $\nu$ are given by

$$
\begin{align*}
\dot{\sigma} & =\dot{L} u^{1}+L \dot{u}^{1}-\dot{\nu}  \tag{5.100}\\
\dot{\nu} & =\dot{L} u_{r}+L \dot{u}_{r}-\dot{\vartheta} \tag{5.101}
\end{align*}
$$

From (5.97)-(5.99), we have

$$
\begin{equation*}
\sigma+\nu=L u^{1} \tag{5.102}
\end{equation*}
$$

From the dynamics (5.86) together with (5.100)-(5.102), we have

$$
\begin{align*}
M_{2}(\zeta) \dot{\sigma} & +C_{2}(\zeta, \dot{\zeta}) \sigma+M_{2}(\zeta) \dot{\nu}+C_{2}(\zeta, \dot{\zeta}) \nu \\
& +G_{2}(\zeta)+d_{3}(t)=B_{2}(\zeta) \tau+\left(J_{2}^{T}+\Delta J_{2}^{T}\right) \lambda_{h} \tag{5.103}
\end{align*}
$$

Consider the control law given by

$$
\begin{align*}
& B_{2} \tau=-\sum_{i=1}^{5} \frac{\hat{c}_{i} \beta_{i}^{2}\|\sigma\|^{2} Y_{i}^{2}(\nu, \dot{\nu})}{\beta_{i} Y_{i}(\nu, \dot{\nu})\|\sigma\|+\varrho_{i}}-K_{\sigma} \sigma-\Lambda \\
& -\left(J_{2}^{T}+\Delta \hat{J}_{2}^{T}\right) \lambda_{h}^{d}+\left(J_{2}^{T}+\Delta \hat{J}_{2}^{T}\right) K_{\lambda}\left(\lambda_{h}-\lambda_{h}^{d}\right)-\tau_{h}  \tag{5.104}\\
& \Lambda=\left[\begin{array}{ll}
\Lambda_{1} & 0
\end{array}\right]^{T}  \tag{5.105}\\
& \Lambda_{1}=\left[\begin{array}{c}
k_{1} s_{1}+\sum_{i=2}^{n_{v}-1} s_{i} \zeta_{i+1} \\
-\sum_{j=3}^{n_{v}} s_{j} \sum_{i=2}^{j-1} \frac{\partial\left(e_{j}-s_{j}\right)}{\partial e_{i}} \zeta_{i+1} \\
s_{n_{v}}
\end{array}\right] \\
& \tau_{h}=\frac{\left\|J_{\zeta}\right\|}{2\left\|C_{\Phi} v\right\|} \operatorname{sgn}(\sigma)\left(\left\|S_{\Phi}\right\|^{2} \hat{\omega}+\left\|C_{\Phi} v\right\|^{2}\right) \\
& +\frac{\left\|J_{\zeta}\right\|}{2\left\|C_{\Phi} v\right\|} \operatorname{sgn}(\sigma)\left\|e_{f}\right\|^{2}+\left(K_{\lambda}+I\right) \Delta \hat{J}_{2}^{T}\left(\lambda_{h}-\lambda_{h}^{d}\right)
\end{aligned} \begin{aligned}
& \operatorname{sgn}(\sigma)=\left\{\begin{array}{cc}
1 & \text { if } \sigma \geq 0 \\
-1 & \text { if } \sigma<0
\end{array}\right. \tag{5.106}
\end{align*}
$$

and the adaptive laws

$$
\begin{align*}
\dot{\hat{W}} & =\hat{\rho} \lambda_{h} S_{\Phi}^{T} J_{\zeta} \sigma  \tag{5.107}\\
\dot{\hat{\omega}} & =\frac{1}{2\left\|C_{\Phi} v\right\|}\|\sigma\|\left\|J_{\zeta}\right\|\left\|S_{\Phi}\right\|^{2}  \tag{5.108}\\
\dot{\hat{c}}_{i} & =-h_{i} \hat{c}_{i}+\frac{\gamma_{i} \beta_{i}^{2} Y_{i}^{2}\|\sigma\|^{2}}{\beta_{i} Y_{i}(\nu, \dot{\nu})\|\sigma\|+\varrho_{i}} \quad(i=1, \ldots, 5) \tag{5.109}
\end{align*}
$$

where

$$
\begin{aligned}
Y_{1}(\nu, \dot{\nu})= & \|\dot{\nu}\|+\left(b_{\delta 1}\left\|\frac{d}{d t} \mathcal{J}\right\|+b_{\delta 2}\|\mathcal{J}\|\right)\left\|\frac{d}{d t} T_{1}^{-1}(\zeta)\right\| \\
& +b_{\delta 1}\|\mathcal{J}\|\left\|\frac{d^{2}}{d t^{2}} T_{1}^{-1}(\zeta)\right\| \\
Y_{2}(\nu, \dot{\nu})= & \|\nu\|+b_{\delta 1}\|\mathcal{J}\|\left\|\frac{d}{d t} T_{1}^{-1}(\zeta)\right\| \\
Y_{3}(\nu, \dot{\nu})= & \|\dot{\zeta}\|\left(\|\nu\|+b_{\delta 1}\|\mathcal{J}\|\left\|\frac{d}{d t} T_{1}^{-1}(\zeta)\right\|\right) \\
Y_{4}(\nu, \dot{\nu})= & Y_{5}(\nu, \dot{\nu})=1
\end{aligned}
$$

$K_{\sigma}$ and $K_{\lambda}$ are positive definite matrices, $\beta_{i}>0$ and $\gamma_{i}>0$ are constant. From the dynamic equation (5.103) together with (5.104), the close-loop system dynamics can be written as

$$
\begin{align*}
\dot{s}_{1}= & \eta+\tilde{u}_{1}  \tag{5.110}\\
\dot{s}_{2}= & \left(\eta+\tilde{u}_{1}\right) \zeta_{3}+s_{3} u_{d 1}-k_{2} s_{2} u_{d 1}^{2 p}  \tag{5.111}\\
\dot{s}_{3}= & \left(\eta+\tilde{u}_{1}\right)\left(\zeta_{4}-\frac{\partial\left(e_{3}-s_{3}\right)}{\partial e_{2}} \zeta_{3}\right) \\
& +s_{4} u_{d 1}-s_{2} u_{d 1}-k_{3} s_{3} u_{d 1}^{2 p}  \tag{5.112}\\
& \cdots \\
\dot{s}_{n_{v}-1}= & \left(\eta+\tilde{u}_{1}\right)\left(\zeta_{n_{v}}-\sum_{i=2}^{n_{v}-2} \frac{\partial\left(e_{n_{v}-1}-s_{n_{v}-1}\right)}{\partial e_{i}} \zeta_{i+1}\right)  \tag{5.113}\\
& +s_{n_{v}} u_{d 1}-s_{n_{v}-2} u_{d 1}-k_{n_{v}-1} s_{n_{v}-1} u_{d 1}^{2 p} \\
\dot{s}_{n_{v}}= & \left(\eta+\tilde{u}_{1}\right) \sum_{i=2}^{n_{v}-2} \frac{\partial\left(e_{n_{v}}-s_{n_{v}}\right)}{\partial e_{i}} \zeta_{i+1}-k_{n_{v}} s_{n_{v}}  \tag{5.114}\\
& -s_{n_{v}-1} u_{d 1}+\tilde{u}_{2}  \tag{5.115}\\
& \dot{\eta}=-k_{0} \eta-\Lambda_{1} \\
& -C_{2} \sigma-\xi-K_{\sigma} \sigma-\sum_{i=1}^{5} \frac{\hat{c}_{i} \beta_{i}^{2} \sigma Y_{i}^{2}(\nu, \dot{\nu})}{\beta_{i} Y_{i}(\nu, \dot{\nu})\|\sigma\|+\varrho_{i}} \\
& -\left(J_{2}+\Delta \hat{J}_{2}\right)^{T}\left(\lambda_{h}^{d}-k_{\lambda} e_{\lambda}\right)+\left(J_{2}+\Delta J_{2}\right)^{T} \lambda_{h} \\
& -\tau_{h}-\Lambda \\
M_{2} \dot{\sigma}= & -C_{2} \sigma-\xi-K_{\sigma} \sigma-\sum_{i=1}^{5} \frac{\hat{c}_{i} \beta_{i}^{2}\|\sigma\|^{2} Y_{i}^{2}(\nu, \dot{\nu})}{\beta_{i} Y_{i}(\nu, \dot{\nu})\|\sigma\|+\varrho_{i}} \\
& -J_{2}^{T}\left(\lambda_{h}^{d}-K_{\lambda} e_{\lambda}\right)+J_{2}^{T} \lambda_{h}  \tag{5.116}\\
& -\Delta \tilde{J}_{2}^{T} \lambda_{h}+\Delta \hat{J}_{2}^{T}\left(K_{\lambda}+I\right) e_{\lambda}-\tau_{h}-\Lambda
\end{align*}
$$

where $\Upsilon=M_{2} \dot{\nu}+C_{2} \nu+G_{2}+d_{3}$.

Theorem 5.4 Consider the mechanical system described by (4.1), (5.62) and (5.75). Under Assumption 5.8, the control law (5.104) leads to: (i) $\zeta, \dot{\zeta}, \lambda_{h}$ converging to $\zeta_{d}, \dot{\zeta}_{d}, \lambda_{h}^{d}$ at $t \rightarrow \infty$; and (ii) all the signals in the closed-loop are bounded for all $t \geq 0$.

Proof: Consider the Lyapunov function candidate as

$$
\begin{align*}
& V(t)=\frac{1}{2} \sum_{i=2}^{n_{v}} s_{i}^{2}+\frac{1}{2} k_{1} s_{1}^{2}+\frac{1}{2} \eta^{2}+\frac{1}{2} \sigma^{T} M_{2} \sigma+\sum_{i=1}^{5} \frac{1}{2 \gamma_{i}} \tilde{c}_{i}^{2} \\
& +\frac{1}{2} \tilde{W}^{T} \tilde{W}+\frac{1}{2} \vartheta^{T}\left(I+K_{\lambda}\right) K_{\vartheta}^{-1} \vartheta+\frac{1}{2}\left(\|W\|^{2}-\hat{\omega}\right)^{2} \tag{5.117}
\end{align*}
$$

Where $\tilde{W}=\hat{W}-W, \tilde{c}_{i}=\hat{c}_{i}-c_{i}$, we have $\dot{\tilde{W}}=\dot{\hat{W}}, \dot{\tilde{c}}_{i}=\dot{\hat{c}}_{i}$. Considering Property 5.1 and integrating (5.109) and (5.116) into the derivative of $V$ yields

$$
\begin{align*}
\dot{V} \leq & -\sum_{i=2}^{n_{v}-1} k_{i} s_{i}^{2} u_{d 1}^{2 l}-k_{n_{v}} s_{n_{v}}^{2}-k_{0} \eta^{2}+\tilde{u}^{1 T} \Lambda-\sigma^{T} K_{\sigma} \sigma \\
& -\sum_{i=1}^{5} \frac{\hat{c}_{i} \beta_{i}^{2}\|\sigma\|^{2} Y_{i}^{2}(\nu, \dot{\nu})}{\beta_{i} Y_{i}(\nu, \dot{\nu})\|\sigma\|+\varrho_{i}}+\|\sigma\|\|\Upsilon\| \\
& -\sigma^{T} J_{2}^{T}\left(\lambda_{h}^{d}-K_{\lambda} e_{\lambda}\right)+\sigma^{T} J_{2}^{T} \lambda_{h} \\
& -\sigma^{T} \Delta \tilde{J}_{2}^{T} \lambda_{h}+\sigma^{T} \Delta \hat{J}_{2}^{T}\left(K_{\lambda}+I\right) e_{\lambda}-\sigma^{T} \tau_{h}-\sigma^{T} \Lambda \\
& -\sum_{i=1}^{5} \frac{h_{i} \hat{c}_{i} \tilde{c}_{i}}{\gamma_{i}}+\sum_{i=1}^{5} \frac{\tilde{c}_{i} \beta_{i}^{2}\|\sigma\|^{2} Y_{i}^{2}(\nu, \dot{\nu})}{\beta_{i} Y_{i}(\nu, \dot{\nu})\|\sigma\|+\varrho_{i}}+\dot{\tilde{W}}^{T} \tilde{W} \\
& +\vartheta^{T}\left(I+K_{\lambda}\right) K_{\vartheta}^{-1} \dot{\vartheta}-\left(\|W\|^{2}-\hat{\omega}\right) \dot{\hat{\omega}} \tag{5.118}
\end{align*}
$$

From (5.91) and (5.92), we can obtain

$$
\begin{align*}
e_{f} & =J_{\zeta}^{+T} \Delta \tilde{J}_{2}^{T} \lambda_{h} \\
& =J_{\zeta}^{+T} J_{\zeta}^{T} S_{\Phi}(\hat{\rho} \hat{W}-\rho W) \lambda_{h}+J_{\zeta}^{+} J_{\zeta}^{T} \tilde{\rho} C_{\Phi} v \lambda_{h} \tag{5.119}
\end{align*}
$$

Considering Property 5.4, we have

$$
\begin{align*}
\left\|e_{f}\right\|^{2}= & \left\|J_{\zeta}^{+T} J_{\zeta}^{T}\right\|^{2}\left\|S_{\Phi}(\hat{\rho} \hat{W}-\rho W)\right\|^{2}\left\|\lambda_{h}\right\|^{2} \\
& +\left\|J_{\zeta}^{+T} J_{\zeta}^{T}\right\|^{2}\left\|C_{\Phi} v\right\|^{2}\left\|\tilde{\rho} \lambda_{h}\right\| \tag{5.120}
\end{align*}
$$

Therefore, we can obtain

$$
\begin{equation*}
\left\|\tilde{\rho} \lambda_{h}\right\| \leq\left\|e_{f}\right\| /\left\|C_{\Phi} v\right\| \tag{5.121}
\end{equation*}
$$

Considering (5.91), (5.119) and using the adaptive parameter law (5.107), rewriting the tenth, the eleventh and the sixteenth right-hand terms in (5.118),
we have

$$
\begin{array}{ll} 
& -\sigma^{T} \Delta \tilde{J}_{2}^{T} \lambda_{h}+\dot{\tilde{W}}^{T} \tilde{W}+\sigma^{T} \Delta \hat{J}^{T}\left(k_{\lambda}+I\right) e_{\lambda} \\
= & -\sigma^{T} J_{\zeta}^{T}\left(S_{\Phi} \hat{\rho} \tilde{W}+S_{\Phi} \tilde{\rho} W+\tilde{\rho} C_{\Phi} v\right) \lambda_{h} \\
& +\sigma^{T} J_{\zeta}^{T} \hat{\rho} S_{\Phi} \lambda_{h} \tilde{W}+\sigma^{T} \Delta \hat{J}^{T}\left(k_{\lambda}+I\right) e_{\lambda} \\
= & -\sigma^{T} J_{\zeta}^{T} \tilde{\rho}\left(S_{\Phi} W+C_{\Phi} v\right) \lambda_{h}+\sigma^{T} \psi \tag{5.122}
\end{array}
$$

where $\psi=\Delta \hat{J}_{2}^{T}\left(K_{\lambda}+I\right) e_{\lambda}$. From (5.121) and (5.122), we have

$$
\begin{align*}
& -\sigma^{T} J_{\zeta}^{T} \lambda_{h} \tilde{\rho}\left(S_{\Phi} W+C_{\Phi} v\right) \\
\leq & \frac{1}{\left\|C_{\Phi} v\right\|}\|\sigma\|\left\|J_{\zeta}\right\|\left\|e_{f}\right\|\left\|S_{\Phi} W+C_{\Phi} v\right\| \\
\leq & \frac{1}{\left\|C_{\Phi} v\right\|}\|\sigma\|\left\|J_{\zeta}\right\|\left\|e_{f}\right\|\left(\left\|S_{\Phi}\right\|\|W\|+\left\|C_{\Phi} v\right\|\right) \\
\leq & \frac{\|\sigma\|\left\|J_{\zeta}\right\|}{2\left\|C_{\Phi} v\right\|}\left(\left\|e_{f}\right\|^{2}+\left\|S_{\Phi}\right\|^{2}\|W\|^{2}+\left\|C_{\Phi} v\right\|^{2}\right) \tag{5.123}
\end{align*}
$$

by noting Property 5.4. Moreover

$$
\begin{align*}
& \|\sigma\|\|\Upsilon\|-\sum_{i=1}^{5} \frac{\hat{c}_{i} \beta_{i}^{2}\|\sigma\|^{2} Y_{i}^{2}(\nu, \dot{\nu})}{\beta_{i} Y_{i}(\nu, \dot{\nu})\|\sigma\|+\varrho_{i}}-\sum_{i=1}^{5} \frac{h_{i} \hat{c}_{i} \tilde{c}_{i}}{\gamma_{i}} \\
& +\sum_{i=1}^{5} \frac{\tilde{c}_{i} \beta_{i}^{2}\|\sigma\|^{2} Y_{i}^{2}(\nu, \dot{\nu})}{\beta_{i} Y_{i}(\nu, \dot{\nu})\|\sigma\|+\varrho_{i}} \\
\leq & \|\sigma\|\|\Upsilon\|-\sum_{i=1}^{5} \frac{h_{i} \hat{c}_{i} \tilde{c}_{i}}{\gamma_{i}}-\sum_{i=1}^{5} \frac{c_{i} \beta_{i}^{2}\|\sigma\|^{2} Y_{i}^{2}(\nu, \dot{\nu})}{\beta_{i} Y_{i}(\nu, \dot{\nu})\|\sigma\|+\varrho_{i}} \\
\leq & \sum_{i=1}^{5}\left(-\frac{h_{i} \hat{c}_{i} \tilde{c}_{i}}{\gamma_{i}}+c_{i} \varrho_{i}\right) \\
= & \sum_{i=1}^{5}\left(c_{i} \varrho_{i}-\frac{h_{i}}{\gamma_{i}}\left(\hat{c}_{i}-\frac{c_{i}}{2}\right)^{2}+\frac{h_{i} c_{i}^{2}}{4 \gamma_{i}}\right) \\
\leq & \sum_{i=1}^{5}\left(\frac{h_{i}}{4 \gamma_{i}} c_{i}^{2}+c_{i} \varrho_{i}\right) \tag{5.124}
\end{align*}
$$

In addition, from (5.95) and (5.97), $\sigma^{T}=r^{T} L^{T}+\vartheta^{T}$. Thus, we have

$$
\begin{align*}
& -\sigma^{T} J_{2}^{T}\left(\lambda_{h}^{d}-K_{\lambda} e_{\lambda}\right)+\sigma^{T} J_{2}^{T} \lambda_{h}+\vartheta^{T}\left(I+K_{\lambda}\right) K_{\vartheta}^{-1} \dot{\vartheta} \\
= & -\vartheta^{T}\left(I+K_{\lambda}\right) \vartheta+r^{T} L^{T} J_{2}^{T}\left(I+K_{\lambda}\right) e_{\lambda} \tag{5.125}
\end{align*}
$$

by noting $L^{T} J_{2}^{T}=0$ from (5.85).

From (5.107), (5.123)-(5.125), it can be shown that

$$
\begin{align*}
& \dot{V} \leq-k_{0} \eta^{2}-k_{n_{v}} s_{n_{v}}-\sum_{i=2}^{n_{v}-1} k_{i} s_{i}^{2} u_{d 1}^{2 l}+\tilde{u}^{1 T} \Lambda-\sigma^{T} K_{\sigma} \sigma \\
& +\sum_{i=1}^{5}\left(\frac{h_{i}}{4 \gamma_{i}} c_{i}^{2}+c_{i} \varrho_{i}\right)-\vartheta^{T}\left(K_{\lambda}+I\right) \vartheta+\frac{\|\sigma\|\left\|J_{\zeta}\right\|}{2\left\|C_{\Phi} v\right\|}\left\|e_{f}\right\|^{2} \\
& +\frac{\|\sigma\|\left\|J_{\zeta}\right\|}{2\left\|C_{\Phi} v\right\|}\left(\left\|S_{\Phi}\right\|^{2}\|W\|^{2}+\left\|C_{\Phi} v\right\|^{2}\right)+\sigma^{T} \psi-\sigma^{T} \tau_{h} \\
& -\sigma^{T} \Lambda-\left(\|W\|^{2}-\hat{\omega}\right) \dot{\hat{\omega}}-\vartheta^{T}\left(I+K_{\lambda}\right) \vartheta \tag{5.126}
\end{align*}
$$

From (5.81), (5.95), and (5.105), considering the fourth and the twelfth righthand terms in (5.126), we have

$$
\begin{aligned}
& \tilde{u}^{1 T} \Lambda-\sigma^{T} \Lambda=\tilde{u}^{1 T} \Lambda-\left(r^{T} L^{T} \Lambda+\vartheta^{T} \Lambda\right) \\
& =\tilde{u}^{1 T}\left[\begin{array}{c}
\Lambda_{1} \\
0
\end{array}\right]-r^{T}\left[\begin{array}{ll}
L_{v}^{T} & L_{a}^{T}
\end{array}\right]\left[\begin{array}{c}
\Lambda_{1} \\
0
\end{array}\right]-\left[\begin{array}{ll}
0 & \vartheta_{1}
\end{array}\right]\left[\begin{array}{c}
\Lambda_{1} \\
0
\end{array}\right]
\end{aligned}
$$

 $r^{T}\left[\begin{array}{ll}L_{v}^{T} & L_{a}^{T}\end{array}\right]\left[\begin{array}{ll}\Lambda_{1} & 0\end{array}\right]^{T}=\tilde{u}^{1 T} \Lambda_{1}$ and subsequently we obtain

$$
\begin{equation*}
\tilde{u}^{1 T} \Lambda-\sigma^{T} \Lambda=0 \tag{5.127}
\end{equation*}
$$

Integrating (5.127), one obtains

$$
\begin{align*}
\dot{V} \leq & -k_{0} \eta^{2}-k_{n_{v}} s_{n_{v}}-\sum_{i=2}^{n_{v}-1} k_{i} s_{i}^{2} u_{d 1}^{2 l}-\sigma^{T} K_{\sigma} \sigma \\
& +\sum_{i=1}^{5}\left(\frac{h_{i}}{4 \gamma_{i}} c_{i}^{2}+c_{i} \varrho_{i}\right)-\vartheta^{T}\left(I+K_{\lambda}\right) \vartheta \\
& +\frac{\|\sigma\|\left\|J_{\zeta}\right\|\left\|S_{\Phi}\right\|^{2}}{2\left\|C_{\Phi} v\right\|}\left(\|W\|^{2}-\hat{\omega}\right)-\left(\|W\|^{2}-\hat{\omega}\right) \dot{\hat{\omega}} \tag{5.128}
\end{align*}
$$

Considering the parameter $\hat{\omega}$ update law (5.108), $\dot{V} \leq-k_{0} \eta^{2}-k_{n_{v}} s_{n_{v}}-$ $\sum_{i=2}^{n_{v}-1} k_{i} s_{i}^{2} u_{d 1}^{2 l}-\sigma^{T} K_{\sigma} \sigma+\sum_{i=1}^{5}\left(\frac{h_{i}}{4 \gamma_{i}} c_{i}^{2}+c_{i} \varrho_{i}\right)-\vartheta^{T}\left(I+K_{\lambda}\right) \vartheta$. Noting Assumption 5.9, we have $\sum_{i=1}^{5}\left(\frac{h_{i}}{4 \gamma_{i}} c_{i}^{2}+c_{i} \varrho_{i}\right) \rightarrow 0$ as $t \rightarrow \infty$. Integrating both sides of the above equation gives $V(t)-V(0)<-\int_{0}^{t}\left(k_{0} \eta^{2}+k_{n_{v}} s_{n_{v}}+\right.$ $\left.\sum_{i=2}^{n_{v}-1} k_{i} s_{i}^{2} u_{d 1}^{2 l}+\sigma^{T} K_{\sigma} \sigma+\vartheta^{T}\left(I+K_{\lambda}\right) \vartheta\right) d s+\sum_{i=1}^{5}\left(\frac{a_{i}}{4 \gamma_{i}} c_{i}^{2}+c_{i} b_{i}\right)<\infty$. Thus, $V(t)<V(0)+\sum_{i=1}^{5}\left(\frac{a_{i}}{4 \gamma_{i}} c_{i}^{2}+c_{i} b_{i}\right)$, therefore $V(t)$ is bounded, which implies that $\eta, s_{i}, \sigma, \hat{c}_{i}, \hat{W}, \vartheta$ and $\hat{\omega}$ are bounded. From the definition of $s_{i}$ in (5.94), it can be concluded that $\left[e_{1}, e_{2}, \ldots, e_{n_{v}}\right]^{T}$ is bounded, and it follows that $\eta$ is bounded. Since $\sigma$ is bounded, we can obtain $r, \tilde{u}^{1} \in L_{2}^{n-l}$


## FIGURE 5.15

Tracking $x$ and $y$.
from (5.97). Therefore, $q_{a 1}-q_{a 1 d}$ and $\dot{q}_{a 1}-\dot{q}_{a 1 d}$ are bounded, which follows that $q_{a 1}$ is bounded. Since $\vartheta$ is bounded, from (5.95), $e_{\lambda}$ is bounded. Therefore, it is concluded that $s_{i} u_{d 1}, s_{n_{v}}, \eta \in L_{2}$ and it can be shown that $s_{i} u_{d 1} \rightarrow 0, s_{n_{v}} \rightarrow 0, \eta \rightarrow 0$ as $t \rightarrow 0$, respectively. It is further concluded that $s_{i} \rightarrow 0$ as $t \rightarrow 0$. Differentiating $u_{d 1}^{p} \eta$ yields $\frac{d}{d t} u_{d 1}^{p} \eta=-k_{1} u_{d 1}^{p} s_{1}+$ $l u_{d 1}^{p-1} \dot{u}_{d 1}^{p} \eta-k_{0} u_{d 1}^{p} \eta-u_{d 1}^{l}\left\{\sum_{i=2}^{n_{v}-1} s_{i} \zeta_{i+1}-\sum_{j=3}^{n_{v}} s_{j} \sum_{i=2}^{j-1} \frac{\partial\left(e_{j}-s_{j}\right)}{\partial e_{i}} \zeta_{i+1}\right\}$, where the first term is uniformly continuous and the other terms converge to zero. Since $\frac{d}{d t} u_{d 1}^{p} \eta$ converges to zero, $s$ and $\dot{s}$ also tend to zero. It is obvious that $s_{i}=0$, yields that $\xi_{i} \rightarrow \xi_{d i}$ and $\dot{\xi}_{i} \rightarrow \dot{\xi}_{d i}$ as $t \rightarrow \infty$. Since $\sigma, \dot{\sigma}, d_{3}, \Delta \tilde{J}_{2}, e_{\lambda}$ and $\tau_{h}$ are all bounded, it can be concluded that $\tau$ is bounded from (5.104).

### 5.3.6 Simulation Studies

Consider a 3-DOF robotic manipulator with two revolute joints and one prismatic joint mounted on a two-wheeled mobile platform shown in Fig. 9.2.

Remark 5.8 In such case that 3-DOF mobile manipulator consists of two revolute joints and one prismatic joint, $\forall \zeta \in \mathbf{R}^{n}, \forall \dot{\zeta} \in \mathbf{R}^{n},\left\|M_{2}(\zeta)\right\| \leq$ $k_{m 1}+k_{m 2}\left\|\zeta_{6}\right\|^{2}$ with $k_{m 1}$ and $k_{m 2}>0,\left\|G_{2}(\zeta)\right\| \leq k_{g 1}+k_{g 2}\left\|\zeta_{6}\right\|$ with $k_{g 1}$
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Tracking $\theta$.


## FIGURE 5.17

The position error compensation.
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## FIGURE 5.18

Torques of joints.


## FIGURE 5.19

The contact force ( N ) and estimated $\alpha$.
and $k_{g 2}>0$, where $\zeta_{6}=\theta_{3}$, if the boundeness of $\zeta_{6}$ is known. There still exist some finite non-negative constants $c_{i} \geq 0(i=1, \ldots, 4)$; therefore Property 5.3 holds.

Remark 5.9 The existence of sgn-function in the controller (5.104) may inevitably lead to chattering in control torques. To avoid chattering, a sat function can be used to replace the sgn-function [23].

Given the desired trajectory $q_{d}=\left[x_{d}, y_{d}, \theta_{d}, \theta_{1 d}, \theta_{2 d}\right]^{T}$ with $x_{d}=2.0 \cos (t)$, $y_{d}=2.0 \sin (t), \theta_{d}=t, \theta_{1 d}=\pi / 2 \mathrm{rad}, \theta_{2 d}=\pi / 2 \mathrm{rad}$ and the geometric constraint which the end-effector subjected to: $\Phi=\alpha\left(x^{2}+y^{2}\right)+z-c=0$ with $c=2.25 \mathrm{~m}$, and $\lambda_{d}=10.0 \mathrm{~N}$, the desired value of the parameter $\alpha$ is 1.0 , and the joint 3 is the redundant prismatic joint used to compensate the position errors caused by uncertain holonomic constraints. Assume that $\theta_{3} \in$ [ $0.0 \mathrm{~m}, 0.3 \mathrm{~m}$ ]. The transformation $T_{1}(q)$ is defined as: $\zeta_{1}=\theta, \zeta_{2}=x \cos \theta+$ $y \sin \theta, \zeta_{3}=-x \sin \theta+y \cos \theta, \zeta_{4}=\theta_{1}, \zeta_{5}=\theta_{2}, \zeta_{6}=\theta_{3}, u_{1}=v_{b 2}, \quad u_{2}=$ $v_{b 1}-(x \cos \theta+y \sin \theta) v_{b 2}$ and $u_{3}=\dot{\zeta}_{3}, u_{4}=\dot{\zeta}_{4}, u_{5}=\dot{\zeta}_{5}$. One can obtain the kinematic system in the chained form as: $\dot{\zeta}_{1}=u_{1}, \dot{\zeta}_{2}=\zeta_{3} u_{1}, \dot{\zeta}_{3}=u_{2}, \dot{\zeta}_{4}=u_{3}$, $\dot{\zeta}_{5}=u_{4}, \dot{\zeta}_{6}=u_{5}$. with
$L=\left[\begin{array}{ccccc}-\sin \zeta_{1} & 0.0 & 0.0 & 0.0 & 0.0 \\ \cos \zeta_{1} & 0.0 & 0.0 & 0.0 & 0.0 \\ 0.0 & 1.0 & 0.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 1.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 0.0 & 1.0 & 0.0 \\ 0.0 & 0.0 & 0.0 & 0.0 & 1.0\end{array}\right], T_{2}=\left[\begin{array}{ccccc}-\zeta_{1} & 1.0 & 0.0 & 0.0 & 0.0 \\ 1.0 & 0.0 & 0.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 1.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 0.0 & 1.0 & 0.0 \\ 0.0 & 0.0 & 0.0 & 0.0 & 1.0\end{array}\right]$
Using the above diffeomorphism transformation, we can obtain $\zeta_{d 1}=t, \zeta_{d 2}=$ $2.0, \zeta_{d 3}=0.0, \zeta_{d 4}=\pi / 2, \zeta_{d 5}=\pi / 2, \lambda_{h}^{d}=10.0 N$ with $u_{d 1}=1.0, u_{d 2}=0.0$, and $u_{d 3}=0.0, u_{d 4}=0.0$. If the robust adaptive control (5.104) is used, the tracking error is

$$
\left[\begin{array}{c}
e_{1} \\
e_{2} \\
e_{3} \\
e_{4} \\
e_{5} \\
e_{\lambda}
\end{array}\right]=\left[\begin{array}{c}
\zeta_{1}-\zeta_{d 1} \\
\zeta_{2}-\zeta_{d 2} \\
\zeta_{3}-\zeta_{d 3} \\
\zeta_{4}-\zeta_{d 4} \\
\zeta_{5}-\zeta_{d 5} \\
\lambda_{h}-\lambda_{h}^{d}
\end{array}\right], \quad\left[\begin{array}{c}
s_{1} \\
s_{2} \\
s_{3} \\
s_{4} \\
s_{5} \\
s_{6}
\end{array}\right]=\left[\begin{array}{c}
e_{1} \\
e_{2} \\
e_{3}+k_{2} e_{2} u_{d 1} \\
0 \\
0 \\
0
\end{array}\right]
$$

In the simulation, $m_{p}=5.0 \mathrm{~kg}, m_{1}=1.0 \mathrm{~kg}, m_{2}=m_{3}=0.5 \mathrm{~kg}, I_{p}=2.5 \mathrm{kgm}^{2}$, $I_{1}=1.0 \mathrm{kgm}^{2}, I_{2}=0.5 \mathrm{kgm}^{2}, I_{3}=0.5+m_{3} \theta_{3}^{2} \mathrm{kgm}^{2}, d=l=r=0.5 \mathrm{~m}, 2 l_{1}=$
$1.0 \mathrm{~m}, 2 l_{2}=0.3 \mathrm{~m}$. The initial condition selects $x(0)=2.0 \mathrm{~m}, y(0)=0.0 \mathrm{~m}$, $\theta(0)=\pi / 2 \mathrm{rad}, \theta_{1}(0)=\pi / 2 \mathrm{rad}, \theta_{2}(0)=\pi / 2 \mathrm{rad}, \theta_{3}(0)=0.1 m, \lambda(0)=0.0 \mathrm{~N}$ and $\dot{x}(0)=0.5 \mathrm{~m} / \mathrm{s}, \dot{y}(0)=\dot{\theta}(0)=\dot{\theta}_{1}(0)=\dot{\theta}_{2}(0)=\dot{\theta}_{3}(0)=0.0, \alpha(0)=0.1$, $\hat{c}_{i}(0)=1.0, i=1, \ldots, 5$. In the simulation, the design parameters are set as $b_{\delta 1}=b_{\delta 2}=1.0, k_{0}=30.0, k_{1}=200.0, k_{2}=1.0, k_{3}=1.0, K_{\vartheta}=\operatorname{diag}[0,0.01]$, $K_{\lambda}=0.5, \eta(0)=0, K_{\sigma}=\operatorname{diag}[1.0], K_{a}=\operatorname{diag}[1.0]$ and the adaptive gains in the adaptive laws are chosen as $\gamma_{i}=0.1, \beta_{i}=1.0, h_{i}=\varrho_{i}=1 /(1+t)^{2}$. The disturbances on the mobile base are set to a time-varying form as $0.5 \sin (t)$ and $0.5 \cos (t)$. The control results are shown in Figs. 5.15-5.19 [166]. Fig. 5.15 shows the trajectory tracking $\left(q-q_{d}\right)$ with the disturbances, and the corresponding torques are shown in Fig. 5.18. Fig. 5.19 shows the contact force tracking $\lambda_{h}-\lambda_{h}^{d}$ and the evolution of $\alpha$. The simulation results show that the position tracking error converges to zero, the estimated uncertainty converges, and the contact force error converges to the desired contact force in Fig. 5.19.

### 5.4 Conclusion

In this chapter, adaptive robust control strategies have been presented for a class of holonomic constrained noholonomic mobile manipulators in the presence of uncertainties and disturbances. The system stability and the boundedness of tracking errors are proved using Lyapunov synthesis. All control strategies have been designed to drive the system motion to converge to the desired manifold and at the same time guarantee the boundedness of the constrained force. Simulation studies have verified that not only the states of the system converge to the desired trajectory, but also the constraint force converges to the desired force.

Where state information is unavailable, adaptive robust controls integrating an observer have been presented to control the holonomic constrained noholonomic mobile manipulators in the presence of uncertainties and disturbances and actuator dynamics are considered in the controls. The proposed controls are nonregressor based and require no information on the system dynamics. Simulation studies have verified the effectiveness of the proposed controls.
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### 6.1 Introduction

Mobile under-actuated manipulators are different from under-actuated manipulators, due to simultaneously integrating both kinematic constraints and dynamic constraints. Moreover, they are also more complex than the mobile inverted pendulums [31] or pendulums [32] whose dynamic balances in the vertical plane are achieved due to the existent gravity. The under-actuated joints of mobile under-actuated manipulators may appear anywhere in the manipulators. For these reasons, increasing effort needs to be made towards control design that guarantees stability and robustness for mobile under-actuated manipulators. These systems are intrinsically nonlinear and their dynamics can be described by nonlinear differential equations.

In robotics, nonholonomic constraints formulated as non-integrable differential equations containing time derivatives of generalized coordinates (velocity, acceleration, etc.) are mainly studied. Due to Brockett's theorem [135], it is well known that nonholonomic systems with restricted mobility cannot be stabilized to a desired configuration nor posture via differentiable, or even continuous, pure state feedback. In general, such nonholonomic constraints include: (i) only kinematic constraints which geometrically restrict the direction of mobility, i.e., wheeled mobile robots [163], [105]; (ii) only dynamic
constraints due to dynamic balance at passive degrees of freedom where no force or torque is applied, i.e., the manipulators with passive links [106], [107], [109] ; (iii) not only kinematic constraints but also dynamic constraints [30], such as the nonholonomic mobile manipulator with under-actuated joints discussed in this paper. The common features of these systems are governed by under-actuated configuration, i.e., the number of control inputs is fewer than the number of degrees of freedom to be stabilized [142], which makes it difficult to apply the conventional robotics approaches for controlling Euler-Lagrange systems.

For the case (i), these constraints can be represented as a first-order nonintegrable differential equation in a Pfaffian form, $A(q) \dot{q}=0$, where $A(q)$ denotes nonholonomic constraints, and $q$ and $\dot{q}$ are the generalized coordinate vector and velocity vector. The state equation is written as a driftless symmetric affine system with the velocity inputs. For the case (ii), there exists a class of dynamic constraints formulated as a second-order differential equation, for example, $M(q) \ddot{q}+V(q, \dot{q})=0$ with the inertia matrix $M(q)$ and the centripetal and Coriolis matrix $V(q, \dot{q})$, which includes the generalized acceleration $\ddot{q}$ and cannot be transformed into a Pfaffian form. These constraints are called second-order nonholonomic constraints. The zero torque at the underactuated joints results in a second-order nonholonomic constraint, [106], [107], [136], [109]. The under-actuated joints, which can rotate freely, can be indirectly driven by the effect of the dynamic coupling between the active and passive joints. The effective control of under-actuated robotic system could enhance the fault tolerance if the actuator is in failure, for example, robots in the dangerous environments where humans are isolated. The faults can bring risk to the robots, their task, the working environments. On the other hand, for example, in [137], a social robot helps to carry a big or long object in home, office, welfare site, as well as factory. However, the internal force of the carried object would damage the human collaborator. If the under-actuated joints are introduced, it would definitely decrease the internal force and secure the human safety. The control of under-actuated joints for the mobile robots is a challenge. Although the coordination of the multi-manipulators using the passive joints was proposed in [138], [139] to decrease the undesired internal forces, the cooperative robots meet the need with fixed manipulators.

The coupling dynamics between the actuated and the passive joints depend on the dynamic parameters, and are subject to errors if there are uncertainties on the values of these parameters, but in [106], [107], [138], and [139], the precise knowledge of the dynamic models is required in order to achieve sat-
isfactory performance. It was not found how to utilize the dynamic coupling in the presence of the unmodelled dynamics and external unknown disturbances. For the mobile under-actuated manipulators, however, it is impossible to control them with simple control schemes if the dynamics are unknown beforehand, because the dynamics uncertainty causes the unknown coupling between the joints. The mobile under-actuated manipulator is a strong dynamic coupled nonlinear system. There exists strong dynamic coupling between the mobile platform and the manipulator, which is beyond the fixed manipulators. We need to investigate whether the mobile under-actuated manipulators with motion ability could be more flexible than the fixed manipulators with the under-actuated joints. How to utilize this dynamic coupling to control the mobile under-actuated manipulator is one of the important issues and has not been investigated until now. Moreover, mobile under-actuated manipulator control is characterized by unstable balance and unmodelled dynamics, and subject to time-varying external disturbances, which are generally difficult to model accurately. Therefore, the traditional model-based control may not be the ideal approach since it generally works well when the dynamic model is known exactly. The presence of uncertainties and disturbances could disrupt the function of the traditional model-based feedback control and lead to the unstable balance.

Another challenging problem is to control a mobile under-actuated manipulator system whose mobile platform is no longer constrained to the guide rail-like cart-pendulum systems or fixed manipulators, but moves in its terrain while balancing the under-actuated joints. Therefore, the nonholonomic constraint forces between the wheels and the ground should be considered in order to avoid slippage. Most recent works about mechanical under-actuated systems, including mobile inverted pendulum and fixed under-actuated manipulators [107], [139], [31] did not consider nonholonomic constraint forces. The friction forces are assumed beforehand to be enough as needed on the ground, but in the practical applications, this assumption is difficult to satisfy. When the ground friction could not support the system motion, the control performance by previously proposed controllers would be degraded. Therefore, we have to consider the nonholonomic constraint forces in the control design.

Based on our previous works [30] that differ from the known dynamics and available system states in [30], in this paper, we propose adaptive motion control using dynamic coupling and output feedback, and attempt to reduce the workload on modeling dramatically, as well as to compensate for the dynamics uncertainty of the unactuated dynamics. Since the states and the time deriva-
tives of the system output are unavailable, adaptive motion control using a high gain observer to reconstruct the system states is investigated for mobile under-actuated manipulators in the presence of parametric and functional uncertainties in the dynamics. Moreover, considering limited friction forces, we further integrate the force control to ensure the nonholonomic constraint force error within a small deviation from zero.

### 6.2 System Description

Consider an $n$-DOF fixed manipulator mounted on a two-wheeled driven mobile platform. The dynamics can be described as

$$
\begin{equation*}
M(q) \ddot{q}+V(q, \dot{q}) \dot{q}+G(q)+d(t)=B(q) \tau+f \tag{6.1}
\end{equation*}
$$

where

$$
\begin{aligned}
M(q) & =\left[\begin{array}{lll}
M_{v} & M_{v a} & M_{v p} \\
M_{a v} & M_{a} & M_{a p} \\
M_{p v} & M_{p a} & M_{p}
\end{array}\right], G(q)=\left[\begin{array}{l}
G_{v} \\
G_{a} \\
G_{p}
\end{array}\right] \\
V(q, \dot{q}) & =\left[\begin{array}{lll}
V_{v} & V_{v a} & V_{v p} \\
V_{a v} & V_{a} & V_{a p} \\
V_{p v} & V_{p a} & V_{p}
\end{array}\right], J^{T}=\left[\begin{array}{c}
J_{v}^{T} \\
0 \\
0
\end{array}\right] \\
d(t) & =\left[\begin{array}{c}
d_{v} \\
d_{a} \\
d_{p}
\end{array}\right], B(q) \tau=\left[\begin{array}{c}
\tau_{v} \\
\tau_{a} \\
0
\end{array}\right], f=J^{T} \lambda
\end{aligned}
$$

Assumption 6.1 The mobile under-actuated manipulator is subject to known nonholonomic constraints.

Remark 6.1 Since in the actual implementations, the friction between the wheels of the mobile platform and the ground cannot be predicted beforehand, in order to avoid the slipping of the wheels, we have to guarantee the boundedness of the nonholonomic constraint force error with the desired constraint force and make it arbitrarily small within a compact set.

The mobile platform subject to nonholonomic constraints can be expressed as

$$
\begin{equation*}
J_{v} \dot{q}_{v}=0 \tag{6.2}
\end{equation*}
$$

The effect of the constraints can be viewed as a restriction of the dynamics on the manifold $\Omega_{n}$ as $\Omega_{n}=\left\{\left(q_{v}, \dot{q}_{v}\right) \mid J_{v} \dot{q}_{v}=0\right\}$.

Assume that the annihilator of the co-distribution spanned by the covector fields $J_{1}^{T}\left(q_{v}\right), \ldots, J_{l}^{T}\left(q_{v}\right)$ is an $\left(n_{v}-l\right)$-dimensional smooth nonsingular distribution $\Delta$ on $R^{n_{v}}$. This distribution $\Delta$ is spanned by a set of $\left(n_{v}-l\right)$ smooth and linearly independent vector fields $H_{1}\left(q_{v}\right), \ldots, H_{n_{v}-l}\left(q_{v}\right)$, i.e., $\Delta=\operatorname{span}\left\{H_{1}\left(q_{v}\right), \ldots, H_{n_{v}-l}(q)\right\}$, which satisfy, in local coordinates, the following relation [110]

$$
\begin{equation*}
H^{T}\left(q_{v}\right) J_{v}^{T}\left(q_{v}\right)=0 \tag{6.3}
\end{equation*}
$$

where $H\left(q_{v}\right)=\left[H_{1}\left(q_{v}\right), \ldots, H_{n_{v}-l}\left(q_{v}\right)\right] \in R^{n_{v} \times\left(n_{v}-l\right)}$. Note that $H^{T} H$ is of full rank. Constraint (6.2) implies the existence of vector $\dot{\eta} \in R^{n_{v}-l}$, such that

$$
\begin{equation*}
\dot{q}_{v}=H\left(q_{v}\right) \dot{\eta} \tag{6.4}
\end{equation*}
$$

Introducing $\dot{\zeta}=\left[\begin{array}{lll}\dot{\eta}^{T} & \dot{q}_{a}^{T} & \dot{q}_{p}^{T}\end{array}\right]^{T}$, we have

$$
\begin{align*}
\dot{q} & =R(q) \dot{\zeta}  \tag{6.5}\\
R(q) & =\left[\begin{array}{ccc}
H\left(q_{v}\right) & 0 & 0 \\
0 & I & 0 \\
0 & 0 & I
\end{array}\right] \tag{6.6}
\end{align*}
$$

It is easy to have

$$
\begin{equation*}
R^{T}(q) J^{T}(q)=0 \tag{6.7}
\end{equation*}
$$

Differentiating (6.5) yields

$$
\begin{equation*}
\ddot{q}=\dot{R}(q) \dot{\zeta}+R(q) \ddot{\zeta} \tag{6.8}
\end{equation*}
$$

From (6.5), $\dot{\zeta}$ can be obtained from $q$ and $\dot{q}$ as

$$
\begin{equation*}
\dot{\zeta}=\left[R^{T}(q) R(q)\right]^{-1} R^{T}(q) \dot{q} \tag{6.9}
\end{equation*}
$$

Then, the dynamic equation (6.1), which satisfying the nonholonomic constraint (6.2), can be rewritten in terms of the internal state variable $\dot{\zeta}$ as

$$
\begin{align*}
& M(q) R(q) \ddot{\zeta}+[M(q) \dot{R}(q)+V(q, \dot{q}) R(q)] \dot{\zeta} \\
& +G(q)+d(t)=B(q) \tau+J^{T}(q) \lambda \tag{6.10}
\end{align*}
$$

Substituting (6.5) and (6.8) into (6.1), and then pre-multiplying (6.1) by $R^{T}(q)$, the constraint matrix $J^{T}(q) \lambda$ can be eliminated by virtue of (6.7). As a consequence, we have the transformed nonholonomic system

$$
\begin{equation*}
\mathcal{M}(q) \ddot{\zeta}+\mathcal{V}(q, \dot{q}) \dot{\zeta}+\mathcal{G}(q)+\mathcal{D}(t)=R^{T} \mathcal{U} \tag{6.11}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{M}(q) & =R^{T} M(q) R \\
\mathcal{V}(q, \dot{q}) & =R^{T}[M(q) \dot{R}+V(q, \dot{q}) R] \\
\mathcal{G}(q) & =R^{T} G(q) \\
\mathcal{U} & =B(q) \tau \\
\mathcal{D}(t) & =R^{T} d(t)
\end{aligned}
$$

which is more appropriate for the controller design as the constraint $\lambda$ has been eliminated from the dynamic equation.

The force multipliers $\lambda$ can be obtained by (6.10)

$$
\begin{equation*}
\lambda=Z([M(q) \dot{R}(q)+V(q, \dot{q}) R(q)] \dot{\zeta}+G+d(t)-\mathcal{U}) \tag{6.12}
\end{equation*}
$$

where

$$
Z=\left(J M^{-1} J^{T}\right)^{-1} J M^{-1}
$$

Consider the control input $\mathcal{U}$ in the form:

$$
\begin{equation*}
\mathcal{U}=\tau_{\alpha}-J^{T} \tau_{\beta} \tag{6.13}
\end{equation*}
$$

then (6.11) and (6.12) can be changed to

$$
\begin{align*}
R^{T} \tau_{\alpha}= & \mathcal{M} \ddot{\zeta}+\mathcal{V} \dot{\zeta}+\mathcal{G}+\mathcal{D}(t)  \tag{6.14}\\
\lambda= & Z([M(q) \dot{R}(q)+V(q, \dot{q}) R(q)] \dot{\zeta}+G+d(t)) \\
& -Z \tau_{\alpha}+\tau_{\beta} \tag{6.15}
\end{align*}
$$

Exploiting the structure of the dynamic equation (6.11), some properties are listed as follows.

Property 6.1 Matrix $\mathcal{M}(q)$ is symmetric and positive definite.
Property 6.2 Matrix $\dot{\mathcal{M}}(q)-2 \mathcal{V}(q, \dot{q})$ is skew-symmetric.

Property 6.3 [140] $\mathcal{M}(q), \mathcal{G}(q), J(q)$ and $R(q)$ are bounded and continuous if $q$ is bounded and uniformly continuous. $\mathcal{V}(q, \dot{q})$ and $\dot{R}(q)$ are bounded if $\dot{q}$ is bounded.

The internal state variable $\zeta$ for mobile manipulators is partitioned in quantities related to the active joints, the passive joints, and the remaining joints as $\zeta_{1}, \zeta_{3}$ and $\zeta_{2}$, respectively, such that the dimension of $\zeta_{1}$ and $\zeta_{3}$ are equal. According to the above partitions, corresponding to the definition of (6.14), by the investigation of Lagrangian formulation, we can have the partition structure for (6.14) as:

$$
\begin{align*}
& \mathcal{M}(\zeta)=\left[\begin{array}{lll}
M_{11} & M_{12} & M_{13} \\
M_{21} & M_{22} & M_{23} \\
M_{31} & M_{32} & M_{33}
\end{array}\right] \\
& \mathcal{V}(\zeta, \dot{\zeta}) \dot{\zeta}=\left[\begin{array}{l}
V_{1} \\
V_{2} \\
V_{3}
\end{array}\right]=\left[\begin{array}{l}
V_{11} \dot{\zeta}_{1}+V_{12} \dot{\zeta}_{2}+V_{13} \dot{\zeta}_{3} \\
V_{21} \dot{\zeta}_{1}+V_{22} \dot{\zeta}_{2}+V_{23} \dot{\zeta}_{3} \\
V_{31} \dot{\zeta}_{1}+V_{32} \dot{\zeta}_{2}+V_{33} \dot{\zeta}_{3}
\end{array}\right] \\
& \mathcal{G}=\left[\begin{array}{l}
G_{1} \\
G_{2} \\
G_{3}
\end{array}\right], \mathcal{D}=\left[\begin{array}{l}
d_{1} \\
d_{2} \\
d_{3}
\end{array}\right], R^{T} \tau_{\alpha}=\left[\begin{array}{c}
\tau_{1} \\
\tau_{2} \\
0
\end{array}\right] \tag{6.16}
\end{align*}
$$

In order to make $\zeta_{3}$ controllable, we assume that matrices $M_{13}$ and $M_{31}$ are not equal to zero and $M_{11}^{-1}$ exists. However, if $M_{13}$ and $M_{31}$ are equal to zero, while $M_{12}$ and $M_{21}$ are not equal to zero, which means that $\zeta_{3}$ will be coupled with one vector of $\zeta_{2}$, we only need to exchange $\zeta_{1}$ with the vector in $\zeta_{2}$. In this paper, we focus on $M_{13}=M_{31} \neq 0$. Considering the new partition in (6.16), after some simple manipulations, we can obtain three dynamics as

$$
\begin{align*}
& M_{11} \ddot{\zeta}_{1}=\tau_{1}-V_{1}-G_{1}-d_{1}-M_{12} \ddot{\zeta}_{2}-M_{13} \ddot{\zeta}_{3}  \tag{6.17}\\
& \left(M_{22}-M_{21} M_{11}^{-1} M_{12}\right) \ddot{\zeta}_{2}+\left(M_{23}-M_{21} M_{11}^{-1} M_{13}\right) \ddot{\zeta}_{3} \\
& +V_{2}+G_{2}+d_{2}-M_{21} M_{11}^{-1} V_{1}-M_{21} M_{11}^{-1} G_{1} \\
& -M_{21} M_{11}^{-1} d_{1}=\tau_{2}-M_{21} M_{11}^{-1} \tau_{1}  \tag{6.18}\\
& \left(M_{32}-M_{31} M_{11}^{-1} M_{12}\right) \ddot{\zeta}_{2}+\left(M_{33}-M_{31} M_{11}^{-1} M_{13}\right) \ddot{\zeta}_{3} \\
& +V_{3}+G_{3}+d_{3}-M_{31} M_{11}^{-1} V_{1}-M_{31} M_{11}^{-1} G_{1} \\
& -M_{31} M_{11}^{-1} d_{1}=-M_{31} M_{11}^{-1} \tau_{1} \tag{6.19}
\end{align*}
$$

Let

$$
\begin{aligned}
\mathcal{A}= & M_{22}-M_{21} M_{11}^{-1} M_{12} \\
\mathcal{L}= & M_{23}-M_{21} M_{11}^{-1} M_{13} \\
\mathcal{C}= & M_{32}-M_{31} M_{11}^{-1} M_{12} \\
\mathcal{J}= & M_{33}-M_{31} M_{11}^{-1} M_{13} \\
\mathcal{E}= & \left(V_{22}-M_{21} M_{11}^{-1} V_{12}\right) \dot{\zeta}_{2}+\left(V_{23}-M_{21} M_{11}^{-1} V_{13}\right) \dot{\zeta}_{3} \\
\mathcal{F}= & \left(V_{32}-M_{31} M_{11}^{-1} V_{12}\right) \dot{\zeta}_{2}+\left(V_{33}-M_{31} M_{11}^{-1} V_{13}\right) \dot{\zeta}_{3} \\
\mathcal{H}= & \left(V_{21}-M_{21} M_{11}^{-1} V_{11}\right) \dot{\zeta}_{1}+G_{2}+d_{2}-M_{21} M_{11}^{-1} G_{1} \\
& -M_{21} M_{11}^{-1} d_{1} \\
\mathcal{K}= & \left(V_{31}-M_{31} M_{11}^{-1} V_{11}\right) \dot{\zeta}_{1}+G_{3}+d_{3}-M_{31} M_{11}^{-1} G_{1} \\
& -M_{31} M_{11}^{-1} d_{1}
\end{aligned}
$$

then we can rewrite (6.17), (6.18) and (6.19) as

$$
\begin{align*}
& M_{11} \ddot{\zeta}_{1}=\tau_{1}-V_{1}-G_{1}-d_{1}-M_{12} \ddot{\zeta}_{2}-M_{13} \ddot{\zeta}_{3}  \tag{6.20}\\
& \mathcal{A} \ddot{\zeta}_{2}+\mathcal{L} \ddot{\zeta}_{3}+\mathcal{E}+\mathcal{H}=-M_{21} M_{11}^{-1} \tau_{1}+\tau_{2}  \tag{6.21}\\
& \mathcal{C} \ddot{\zeta}_{2}+\mathcal{J} \ddot{\zeta}_{3}+\mathcal{F}+\mathcal{K}=-M_{31} M_{11}^{-1} \tau_{1} \tag{6.22}
\end{align*}
$$

Let $\xi=\left[\zeta_{3}^{T}, \zeta_{2}^{T}\right]^{T}$, and consider (6.14) and (6.16), the equations (6.21) and (6.22) become

$$
\begin{equation*}
\mathcal{M}_{1}(\zeta) \ddot{\xi}+\mathcal{V}_{1}(\zeta, \dot{\zeta}) \dot{\xi}+\mathcal{D}_{1}=\mathcal{B}_{1} \Lambda_{1} \mathcal{U}_{1} \tag{6.23}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathcal{M}_{1}(\zeta)=\left[\begin{array}{cc}
\mathcal{J} & \mathcal{C} \\
\mathcal{L} & \mathcal{A}
\end{array}\right], \mathcal{D}_{1}=\left[\begin{array}{c}
\mathcal{K} \\
\mathcal{H}
\end{array}\right], \mathcal{B}_{1}=\left[\begin{array}{ll}
M_{31} M_{11}^{-1} & 0 \\
M_{21} M_{11}^{-1} & I
\end{array}\right] \\
& \mathcal{V}_{1}(\zeta, \dot{\zeta})=\left[\begin{array}{cc}
V_{33}-M_{31} M_{11}^{-1} V_{13} & V_{32}-M_{31} M_{11}^{-1} V_{12} \\
V_{23}-M_{21} M_{11}^{-1} V_{13} & V_{22}-M_{21} M_{11}^{-1} V_{12}
\end{array}\right] \\
& \Lambda_{1}=\left[\begin{array}{cc}
-I & 0 \\
0 & I
\end{array}\right], \mathcal{U}_{1}=\left[\begin{array}{l}
\tau_{1} \\
\tau_{2}
\end{array}\right]
\end{aligned}
$$

We then decompose $\mathcal{V}_{1}=\hat{\mathcal{V}}_{1}+\tilde{\mathcal{V}}_{1}$ such that

$$
\begin{equation*}
\dot{\mathcal{M}}_{1}-2 \tilde{\mathcal{V}}_{1}=0 \tag{6.24}
\end{equation*}
$$

Property 6.4 The inertia matrix $\mathcal{M}_{1}$ is symmetric and positive definite.

Property 6.5 The eigenvalues of the inertia matrix $\mathcal{B}_{1}$ are positive.
Remark 6.2 There exist the minimum and maximum eigenvalues $\lambda_{\text {min }}\left(\mathcal{B}_{1}\right)$ and $\lambda_{\max }\left(\mathcal{B}_{1}\right)$, such that $x^{T} \lambda_{\min }\left(\mathcal{B}_{1}\right) I x \leq x^{T} \mathcal{B}_{1} x \leq x^{T} \lambda_{\max }\left(\mathcal{B}_{1}\right) I x, \forall x \in$ $R^{\left(n-l-n_{p}\right)}$, with the identity matrix $I$, and the known positive parameter $b$ satisfying $0<b \leq \lambda_{\min }\left(\mathcal{B}_{1}\right)$, that is, $x^{T} b I x \leq x^{T} \lambda_{\min }\left(\mathcal{B}_{1}\right) I x$.

Assumption 6.2 [140] The desired trajectories $\zeta_{2 d}(t), \zeta_{3 d}(t)$ and their time derivatives up to the 3rd order are continuously differentiable and bounded for all $t \geq 0$. The desired Lagrangian multiplier $\lambda_{d}$ is also bounded and uniformly continuous.

The control objective for the motion of the system is to design, if possible, controllers that ensure the tracking errors for the variables $\zeta_{2}, \zeta_{3}$, and the constraint force vector $f$, or, equivalently, a multiplier $\lambda$, from any $\left(\zeta_{j}(0), \dot{\zeta}_{j}(0), \lambda(0)\right) \in \Omega, \zeta_{j}, \dot{\zeta}_{j}$ and $\lambda$ converge to a manifold $\Omega_{d}$ where

$$
\begin{equation*}
\Omega_{d}=\left\{\left(\zeta_{j}, \dot{\zeta}_{j}, \lambda\right)| | \zeta_{j}-\zeta_{j d}\left|\leq \epsilon_{j 1},\left|\dot{\zeta}_{j}-\dot{\zeta}_{j d}\right| \leq \epsilon_{j 2},\left\|\lambda-\lambda_{d}\right\| \leq \epsilon_{\lambda}\right\}\right. \tag{6.25}
\end{equation*}
$$

where $\epsilon_{j i}>0, \epsilon_{\lambda}>0, i=1,2, j=2$, 3 . Ideally, $\epsilon_{j i}$ and $\epsilon_{\lambda}$ should be the threshold of measurable noise. At the same time, all the closed loop signals are to be kept bounded.

In the following, we can analyze and design the control for each subsystem. For clarity, we define the tracking errors and the filtered tracking errors as $e_{j}=\zeta_{j}-\zeta_{j d}$, and $r_{j}=\dot{e}_{j}+\Lambda_{j} e_{j}$ where $\Lambda_{j}$ is positive definite, $j=2,3$. Then, to study the stability of $e_{j}$ and $\dot{e}_{j}$, we only need to study the properties of $r_{j}$. In addition, the following computable signals are defined:

$$
\begin{align*}
\dot{\zeta}_{j r} & =\dot{\zeta}_{j d}-\Lambda_{j} e_{j}  \tag{6.26}\\
\ddot{\zeta}_{j r} & =\ddot{\zeta}_{j d}-\Lambda_{j} \dot{e}_{j} \tag{6.27}
\end{align*}
$$

### 6.3 High-gain Observer

Since unknown nonlinearities can exist in the control input channel, it may be difficult to measure all the system states in reality. In the case that only the output is available, an observer is needed to estimate the $n-1$ derivative of the output; therefore, a high-gain observer is employed to estimate the states of a system.

Lemma 6.1 Suppose the function $\zeta_{j}(t)$ and its first $n$ derivatives are bounded. Consider the following system: $\epsilon \dot{\vartheta}_{j 1}=\vartheta_{j 2}, \epsilon \dot{\vartheta}_{j 2}=\vartheta_{j 3}, \cdots, \epsilon \dot{\vartheta}_{j(n-1)}=\vartheta_{j n}$, $\epsilon \dot{\vartheta}_{j n}=-\kappa_{j 1} \vartheta_{j n}-\kappa_{j 2} \vartheta_{j(n-1)}-\cdots-\kappa_{j(n-1)} \vartheta_{j 2}-\vartheta_{j 1}+\zeta_{j}$, where the parameters $\kappa_{j 1}$ to $\kappa_{j(n-1)}$ are chosen so that the polynomial $s_{j}^{n}+\kappa_{j 1} s_{j}^{(n-1)}+\cdots+$ $\kappa_{j(n-1)} s_{j}+1$ is Hurwitz. Then, there exist positive constants $h_{j(k+1)}, j=$ $1,2, \cdots, m, k=1,2, \cdots, n-1$ and $t^{*}$ such that for all $t>t^{*}$, we have $\frac{\vartheta_{j(k+1)}}{\epsilon^{(k)}}-\zeta_{j}^{(k)}=-\epsilon \varphi_{j}^{(k+1)},\left|\frac{\vartheta_{j(k+1)}}{\epsilon^{(k)}}-\zeta_{j}^{(k)}\right| \leq \epsilon h_{j(k+1)}$, where $\epsilon$ is any small positive constant and $\varphi_{j}=\vartheta_{j n}+\kappa_{j 1} \vartheta_{j(n-1)}+\cdots+\kappa_{j(n-1)} \vartheta_{j 1}$ and $\varphi_{j}^{(k)}$ denote the $k$ th derivative of $\varphi_{j}$ and $\left|\varphi_{j}^{(k)}\right| \leq h_{j k}$.

Proof: The proof of the Lemma can be found in [141].
Define the signals as $\vartheta_{j}=\left[\vartheta_{j 1}, \vartheta_{j 2}, \vartheta_{j 3}\right]^{T}$, and let $\hat{\zeta}_{j}=\vartheta_{j 1}, \dot{\hat{\zeta}}_{j}=\frac{\vartheta_{j 2}}{\epsilon}$, $\ddot{\hat{\zeta}}_{j}=\frac{\vartheta_{j 3}}{\epsilon^{2}}$ and $\hat{\mathbf{e}}_{j}=\left[\hat{e}_{j}, \dot{\hat{e}}_{j}, \ddot{\hat{e}}_{j}\right]^{T}=\left[\vartheta_{j 1}-\zeta_{j d}, \frac{\vartheta_{j 2}}{\epsilon}-\dot{\zeta}_{j d}, \frac{\vartheta_{j 3}}{\epsilon^{2}}-\ddot{\zeta}_{j d}\right]^{T}$.

Since $\hat{e}_{j}=\vartheta_{j 1}-\zeta_{j d}=\vartheta_{j 1}-\zeta_{j}+\zeta_{j}-\zeta_{j d}=e_{j}-\epsilon \dot{\varphi}_{j}$, similarly we can deduce the equations as follows:

$$
\begin{gather*}
\hat{e}_{j}=e_{j}-\epsilon \dot{\varphi}_{j}  \tag{6.28}\\
\dot{\hat{e}}_{j}=\dot{e}_{j}-\epsilon \ddot{\varphi}_{j}  \tag{6.29}\\
\ddot{\hat{e}}_{j}=\ddot{e}_{j}-\epsilon \varphi_{j}^{(3)} \tag{6.30}
\end{gather*}
$$

Then the high-gain observer is designed as

$$
\begin{gather*}
\hat{r}_{j}=r_{j}-\epsilon \Lambda_{j} \dot{\varphi}_{j}-\epsilon \ddot{\varphi}_{j}  \tag{6.31}\\
\dot{\hat{r}}_{j}=\dot{r}_{j}-\epsilon \Lambda_{j} \ddot{\varphi}_{j}-\epsilon \varphi_{j}^{(3)}  \tag{6.32}\\
\dot{\hat{\zeta}}_{j r}=\dot{\zeta}_{j r}+\epsilon \Lambda_{j} \dot{\varphi}_{j}  \tag{6.33}\\
\ddot{\hat{\zeta}}_{j r}=\ddot{\zeta}_{j r}+\epsilon \Lambda_{j} \ddot{\varphi}_{j} \tag{6.34}
\end{gather*}
$$

Let $\vartheta_{j 1}=\zeta_{j}$, then we can deduce that $\dot{\varphi}_{j}=0$, such that we have $\hat{e}_{j}=e_{j}$ ,$\hat{r}_{j}=r_{j}-\epsilon \ddot{\varphi}_{j}$ and $\dot{\hat{\zeta}}_{j r}=\dot{\zeta}_{j r}$.

### 6.4 Adaptive Output Feedback Control

In reality, physical model of the system cannot be exactly known, i.e., there exist model uncertainties, which would cause the dynamics uncertainties. In
addition, external disturbances may also affect the performance of the system. In this section, we take both factors into consideration to develop adaptive control schemes to deal with uncertainties as well as external disturbances.

Since $\dot{\xi}=\dot{\xi}_{r}+r, \ddot{\xi}=\ddot{\xi}_{r}+\dot{r}$ and $\xi=\left[\zeta_{3}^{T}, \zeta_{2}^{T}\right]^{T}$, the equation (6.23) becomes

$$
\begin{equation*}
\mathcal{M}_{1} \dot{r}+\tilde{\mathcal{V}}_{1} r=-\mathcal{M}_{1} \ddot{\xi}_{r}-\hat{\mathcal{V}}_{1} r-\mathcal{V}_{1} \dot{\xi}_{r}-\mathcal{D}_{1}+\mathcal{B}_{1} \Lambda_{1} \mathcal{U}_{1} \tag{6.35}
\end{equation*}
$$

where $r=\left[r_{3}^{T}, r_{2}^{T}\right]^{T}, \ddot{\xi}_{r}=\left[\ddot{\zeta}_{3 r}^{T}, \ddot{\zeta}_{2 r}^{T}\right]^{T}$.
Let $\mathcal{M}_{0}, \mathcal{V}_{0}, \hat{\mathcal{V}}_{0}, \mathcal{D}_{0}$, and $\mathcal{B}_{0}$ be nominal parameter vectors which give the corresponding nominal functions $\mathcal{M}_{0} \ddot{\xi}_{r}+\mathcal{V}_{0} \dot{\xi}_{r}+\hat{\mathcal{V}}_{0} r+\mathcal{D}_{0}$ and $\left(\mathcal{B}_{0}\right)^{-1}$, respectively, and there exist some finite positive constants $c_{i}>0(1 \leq i \leq 8)$, such that $\left\|\mathcal{M}_{1}-\mathcal{M}_{0}\right\| \leq c_{1},\left\|\mathcal{V}_{1}-\mathcal{V}_{0}\right\| \leq c_{2}+c_{3}\|\dot{\zeta}\|,\left\|\hat{\mathcal{V}}_{1}-\hat{\mathcal{V}}_{0}\right\| \leq c_{4}+c_{5}\|\dot{\zeta}\|$, $\left\|\mathcal{D}-\mathcal{D}_{0}\right\| \leq c_{6}+c_{7}\|\dot{\zeta}\|,\left\|\mathcal{B}_{1}-\mathcal{B}_{0}\right\| \leq c_{8}$.

Considering (6.31)-(6.34), the equation (6.35) becomes

$$
\begin{equation*}
\mathcal{M}_{1} \dot{\hat{r}}+\tilde{\mathcal{V}}_{1} \hat{r}=\mu+\mathcal{B}_{1} \Lambda_{1} \mathcal{U}_{1} \tag{6.36}
\end{equation*}
$$

where $\mu=-\mathcal{M}_{1} \ddot{\hat{\xi}}_{r}-\mathcal{V}_{1} \dot{\hat{\xi}}_{r}-\hat{\mathcal{V}}_{1} \hat{r}-\epsilon \mathcal{M}_{1} \varphi^{(3)}-\mathcal{V}_{1} \epsilon \ddot{\varphi}-\mathcal{D}_{1}, \Lambda=\operatorname{diag}\left[\Lambda_{j}\right]$, $\ddot{\varphi}=\left[\ddot{\varphi}_{3}^{T}, \ddot{\varphi}_{2}^{T}\right]^{T}, \varphi^{(3)}=\left[\varphi_{3}^{(3) T}, \varphi_{2}^{(3) T}\right]^{T}$.

Since $\left|\frac{\vartheta_{j(k+1)}}{\epsilon^{(k)}}-\zeta_{j}^{(k)}\right| \leq \epsilon h_{j(k+1)}$ holds in Lemma 6.1, we have $\left|\frac{\vartheta_{j(k+1)}}{\epsilon^{(k)}}\right|-$ $\left|\zeta_{j}^{(k)}\right| \leq \epsilon h_{j(k+1)}$, and $\left|\zeta_{j}^{(k)}\right| \leq\left|\frac{\vartheta_{j(k+1)}}{\epsilon^{(k)}}\right|-\epsilon h_{j(k+1)}$ and it is easy to have the following assumption:

Assumption 6.3 There exist some finite positive constants $\alpha_{i}>0(1 \leq i \leq$ 11) such that $\forall \zeta \in R^{n-l}, \dot{\zeta} \in R^{n-l},\left\|\mathcal{M}_{1}-\mathcal{M}_{0}\right\| \leq \alpha_{1},\left\|\epsilon \mathcal{M}_{1} \varphi^{(3)}\right\| \leq \alpha_{2}$, $\left\|\hat{\mathcal{V}}_{1}-\hat{\mathcal{V}}_{0}\right\| \leq \alpha_{3}+\alpha_{4}\|\dot{\hat{\zeta}}\|,\left\|\mathcal{V}_{1}-\mathcal{V}_{0}\right\| \leq \alpha_{5}+\alpha_{6}\|\dot{\hat{\zeta}}\|,\left\|\mathcal{V}_{1} \epsilon \ddot{\varphi}\right\| \leq \alpha_{7}+\alpha_{8}\|\dot{\hat{\zeta}}\|$ $\left\|\mathcal{D}_{1}-\mathcal{D}_{0}\right\| \leq \alpha_{9}+\alpha_{10}\|\dot{\hat{\zeta}}\|,\left\|\mathcal{B}_{1}-\mathcal{B}_{0}\right\| \leq \alpha_{11}$.

Remark 6.3 Although we assume some finite positive constants $\alpha_{i}>0(1 \leq$ $i \leq 11)$ in Assumption 6.3, these constants are unknown beforehand; therefore, we need to propose the following adaptive laws to approximate them.

Assumption 6.4 $A$ time-varying positive function $\varpi$ converges to zero as $t \rightarrow \infty$ and satisfies $\lim _{t \rightarrow \infty} \int_{0}^{t} \varpi(s) d s=\rho<\infty$ with finite constant $\rho$.

Consider the following output feedback control design:

$$
\begin{equation*}
\Lambda_{1} \mathcal{U}_{1}=-\mathcal{B}_{0}^{-1} K_{P} \hat{r}+\mathcal{B}_{0}^{-1} \mu_{0}-\frac{1}{b} \sum_{i=1}^{11} \frac{\hat{r} \hat{\alpha}_{i} \Upsilon_{i}^{2}}{\Upsilon_{i}\|\hat{r}\|+\delta_{i}} \tag{6.37}
\end{equation*}
$$

with $\mu_{0}=\mathcal{M}_{0} \ddot{\hat{\xi}}_{r}+\mathcal{V}_{0} \dot{\hat{\xi}}_{r}+\hat{\mathcal{V}}_{0} \hat{r}+\mathcal{D}_{0}$, which is adaptively tuned according to

$$
\begin{equation*}
\dot{\hat{\alpha}}_{i}=-\sigma_{i} \hat{\alpha}_{i}+\frac{\gamma_{i} \Upsilon_{i}^{2}\|\hat{r}\|^{2}}{\|\hat{r}\| \Upsilon_{i}+\delta_{i}}, i=1, \ldots, 11 \tag{6.38}
\end{equation*}
$$

where $K_{P}$ is positive definite, $\gamma_{i}>0, \delta_{i}>0$ and $\sigma_{i}>0(1 \leq i \leq 11)$ satisfies Assumption 6.4: $\lim _{t \rightarrow \infty} \delta_{i}(t)=0, \int_{0}^{\infty} \delta_{i}(s) d s=\rho_{i \delta}<\infty, \lim _{t \rightarrow \infty} \sigma_{i}(t)=0$, $\int_{0}^{\infty} \sigma_{i}(s) d s=\rho_{i \sigma}<\infty$ with the constants $\rho_{i \delta}$ and $\rho_{i \sigma}$. Let

$$
\begin{aligned}
\hat{\alpha} & =\left[\hat{\alpha}_{1}, \ldots, \hat{\alpha}_{11}\right]^{T} \\
\Upsilon & =\left[\left\|\ddot{\hat{\xi}}_{r}\right\|, 1,\|\hat{r}\|,\|\hat{r}\|\|\dot{\hat{\zeta}}\|,\left\|\dot{\hat{\xi}}_{r}\right\|,\left\|\dot{\hat{\xi}}_{r}\right\|\|\dot{\hat{\zeta}}\|, 1,\|\dot{\hat{\zeta}}\|, 1,\|\dot{\hat{\zeta}}\|, \Upsilon_{11}\right]^{T}
\end{aligned}
$$

where $\Upsilon_{11}=\left\|-\mathcal{B}_{0}^{-1} K_{P} \hat{r}+\mathcal{B}_{0}^{-1} \mu_{0}\right\|$, and $\Phi=\alpha^{T} \Upsilon$.
Consider the following Lyapunov function candidate for the $\zeta_{2}$ and $\zeta_{3}{ }^{-}$ subsystem

$$
\begin{equation*}
\mathbb{V}_{1}=\frac{1}{2} \hat{r}^{T} \mathcal{M}_{1} \hat{r}+\frac{1}{2} \tilde{\alpha}^{T} \Gamma^{-1} \tilde{\alpha} \tag{6.39}
\end{equation*}
$$

where $\Gamma=\operatorname{diag}\left[\gamma_{1}, \ldots, \gamma_{11}\right]$, and $\tilde{\alpha}=\alpha-\hat{\alpha}$. Its time derivative is given by

$$
\begin{equation*}
\dot{\mathbb{V}}_{1}=\frac{1}{2} \hat{r}^{T}\left(\dot{\mathcal{M}}_{1} \hat{r}+2 \mathcal{M}_{1} \dot{\hat{r}}\right)+\tilde{\alpha}^{T} \Gamma^{-1} \dot{\tilde{\alpha}} \tag{6.40}
\end{equation*}
$$

Considering Property 6.4, and (6.24), and substituting (6.36) into (6.40), and integrating (6.37), we have

$$
\begin{align*}
\dot{\mathbb{V}}_{1}= & \hat{r}^{T}\left(\mathcal{B}_{1} \Lambda_{1} \mathcal{U}_{1}+\mu\right)+\tilde{\alpha}^{T} \Gamma^{-1} \dot{\tilde{\alpha}} \\
= & \hat{r}^{T}\left[\left(\mathcal{B}_{1}-\mathcal{B}_{0}\right) \Lambda_{1} \mathcal{U}_{1}+\mathcal{B}_{0} \Lambda_{1} \mathcal{U}_{1}+\mu\right)+\tilde{\alpha}^{T} \Gamma^{-1} \dot{\tilde{\alpha}} \\
\leq & -\hat{r}^{T} K_{P} \hat{r}-\hat{r}^{T} \mathcal{B}_{1} \frac{1}{b} \sum_{i=1}^{11} \frac{\hat{r} \hat{\alpha}_{i} \Upsilon_{i}^{2}}{\|\hat{r}\| \Upsilon_{i}+\delta_{i}} \\
& +\|\hat{r}\|\left\|\mathcal{M}_{0}-\mathcal{M}_{1}\right\|\| \| \ddot{\hat{\xi}}_{r}\|+\| \hat{r}\| \| \mathcal{V}_{0}-\mathcal{V}_{1}\| \| \dot{\hat{\xi}}_{r} \| \\
& +\|\hat{r}\|\left\|\hat{\mathcal{V}}_{0}-\hat{\mathcal{V}}_{1}\right\|\|\hat{r}\|+\|\hat{r}\| \epsilon \mathcal{M}_{1} \varphi^{(3)} \| \\
& +\|\hat{r}\|\left\|\mathcal{V}_{1} \epsilon \ddot{\varphi}\right\|+\|\hat{r}\|\left\|\mathcal{D}_{0}-\mathcal{D}_{1}\right\| \\
& +\|\hat{r}\|\left\|\left(\mathcal{B}_{1}-\mathcal{B}_{0}\right)\right\|\left\|-\mathcal{B}_{0}^{-1} K_{P} \hat{r}+\mathcal{B}_{0}^{-1} \mu_{0}\right\| \\
& +\tilde{\alpha}^{T} \Gamma^{-1} \dot{\tilde{\alpha}} \\
\leq & -\hat{r}^{T} K_{P} \hat{r}-\sum_{i=1}^{11} \frac{\|\hat{r}\|^{2} \hat{\alpha}_{i} \Upsilon_{i}^{2}}{\|\hat{r}\| \Upsilon_{i}+\delta_{i}}+\|\hat{r}\| \alpha^{T} \Upsilon \\
& +\hat{\alpha}^{T} \Sigma \Gamma^{-1} \tilde{\alpha}-\sum_{i=1}^{11} \frac{\|\hat{r}\|^{2} \tilde{\alpha}_{i} \Upsilon_{i}^{2}}{\|\hat{r}\| \Upsilon_{i}+\delta_{i}} \\
\leq & -\hat{r}^{T} K_{P} \hat{r}+\alpha^{T} \Delta+\hat{\alpha}^{T} \Sigma \Gamma^{-1}(\alpha-\hat{\alpha}) \\
\leq & -\hat{r}^{T} K_{P} \hat{r}+\alpha^{T} \Delta+\frac{1}{4} \alpha^{T} \Sigma \Gamma^{-1} \alpha \tag{6.41}
\end{align*}
$$

with $\Sigma=\operatorname{diag}\left[\sigma_{1}, \ldots, \sigma_{11}\right], \Delta=\left[\delta_{1}, \ldots, \delta_{11}\right]^{T}$. Therefore,

$$
\begin{equation*}
\dot{\mathbb{V}}_{1} \leq-\lambda_{\min }\left(K_{P}\right)\|\hat{r}\|^{2}+\alpha^{T} \Delta+\frac{1}{4} \alpha^{T} \Sigma \Gamma^{-1} \alpha \tag{6.42}
\end{equation*}
$$

Since $\alpha^{T} \Delta+\frac{1}{4} \alpha^{T} \Sigma \Gamma^{-1} \alpha$ is bounded, and $t>t_{1}, \alpha^{T} \Delta+\frac{1}{4} \alpha^{T} \Sigma \Gamma^{-1} \alpha \leq \rho_{1}$ with the finite constant $\rho_{1}$, we have,

$$
\begin{equation*}
\dot{\mathbb{V}}_{1} \leq-\lambda_{\min }\left(K_{P}\right)\|\hat{r}\|^{2}+\rho_{1} \tag{6.43}
\end{equation*}
$$

which leads to

$$
\begin{align*}
\|\hat{r}\|^{2} \leq & \exp \left(-\lambda_{\min }\left(K_{P}\right) t\right)\|\hat{r}(0)\|^{2} \\
& +\frac{\rho_{1}}{\lambda_{\min }\left(K_{P}\right)}\left(1-\exp \left(-\lambda_{\min }\left(K_{P}\right) t\right)\right) \tag{6.44}
\end{align*}
$$

or

$$
\begin{equation*}
\|\hat{r}\| \leq \sqrt{\Theta} \tag{6.45}
\end{equation*}
$$

where $\Theta=\exp \left(\lambda_{\min }\left(K_{P}\right) t\right)\|\hat{r}(0)\|^{2}+\frac{\rho_{1}}{\lambda_{\min \left(K_{P}\right)}}\left(1-\exp \left(-\lambda_{\min }\left(K_{P}\right) t\right)\right)$. Therefore, we can get the conclusion that $\hat{r}$ converges to a small bounded set.

When $\|\hat{r}\| \geq \sqrt{\frac{\rho_{1}}{\lambda_{\text {min }}\left(K_{P}\right)}}$, then $\dot{\mathbb{V}}_{1} \leq 0$, from above and $\hat{r}$ converges to a small set $\Omega_{1}$ containing the origin as $t \rightarrow \infty$,

$$
\begin{equation*}
\Omega_{1}:\|\hat{r}\| \leq \sqrt{\frac{\rho_{1}}{\lambda_{\min }\left(K_{P}\right)}} \tag{6.46}
\end{equation*}
$$

By Assumption 6.4, because $\rho_{1} \rightarrow 0$ as $t \rightarrow \infty$, from (6.46), we have $\hat{r} \rightarrow 0, \dot{\mathbb{V}}_{1} \rightarrow 0$ with $t \rightarrow \infty$, then $\mathbb{V}_{1}$ is bounded and hence $\lim _{t \rightarrow \infty} \hat{r}=0$. From (6.31), where $\epsilon$ is any small positive constant and $\ddot{\varphi}, \dot{\varphi}$ are bounded, $\hat{r} \rightarrow 0$ as $t \rightarrow \infty$.

Integrating both sides of (6.43) gives

$$
\begin{align*}
\mathbb{V}_{1}(t)-\mathbb{V}_{1}(0) & \leq-\int_{0}^{t} \lambda_{\min }\left(K_{P}\right)\|\hat{r}\|^{2} d s \\
& +\int_{0}^{t}\left(\alpha^{T} \Delta+\frac{1}{4} \alpha^{T} \Sigma \Gamma^{-1} \alpha\right) d s \tag{6.47}
\end{align*}
$$

Since $\alpha$ and $\Gamma$ are constant, $\int_{0}^{\infty} \Delta d s=\rho_{\delta}=\left[\rho_{1 \delta}, \ldots, \rho_{11 \delta}\right]^{T}, \int_{0}^{\infty} \Sigma d s=$ $\rho_{\sigma}=\operatorname{diag}\left[\rho_{1 \sigma}, \ldots, \rho_{11 \sigma}\right]$, then, we can rewrite (6.47) as $\mathbb{V}_{1}(t)-\mathbb{V}_{1}(0) \leq$ $-\int_{0}^{t} \lambda_{\min }\left(K_{P}\right)\|\hat{r}\|^{2} d s+\alpha^{T} \rho_{\delta}+\frac{1}{4} \alpha^{T} \rho_{\sigma} \Gamma^{-1} \alpha<\infty$. Thus $\mathbb{V}_{1}$ is bounded, which implies that $\hat{r} \in L_{\infty}$. From (6.47), we have $\int_{0}^{t} \lambda_{\min }\left(K_{P}\right)\|\hat{r}\|^{2} d s \leq \mathbb{V}_{1}(0)-$ $\mathbb{V}_{1}(t)+\alpha^{T} \rho_{\delta}+\frac{1}{4} \alpha^{T} \rho_{\sigma} \Gamma^{-1} \alpha$, which leads to $\hat{r} \in L_{2}$. From $\hat{r}_{j}=\dot{\hat{e}}_{j}+\Lambda_{j} \hat{e}_{j}$, it
can be obtained that $\hat{e}_{j}, \dot{\hat{e}}_{j} \in L_{\infty}$. As we have established $\hat{e}_{j}, \dot{\hat{e}}_{j} \in L_{\infty}$, from Assumption 6.2, we conclude that $\hat{\zeta}_{j}, \dot{\hat{\zeta}}_{j}, \dot{\hat{\xi}}_{r}, \ddot{\hat{\xi}}_{r} \in L_{\infty}$. Therefore, all the signals on the right hand side of (6.35), if (6.37) is integrated, are bounded, and we can conclude that $\dot{r}$ and therefore $\ddot{\hat{\zeta}}_{j}$ are bounded. Consequently, it follows that $\hat{e}_{j} \rightarrow 0, \dot{\hat{e}}_{j} \rightarrow 0$ as $t \rightarrow \infty$. Since $\hat{r}, \hat{\zeta}_{j}, \dot{\hat{\zeta}}_{j}, \hat{\zeta}_{j r}, \dot{\hat{\zeta}}_{j r}, \ddot{\hat{\zeta}}_{j r}$ are all bounded it is easy to conclude that $\mathcal{U}_{1}$ is bounded from (6.37).

Since (6.31), the sliding error $r$ exponentially converges to a small value and is bounded by

$$
\begin{equation*}
\|r\| \leq \sqrt{\frac{\rho_{1}}{\lambda_{\min }\left(K_{P}\right)}}+\epsilon\|\ddot{\varphi}\|+\epsilon \Lambda\|\dot{\varphi}\| \tag{6.48}
\end{equation*}
$$

where $\epsilon$ is any small positive constant and $\ddot{\varphi}$ is bounded. It is easy to know $\dot{e}$ and $e$ converge to zero.

Finally, for system (6.17)-(6.19) under control laws (6.37), apparently, the $\zeta_{1}$-subsystem (6.17) can be rewritten as

$$
\begin{equation*}
\dot{\varphi}=f(\nu, \varphi, \mathcal{U}) \tag{6.49}
\end{equation*}
$$

where $\varphi=\left[\zeta_{1}^{T}, \dot{\zeta}_{1}^{T}\right]^{T}, \nu=\left[r^{T}, \dot{r}^{T}\right]^{T}, \mathcal{U}=\left[\tau_{1}^{T}, \tau_{2}^{T}\right]^{T}$.
Assumption 6.5 From (6.18) and (6.19), the reference signal satisfies Assumption 6.2, and the following functions are Lipschitz in $\gamma=\left[\zeta_{2}, \zeta_{3}, \dot{\zeta}_{2}, \dot{\zeta}_{3}\right]^{T}$, i.e., there exist Lipschitz positive constants $L_{\gamma}$ and $L_{f}$ such that

$$
\begin{align*}
\left\|V_{1}+G_{1}+d_{1}\right\| & \leq L_{1 \gamma}\|\gamma\|+L_{1 f}  \tag{6.50}\\
\mid\|\mathcal{F}+\mathcal{K}\| & \leq L_{2 \gamma}\|\gamma\|+L_{2 f} \tag{6.51}
\end{align*}
$$

moreover, from the stability analysis of $\zeta_{2}$ and $\zeta_{3}$ subsystems, $\gamma$ converges to a small neighborhood of $\gamma_{d}=\left[\zeta_{2 d}, \zeta_{3 d}, \dot{\zeta}_{2 d}, \dot{\zeta}_{3 d}\right]^{T}$.

Remark 6.4 Under the stability of $\zeta_{2}$ and $\zeta_{3}$ subsystems, and considering (6.25), let $\left\|\gamma-\gamma_{d}\right\| \leq \varsigma_{1}$. It is easy to obtain $\|\gamma\| \leq\left\|\gamma_{d}\right\|+\varsigma_{1}$, and similarly, let $\mu=\left[\ddot{\zeta}_{2}, \ddot{\zeta}_{3}\right]^{T}$, and $\mu_{d}=\left[\ddot{\zeta}_{2 d}, \ddot{\zeta}_{3 d}\right]^{T},\|\mu\| \leq\left\|\mu_{d}\right\|+\varsigma_{2}$, where $\varsigma_{1}$ and $\varsigma_{2}$ are small bounded errors.

Lemma 6.2 The $\zeta_{1}$-subsystem (6.17), if $\zeta_{2}$-subsystem and $\zeta_{3}$-subsystem are stable, is asymptotically stable, too.

Proof: From (6.17), (6.18), and (6.19), we choose the following function as

$$
\begin{equation*}
\mathbb{V}_{2}=\mathbb{V}_{1}+\ln \left(\cosh \left(\dot{\zeta}_{1}\right)\right) \tag{6.52}
\end{equation*}
$$

Differentiating (6.52) along (6.17) gives

$$
\begin{align*}
\dot{\mathbb{V}}_{2}= & \dot{\mathbb{V}}_{1}+\tanh \left(\dot{\zeta}_{1}\right) \ddot{\zeta}_{1} \\
= & \dot{\mathbb{V}}_{1}+\tanh \left(\dot{\zeta}_{1}\right) M_{11}^{-1}\left(\tau_{1}-V_{1}-G_{1}-d_{1}\right. \\
& \left.-M_{12} \ddot{\zeta}_{2}-M_{13} \ddot{\zeta}_{3}\right) \tag{6.53}
\end{align*}
$$

From (6.22), we have

$$
\begin{equation*}
\tau_{1}=-M_{11} M_{31}^{-1}\left(\mathcal{C} \ddot{\zeta}_{2}+\mathcal{J} \ddot{\zeta}_{3}+\mathcal{F}+\mathcal{K}\right) \tag{6.54}
\end{equation*}
$$

Integrating (6.54) into (6.53), we have

$$
\begin{aligned}
\dot{\mathbb{V}}_{2} & =\dot{\mathbb{V}}_{1}+\tanh \left(\dot{\zeta}_{1}\right)\left(-M_{31}^{-1}\left(\mathcal{C} \ddot{\zeta}_{2}+\mathcal{J} \ddot{\zeta}_{3}+\mathcal{F}+\mathcal{K}\right)\right. \\
& \left.-M_{11}^{-1}\left(V_{1}+G_{1}+d_{1}+M_{12} \ddot{\zeta}_{2}+M_{13} \ddot{\zeta}_{3}\right)\right) \\
& =\dot{\mathbb{V}}_{1}-\tanh \left(\dot{\zeta}_{1}\right) M_{31}^{-1}(\mathcal{F}+\mathcal{K}) \\
& -\tanh \left(\dot{\zeta}_{1}\right) M_{11}^{-1}\left(V_{1}+G_{1}+d_{1}\right) \\
& -\left[\begin{array}{c}
\tanh \left(\dot{\zeta}_{1}\right) M_{31}^{-1} \mathcal{C}+\tanh \left(\dot{\zeta}_{1}\right) M_{11}^{-1} M_{12} \\
\tanh \left(\dot{\zeta}_{1}\right) M_{31}^{-1} \mathcal{J}+\tanh \left(\dot{\zeta}_{1}\right) M_{11}^{-1} M_{13}
\end{array}\right]^{T}\left[\begin{array}{l}
\ddot{\zeta}_{2} \\
\ddot{\zeta}_{3}
\end{array}\right]
\end{aligned}
$$

since $\left\|\tanh \left(\dot{\zeta}_{1}\right)\right\| \leq 1, M_{31}^{-1}, M_{12}$ and $M_{13}$ are all bounded. Let

$$
\left\|\left[\begin{array}{c}
\tanh \left(\dot{\zeta}_{1}\right) M_{31}^{-1} \mathcal{C}+\tanh \left(\dot{\zeta}_{1}\right) M_{11}^{-1} M_{12}  \tag{6.55}\\
\tanh \left(\dot{\zeta}_{1}\right) M_{31}^{-1} \mathcal{J}+\tanh \left(\dot{\zeta}_{1}\right) M_{11}^{-1} M_{13}
\end{array}\right]^{T}\right\| \leq \varrho_{1}
$$

and $\left\|M_{11}^{-1}\right\| \leq \varrho_{2},\left\|M_{31}^{-1}\right\| \leq \varrho_{3}$, where $\varrho_{1}, \varrho_{2}$ and $\varrho_{3}$ are bounded constants. Considering Assumption 6.5 and Remark 6.4, we have

$$
\begin{align*}
\dot{\mathbb{V}}_{2} \leq & -\frac{1}{2} \lambda_{\min }\left(K_{P}\right)\|r\|^{2}+\alpha^{T} \Delta+\frac{1}{4} \alpha^{T} \Sigma \Gamma^{-1} \alpha \\
& +\varrho_{1}\left(\left\|\mu_{d}\right\|+\varsigma_{2}\right)+\varrho_{2}\left(L_{1 \gamma}\left(\left\|\gamma_{d}\right\|+\varsigma_{1}\right)+L_{1 f}\right) \\
& +\varrho_{3}\left(L_{2 \gamma}\left(\left\|\gamma_{d}\right\|+\varsigma_{1}\right)+L_{2 f}\right) \tag{6.56}
\end{align*}
$$

Let $\rho_{2}=\varrho_{1}\left(\left\|\mu_{d}\right\|+\varsigma_{2}\right)+\varrho_{2}\left(L_{1 \gamma}\left(\left\|\gamma_{d}\right\|+\varsigma_{1}\right)+L_{1 f}\right)+\varrho_{3}\left(L_{2 \gamma}\left(\left\|\gamma_{d}\right\|+\varsigma_{1}\right)+L_{2 f}\right)$ and it is apparently bounded positive and we have $\dot{\mathbb{V}}_{2} \leq 0$, when $\|r\| \geq$ $\sqrt{\frac{2 \rho_{1}+2 \rho_{2}}{\lambda_{\min }\left(K_{P}\right)}}$. We can choose the proper $K_{P}$ such that $r$ can be arbitrarily small. Therefore, we can obtain stable internal dynamics with respect to the output $\dot{\zeta}_{1}$. Therefore, the $\zeta_{1}$-subsystem (6.17) is asymptotically stable.

Theorem 6.1 Consider the system (6.17)-(6.19) with Assumptions 6.3 and 6.2, under the action of control laws (6.37) and adaptation laws (6.38). For compact set $\Omega_{1}$, where $(\zeta(0), \dot{\zeta}(0), \hat{\alpha}(0)) \in \Omega_{1}$, the tracking errors $r$ converges to the compact sets $\Omega_{1}$ defined by (6.46), and all the signals in the closed loop system are bounded.

Proof: From the results (6.47), it is clear that the tracking errors $r_{j}$ converge to the compact set $\Omega_{1}$ defined by (6.46). In addition, the signal $\tilde{\alpha}$ is bounded. Therefore, we can know $e_{2}, \dot{e}_{2}, e_{3}, \dot{e}_{3}$ are also bounded. From the boundedness of $\zeta_{2 d}, \zeta_{3 d}$ in Assumption 6.2, we know that $\zeta_{2}, \zeta_{3}$ are bounded. Since $\dot{\zeta}_{2 d}, \dot{\zeta}_{3 d}$ are also bounded, it follows that $\dot{\zeta}_{2}, \dot{\zeta}_{3}$ are bounded. With $\alpha$ as constant, we know that $\hat{\alpha}$ is also bounded. From Lemma 6.2, we know that the $\zeta_{1}$-subsystem (6.17) is stable, and $\zeta_{1}, \dot{\zeta}_{1}$ are bounded. This completes the proof.

The force control input $\tau_{\beta}$ is designed as

$$
\begin{equation*}
\tau_{\beta}=\lambda_{d}-K_{f} e_{\lambda} \tag{6.57}
\end{equation*}
$$

where $e_{\lambda}=\lambda-\lambda_{d}$ is nonholonomic constraint force error vector and $K_{f}$ is a constant matrix of proportional control feedback gains.

Substituting the control (6.14) and (6.57) into the reduced order dynamics (6.15) yields

$$
\begin{align*}
\left(I+K_{f}\right) e_{\lambda}= & Z([M(q) \dot{R}(q)+C(q, \dot{q}) R(q)] \dot{\zeta}+G+d(t) \\
& \left.-\tau_{\alpha}\right)=-Z R^{+^{T}} \mathcal{M} \ddot{\zeta} \tag{6.58}
\end{align*}
$$

Since $\ddot{\zeta}_{2} \rightarrow \ddot{\zeta}_{2 d}, \ddot{\zeta}_{3} \rightarrow \ddot{\zeta}_{3 d}$, and $\ddot{\zeta}_{1} \rightarrow 0$ from Lemma 6.2, $\ddot{\zeta}$ is bounded, and $-Z R^{+T} \mathcal{M}$ is also bounded; therefore, the size of $e_{\lambda}$ can be adjusted by choosing the proper gain matrix $K_{f}$.

Since $\hat{r}, \zeta, \dot{\zeta}, \xi_{r}, \dot{\xi}_{r}$, and $e_{\lambda}$ are all bounded, it is easy to conclude that $\mathcal{U}_{1}$ is bounded from (6.37) and (6.57).

### 6.5 Simulation Studies

To verify the effectiveness of the proposed control algorithm, let us consider a wheeled mobile under-actuated manipulator shown in Fig. 6.1.

The following variables have been chosen to describe the vehicle (see also Fig. 6.1): $\tau_{l}, \tau_{r}$ : the torques of two wheels; $\tau_{1}$ : the torques of the under-actuated joint, that is, $\tau_{1}=0 ; \theta_{l}, \theta_{r}$ : the rotation angle of the left wheel and the right wheel of the mobile platform; $v$ : the forward velocity of the mobile platform; $\theta$ : the direction angle of the mobile platform; $\omega$ : the rotation velocity of the mobile platform, and $\omega=\dot{\theta} ; \theta_{1}$ : the joint angle of the under-actuated link; $m_{1}, I_{z 1}, l_{1}$ : the mass, the inertia moment, and the length for the link 1 ;


## FIGURE 6.1

The mobile under-actuated manipulator in the simulation.
$m_{2}, I_{z 2}, l_{2}$ : the mass, the inertia moment, and the length for the link $2 ; r$ : the radius of the wheels; $2 l$ : the distance of the wheels; $d$ : the distance between the manipulator and the driving center of the mobile base; $m_{p}$ : the mass of the mobile platform; $I_{p}$ : the inertia moment of the mobile platform; $I_{w}$ : the inertia moment of each wheel; $m_{w}$ : the mass of each wheel; $g$ : gravity acceleration.

The mobile under-actuated manipulator is subject to the following constraint: $\dot{x} \cos \theta-\dot{y} \sin \theta=0$. Using the Lagrangian approach, we can obtain the dynamic model with $q=\left[\theta_{l}, \theta_{r}, \theta_{1}\right]^{T}$, then we could obtain $M(q) \ddot{q}+C(q, \dot{q}) \dot{q}+$ $G(q)=B(q) \tau$, where $J^{T} \lambda$ is eliminated.

In the simulation, we assume the parameters $p_{0}=4.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}, p_{1}=0.5 \mathrm{~kg}$. $m^{2}, p_{2}=0.5 \mathrm{~kg} \cdot \mathrm{~m}^{2}, p_{3}=1.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}, p_{4}=6.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}, q_{0}=2.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}$, $q_{1}=2.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}, q_{2}=1.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}, q_{3}=1.0 \mathrm{~kg} \cdot \mathrm{~m}^{2}, q_{4}=0.5 \mathrm{~kg} \cdot \mathrm{~m}^{2}, d=$ $0.5 m, r=0.5 m, l=0.5$, let $\dot{\zeta}=\left[\dot{\zeta}_{1}, \dot{\zeta}_{2}, \dot{\zeta}_{3}\right]^{T}=\left[\dot{\theta}, v, \dot{\theta}_{1}\right]^{T}$. The disturbances from environments on the system are introduced as $0.1 \sin (t), 0.1 \sin (t)$ and $0.1 \sin (t)$ to the simulation model.

The control gains are selected as $K_{P}=\operatorname{diag}[10.0], \mathcal{B}_{0}=\operatorname{diag}[1.0], \mathcal{M}_{0}=$ $\mathcal{V}_{0}=\hat{\mathcal{V}}_{0}=\mathcal{D}_{0}=0, b=1.0, \Lambda_{1}=\Lambda_{2}=1, \hat{\alpha}(0)=[1.0, \ldots, 1.0]^{T}, \delta_{i}=$ $\sigma_{i}=1 /(1+t)^{2}, \gamma_{i}=0.05$. When $\dot{\zeta}$ is not measurable, a three-order high-gain observer is designed as follows: $\dot{\vartheta}_{j 1}=\vartheta_{j 2} / \epsilon, \dot{\vartheta}_{j 2}=\vartheta_{j 3} / \epsilon, \dot{\vartheta}_{j 3}=\left(-\kappa_{2} \vartheta_{j 3}-\right.$


## FIGURE 6.2

Tracking the desired position by output feedback control.
$\left.\kappa_{1} \vartheta_{j 2}-\vartheta_{j 1}+\zeta_{j}\right) / \epsilon$ with the parameters $\epsilon=0.01, \kappa_{2}=3.0, \kappa_{1}=1.0$ and the initial condition $\vartheta_{j 1}(0)=\zeta_{j}(0)$.

We provide two simulation studies: i) the desired trajectories are chosen as $\zeta_{2 d}=0.3 t \mathrm{rad}, \zeta_{2}(0)=0.1 \mathrm{~m}, \theta(0)=-0.2 \mathrm{rad}, \dot{\theta}(0)=0.0 \mathrm{rad} / \mathrm{s}, \theta_{1 d}=0$ $\mathrm{rad}, \theta_{1}(0)=-\pi / 180, \dot{\theta}_{1}(0)=0.0 \mathrm{rad} / \mathrm{s}$, the initial velocity for the mobile base is $0.0 \mathrm{~m} / \mathrm{s}$; ii) the desired trajectories are chosen as $\zeta_{2 d}=0.3 t \mathrm{rad}$ and $\zeta_{2}(0)=0.2 \mathrm{~m}, \theta(0)=0.2 \mathrm{rad}, \dot{\theta}(0)=0.0 \mathrm{rad} / \mathrm{s}, \theta_{1 d}=0.0 \mathrm{rad}, \theta_{1}(0)=\pi / 90$, $\dot{\theta}_{1}(0)=-0.2 \mathrm{rad} / \mathrm{s}$, the initial velocity for the mobile base is $0.0 \mathrm{~m} / \mathrm{s}$.

For the case i), the under-actuated joint (joint 1) is with zero initial velocity and we use the output feedback adaptive control to control the system. The position tracking using the output feedback adaptive control is shown in Figs. 6.2-6.3. The input torques are shown in Fig. 6.4. The final velocities for three variables are shown in Fig. 6.5. The produced trajectory is shown in Fig. 6.6. The nonholonomic constraint force of the mobile base is shown in Fig. 6.7. From these figures, we can see that $v$, and $\theta_{1}$ are stable, and the motion on the mobile base is stable in a bounded region.

For the case ii), the under-actuated joint (joint 1) is with non-zero initial velocity. Similar to the above description, we utilize the output feedback adaptive control. The position tracking using the output feedback adaptive control


## FIGURE 6.3

Tracking the desired angle of $\theta_{1}$ by output feedback control.


## FIGURE 6.4

Input torques by output feedback control.


## FIGURE 6.5

The velocities $v, \dot{\theta}$ and $\dot{\theta}_{1}$ produced by output feedback.


FIGURE 6.6
The produced bounded trajectory of the mobile manipulator.


## FIGURE 6.7

The nonholonomic constraint force.
is shown in Figs. 6.8-6.9. The input torques are shown in Fig. 6.10. The final velocities for three variables are shown in Fig. 6.11. The produced trajectory is shown in Fig. 6.12. The nonholonomic constraint force on the mobile base is shown in Fig. 6.13. From these figures, we can see that $v$ and $\theta_{1}$ are stable, and the motion of the mobile base is also stable in a bounded region.

From two examples, the simulation results show the proposed controls by the output feedback achieve good performance and are more realistic in practice, which validates the effectiveness of the control law in Theorem 6.1.

In both simulation examples, we do not know the boundedness of the system's parameters or the disturbances from the environment beforehand and do not reply on the derivative of states information by the additional sensors. However, it can be seen that the motion errors converge to zero and the zero dynamics of subsystem remains a bounded region simultaneously. Therefore, the proposed adaptive coupling control scheme attains good control performance even if the coupling dynamics is unknown beforehand. The tracking errors of control are small enough because of "adaptive" mechanisms from the simulation results. The simulations thus demonstrate the effectiveness of the proposed control in the presence of unknown nonlinear dynamic systems


## FIGURE 6.8

Tracking the desired position by output feedback control.


## FIGURE 6.9

Tracking the desired angle of $\theta_{1}$ by output feedback control.


## FIGURE 6.10

Input torques by output feedback control.


## FIGURE 6.11

The velocities $v, \dot{\theta}$ and $\dot{\theta}_{1}$ produced by output feedback.
and environments. Different motion tracking performance can be achieved by adjusting control gains.


## FIGURE 6.12

The produced bounded trajectory of the mobile manipulator.


## FIGURE 6.13

The nonholonomic constraint force.

### 6.6 Conclusion

In this chapter, adaptive motion/force control design by dynamic coupling and output feedback are first investigated for dynamic balance and desired trajectories tracking of mobile manipulator with kinematic nonholonomic constraints and dynamic nonholonomic constraints in the presence of unmodelled dynamics, or parametric/functional uncertainties. The controller is mathematically shown to guarantee semi-globally uniformly bounded stability, and the steady state compact sets to which the closed loop error signals for motion and force convergence are derived. The size of compact sets can be made small through appropriate choice of control design parameters. Simulation results demonstrate that the system is able to track reference signals satisfactorily, with all closed loop signals uniformly bounded.
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Coordinated controls of multiple mobile manipulators have attracted the attention of many researchers [172], [174], [169]. Interest in multiple mobile manipulators stems from the better capability of the mobile manipulators in carrying out more complicated and dextrous tasks which may not be accomplished by a single mobile manipulator. It is an important technology for applying cooperative mobile manipulators to modern factories for transporting materials, and dangerous fields for dismantling bombs or moving nuclearcontaminated objects. Controls of multiple mobile manipulators present a significant increase in complexity over the single mobile manipulator case; moreover, they are much more difficult and challenging than the controls of multiple robotic manipulators $[170,171]$. The difficulties of the control design lie in the fact that when multiple mobile manipulators coordinate each other and they are subject to kinematic constraints, they will form a closed kinematic chain mechanism that imposes a set of kinematic constraints on the position and velocity of coordinated mobile manipulators. As a result,
the degrees of freedom of the whole system decrease, and internal forces are generated which need to be controlled. Therefore, for the above problems, we propose two coordination control approaches: centralized control and decentralized control in this chapter.

### 7.1 Centralized Coordination Control

### 7.1.1 Introduction

Multiple mobile manipulators in cooperation can complete tasks which are impossible for a single robot. For example, in [175], when a long and heavy object is carried, multiple cooperative robots reduce the weight and moment per robot. With the assumption of known dynamics, research on the control of coordination or cooperation has been carried out for multiple mobile manipulator systems. In [68], four methods previously developed for fixed base manipulation have been extended to mobile manipulation systems, including the operational space formulation, dextrous dynamic coordination of macro/mini structures, the augmented object model, the virtual linkage model, and then a decentralized control structure was proposed for cooperative tasks. In [172], for the tasks that require grasping and transporting large and flexible objects, decentralized coordination control was proposed for multiple mobile robots such that the robots can autonomously transport objects in a tightly controlled formation. In [173] and [174], modeling and centralized coordinating control were developed to handle deformable materials by multiple nonholonomic mobile manipulators operating in environments with obstacles. However, the internal forces existing in handling a rigid object are simplified. In [176], the same leader-follower type coordination motion control was proposed for multiple mobile robots engaging in cooperative tasks.

However, the above works seldom consider parametric uncertainties and unknown disturbances. Therefore, in this chapter, robust controls and robust adaptive controls $[108,65,105,66]$, will be investigated to deal with coordinated multiple mobile manipulators. We propose robust controls and robust adaptive controls for multiple mobile manipulators in cooperation carrying a common object in the presence of parametric uncertainties and unknown disturbances. A concise dynamics consisting of the dynamics of the mobile manipulators and the geometrical constraints between the end-effectors and


## FIGURE 7.1

Two coordinated robots.
the object will be developed. Subsequently, robust controls and adaptive robust controls are designed for the coordinated multiple mobile manipulators to compensate for parametric uncertainties and suppress the bounded disturbances. The controls guarantee the outputs of the dynamic system to track some bounded hybrid signals which subsequently drive the kinematic system to the desired trajectory whereas the internal force tracking error remains bounded and can be made arbitrarily small. Feedback control design and stability analysis are performed via explicit Lyapunov techniques.

### 7.1.2 System Description and Assumptions

Consider $m$ mobile manipulators holding a common rigid object in a task space. As shown in Fig. 7.1, different coordinate frames have been established for system modeling, in which $O X Y Z$ is the inertial reference frame in which the position and orientation of the mobile manipulator end-effectors and the object are referred, $O_{o} X_{o} Y_{o} Z_{o}$ is the object coordinate frame fixed at the center of mass of the object, and $O_{i e} X_{i e} Y_{i e} Z_{i e}$ is the end-effector frame of the $i$ th manipulator located at the grasp point. To facilitate the dynamic formulation, the following assumptions are made.

Assumption 7.1 All the end-effectors of the manipulators are rigidly at-
tached to the common object so that there is no relative motion between the object and the end-effectors.

Assumption 7.2 The object is rigid, that is, the object does not get deformed with the application of forces.

Assumption 7.3 Each manipulator is non-redundant and operating away from any singularity.

### 7.1.3 Dynamics of System

The dynamics of the $i$ th mobile manipulator in joint space are given by

$$
\begin{equation*}
M_{i}\left(q_{i}\right) \ddot{q}_{i}+C_{i}\left(q_{i}, \dot{q}_{i}\right) \dot{q}_{i}+G_{i}\left(q_{i}\right)+d_{i}=B_{i}\left(q_{i}\right) \tau_{i}+J_{i}^{T} f_{i} \tag{7.1}
\end{equation*}
$$

where $q_{i}=\left[q_{i 1}, \ldots, q_{i n}\right]^{T}=\left[q_{i v}, q_{i a}\right]^{T} \in \mathbf{R}^{n}$ with $q_{i v} \in \mathbf{R}^{n_{v}}$ describing the generalized coordinates for the mobile platform and $q_{i a} \in \mathbf{R}^{n_{a}}$ denoting the generalized coordinates of the manipulator, and $n=n_{v}+n_{a}$. The symmetric positive definite inertia matrix $M_{i}\left(q_{i}\right) \in \mathbf{R}^{n \times n}$, the centripetal and Coriolis torques $C_{i}\left(\dot{q}_{i}, q_{i}\right) \in \mathbf{R}^{n \times n}$, the gravitational torque vector $G_{i}\left(q_{i}\right) \in \mathbf{R}^{n}$, the external disturbances $d_{i}(t) \in \mathbf{R}^{n}$ and the control inputs $\tau_{i} \in \mathbf{R}^{k}$ could be represented as

$$
\begin{aligned}
M_{i}\left(q_{i}\right) & =\left[\begin{array}{ll}
M_{i v} & M_{i v a} \\
M_{i a v} & M_{i a}
\end{array}\right], C_{i}\left(\dot{q}_{i}, q_{i}\right)=\left[\begin{array}{ll}
C_{i v} & C_{i v a} \\
C_{i a v} & C_{i a}
\end{array}\right], G_{i}\left(q_{i}\right)=\left[\begin{array}{l}
G_{i v} \\
G_{i a}
\end{array}\right] \\
d_{i}(t) & =\left[\begin{array}{l}
d_{i v}(t) \\
d_{i a}(t)
\end{array}\right], \tau_{i}=\left[\begin{array}{c}
\tau_{i v} \\
\tau_{i a}
\end{array}\right], J_{i}=\left[\begin{array}{cc}
A_{i} & 0 \\
J_{i v} & J_{i a}
\end{array}\right], f_{i}=\left[\begin{array}{c}
f_{i v} \\
f_{i e}
\end{array}\right]
\end{aligned}
$$

$B_{i}\left(q_{i}\right)=\operatorname{diag}\left[B_{i v}, B_{i a}\right] \in \mathbf{R}^{n \times k}$ is a full rank input transformation matrix for the mobile platform and the robotic manipulator and assumed to be known because it is a function of fixed geometry of the system; $A_{i}=$ $\left[A_{i 1}^{T}\left(q_{i v}\right) \ldots, A_{i l}^{T}\left(q_{i v}\right)\right]^{T}: \mathbf{R}^{n_{v}} \rightarrow \mathbf{R}^{l \times n_{v}}$ is the kinematic constraint matrix which is assumed to have full rank $l ; J_{i}^{T} \in \mathbf{R}^{n \times n}$ is a Jacobian matrix; and $f_{i v}$ and $f_{i e}$ are the constraint forces corresponding to the nonholonomic and holonomic constraints.

The mobile platform is subjected to nonholonomic constraints and the $l$ non-integrable and independent velocity constraints can be expressed as

$$
\begin{equation*}
A_{i}\left(q_{i v}\right) \dot{q}_{i v}=0 \tag{7.2}
\end{equation*}
$$

In the chapter, the mobile platform is assumed to be a completely nonholonomic constraint, and the holonomic constraint force is measured by the force sensor mounted on each mobile manipulator's end-effector. The $l$ nonintegrable and independent velocity constraints on the mobile platform can be viewed as restricting the dynamics on the manifold $\Omega_{n}$

$$
\begin{equation*}
\Omega_{n}=\left\{\left(q_{i v}, \dot{q}_{i v}\right) \mid A_{i}\left(q_{i v}\right) \dot{q}_{i v}=0\right\} \tag{7.3}
\end{equation*}
$$

Assume that the annihilator of the co-distribution spanned by the co-vector fields $A_{i 1}\left(q_{i v}\right), \ldots, A_{i l}\left(q_{i v}\right)$ is an $\left(n_{v}-l\right)$-dimensional smooth nonsingular distribution $\Delta$ on $\mathbf{R}^{n_{v}}$. This distribution $\Delta$ is spanned by a set of ( $n_{v}-l$ ) smooth and linearly independent vector fields $H_{i 1}\left(q_{i v}\right), \ldots, H_{i\left(n_{v-l}\right)}\left(q_{i v}\right)$, i.e., $\Delta=\operatorname{span}\left\{H_{i 1}\left(q_{i v}\right), \ldots, H_{i\left(n_{v}-l\right)}\left(q_{i v}\right)\right\}$. Thus, we have $H_{i}^{T}\left(q_{i v}\right) A_{i}^{T}\left(q_{i v}\right)=0$, $H_{i}\left(q_{i v}\right)=\left[H_{i 1}\left(q_{i v}\right), \ldots, H_{i\left(n_{v}-l\right)}\left(q_{i v}\right)\right] \in \mathbf{R}^{n_{v} \times\left(n_{v}-l\right)}$. Note that $H_{i}^{T} H_{i}$ is of full rank. Constraint (7.2) implies the existence of vector $\dot{\eta}_{i} \in \mathbf{R}^{n_{v}-l}$, such that

$$
\begin{equation*}
\dot{q}_{i v}=H_{i}\left(q_{i v}\right) \dot{\eta}_{i} \tag{7.4}
\end{equation*}
$$

Considering the nonholonomic constraints (7.2) and (7.4) and their derivative, the dynamics of a mobile manipulator (7.1) can be expressed as

$$
\begin{equation*}
M_{i}^{1}\left(\zeta_{i}\right) \ddot{\zeta}_{i}+C_{i}^{1}\left(\zeta_{i}, \dot{\zeta}_{i}\right) \dot{\zeta}_{i}+G_{i}^{1}+d_{i}^{1}=u_{i}+J_{i e}^{T} f_{i e} \tag{7.5}
\end{equation*}
$$

where

$$
\begin{aligned}
M_{i}^{1} & =\left[\begin{array}{cc}
H_{i}^{T} M_{i v} H_{i} & H_{i}^{T} M_{i v a} \\
M_{i a v} H_{i} & M_{i a}
\end{array}\right], \zeta_{i}=\left[\begin{array}{c}
\eta_{i} \\
q_{i a}
\end{array}\right], G_{i}^{1}=\left[\begin{array}{c}
H_{i}^{T} G_{i v} \\
G_{i a}
\end{array}\right], \\
C_{i}^{1} & =\left[\begin{array}{cc}
H_{i}^{T} M_{i v} \dot{H}_{i}+H_{i}^{T} C_{i v} H_{i} & H_{i}^{T} C_{i v a} \\
M_{i a v} \dot{H}_{i}+C_{i a v} H_{i} & C_{i a}
\end{array}\right], J_{i e}=\left[\begin{array}{cc}
0 & 0 \\
J_{i v} H_{i} & J_{i a}
\end{array}\right] \\
u_{i} & =B_{i}^{1} \tau_{i}, B_{i}^{1}=\left[\begin{array}{cc}
H_{i}^{T} B_{i v} & 0 \\
0 & B_{i a}
\end{array}\right], d_{i}^{1}=\left[\begin{array}{c}
H_{i}^{T} d_{i v} \\
d_{i a}
\end{array}\right]
\end{aligned}
$$

The dynamics of $m$ mobile manipulators from (7.5) can be expressed concisely as

$$
\begin{equation*}
M(\zeta) \ddot{\zeta}+C(\zeta, \dot{\zeta}) \dot{\zeta}+G+D=U+J_{e}^{T} F_{e} \tag{7.6}
\end{equation*}
$$

where $M(\zeta)=$ block $\operatorname{diag}\left[M_{1}^{1}\left(\zeta_{1}\right), \ldots, M_{m}^{1}\left(\zeta_{m}\right)\right] \in \mathbf{R}^{m(n-l) \times m(n-l)} ; \zeta=$ $\left[\zeta_{1}, \ldots, \zeta_{m}\right]^{T} \in \mathbf{R}^{m(n-l)} ; U=\left[\left(B_{1}^{1} \tau_{1}\right)^{T}, \ldots,\left(B_{m}^{1} \tau_{m}\right)^{T}\right]^{T} \in \mathbf{R}^{m(n-l)} ;$ $G=\left[G_{1}^{1 T}, \ldots, G_{m}^{1 T}\right]^{T} \in \mathbf{R}^{m(n-l)} ; F_{e}=\left[f_{1 e}^{T}, \ldots, f_{m e}^{T}\right]^{T} \in \mathbf{R}^{m(n-l)} ;$
$C(\zeta, \dot{\zeta})=$ block diag $\left[C_{1}^{1}\left(\zeta_{1}, \dot{\zeta}_{1}\right), \ldots, C_{m}^{1}\left(\zeta_{m}, \dot{\zeta}_{m}\right)\right] \in \mathbf{R}^{m(n-l) \times m(n-l)} ;$ $D=\left[d_{1}^{1 T}, \ldots, d_{m}^{1 T}\right]^{T} \in \mathbf{R}^{m(n-l)} ; J_{e}^{T}=\operatorname{block} \operatorname{diag}\left[J_{1 e}^{T}, \ldots, J_{m e}^{T}\right]^{T} \in$ $\mathbf{R}^{m(n-l) \times m(n-l)}$.

Let $x_{o} \in \mathbf{R}^{n_{o}}$ be the position/orientation vector of the object, the equation of motion of the object is written by the resultant force vector $F_{o} \in \mathbf{R}^{n_{o}}$ acting on the center of mass of the object, the symmetric positive definite inertial matrix $M_{o}\left(x_{o}\right) \in \mathbf{R}^{n_{o} \times n_{o}}$ of the object, the Corioli and centrifugal matrix $C_{o}\left(x_{o}, \dot{x}_{o}\right) \in \mathbf{R}^{n_{o} \times n_{o}}$, and the gravitational force vector $G_{o}\left(x_{o}\right) \in \mathbf{R}^{n_{o}}$ as

$$
\begin{equation*}
M_{o}\left(x_{o}\right) \ddot{x}_{o}+C_{o}\left(x_{o}, \dot{x}_{o}\right) \dot{x}_{o}+G_{o}\left(x_{o}\right)=F_{o} \tag{7.7}
\end{equation*}
$$

Remark 7.1 In this chapter, under Assumption 7.3, the mobile manipulators are non-redundant. As such, the degrees of freedom for each mobile manipulator must be equal to the dimension of the operational coordinate of the object, that is, $n_{o}=n-l$.

Define $J_{o}\left(x_{o}\right) \in \mathbf{R}^{m(n-l) \times n_{o}}$ as $J_{o}\left(x_{o}\right)=\left[J_{1 o}^{T}\left(x_{o}\right), \ldots, J_{m o}^{T}\left(x_{o}\right)\right]^{T}$ with the Jacobian matrix $J_{i o}\left(x_{o}\right)$ from the object frame $O_{o} X_{o} Y_{o} Z_{o}$ to the $i$ th mobile manipulator's end-effector frame $O_{i e} X_{i e} Y_{i e} Z_{i e}$. Then $F_{o}$ can be written as

$$
\begin{equation*}
F_{o}=-J_{o}^{T}\left(x_{o}\right) F_{e} \tag{7.8}
\end{equation*}
$$

Given the resultant force $F_{o}$, the end-effector force $F_{e}$ satisfying (7.8) can be decomposed into two orthogonal components, one that contributes to the motion of the object, and one that produces the internal force. This is clearly represented by the following equation [177]

$$
\begin{equation*}
F_{e}=-\left(J_{o}^{T}\left(x_{o}\right)\right)^{+} F_{o}-F_{I} \tag{7.9}
\end{equation*}
$$

where $\left(J_{o}^{T}\left(x_{o}\right)\right)^{+} \in \mathbf{R}^{m(n-l) \times n_{o}}$ is the pseudo-inverse matrix of $J_{o}^{T}\left(x_{o}\right), F_{I} \in$ $\mathbf{R}^{m(n-l)}$ is the internal force vector in the null space of $J_{o}^{T}\left(x_{o}\right)$, i.e., satisfying

$$
\begin{equation*}
J_{o}^{T}\left(x_{o}\right) F_{I}=0 \tag{7.10}
\end{equation*}
$$

and from [67], $F_{I}$ can be parameterized by the vector of Lagrangian multiplier $\lambda_{I}$ as

$$
\begin{equation*}
F_{I}=\left(I-\left(J_{o}^{T}\left(x_{o}\right)\right)^{+} J_{o}^{T}\left(x_{o}\right)\right) \lambda_{I} \tag{7.11}
\end{equation*}
$$

Let $\mathcal{J}^{T}=I-\left(J_{o}^{T}\left(x_{o}\right)\right)^{+} J_{o}^{T}\left(x_{o}\right)$, where $\mathcal{J}^{T} \in \mathbf{R}^{m(n-l) \times n_{o}}$ is Jacobian matrix for the internal force and satisfies

$$
\begin{equation*}
J_{o}^{T}\left(x_{o}\right) \mathcal{J}^{T}=0 \tag{7.12}
\end{equation*}
$$

Substituting (7.7) into (7.10), we have

$$
\begin{equation*}
F_{e}=-\left(J_{o}^{T}\left(x_{o}\right)\right)^{+}\left(M_{o}\left(x_{o}\right) \ddot{x}_{o}+C_{o}\left(x_{o}, \dot{x}_{o}\right) \dot{x}_{o}+G_{o}\left(x_{o}\right)\right)-\mathcal{J}^{T} \lambda_{I} \tag{7.13}
\end{equation*}
$$

Let $x_{i e} \in \mathbf{R}^{n-l}$ denote the position and orientation vector of the $i$ th endeffector. Then $x_{i e}$ is related to $\dot{\zeta}_{i}$, and the Jacobian matrix $J_{i e}\left(\zeta_{i}\right)$ as

$$
\begin{equation*}
\dot{x}_{i e}=J_{i e}\left(\zeta_{i}\right) \dot{\zeta}_{i} \tag{7.14}
\end{equation*}
$$

and the relationship between $\dot{x}_{i e}$ and $\dot{x}_{o}$ is given by

$$
\begin{equation*}
\dot{x}_{i e}=J_{i o}\left(x_{o}\right) \dot{x}_{o} \tag{7.15}
\end{equation*}
$$

After combining (7.14) and (7.15), the following relationship between the joint velocity of the $i$ th manipulator and the velocity of the object is obtained

$$
\begin{equation*}
J_{i e}\left(\zeta_{i}\right) \dot{\zeta}_{i}=J_{i o}\left(x_{o}\right) \dot{x}_{o} \tag{7.16}
\end{equation*}
$$

As it is assumed that the manipulators work in a nonsingular region, the inverse of the Jacobian matrix $J_{i e}\left(\zeta_{i}\right)$ exists. Considering all the manipulators acting on the object at the same time yields

$$
\begin{equation*}
\dot{\zeta}=J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right) \dot{x}_{o} \tag{7.17}
\end{equation*}
$$

Differentiating (7.17) with respect to time $t$ leads to

$$
\begin{equation*}
\ddot{\zeta}=J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right) \ddot{x}_{o}+\frac{d}{d t}\left(J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)\right) \dot{x}_{o} \tag{7.18}
\end{equation*}
$$

Using equations (7.17) and (7.18), the dynamics of multiple manipulators system (7.6), coupled with the object dynamics (7.7), are then given by

$$
\begin{align*}
& M_{o}\left(x_{o}\right) \ddot{x}_{o}+C_{o}\left(x_{o}, \dot{x}_{o}\right) \dot{x}_{o}+G_{o}\left(x_{o}\right)=F_{o}  \tag{7.19}\\
& M(\zeta) J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right) \ddot{x}_{o} \\
& +\left(M(\zeta) \frac{d}{d t}\left(J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)\right)+C(\zeta, \dot{\zeta}) J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right)\right) \dot{x}_{o} \\
& +G+D+J_{e}^{T}(\zeta)\left(J_{o}^{T}\left(x_{o}\right)\right)^{+} F_{o}+J_{e}^{T}(\zeta) \mathcal{J} \lambda_{I}=U \tag{7.20}
\end{align*}
$$

Combining (7.20) with (7.19) and multiplying both sides of (7.20) by $J_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta)$, and using $J_{o}^{T}(\zeta) \mathcal{J}^{T}=0$, the dynamics of multiple mobile manipulators system (7.6) with the object dynamics (7.7) are given by

$$
\begin{array}{r}
\mathcal{M} \ddot{x}_{o}+\mathcal{C} \dot{x}_{o}+\mathcal{G}+\mathcal{D}=\mathcal{U} \\
\lambda_{I}=Z\left(U-C^{*} \dot{x}_{o}-G^{*}-D\right) \tag{7.22}
\end{array}
$$

where

$$
\begin{aligned}
L & =J_{e}^{-1}(\zeta) J_{o}\left(x_{o}\right) \\
\mathcal{M} & =L^{T} M(\zeta) L+M_{o}\left(x_{o}\right) \\
\mathcal{C} & =L^{T} M(\zeta) \dot{L}+L^{T} C(\zeta, \dot{\zeta}) L+C_{o}\left(x_{o}, \dot{x}_{o}\right) \\
\mathcal{G} & =L^{T} G(\zeta)+G_{o}\left(x_{o}\right) \\
\mathcal{D} & =L^{T} D \\
\mathcal{U} & =L^{T} U \\
M^{*} & =M(\zeta)+J_{e}^{T}(\zeta)\left(J_{o}^{T}\left(x_{o}\right)\right)^{+} M_{o}\left(x_{o}\right)\left(J_{o}\left(x_{o}\right)\right)^{+} J_{e}(\zeta) \\
Z & =\left(\mathcal{J} J_{e}(\zeta)\left(M^{*}\right)^{-1} J_{e}^{T}(\zeta) \mathcal{J}^{T}\right)^{-1} \mathcal{J} J_{e}(\zeta)\left(M^{*}\right)^{-1} \\
C^{*} & =M(\zeta) \dot{L}+C(\zeta, \dot{\zeta}) L+J_{e}^{T}(\zeta)\left(J_{o}^{T}\left(x_{o}\right)\right)^{+} C_{o}\left(x_{o}, \dot{x}_{o}\right) \\
G^{*} & =G(\zeta)+J_{e}^{T}(\zeta)\left(J_{o}^{T}\left(x_{o}\right)\right)^{+} G_{o}\left(x_{o}\right)
\end{aligned}
$$

The dynamic equation (7.21) has the following structure properties, which can be exploited to facilitate the control system design.

Property 7.1 The matrix $\mathcal{M}$ is symmetric, positive definite, and bounded, i.e., $\lambda_{\min }(\mathcal{M}) I \leq \mathcal{M} \leq \lambda_{\max }(\mathcal{M}) I$, where $\lambda_{\min }(\mathcal{M})$ and $\lambda_{\max }(\mathcal{M})$ denote the minimum and maximum eigenvalues of $\mathcal{M}$.

Property 7.2 The matrix $\dot{\mathcal{M}}-2 \mathcal{C}$ is skew-symmetric, that is, $r^{T}(\dot{\mathcal{M}}-2 \mathcal{C}) r=$ $0, \forall r \in \mathbf{R}^{n_{o}}$.

Property 7.3 All Jacobian matrices are uniformly bounded and uniformly continuous if $\zeta$ and $x_{o}$ are uniformly bounded and continuous, respectively.

Property 7.4 There exist some finite positive constants $c_{j}>0(1 \leq j \leq 4)$ and finite non-negative constants $c_{j} \geq 0(j=5)$ such that $\forall x_{o} \in \mathbf{R}^{n_{o}}, \forall \dot{x}_{o} \in$ $\mathbf{R}^{n_{o}},\|\mathcal{M}\| \leq c_{1},\|\mathcal{C}\| \leq c_{2}+c_{3}\left\|\dot{x}_{o}\right\|,\|\mathcal{G}\| \leq c_{4}$, and $\sup _{t \geq 0}\|\mathcal{D}\| \leq c_{5}$.

### 7.1.4 Robust Control Design

Given a desired motion trajectory $x_{o d}(t)$, a desired internal force $\lambda_{I}^{d}$, since the system is inter-connected, we can obtain the desired motion trajectory $q(t)$ and $q_{d}(t)$. Therefore, the trajectory and internal force tracking control is to determine a control law such that for any $\left(x_{o}(0), \dot{x}_{o}(0)\right) \in \Omega, x_{o}, \dot{x}_{o}, \lambda_{I}$ converges to a manifold specified as $\Omega$ where

$$
\begin{equation*}
\Omega_{d}=\left\{\left(x_{o}, \dot{x}_{o}, \lambda_{I}\right) \mid x_{o}=x_{o d}, \dot{x}=\dot{x}_{o d}, \lambda_{I}=\lambda_{I}^{d}\right\} \tag{7.23}
\end{equation*}
$$

Time-varying positive function $\delta$ is defined in Assumption 5.2, which converges to zero as $t \rightarrow \infty$ and satisfies

$$
\lim _{t \rightarrow \infty} \int_{0}^{t} \delta(\omega) d \omega=\rho<\infty
$$

with finite constant $\rho$.
Assumption 7.4 The desired reference trajectories $x_{o d}(t)$ are assumed to be bounded and uniformly continuous, and have bounded and uniformly continuous derivatives up to the third order. The desired internal force $\lambda_{I}^{d}$ is also bounded and uniformly continuous.

Let $e_{o}=x_{o}-x_{o d}, \dot{x}_{o r}=\dot{x}_{o d}-K_{o} e_{o}, r=\dot{e}_{o}+K_{o} e_{o}$ with $K_{o}$ diagonal positive definite and $e_{I}=\lambda_{I}-\lambda_{I}^{d}$.

Decoupled generalized position and constraint force are introduced separately. Considering the control input $U$ as the form:

$$
\begin{equation*}
U=U_{a}+J_{e}^{T}(\zeta) \mathcal{J}^{T} U_{b} \tag{7.24}
\end{equation*}
$$

then, (7.21) and (7.22) may be changed to

$$
\begin{align*}
& \mathcal{M} \ddot{x}_{o}+\mathcal{C} \dot{x}_{o}+\mathcal{G}+\mathcal{D}=L^{T} U_{a}  \tag{7.25}\\
& \lambda_{I}=Z\left(U_{a}-C^{*} \dot{x}_{o}-G^{*}-D\right)+U_{b} \tag{7.26}
\end{align*}
$$

Consider the following control laws:

$$
\begin{align*}
L^{T} U_{a} & =-K_{p} r-\frac{r \Phi^{2}}{\|r\| \Phi+\delta}  \tag{7.27}\\
U_{b} & =-\frac{\chi^{2}}{\chi+\delta} \ddot{x}_{o d}+\lambda_{I}^{d}-K_{f} e_{I} \tag{7.28}
\end{align*}
$$

where

$$
\begin{align*}
\Phi & =C^{T} \Psi  \tag{7.29}\\
\chi & =c_{1}\|Z\|\left\|\left(L^{T}\right)^{+}\right\|  \tag{7.30}\\
\Psi & =\left[\left\|\ddot{x}_{o r}\right\|\left\|\dot{x}_{o r}\right\|\left\|\dot{x}_{o}\right\|\left\|\dot{x}_{o r}\right\| 11\right]^{T} \tag{7.31}
\end{align*}
$$

with $C=\left[\begin{array}{lllll}c_{1} & c_{2} & c_{3} & c_{4} & c_{5}\end{array}\right]^{T} ; K_{p}$ and $K_{f}$ are positive definite, and $\left(L^{T}\right)^{+}=$ $J_{e}^{T}(\zeta)\left(J_{o}^{T}\left(x_{o}\right)\right)^{+}$. Define $\nu=\lambda_{\min }\left(K_{p}\right) / \lambda_{\max }(\mathcal{M})>0$.

Theorem 7.1 Considering the mechanical system described by (7.5) and using the control law (7.27) and (7.28), the following holds for any $\left(x_{o}(0), \dot{x}_{o}(0)\right) \in \Omega$ :
(i) $r$ converges to $a$ small set containing the origin with the convergence rate at least as fast as $e^{-\nu t}$;
(ii) $e_{o}$ and $\dot{e}_{o}$ asymptotically converge to 0 as $t \rightarrow \infty$; and
(iii) $e_{I}$ and $\tau$ are bounded for all $t \geq 0$.

Proof (i) Integrating (7.24) into (7.25), the closed-loop system dynamics can be rewritten as

$$
\begin{equation*}
\mathcal{M} \dot{r}=L^{T} U_{a}-\left(\mathcal{M} \ddot{x}_{o r}+\mathcal{C} \dot{x}_{o r}+\mathcal{G}+\mathcal{D}\right)-\mathcal{C} r \tag{7.32}
\end{equation*}
$$

Substituting (7.27) into (7.32), the closed-loop dynamic equation is obtained

$$
\begin{equation*}
\mathcal{M} \dot{r}=-K_{p} r-\frac{r \Phi^{2}}{\Phi\|r\|+\delta}-\mu-C^{2} r \tag{7.33}
\end{equation*}
$$

where $\mu=\mathcal{M} \ddot{x}_{\text {or }}+\mathcal{C} \dot{x}_{\text {or }}+\mathcal{G}+\mathcal{D}$.
Consider the Lyapunov function candidate as

$$
\begin{equation*}
V=\frac{1}{2} r^{T} \mathcal{M} r \tag{7.34}
\end{equation*}
$$

then

$$
\begin{equation*}
\dot{V}=r^{T}\left(\mathcal{M} \dot{r}+\frac{1}{2} \dot{\mathcal{M}} r\right) \tag{7.35}
\end{equation*}
$$

From Property 7.1, we have $\frac{1}{2} \lambda_{\min }(\mathcal{M}) r^{T} r \leq V \leq \frac{1}{2} \lambda_{\max }(\mathcal{M}) r^{T} r$. By using Property 7.2, the time derivative of $V$ along the trajectory of (7.33) is

$$
\begin{aligned}
\dot{V} & =-r^{T} K_{p} r-r^{T} \mu-\frac{\|r\|^{2} \Phi^{2}}{\Phi\|r\|+\delta} \\
& \leq-r^{T} K_{p} r+\|r\| \Phi-\frac{\|r\|^{2} \Phi^{2}}{\Phi\|r\|+\delta} \\
& \leq-r^{T} K_{p} r+\delta \\
& \leq-\lambda_{\min }\left(K_{p}\right)\|r\|^{2}+\delta
\end{aligned}
$$

Therefore, we arrive at $\dot{V} \leq-\nu V+\delta$. Thus, $r$ converges to a set containing the origin with a rate at least at fast as $e^{-\nu t}$.

Integrating both sides of the above equation gives

$$
\begin{equation*}
V(t)-V(0) \leq-\int_{0}^{t} r^{T} K_{p} r d s+\rho<\infty \tag{7.36}
\end{equation*}
$$

Thus $V$ is bounded, which implies that $r \in L_{\infty}^{n_{o}}$.
(ii) From (7.36), $V$ is bounded, which implies that $x_{o} \in L_{\infty}^{n_{o}}$. We have $\int_{0}^{t} r^{T} K_{p} r d s \leq V(0)-V(t)+\rho$, which leads to $r \in L_{2}^{n_{o}}$. From $r=\dot{e}_{o}+K_{o} e_{o}$,
it can be obtained that $e_{o}, \dot{e}_{o} \in L_{\infty}^{n_{o}}$. As we have established $e_{o}, \dot{e}_{o} \in L_{\infty}$, from Assumption 7.4, we conclude that $x_{o}(t), \dot{x}_{o}(t), \dot{x}_{o r}(t), \ddot{x}_{o r}(t) \in L_{\infty}^{n_{o}}$ and $\dot{q} \in L_{\infty}^{m n}$.

Therefore, all the signals on the right hand side of (7.32) are bounded, and we can conclude that $\dot{r}$ and therefore $\ddot{x}_{o}$ are bounded. Thus, $r \rightarrow 0$ as $t \rightarrow \infty$ can be obtained. Consequently, we have $e_{o} \rightarrow 0, \dot{e}_{o} \rightarrow 0$ as $t \rightarrow \infty$. It follows that $e_{q}, \dot{e}_{q} \rightarrow 0$ as $t \rightarrow \infty$.
(iii) Substituting the control (7.27) and (7.28) into the reduced order dynamic system model (7.26) yields

$$
\begin{equation*}
\left(I+K_{f}\right) e_{I}=Z\left(L^{T}\right)^{+} \mathcal{M} \ddot{x}_{o}-\frac{\chi^{2}}{\chi+\delta} \ddot{x}_{o d} \tag{7.37}
\end{equation*}
$$

Since $\ddot{x}_{o}$ and $Z$ are bounded, $x_{o} \rightarrow x_{o d}, Z\left(L^{T}\right)^{+} \mathcal{M} \ddot{x}_{o}-\frac{\chi^{2}}{\chi+\delta} \ddot{x}_{o d}$ is also bounded and the size of $e_{I}$ can be adjusted by choosing the proper gain matrix $K_{f}$.

Since $r, x_{o}, \dot{x}_{o}, x_{o r}, \dot{x}_{o r}, \ddot{x}_{o r}$, and $e_{I}$ are all bounded, it is easy to conclude that $\tau$ is bounded from (7.27) and (7.28).

### 7.1.5 Robust Adaptive Control Design

In developing control laws (7.27) and (7.28), $c_{j}, 1 \leq j \leq 5$ are supposed to be known. However, in reality, these constants cannot be obtained easily. Therefore, we develop a control law which does not require the knowledge of $c_{j}, 1 \leq j \leq 5$.

Consider the robust adaptive control law as

$$
\begin{align*}
L^{T} U_{a} & =-K_{p} r-\sum_{j=1}^{5} \frac{r \hat{c}_{j} \Psi_{j}^{2}}{\|r\| \Psi_{j}+\delta_{j}}  \tag{7.38}\\
U_{b} & =-\frac{\hat{\chi}^{2}}{\hat{\chi}+\delta_{1}} \ddot{x}_{o d}+\lambda_{I}^{d}-K_{f} e_{I} \tag{7.39}
\end{align*}
$$

where

$$
\begin{gather*}
\dot{\hat{c}}_{j}=-\omega_{j} \hat{c}_{j}+\sum_{j=1}^{5} \frac{\gamma_{j} \Psi_{j}^{2}\|r\|^{2}}{\|r\| \Psi_{j}+\delta_{j}}, j=1, \ldots, 5  \tag{7.40}\\
\hat{\chi}=\hat{c}_{1}\|\hat{Z}\|\left\|\left(L^{T}\right)^{+}\right\|  \tag{7.41}\\
\hat{Z}=\left(\mathcal{J} J_{e}(\zeta)\left(\hat{M}^{*}\right)^{-1} J_{e}^{T}(\zeta) \mathcal{J}^{T}\right)^{-1} \mathcal{J} J_{e}(\zeta)\left(\hat{M}^{*}\right)^{-1} \text { with }\left\|L^{T} \hat{M}^{*} L\right\|=\hat{c}_{1}, K_{p}
\end{gather*}
$$

and $K_{f}$ are positive definite; $\gamma_{j}>0 ; \delta_{j}>0$ and $\omega_{j}>0$ satisfy Definition 5.1:

$$
\begin{align*}
& \int_{0}^{\infty} \delta_{j}(s) d s=\rho_{j \delta}<\infty  \tag{7.42}\\
& \int_{0}^{\infty} \omega_{j}(s) d s=\rho_{j \omega}<\infty \tag{7.43}
\end{align*}
$$

with the constants $\rho_{j \delta}$ and $\rho_{j \omega}$.
Theorem 7.2 Considering the mechanical system described by (7.5), using the control law (7.38) and adaptation law (7.39), the following holds for any $\left(x_{o}(0), \dot{x}_{o}(0)\right) \in \Omega$ :
(i) $r$ converges to a small set containing the origin as $t \rightarrow \infty$;
(ii) $e_{o}$ and $\dot{e}_{o}$ converge a small set containing the origin as $t \rightarrow \infty$; and
(iii) $e_{I}$ and $\tau$ are bounded for all $t \geq 0$.

Proof (i). Substituting (7.38) and (7.40) into (7.32), the closed loop dynamic equation is obtained

$$
\begin{equation*}
\mathcal{M} \dot{r}=-K_{p} r-\sum_{j=1}^{5} \frac{r \hat{c}_{j} \Psi_{j}^{2}}{\|r\| \Psi_{j}+\delta_{j}}-\mu-C^{2} r \tag{7.44}
\end{equation*}
$$

Consider the Lyapunov candidate function

$$
\begin{equation*}
V=\frac{1}{2} r^{T} \mathcal{M} r+\frac{1}{2} \tilde{C}^{T} \Gamma^{-1} \tilde{C} \tag{7.45}
\end{equation*}
$$

with $\tilde{C}=C-\hat{C}$. Its derivative is

$$
\begin{equation*}
\dot{V}=r^{T}\left(\mathcal{M} \dot{r}+\frac{1}{2} \dot{\mathcal{M}} r\right)+\tilde{C}^{T} \Gamma^{-1} \dot{\tilde{C}} \tag{7.46}
\end{equation*}
$$

where $\Gamma=\operatorname{diag}\left[\gamma_{j}\right]>0, j=1, \ldots, 5$.
From Property 7.1, we have $\frac{1}{2} \lambda_{\text {min }} \mathcal{M} r^{T} r \leq \frac{1}{2} r^{T} \mathcal{M} r \leq \frac{1}{2} \lambda_{\text {max }} \mathcal{M} r^{T} r$. By using Property 7.2, the time derivative of $V$ along the trajectory of (7.44) is

$$
\begin{aligned}
\dot{V} & =-r^{T} K_{p} r-r^{T} \mu-r^{T} \sum_{j=1}^{5} \frac{r \hat{c}_{j} \Psi_{j}^{2}}{\|r\| \Psi_{j}+\delta_{j}}+\hat{C}^{T} \Omega \Gamma^{-1} \tilde{C}-\sum_{j=1}^{5} \frac{\|r\|^{2} \tilde{c}_{j} \Psi_{j}^{2}}{\|r\| \Psi_{j}+\delta_{j}} \\
& \leq-r^{T} K_{p} r+\|r\| \Phi-\sum_{j=1}^{5} \frac{\|r\|^{2} c_{j} \Psi_{j}^{2}}{\|r\| \Psi_{j}+\delta_{j}}+\hat{C}^{T} \Omega \Gamma^{-1} \tilde{C} \\
& \leq-r^{T} K_{p} r+C^{T} \Delta+\tilde{C}^{T} \Omega \Gamma^{-1} \hat{C} \\
& =-r^{T} K_{p} r+C^{T} \Delta+\tilde{C}^{T} \Omega \Gamma^{-1}(C-\tilde{C})
\end{aligned}
$$

$$
\begin{aligned}
= & -r^{T} K_{p} r+C^{T} \Delta-\frac{1}{4} C^{T} \Omega \Gamma^{-1} C+\frac{1}{4} C^{T} \Omega \Gamma^{-1} C \\
& +\tilde{C}^{T} \Omega \Gamma^{-1} C-\tilde{C}^{T} \Omega \Gamma^{-1} \tilde{C} \\
= & -r^{T} K_{p} r+C^{T} \Delta-\left(\frac{1}{2} C^{T}-\tilde{C}^{T}\right) \Omega \Gamma^{-1}\left(\frac{1}{2} C-\tilde{C}\right)+\frac{1}{4} C^{T} \Omega \Gamma^{-1} C \\
\leq & -r^{T} K_{p} r+C^{T} \Delta+\frac{1}{4} C^{T} \Omega \Gamma^{-1} C
\end{aligned}
$$

with $\Omega=\operatorname{diag}\left[\omega_{j}\right]$ with $j=1, \ldots, 5, \Delta=\left[\delta_{1}, \delta_{2}, \ldots, \delta_{5}\right]^{T}$.
Therefore, $\dot{V} \leq-\lambda_{\min }\left(K_{p}\right)\|r\|^{2}+C^{T} \Delta+\frac{1}{4} C^{T} \Omega \Gamma^{-1} C$. Since $C^{T} \Delta+$ $\frac{1}{4} C^{T} \Omega \Gamma^{-1} C \rightarrow 0$ as $t \rightarrow \infty$. Noting (7.42) and (7.43) and $\dot{V} \leq 0$, from above, $r$ converges to a small set containing the origin as $t \rightarrow \infty$.
(ii) Integrating both sides of the above equation gives

$$
\begin{equation*}
V(t)-V(0) \leq-\int_{0}^{t} r^{T} K_{p} r d s+\int_{0}^{t}\left(C^{T} \Delta+\frac{1}{4} C^{T} \Omega \Gamma^{-1} C\right) d s \tag{7.47}
\end{equation*}
$$

Since $C$ and $\Gamma$ are constant, $\int_{0}^{\infty} \Delta d s=\rho_{\delta}=\left[\rho_{1 \delta}, \ldots, \rho_{5 \delta}\right]^{T}, \int_{0}^{\infty} \Omega d s=\rho_{\omega}=$ $\left[\rho_{1 \omega}, \ldots, \rho_{5 \omega}\right]^{T}$, we can rewrite (7.47) as

$$
\begin{align*}
V(t)-V(0) & \leq-\int_{0}^{t} r^{T} K_{p} r d s+C^{T}\left(\int_{0}^{t} \Delta d s\right)+\frac{1}{4} C^{T}\left(\int_{0}^{t} \Omega d s\right) \Gamma^{-1} C d s \\
& <-\int_{0}^{t} r^{T} K_{p} r d s+C^{T} \rho_{\delta}+C^{T} \rho_{\omega} \Gamma^{-1} C<\infty \tag{7.48}
\end{align*}
$$

Thus $V$ is bounded, which implies that $r \in L_{\infty}^{n_{o}}$. From (7.48), we have

$$
\begin{equation*}
\int_{0}^{t} r^{T} K_{p} r d s<V(0)-V(t)+C_{r}^{T} \rho_{\delta}+C^{T} \rho_{\omega} \Gamma^{-1} C \tag{7.49}
\end{equation*}
$$

which leads to $r \in L_{2}^{n_{o}}$. From $r=\dot{e}_{o}+K_{o} e_{o}$, it can be obtained that $e_{o}, \dot{e}_{o} \in$ $L_{\infty}^{n_{o}}$. As we have established $e_{o}, \dot{e}_{o} \in L_{\infty}$, from Assumption 7.4, we conclude that $x_{o}(t), \dot{x}_{o}(t), \dot{x}_{o r}(t), \ddot{x}_{o r}(t) \in L_{\infty}^{n_{o}}$ and $\dot{q} \in L_{\infty}^{m n}$.

Therefore, all the signals on the right hand side of (7.44) are bounded, and we can conclude that $\dot{r}$ and therefore $\ddot{x}_{o}$ are bounded. Thus, $r \rightarrow 0$ as $t \rightarrow \infty$ can be obtained. Consequently, we have $e_{o} \rightarrow 0, \dot{e}_{o} \rightarrow 0$ as $t \rightarrow \infty$. It follows that $e_{q}, \dot{e}_{q} \rightarrow 0$ as $t \rightarrow \infty$.
(iii) Substituting the control (7.38) and (7.39) into the reduced order dynamics (7.26) yields

$$
\begin{equation*}
\left(I+K_{f}\right) e_{I}=Z\left(L^{T}\right)^{+} \mathcal{M} \ddot{x}_{o}-\frac{\hat{\chi}^{2}}{\hat{\chi}+\delta_{1}} \ddot{x}_{o d} \tag{7.50}
\end{equation*}
$$

Since $\ddot{x}_{o}$ and $Z$ are bounded, $x_{o} \rightarrow x_{o d}, Z\left(L^{T}\right)^{+} \mathcal{M} \ddot{x}_{o}-\frac{\hat{\chi}^{2}}{\hat{\chi}+\delta_{1}} \ddot{x}_{o d}$ is also


## FIGURE 7.2

Two coordinated mobile manipulators.
bounded, the size of $e_{I}$ can be adjusted by choosing the proper gain matrix $K_{f}$.

Since $r, x_{o}, \dot{x}_{o}, x_{o r}, \dot{x}_{o r}, \ddot{x}_{o r}$, and $e_{I}$ are all bounded, it is easy to conclude that $\tau$ is bounded from (7.38) and (7.39).

### 7.1.6 Simulation Studies

Let us consider two same 2-DOF mobile manipulators shown in Fig. 7.2. Each mobile manipulator is subjected to the following constraints:

$$
\dot{x}_{i} \sin \theta_{i}-\dot{y}_{i} \cos \theta_{i}=0
$$

Using the Lagrangian approach, we can obtain the standard form (7.1) with $q_{i v}=\left[\begin{array}{lll}x_{i} & y_{i} & \theta_{i}\end{array}\right]^{T}, q_{i a}=\left[\begin{array}{ll}\theta_{i 1} & \theta_{i 2}\end{array}\right]^{T}, q_{i}=\left[\begin{array}{ll}q_{i v} & q_{i a}\end{array}\right]^{T}, A_{i v}=\left[\sin \theta_{i}-\cos \theta 0.0\right]$, and $\zeta=\left[y_{i} \theta_{i} \theta_{i 1} \theta_{i 2}\right]^{T}, \dot{\zeta}=\left[\dot{y}_{i} \dot{\theta}_{i} \dot{\theta}_{i 1} \dot{\theta}_{i 2}\right]^{T}$ where $y_{i}$ and $\dot{y}_{i}$ are the displacement and velocity of Y direction of the platform center of $i$ th manipulator, respectively. The dynamics of the $i$ th mobile manipulator are given by (9.22) in Section 9.1.


## FIGURE 7.3

The joint positions of mobile manipulator I.


## FIGURE 7.4

The joint velocities of mobile manipulator I.


## FIGURE 7.5

The joint torques of mobile manipulator I.


## FIGURE 7.6

The joint positions of mobile manipulator II.

The position of end-effector can be given by

$$
\begin{aligned}
x_{i e} & =x_{i f}-2 l_{2} \sin \theta_{i 2} \cos \left(\theta_{i}+\theta_{i 1}\right) \\
y_{i e} & =y_{i f}-2 l_{2} \sin \theta_{i 2} \sin \left(\theta_{i}+\theta_{i 1}\right) \\
z_{i e} & =2 l_{1}-2 l_{2} \cos \theta_{i 2} \\
\beta_{i e} & =\theta_{i}+\theta_{i 1}
\end{aligned}
$$

where $\beta_{i e}$ is the pitch angle for the $i$ th end-effector.
For the mobile platform, we have

$$
\left[\begin{array}{c}
\dot{x}_{i f} \\
\dot{y}_{i f} \\
\dot{\theta}_{i}
\end{array}\right]=\left[\begin{array}{ccc}
1.0 & 0.0 & -d \sin \theta_{i} \\
0.0 & 1.0 & d \cos \theta_{i} \\
0.0 & 0.0 & 1.0
\end{array}\right]\left[\begin{array}{c}
\dot{x}_{i} \\
\dot{y}_{i} \\
\dot{\theta}_{i}
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
\dot{x}_{i} \\
\dot{y}_{i} \\
\dot{\theta}_{i}
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta_{i} & 0.0 \\
\sin \theta_{i} & 0.0 \\
0.0 & 1.0
\end{array}\right]\left[\begin{array}{c}
v_{i} \\
\dot{\theta}_{i}
\end{array}\right]
$$

Therefore, the mobile manipulator Jacobian matrix $J_{i e}$ is given by

$$
\left[\begin{array}{c}
\dot{x}_{i e} \\
\dot{y}_{i e} \\
\dot{z}_{i e} \\
\dot{\beta}_{i e}
\end{array}\right]=\left[\begin{array}{cccc}
J_{i 11} & J_{i 12} & J_{i 13} & J_{i 14} \\
J_{i 21} & J_{i 22} & J_{i 23} & J_{i 24} \\
J_{i 31} & J_{i 32} & J_{i 33} & J_{i 34} \\
J_{i 41} & J_{i 42} & J_{i 43} & J_{i 44}
\end{array}\right]\left[\begin{array}{c}
v_{i} \\
\dot{\theta}_{i} \\
\dot{\theta}_{i 1} \\
\dot{\theta}_{i 2}
\end{array}\right]
$$

where

$$
\begin{aligned}
J_{i 11} & =\cos \theta_{i}, J_{i 12}=-d \sin \theta_{i}+2 l_{2} \sin \theta_{i 2} \sin \left(\theta_{i}+\theta_{i 1}\right) \\
J_{i 13} & =2 l_{2} \sin \theta_{i 2} \sin \left(\theta_{i}+\theta_{i 1}\right), J_{i 14}=-2 l_{2} \cos \theta_{i 2} \cos \left(\theta_{i}+\theta_{i 1}\right) \\
J_{i 21} & =\sin \theta_{i}, J_{i 22}=d \cos \theta_{i}-2 l_{2} \sin \theta_{i 2} \cos \left(\theta_{i}+\theta_{i 1}\right) \\
J_{i 23} & =-2 l_{2} \sin \theta_{i 2} \cos \left(\theta_{i}+\theta_{i 1}\right), J_{i 24}=-2 l_{2} \cos \theta_{i 2} \sin \left(\theta_{i}+\theta_{i 1}\right) \\
J_{i 31} & =0.0, J_{i 32}=0.0, J_{i 33}=0.0, J_{i 34}=2 l_{2} \sin \theta_{i 2} \\
J_{i 41} & =0.0, J_{i 42}=1.0, J_{i 43}=1.0, J_{i 44}=0.0
\end{aligned}
$$

Let the position $x_{o}=\left[x_{1 o}, x_{2 o}, x_{3 o}, x_{4 o}\right]^{T}$ be positions to $X$ axis, $Y$ axis, $Z$ axis and rotation angle to $Z$ axis as shown in Fig. 7.2 and $Z_{o}$ is parallel to the $Z$ axis. The dynamic equation of the object is given by

$$
M_{o}\left(x_{o}\right) \ddot{x}_{o}+G_{o}\left(x_{o}\right)=J_{1 o}^{T}\left(x_{o}\right) f_{1 e}+J_{2 o}^{T}\left(x_{o}\right) f_{2 e}
$$

where

$$
\begin{gathered}
M_{o}\left(x_{o}\right)=\left[\begin{array}{cccc}
m_{o} & 0.0 & 0.0 & 0.0 \\
0.0 & m_{o} & 0.0 & 0.0 \\
0.0 & 0.0 & m_{o} & 0.0 \\
0.0 & 0.0 & 0.0 & I_{o}
\end{array}\right], \\
J_{1 o}^{T}\left(x_{o}\right)=\left[\begin{array}{cccc}
1.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 1.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 1.0 & 0.0 \\
l_{c 1} \sin x_{4 o} & -l_{c 1} \cos x_{4 o} & 0.0 & 1.0
\end{array}\right], G_{o}\left(x_{o}\right)=\left[\begin{array}{c}
0.0 \\
0.0 \\
-m_{o} g \\
0.0
\end{array}\right], \\
f_{i e}=\left[\begin{array}{c}
f_{i x} \\
f_{i y} \\
f_{i z} \\
\tau_{i \beta}
\end{array}\right], J_{2 o}^{T}\left(x_{o}\right)=\left[\begin{array}{cccc}
1.0 & 0.0 \\
0.0 & 1.0 \\
0.0 & 0.0 & 0.0 & 0.0 \\
-l_{c 2} \sin x_{4 o} & l_{c 2} \cos x_{4 o} & 0.0 & 1.0
\end{array}\right]
\end{gathered}
$$

Therefore, we could obtain $\mathcal{J}^{T}$ using $\mathcal{J}^{T}=I-\left(J_{o}^{T}\left(x_{o}\right)\right)^{+} J_{o}^{T}\left(x_{o}\right)$. The force vector $F_{e}$ can be measured using force sensors mounted on the end-effectors of the mobile robots. Therefore, from (7.8), we can compute $F_{o}$. Subsequently, using (7.9), we can obtain $F_{I}$ and using (7.11), we can obtain $\lambda_{I}$.

$$
F_{I}=\left[\begin{array}{clc}
\cos x_{4 o} & -\sin x_{4 o} & 0.0 \\
\sin x_{4 o} & \cos x_{4 o} & 0.0 \\
0.0 & 0.0 & 0.0 \\
0.0 & l_{c 1} & 1 \\
-\cos x_{4 o} & \sin x_{4 o} & 0.0 \\
-\sin x_{4 o} & -\cos x_{4 o} & 0.0 \\
0.0 & 0.0 & 0.0 \\
0.0 & l_{c 2} & -1
\end{array}\right]\left[\begin{array}{c}
\lambda_{I x} \\
\lambda_{I y} \\
\lambda_{I \beta}
\end{array}\right]
$$

where $\lambda_{I x}, \lambda_{I y}$ and $\lambda_{I \beta}$ present components of compression force, shearing force and bending moment respectively.

The desired trajectory for the object and the desired internal force are chosen as

$$
\left[\begin{array}{c}
\dot{x}_{1 o d} \\
\dot{x}_{2 o d} \\
\dot{x}_{3 o d} \\
\dot{x}_{4 o d}
\end{array}\right]=\left[\begin{array}{c}
\cos \left(\sin t+\frac{\pi}{2}\right) \\
\sin \left(\sin t+\frac{\pi}{2}\right) \\
0.0 \\
\cos t+0.01 \cos t
\end{array}\right], \lambda_{I d}=\left[\begin{array}{l}
5.0 \\
0.0 \\
0.0
\end{array}\right]
$$

We can obtain the desired trajectory of each mobile manipulator when $\theta_{i 2}$ is
fixed as $\frac{3 \pi}{2}$

$$
\dot{\zeta}_{i d}=\left[\begin{array}{c}
\dot{y}_{i d} \\
\dot{\theta}_{i d} \\
\dot{\theta}_{i 1 d} \\
\dot{\theta}_{i 2 d}
\end{array}\right]=\left[\begin{array}{c}
\sin \left(\sin t+\frac{\pi}{2}\right) \\
\cos t \\
0.01 \cos t \\
0.0
\end{array}\right]
$$

The initial positions are chosen as $x_{o}(0)=\left[0.0,0.0,2 l_{1}, 0.0\right]^{T}$ and $\zeta_{i}(0)=$ $\left[0.0, \frac{\pi}{2}, 0.0, \frac{3 \pi}{2}\right]^{T}$, the initial velocities are chosen as $\dot{x}_{o}(0)=\dot{\zeta}_{i}(0)=0$.

Assume that the parameters are selected as $m_{p}=6.0 \mathrm{~kg}, m_{1}=m_{2}=$ $1.0 \mathrm{~kg}, I_{z p}=19 \mathrm{kgm}^{2}, I_{z 1}=I_{z 2}=1.0 \mathrm{kgm}^{2}, d=0.0, l=r=1.0 \mathrm{~m}$, $2 l_{1}=1.0 \mathrm{~m}, 2 l_{2}=0.6 \mathrm{~m}$, the mass of the object $m_{o}=1.0 \mathrm{~kg}, I_{o}=1.0 \mathrm{kgm}^{2}$, $l_{c 1}=l_{c 2}=0.5 \mathrm{~m}$. The disturbances on mobile manipulators are introduced into the simulation model as $d_{1}=[0.1 \sin t,-0.2 \sin t,-0.05 \sin t, 0,0]^{T}$, $d_{2}=[0.2 \sin t,-0.2 \sin t, 0,0,0]^{T}$. By Theorem 7.2 , the control gains are selected as $K_{p}=\operatorname{diag}[20.0], K_{o}=\operatorname{diag}[1.0]$, and $K_{f}=8000, \hat{C}(0)=$ $[1.0,1.0,1.0,1.0,1.0]^{T}, \delta_{i}=\omega_{i}=1 /(1+t)^{2}, i=1, \ldots, 5$, and $\Gamma=\operatorname{diag}[1.0]$. The simulation results for two mobile manipulators are shown in Figs. 7.3-7.9 [169]. The figures show the motion control for mobile manipulator I, and internal force is shown Fig. 7.9. Figs. 7.6-7.8 show the motion control for mobile manipulator II. The simulation results show that the trajectory and internal force tracking errors tend to the desired values, which validates the effectiveness of the control law in Theorem 7.2. Under the proposed control scheme, tracking of the desired trajectory and desired internal force is achieved and this is largely due to the "adaptive" mechanism. The simulation results demonstrate the effectiveness of the proposed adaptive control in the presence of parametric uncertainties and external disturbances. Although parametric uncertainties and external disturbances are both introduced into the simulation model, the force/motion control performance of system, under the proposed control, is not degraded. Different motion/force tracking performance can be achieved by adjusting parameter adaptation gains and control gains.

### 7.2 Decentralized Coordination

Most previous studies on the coordination of multiple mobile manipulators systems only deal with motion tracking control without the interacting with


## FIGURE 7.7

The joint velocities of mobile manipulator II.


## FIGURE 7.8

The joint torques of mobile manipulator II.


## FIGURE 7.9

The internal force of mobile manipulator II.
the environment [172], [174], [175], [176], [169]. However, the large scale tasks, such as manufacturing and assembly in automatic factories and space explorations, often involve the situations where multiple robots are grasping an object in contact with environment, for example, scribing, painting, grinding, polishing, and contour following on a large scale. The purpose of controlling a coordinated system is to control the contact forces between the environment and object in the constrained directions and the motion of the object in unconstrained directions. The internal forces are produced within the grasped object, which do not contribute to system motion. The larger internal forces would damage the object so that we have to maintain internal forces at some desired values. Moreover, the model uncertainties and external disturbance of the robots and from the environment would disrupt the interaction. These problems will be investigated in this chapter.

In previous works, the coordination control of two mobile manipulators was investigated in [169], where the carried object did not interact with the nonrigid environments. The authors proposed the centralized control approach, by which a single controller is supposed to control all of the mobile manipulators in a centralized way. In [186], the centralized neuro-adaptive control was also proposed for robust force/motion tracking for multiple mobile manipulators
in contact with a deformable working surface. However, it is difficult for a centralized controller to control many mobile manipulators in coordination. The centralized control creates a heavy computational burden, and limits a system's flexibility and reliability such that once the controller develops faults, the whole system is degraded.

The decentralized control system is believed to be more effective and suitable for multiple mobile robots cooperatively. In the literature, several decentralized control algorithms have been been reported using decentralized motion control [180], [181], [182] without introducing time-delay state information, in which each robot is controlled by its own controller. The interaction between the robots and environments can be found in many practical applications. Therefore, in this chapter, we consider the situations where multiple mobile manipulators are grasping an object in contact with a nonrigid surface, as shown in Fig. 7.10. The control objective of coordinated systems is to control the contact force between the environment and the object in the constrained direction, and the motion of the object in unconstrained directions while maintaining internal forces which do not contribute to system motion in some desired values.

A number of mobile manipulators in the real world are composed of a set of small interconnected subsystems. It is generally impossible to incorporate multiple feedback loops into the controller design, and it would be too costly even if they can be implemented. Therefore, decentralized control has been suggested to deal with the coordination of multiple mobile manipulators. First, we present the decentralize dynamics of an inter-connected system, which includes dynamics of each mobile manipulator as well as the object's dynamics; and the interaction between the object and the environment are presented. Decentralized adaptive robust control using local information is proposed for coordinated multiple mobile manipulators so as to suppress both local dynamic uncertainty and the nonlinear interconnections in each subsystem. The proposed schemes estimate unknown parameters of each subsystem, control object motion and contact force between object and the constraining surface, while maintaining the internal impedance forces in desired levels.

The presented control in this chapter could lead to a systematic robust decentralized design for each mobile manipulator to handle its own nonlinear parameterized dynamics. Given sufficiently smooth reference input, it can guarantee the convergence of the closed-loop system, and make the steadystate tracking error arbitrarily small.

### 7.2.1 System Description and Assumption

Consider $m$ mobile manipulators holding a common rigid object in a task space with $n$ degrees of freedom. As shown in Fig. 7.10, $O X Y Z$ is the inertial reference frame. $O_{o} X_{o} Y_{o} Z_{o}$ is the object coordinate frame fixed at the center of mass of the object. $O_{e i} X_{e i} Y_{e i} Z_{e i}$ is the end-effector frame of the $i$ th manipulator located at the grasp point.

Assumption 7.5 Each end-effector of the mobile manipulator shown in Fig. 7.11 is attached to the common object by a paired spring-damper system and a force sensor, and the distances and relative angles between the end-effectors can be obtained.

Assumption 7.6 Each manipulator is non-redundant and operating away from singularity.

### 7.2.2 Dynamics of Interconnected System

The dynamics of the $i$ th mobile manipulator in joint space are given by

$$
\begin{equation*}
M_{i}\left(q_{i}\right) \ddot{q}_{i}+C_{i}\left(q_{i}, \dot{q}_{i}\right) \dot{q}_{i}+G_{i}\left(q_{i}\right)+d_{i}(t)=B_{i}\left(q_{i}\right)\left(\tau_{i}-\tau_{i f}(\dot{q})\right)+J_{i e}^{T} f_{i} \tag{7.51}
\end{equation*}
$$

where $q_{i}=\left[q_{i v}^{T}, q_{i a}^{T}\right]^{T} \in \mathbb{R}^{n}$ with $q_{i v} \in \mathbb{R}^{n_{v}}$ describing the generalized coordinates for the mobile platform and $q_{i a} \in \mathbb{R}^{n_{a}}$ denoting the generalized coordinates of the manipulator, and $n=n_{v}+n_{a}$. The symmetric positive definite inertia matrix $M_{i}\left(q_{i}\right) \in \mathbb{R}^{n \times n}$, the centripetal and Coriolis torques $C_{i}\left(q_{i}, \dot{q}_{i}\right) \in \mathbb{R}^{n \times n}$, the gravitational torque vector $G_{i}\left(q_{i}\right) \in \mathbb{R}^{n}$, the external disturbances $d_{i}(t) \in \mathbb{R}^{n}$, the control inputs $\tau_{i} \in \mathbb{R}^{n_{b}}$, and the actuator friction force vector $\tau_{i f}(\dot{q}) \in \mathbb{R}^{n_{b}}$ could be decoupled into the mobile base and the arm, and represented as

$$
\begin{aligned}
& M_{i}(q)=\left[\begin{array}{ll}
M_{i v} & M_{i v a} \\
M_{i a v} & M_{i a}
\end{array}\right], C_{i}\left(q_{i}, \dot{q}_{i}\right)=\left[\begin{array}{cc}
C_{i v} & C_{i v a} \\
C_{i a v} & C_{i a}
\end{array}\right] \\
& G_{i}\left(q_{i}\right)=\left[\begin{array}{l}
G_{i v} \\
G_{i a}
\end{array}\right], d(t)=\left[\begin{array}{c}
d_{i v}(t) \\
d_{i a}(t)
\end{array}\right], \tau_{i}=\left[\begin{array}{c}
\tau_{i v} \\
\tau_{i a}
\end{array}\right] \\
& \tau_{i f}(\dot{q})=\left[\begin{array}{l}
\tau_{i f v} \\
\tau_{i f a}
\end{array}\right] J_{i e}=\left[\begin{array}{cc}
A_{i} & 0 \\
J_{i v} & J_{i a}
\end{array}\right], f_{i}=\left[\begin{array}{c}
f_{i v} \\
f_{i a}
\end{array}\right]
\end{aligned}
$$

$B_{i}\left(q_{i}\right)=\operatorname{diag}\left[B_{i v}, B_{i a}\right] \in \mathbb{R}^{n \times n_{b}}$ is a full rank input transformation matrix for the mobile platform and the robotic manipulator and is assumed
to be known because it is a function of fixed geometry of the system; $A_{i}=\left[A_{i 1}^{T}\left(q_{i v}\right) \ldots, A_{i l}^{T}\left(q_{i v}\right)\right]^{T}: \mathbb{R}^{n_{v}} \rightarrow \mathbb{R}^{l \times n_{v}}$ is the kinematic constraint matrix which is assumed to have full rank $l ; J_{i e}^{T} \in \mathbb{R}^{n \times n_{J}}$ is a Jacobian matrix; and $f_{i v}$ and $f_{i a}$ are the constraint forces corresponding to the nonholonomic and holonomic constraints.

Remark 7.2 The mobile base is assumed to be completely nonholonomic, and the holonomic constraint force is measured by the force sensor mounted on each mobile manipulator's end-effector.

Remark 7.3 The friction force vector considered is Coulomb and viscous friction, given by

$$
\begin{equation*}
\tau_{i f}=s_{i} e^{-d_{i}\left\|q_{i}\right\|}+c_{i} \operatorname{sgn}\left(\dot{q}_{i}\right)+v_{i} \dot{q}_{i} \tag{7.52}
\end{equation*}
$$

where $s_{i}>0, d_{i}>0, c_{i}>0$ and $v_{i}$ are constants related to the striction, Coulomb, and viscous friction, respectively. Obviously, there exist positive constants $f_{c}=\max _{i \in n}\left\{s_{i}+c_{i}\right\}$ and $f_{v}=\max _{i \in n}\left\{v_{i}\right\}$ such that $\left\|\tau_{i f}\left(\dot{q}_{i}\right)\right\| \leq$ $f_{c}+f_{v}\left\|\dot{q}_{i}\right\|$.

The mobile platform is subjected to nonholonomic constraints. The $l$ nonintegrable and independent velocity constraints can be expressed as

$$
\begin{equation*}
A_{i}\left(q_{i v}\right) \dot{q}_{i v}=0_{[l, 1]}, \quad A_{i}\left(q_{i v}\right) \in \mathbb{R}^{l \times n_{v}} \tag{7.53}
\end{equation*}
$$

Assume that the annihilator of the co-distribution spanned by the co-vector fields $A_{i 1}\left(q_{i v}\right), \ldots, A_{i l}\left(q_{i v}\right)$ is an $\left(n_{v}-l\right)$-dimensional smooth nonsingular distribution $\Delta_{i}$ on $\mathbb{R}^{n_{v}}$. This distribution $\Delta_{i}$ is spanned by a set of ( $n_{v}-l$ ) smooth and linearly independent vector fields $H_{1}\left(q_{i v}\right), \ldots, H_{n_{v-l}}\left(q_{i v}\right)$, i.e., $\Delta_{i}=\operatorname{span}\left\{H_{i, 1}\left(q_{i v}\right), \ldots, H_{i, n_{v}-l}\left(q_{i v}\right)\right\}$. Thus, we have

$$
H_{i}^{T}\left(q_{i v}\right) A_{i}^{T}\left(q_{i v}\right)=0, \quad H_{i}\left(q_{i v}\right)=\left[H_{i, 1}\left(q_{i v}\right), \ldots, H_{i, n_{v}-l}\left(q_{i v}\right)\right] \in \mathbb{R}^{n_{v} \times\left(n_{v}-l\right)}
$$

Note that $H^{T} H$ is of full rank. Constraint (7.53) implies the existence of vector $\dot{\eta}_{i} \in \mathbb{R}^{n_{v}-l}$, such that

$$
\begin{equation*}
\dot{q}_{i v}=H\left(q_{i v}\right) \dot{\eta}_{i} \tag{7.54}
\end{equation*}
$$

Considering the nonholonomic constraints (7.53) and (7.54) and their derivatives, the dynamics of a mobile manipulator (7.51) can be expressed as

$$
\begin{equation*}
M_{i}^{1} \ddot{\zeta}_{i}+C_{i}^{1} \dot{\zeta}_{i}+G_{i}^{1}+d_{i}^{1}=u_{i}-\tau_{i f}^{1}+J_{i e}^{T} f_{i e} \tag{7.55}
\end{equation*}
$$

where $\zeta_{i}=\left[\eta_{i}^{T}, q_{i a}^{T}\right]^{T}$ and

$$
\begin{aligned}
M_{i}^{1} & =\left[\begin{array}{cc}
H_{i}^{T} M_{i v} H_{i} & H_{i}^{T} M_{i v a} \\
M_{i a v} H_{i} & M_{i a}
\end{array}\right], B_{i}^{1}=\left[\begin{array}{cc}
H_{i}^{T} B_{i v} & 0 \\
0 & B_{i a}
\end{array}\right] \\
G_{i}^{1} & =\left[\begin{array}{c}
H_{i}^{T} G_{i v} \\
G_{i a}
\end{array}\right], \tau_{i f}^{1}=B_{i}^{1} \tau_{i f}(\dot{q}), \\
J_{i e}^{T} & =\left[\begin{array}{cc}
0 & 0 \\
J_{i v} H_{i} & J_{i a}
\end{array}\right]^{T}, d_{i}^{1}=\left[\begin{array}{c}
H_{i}^{T} d_{i v} \\
d_{i a}
\end{array}\right], u_{i}=B_{i}^{1} \tau_{i}, \\
C_{i}^{1} & =\left[\begin{array}{cc}
H_{i}^{T} M_{i v} \dot{H}_{i}+H_{i}^{T} C_{i v} H_{i} & H_{i}^{T} C_{i v a} \\
M_{i a v} \dot{H}_{i}+C_{i a v} H_{i} & C_{i a}
\end{array}\right]
\end{aligned}
$$

Remark 7.4 From Assumption 7.5 and Fig. 7.11, the contact force between the ith mobile manipulator and object in (7.55) can be written as

$$
\begin{equation*}
f_{i e}=K_{i e}\left(x_{i e}-x_{i e 0}\right)+C_{i e} \dot{x}_{i e} \tag{7.56}
\end{equation*}
$$

where $K_{i e}$ is the ith spring coefficient and $C_{i e}$ is the ith damper coefficient, $x_{i e} \in \mathbb{R}^{n_{e}}$ with $n_{e}=n-l$ is the end effector position, and $x_{i e 0}$ is the rest position of the spring.

Assumption 7.7 In Remark 7.4, the parameters $K_{i e}$ and $C_{i e}$ are known beforehand.

The dynamics of $m$ mobile manipulators from (7.55) can be expressed in a compact form as

$$
\begin{equation*}
M \ddot{\zeta}+C \dot{\zeta}+G+D=u-\tau_{f}+J_{e}^{T} F_{e} \tag{7.57}
\end{equation*}
$$

where $M=\operatorname{diag}\left[M_{i}^{1}\right] \in \mathbb{R}^{m(n-l) \times m(n-l)} ; \zeta=\left[\zeta_{1}^{T}, \ldots, \zeta_{m}^{T}\right]^{T} \in \mathbb{R}^{m(n-l)} ;$ $u=\left[u_{1}, \ldots, u_{m}\right]^{T} \in \mathbb{R}^{m(n-l)}, \tau_{f}=\left[\tau_{1 f}, \ldots, \tau_{m f}\right]^{T} \in \mathbb{R}^{m(n-l)}$, with $B_{1}=\operatorname{diag}\left[B_{i}^{1}\right] ; G=\left[G_{1}^{1 T}, \ldots, G_{m}^{1 T}\right]^{T} \in \mathbb{R}^{m(n-l)} ; F_{e}=\left[f_{1 e}^{T}, \ldots, f_{m e}^{T}\right]^{T} \in$ $\mathbb{R}^{m(n-l)} ; C=\operatorname{diag}\left[C_{i}^{1}\right] \in \mathbb{R}^{m(n-l) \times m(n-l)} ; D=\left[d_{1}^{1}, \ldots, d_{m}^{1}\right]^{T} \in \mathbb{R}^{m(n-l)} ;$ and $J_{e}^{T}=\operatorname{diag}\left[J_{i e}^{T}\right] \in \mathbb{R}^{m(n-l) \times m(n-l)}$.

The coordinate vector of object center of mass is denoted by $x_{o} \in \mathbb{R}^{n_{o}}$ and it is assumed that $\dot{x}_{o}$ and the object tip velocity vector $\dot{\chi}_{t} \in \mathbb{R}^{n_{o}}$ are related by

$$
\begin{equation*}
\dot{x}_{o}=R\left(\chi_{t}\right) \dot{\chi}_{t} \tag{7.58}
\end{equation*}
$$

where $R\left(\chi_{t}\right) \in \mathbb{R}^{n_{o} \times n_{o}}$ is assumed invertible. The motion of the object is described by

$$
\begin{equation*}
M_{o}\left(x_{o}\right) \ddot{x}_{o}+C_{o}\left(x_{o}, \dot{x}_{o}\right) \dot{x}_{o}+G_{o}\left(x_{o}\right)=F_{o}+R^{-T} f_{t} \tag{7.59}
\end{equation*}
$$

where $M_{o}\left(x_{o}\right) \in \mathbb{R}^{n_{o} \times n_{o}}$ is the symmetric positive definite inertial matrix of the object, $C_{o}\left(x_{o}, \dot{x}_{o}\right) \in \mathbb{R}^{n_{o} \times n_{o}}$ is the Coriolis and centrifugal matrix, and $G_{o}\left(x_{o}\right) \in \mathbb{R}^{n_{o}}$ is the gravitational force vector, $F_{o} \in \mathbb{R}^{n_{o}}$ is the resultant force vector acting on the center of mass of the object applied by the robots, and $f_{t}=J_{t}^{T} \lambda_{t} \in \mathbb{R}^{n_{o}}$ is the external force vector from the nonrigid surface, $J_{t}^{T} \in \mathbb{R}^{n_{o} \times n_{t}}$ is the constraint Jacobian matrix of the contact point and the Lagrange multiplier $\lambda_{t}=K_{t}\left(\chi_{t}-\chi_{t 0}\right)+C_{t} \dot{\chi}_{t} \in \mathbb{R}^{n_{t}}$ with the spring initial position $\chi_{t 0}$, the known spring and damper coefficients $K_{t}$ and $C_{t}$, respectively, which physically presents a impedance force from nonrigid contact. The constraint Jacobian matrix of the nonrigid surface $J_{t}^{T}$ satisfies $J_{t} \dot{\chi}_{t}=0$ so that there always exists a matrix $\mathcal{A} \in \mathbb{R}^{n_{o} \times\left(n_{o}-n_{t}\right)}$ satisfying $\mathcal{A}^{T} J_{t}^{T}=0$ and moreover,

$$
\begin{equation*}
\dot{\chi}_{t}=\mathcal{A} \dot{x}_{t} \tag{7.60}
\end{equation*}
$$

with the free motion sub-vector $x_{t}$ of $\chi_{t}$.
Considering (7.58), we can rewrite (7.60) as

$$
\begin{equation*}
\dot{x}_{o}=S \dot{x}_{t} \tag{7.61}
\end{equation*}
$$

where $S=R\left(\chi_{t}\right) \mathcal{A} \in \mathbb{R}^{n_{o} \times\left(n_{o}-n_{t}\right)}$, integrating (7.61) into (7.59), and multiplying $S^{T}$, we have

$$
\begin{align*}
& \mathcal{M}_{o}\left(x_{o}\right) \ddot{x}_{t}+\mathcal{C}_{o} \dot{x}_{t}+\mathcal{G}_{o}\left(x_{o}\right)=\mathcal{F}_{o}  \tag{7.62}\\
& \lambda_{t}=Z_{o}\left(C_{o} \dot{x}_{t}+G_{o}-F_{o}\right) \tag{7.63}
\end{align*}
$$

where

$$
\begin{align*}
& \mathcal{M}_{o}\left(x_{o}\right)=S^{T} M_{o}\left(x_{o}\right) S \\
& \mathcal{C}_{o}=S^{T} M_{o}\left(x_{o}\right) \dot{S}+S^{T} C_{o}\left(x_{o}, \dot{x}_{o}\right) S \\
& Z_{o}=\left[J_{t} R^{-1} M_{o}^{-1} R^{-T} J_{t}^{T}\right]^{-1} J_{t} R^{-1} M_{o}^{-1} \\
& \mathcal{G}_{o}\left(x_{o}\right)=S^{T} G_{o}\left(x_{o}\right) \\
& \mathcal{F}_{o}=S^{T} F_{o} \tag{7.64}
\end{align*}
$$

Define $J_{o}\left(x_{o}\right) \in \mathbb{R}^{m(n-l) \times n_{o}}$ as $J_{o}\left(x_{o}\right)=\left[J_{1 o}^{T}\left(x_{o}\right), \ldots, J_{m o}^{T}\left(x_{o}\right)\right]^{T}$, where $J_{i o}\left(x_{o}\right) \in \mathbb{R}^{(n-l) \times n_{o}}$ is the Jacobian matrix from the object frame $O_{o} X_{o} Y_{o} Z_{o}$ to the $i$ th mobile manipulator's end-effector frame $O_{e i} X_{e i} Y_{e i} Z_{e i}$. Then $F_{o}$ is given by

$$
\begin{equation*}
F_{o}=-J_{o}^{T}\left(x_{o}\right) F_{e} \tag{7.65}
\end{equation*}
$$

Considering the definition of $\mathcal{F}_{o}$, we can rewrite (7.65) as

$$
\begin{equation*}
\mathcal{F}_{o}=-S^{T} J_{o}^{T}\left(x_{o}\right) F_{e} \tag{7.66}
\end{equation*}
$$

Given the resultant force $\mathcal{F}_{o}$, the end-effector force $F_{e}$ that satisfies (7.65) can be decomposed into two orthogonal components, one that contributes to the motion of the object, and one that produces the internal force. This is clearly represented by the following equation [177]

$$
\begin{equation*}
F_{e}=-\left(S^{T} J_{o}^{T}\left(x_{o}\right)\right)^{+} \mathcal{F}_{o}-\mathcal{F} \tag{7.67}
\end{equation*}
$$

where $\left(J_{o}^{T}\left(x_{o}\right)\right)^{+} \in \mathbb{R}^{m(n-l) \times n_{o}}$ is the pseudo-inverse matrix of $S^{T} J_{o}^{T}\left(x_{o}\right)$, $\mathcal{F} \in \mathbb{R}^{m(n-l)}$ is the internal force vector in the null space of $S^{T} J_{o}^{T}\left(x_{o}\right)$, i.e., satisfying

$$
\begin{equation*}
S^{T} J_{o}^{T}\left(x_{o}\right) \mathcal{F}=0 \tag{7.68}
\end{equation*}
$$

and $\mathcal{F}$ can be parameterized by the vector of Lagrangian multiplier

$$
\begin{equation*}
\mathcal{F}=\mathbb{J}^{T} \lambda_{I} \tag{7.69}
\end{equation*}
$$

where $J^{T}$ is Jacobian matrix for the internal force and satisfies $S^{T} J_{o}^{T}\left(x_{o}\right) \mathbb{J}^{T}=$ 0 . Substituting $\mathcal{F}_{o}$ of (7.62) into (7.67) yields

$$
\begin{equation*}
F_{e}=-\left(S^{T} J_{o}^{T}\left(x_{o}\right)\right)^{+}\left(\mathcal{M}_{o}\left(x_{o}\right) \ddot{x}_{t}+\mathcal{C}_{o} \dot{x}_{t}+\mathcal{G}_{o}\left(x_{o}\right)\right)-\mathcal{F} \tag{7.70}
\end{equation*}
$$

Let us put the end-effector position and orientation vector, $x_{i e} \in \mathbb{R}^{n_{e}}$, of every robot together to form a vector $x_{e}=\left[x_{1 e}, \ldots, x_{m e}\right]^{T} \in \mathbb{R}^{m n_{e}}$. Denote the Jacobian matrix as $J_{i e}\left(\zeta_{i}\right)$ which relates $x_{i e}$ with $\zeta_{i}$, e.g.,

$$
\begin{equation*}
\dot{x}_{i e}=J_{i e}\left(\zeta_{i}\right) \dot{\zeta}_{i} \tag{7.71}
\end{equation*}
$$

and the relationship between $\dot{x}_{i e}$ and $\dot{x}_{o}$ is given by

$$
\begin{equation*}
\dot{x}_{i e}=J_{i o}\left(x_{o}\right) \dot{x}_{o} \tag{7.72}
\end{equation*}
$$

After combining (7.71) and (7.72), the following relationship between the joint velocity of the $i$ th manipulator and the velocity of the object is obtained

$$
\begin{equation*}
J_{i e}\left(\zeta_{i}\right) \dot{\zeta}_{i}=J_{i o}\left(x_{o}\right) \dot{x}_{o} \tag{7.73}
\end{equation*}
$$

We define $J_{e}(\zeta)=\operatorname{diag}\left[J_{i e}\right]$ such that

$$
\begin{equation*}
\dot{x}_{e}=J_{e}(\zeta) \dot{\zeta} \tag{7.74}
\end{equation*}
$$

On the other hand, from (7.61), the relationship between $\dot{x}_{e}$ and $\dot{x}_{t}$ is given by

$$
\begin{equation*}
\dot{x}_{e}=J_{o}\left(x_{o}\right) S \dot{x}_{t} \tag{7.75}
\end{equation*}
$$

After combining (7.74) and (7.75), the following relationship between the joint velocity of the $i$ th manipulator and the velocity of the tip is obtained $J_{e}(\zeta) \dot{\zeta}=$ $J_{o}\left(x_{o}\right) S \dot{x}_{t}$. As it is assumed that the manipulators work in a nonsingular region, the inverse of the Jacobian matrix $J_{i e}\left(\zeta_{i}\right)$ exists. Considering all the manipulators acting on the object at the same time yields

$$
\begin{equation*}
\dot{x}_{t}=\left(J_{o}\left(x_{o}\right) S\right)^{+} J_{e}(\zeta) \dot{\zeta} \tag{7.76}
\end{equation*}
$$

Differentiating (7.76) with respect to time leads to

$$
\begin{equation*}
\ddot{x}_{t}=\left(J_{o}\left(x_{o}\right) S\right)^{+} J_{e}(\zeta) \ddot{\zeta}+\frac{d}{d t}\left[\left(J_{o}\left(x_{o}\right) S\right)^{+} J_{e}(\zeta)\right] \dot{\zeta} \tag{7.77}
\end{equation*}
$$

Let $\mathcal{J}_{o}\left(x_{o}\right)=J_{o}\left(x_{o}\right) S$, using equations (7.76) and (7.77). The dynamics of multiple manipulator systems (7.57), coupled with the object dynamics (7.62), are then given by

$$
\begin{array}{rl} 
& \mathcal{M}_{o}\left(x_{o}\right)\left(\mathcal{J}_{o}\left(x_{o}\right)\right)^{+} J_{e}(\zeta) \ddot{\zeta} \\
& +\left(\mathcal{M}_{o} \frac{d}{d t}\left[\left(\mathcal{J}_{o}\left(x_{o}\right)\right)^{+} J_{e}(\zeta)\right]+C_{o}\left(\mathcal{J}_{o}\left(x_{o}\right)\right)^{+} J_{e}(\zeta)\right) \dot{\zeta} \\
+ & \mathcal{G}_{o}=\mathcal{F}_{o} \\
M & M(\zeta) \ddot{\zeta}+C(\zeta, \dot{\zeta}) \dot{\zeta}+G+D+J_{e}^{T}(\zeta)\left(\mathcal{J}_{o}^{T}\left(x_{o}\right)\right)^{+} \mathcal{F}_{o}+J_{e}^{T}(\zeta) \mathcal{F}=u-\tau_{f} \tag{7.79}
\end{array}
$$

Let $L^{T}=J_{e}^{T}(\zeta)\left(\mathcal{J}_{o}^{T}\left(x_{o}\right)\right)^{+}$. Integrating the above equations, we have

$$
\begin{equation*}
M_{1} \ddot{\zeta}+C_{1} \dot{\zeta}+G_{1}+D_{1}+J_{e}^{T}(\zeta) \mathcal{F}=u-\tau_{f} \tag{7.80}
\end{equation*}
$$

where

$$
\begin{aligned}
& M_{1}=M(\zeta)+L^{T} \mathcal{M}_{o} L \\
& G_{1}=G+L^{T} G_{o} \\
& C_{1}=C(\zeta, \dot{\zeta})+L^{T}\left(\mathcal{M}_{o} \frac{d}{d t}[L]+\mathcal{C}_{o}\left(x_{o}, \dot{x}_{o}\right) L\right) \\
& D_{1}=D
\end{aligned}
$$

Let $\Upsilon^{T}=\mathcal{J}_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta)$. By introducing $\dot{\zeta}=\Upsilon \dot{\xi}$, we can rewrite (7.80) as

$$
\begin{equation*}
M_{1} \Upsilon \ddot{\xi}+\left(C_{1} \Upsilon+M_{1} \dot{\Upsilon}\right) \dot{\xi}+G_{1}+D_{1}+J_{e}^{T}(\zeta) \mathcal{F}=u-\tau_{f} \tag{7.81}
\end{equation*}
$$

Multiplying both sides of (7.81) by $\Upsilon^{T}=\mathcal{J}_{o}^{T}\left(x_{o}\right) J_{e}^{-T}(\zeta)$, and using (7.68), we have

$$
\begin{equation*}
M_{2} \ddot{\xi}+C_{2} \dot{\xi}+G_{2}+D_{2}=\Upsilon^{T}\left(u-\tau_{f}\right) \tag{7.82}
\end{equation*}
$$

Considering (7.69), we have

$$
\begin{equation*}
\lambda_{I}=Z_{1}\left(C_{1} \dot{\zeta}+G_{1}+D-\left(u-\tau_{f}\right)\right) \tag{7.83}
\end{equation*}
$$

where $M_{2}=\Upsilon^{T} M_{1} \Upsilon, C_{2}=\Upsilon^{T}\left(C_{1} \Upsilon+M \dot{\Upsilon}\right), G_{2}=\Upsilon^{T} G_{1}, D_{2}=\Upsilon^{T} D_{1}$, and $Z_{1}=\left(\mathbb{J} J_{e}(\zeta)\left(M_{1}\right)^{-1} J_{e}^{T}(\zeta) \mathbb{J}^{T}\right)^{-1} J_{e}(\zeta) \mathbb{J}\left(M_{1}\right)^{-1}$.

The dynamics (7.82) have the following structure properties, which can be exploited to facilitate the control design.

Property 7.5 The matrix $M_{1}$ is symmetric, positive definite, and is bounded from below and above, i.e., $\lambda_{\min }\left(M_{1}\right) I \leq M_{1} \leq \lambda_{\max }\left(M_{1}\right) I$, where $\lambda_{\min }$ and $\lambda_{\max }$ denote the minimum and maximum eigenvalues of $M_{2}$.

Property 7.6 The matrix $M_{1}-2 C_{1}$ is skew-symmetric.
Property 7.7 All Jacobian matrices are uniformly bounded and uniformly continuous if $\zeta$ and $x_{o}$ are uniformly bounded and continuous, respectively.

Remark 7.5 The matrix $Z_{1}$ is uniformly bounded and uniformly continuous from Property 7.5 and Property 7.7.

Property 7.8 There exists a finite positive vector $\mathbb{C}=\left[c_{1}, c_{2}, \ldots, c_{7}\right]^{T}$ with $c_{i}>0$, such that $\forall \zeta, \dot{\zeta} \in \mathbb{R}^{m(n-l)},\left\|M_{1}\right\| \leq c_{1},\left\|C_{1}\right\| \leq c_{2}+c_{3}\|\dot{\zeta}\|,\left\|G_{1}\right\| \leq c_{4}$, $\sup _{t \geq 0}\left\|D_{1}\right\| \leq c_{5}$, and according to Remark 7.3, $\left\|\tau_{f}\right\| \leq c_{6}+c_{7}\|\dot{\zeta}\|$.

### 7.2.3 Decentralized Adaptive Control

Assume a desired motion trajectory $x_{t}^{d}(t)$ and a bounded internal force $\mathcal{F}_{d}$. Since the system is inter-connected, we can obtain the desired corresponding motion trajectory $\zeta^{d}(t), \dot{\zeta}^{d}(t)$ from $x_{t}^{d}$ and $\dot{x}_{t}^{d}$; therefore, the trajectory control and internal force tracking control is to determine a control law such that for any $\zeta(0), \dot{\zeta}(0)$ converges to a manifold specified as $\Omega$ where $\Omega_{d}=\{(\zeta, \dot{\zeta}) \mid \zeta=$ $\left.\zeta^{d}, \dot{\zeta}=\dot{\zeta}^{d}\right\}$ and internal force $\mathcal{F}$ track $\mathcal{F}_{d}$ to the satisfaction of the design.

Assumption 7.8 The desired reference trajectory $\xi^{d}(t)$ is bounded and uniformly continuous, and has bounded and uniformly continuous derivatives up to the third order.

Let the control $u$ take the form:

$$
\begin{equation*}
u=u_{a}-J_{e}^{T}(\zeta) \mathbb{J}^{T} u_{b} \tag{7.84}
\end{equation*}
$$

Then, (7.82) and (7.83) can be rewritten as

$$
\begin{align*}
& M_{1} \ddot{\zeta}+C_{1} \dot{\zeta}+G_{1}+D_{1}=u_{a}+\tau_{f}  \tag{7.85}\\
& Z_{1}\left(u_{a}-C_{1} \dot{\zeta}-G_{1}-D\right)-u_{b}=-\lambda_{I} \tag{7.86}
\end{align*}
$$

To facilitate the robust control formulation, the following lemma and assumption are required.

Lemma 7.1 For $x>0, y>0$ and $\delta \geq 1$, we have $\ln (\cosh (x))+\delta \geq x$ and $\ln (\cosh (x))-\ln (\cosh (y)) \geq x-y$.

Proof: If $x \geq 0$, we have $\int_{0}^{x} \frac{2}{e^{2 s}+1} d s<\int_{0}^{x} \frac{2}{e^{2 s}} d s=1-e^{-2 x}<1$ Therefore, $\ln (\cosh (x))+\delta \geq \ln (\cosh (x))+\int_{0}^{x} \frac{2}{e^{2 s}+1} d s$ with $\delta \geq 1$. Let $f(x)=\ln (\cosh (x))+$ $\int_{0}^{x} \frac{2}{e^{2 s}+1} d s-x$, we have $\dot{f}(x)=\tanh (x)+\frac{2}{e^{2 x}+1}-1=\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}}+\frac{2}{e^{2 x}+1}-1=0$. From the mean value theorem, we have $f(x)-f(0)=\dot{f}(x)(x-0)$. Since $f(0)=0$, we have $f(x)=0$, that is, $\ln (\cosh (x))+\int_{0}^{x} \frac{2}{e^{2 s}+1} d s=x$, then, we have $\ln (\cosh (x))+\delta \geq x$. From the above, we have $\ln (\cosh (x))-\ln (\cosh (y))=$ $\ln (\cosh (x))+\delta-\ln (\cosh (y))-\delta \geq \ln (\cosh (x))+\delta-y \geq x-y$.

Let $e=\zeta_{-} \zeta^{d}, \dot{\zeta}_{r}=\dot{\zeta}^{d}-\Lambda e, r=\dot{e}+\Lambda e$ with $\Lambda$ being a diagonal positive definite constant matrix, we can rewrite (7.82) as

$$
\begin{equation*}
M_{1} \dot{r}+C_{1} r=u_{a}-\Xi \tag{7.87}
\end{equation*}
$$

where $\Xi=M_{1} \ddot{\xi}_{r}+C_{1} \dot{\xi}_{r}+G_{1}+D_{1}-\tau_{f}$.
According to the definition of $\Xi \in \mathbb{R}^{m(n-l)}$, we denote $\Xi_{i k}, i=1,2, \ldots, m$, and $k=1,2, \ldots, n-l$ as the $((i-1)(n-l)+k)$ th elements of $\Xi$, which corresponds to the $k$ th equation in the dynamics of the $i$ th robot. Similarly, we denote $r_{i k}$ as the $((i-1)(n-l)+k)$ th element of $r \in \mathbb{R}^{m(n-l)}$, and in addition, denote $r_{i}=\left[r_{i 1}, r_{i 2}, \ldots, r_{i(n-l)}\right]^{T}$. We define the $j k$ th component of $i$ th mobile manipulator in (7.87) as

$$
\begin{equation*}
\sum_{j=1}^{n-l} m_{i k j} \dot{r}_{i j}+\sum_{j=1}^{n-l} c_{i k j}(q, \dot{q}) r_{i j}=u_{a i k}-\Xi_{i k} \tag{7.88}
\end{equation*}
$$

Lemma 7.2 Considering Property 7.8, the upper bound of $\Xi$ satisfies

$$
\begin{equation*}
\left\|\Xi_{i k}\right\| \leq \ln \left(\cosh \left(\left\|\Phi_{i k}\right\|\right)\right)+\delta \tag{7.89}
\end{equation*}
$$

where $\delta$ is a small constant, $\Phi_{i j}=\alpha_{i k}^{T} \varphi_{i}$ with $\varphi_{i}=\left[1, \sup \left\|r_{i}\right\| \text {, sup }\left\|r_{i}\right\|^{2}\right]^{T}$ and $\alpha_{i k}=\left[\alpha_{i k 1}, \alpha_{i k 2}, \alpha_{i k 3}\right]^{T}$ is a vector of positive constants defined below.

Proof: According to Property 7.8, the upper bound of $\Xi_{i k}$ satisfies

$$
\begin{align*}
\left\|\Xi_{i k}\right\| \leq & c_{1}\left\|\ddot{\zeta}_{i k}^{d}-\Lambda \dot{e}_{i k}\right\|+\left(c_{2}+c_{3}\left\|\dot{\zeta}_{i k}^{d}+\dot{e}_{i k}\right\|\right)\left\|\dot{\zeta}_{i k}^{d}-\Lambda e_{i k}\right\| \\
& +c_{4}+c_{5}+c_{6}+c_{7}\left\|\dot{\zeta}_{i k}^{d}+\dot{e}_{i k}\right\| \\
\leq & c_{1}\left\|\ddot{\zeta}_{i k}^{d}\right\|+c_{1}\|\Lambda\|\left\|\dot{e}_{i k}\right\|+c_{2}\left\|\dot{\zeta}_{i k}^{d}\right\|+c_{2}\|\Lambda\|\left\|e_{i k}\right\| \\
& +c_{3}\left\|\dot{\zeta}_{i k}^{d}\right\|^{2}+c_{3}\left\|\dot{\zeta}_{i k}^{d}\right\|\|\Lambda\|\left\|e_{i k}\right\|+c_{3}\left\|\dot{e}_{i k}\right\|\left\|\dot{\zeta}_{i k}^{d}\right\| \\
& +c_{3}\|\Lambda\|\left\|e_{i k}\right\|\left\|\dot{e}_{i k}\right\|+c_{4}+c_{5}+c_{6}+c_{7}\left\|\dot{\zeta}_{i k}^{d}\right\|+c_{7}\left\|\dot{e}_{i k}\right\| \\
\leq & c_{1}\left\|\ddot{\zeta}_{i k}^{d}\right\|+c_{2}\left\|\dot{\zeta}_{i k}^{d}\right\|+c_{3}\left\|\dot{\zeta}_{i k}^{d}\right\|^{2}+c_{4}+c_{5}+c_{6}+c_{7}\left\|\dot{\zeta}_{i k}^{d}\right\| \\
& +\left(c_{2}\|\Lambda\|+c_{3}\left\|\dot{\zeta}_{i k}^{d}\right\|\|\Lambda\|\right)\left\|e_{i k}\right\|+c_{3}\|\Lambda\|\left\|e_{i k}\right\|\left\|\dot{e}_{i k}\right\| \\
& +\left(c_{1}\|\Lambda\|+c_{3}\left\|\dot{\zeta}_{i k}^{d}\right\|+c_{7}\right)\left\|\dot{e}_{i k}\right\| \\
\leq & \beta_{1}+\beta_{2}\left\|e_{i k}\right\|+\beta_{3}\left\|\dot{e}_{i k}\right\|+\beta_{4}\left\|e_{i k}\right\|^{2}+\beta_{5}\left\|\dot{e}_{i k}\right\|^{2} \tag{7.90}
\end{align*}
$$

where $\beta_{1}=c_{1}\left\|\ddot{\zeta}_{i k}^{d}\right\|+c_{2}\left\|\dot{\zeta}_{i k}^{d}\right\|+c_{3}\left\|\dot{\zeta}_{i k}^{d}\right\|^{2}+c_{4}+c_{5}+c_{6}+c_{7}\left\|\dot{\zeta}_{i k}^{d}\right\|, \beta_{2}=c_{2}\|\Lambda\|+$ $c_{3}\left\|\dot{\zeta}_{i k}^{d}\right\|\|\Lambda\|, \beta_{3}=c_{1}\|\Lambda\|+c_{3}\left\|\dot{\zeta}_{i k}^{d}\right\|+c_{7}, \beta_{4}=\frac{1}{2} c_{3}\|\Lambda\|, \beta_{5}=\beta_{4}$.

Consider the linear system defined by $\dot{e}_{i k}=-\Lambda e_{i k}+r_{i k}, e_{i k}(0)=e_{0}$. Since the matrix $-\Lambda$ is Hurwitz, we see there exist constants $a_{1}, a_{2}, a_{3}$ and $a_{4}$ such that $\left\|e_{i k}(t)\right\| \leq a_{1}\left\|e_{i k 0}\right\|+a_{2} \sup \left\|r_{i k}\right\|$ and $\left\|\dot{e}_{i k}(t)\right\| \leq a_{3}\left\|e_{i k 0}\right\|+a_{4} \sup \left\|r_{i k}\right\|$. Substitute these two equations into (7.90) to finally obtain $\left\|\Xi_{i k}\right\| \leq \alpha_{i k 1}+$ $\alpha_{i k 2} \sup \left\|r_{i k}\right\|+\alpha_{i k 3} \sup \left\|r_{i k}\right\|^{2}$. We propose the following decentralized control for the multiple mobile manipulators

$$
\begin{equation*}
u_{a i k}=-k_{i k} r_{i k}-\ln \left(\cosh \left(\hat{\Phi}_{i k}\right)\right) \operatorname{sgn}\left(r_{i k}\right)-\delta \operatorname{sgn}\left(r_{i k}\right) \tag{7.91}
\end{equation*}
$$

where $\hat{\Phi}_{i k}=\hat{\alpha}_{i k}^{T} \varphi_{i k}, \dot{\hat{\alpha}}_{i k}=-\Sigma \hat{\alpha}_{i k}+\Gamma \varphi_{i k}\left\|r_{i k}\right\|, k_{i k}>0, \delta>1$, if $r_{i k} \geq 0, \operatorname{sgn}\left(r_{i k}\right)=1$, else $\operatorname{sgn}\left(r_{i k}\right)=-1$, and $\Gamma=\operatorname{diag}\left[\gamma_{i k \iota}\right]>0$, $\Sigma=\operatorname{diag}\left[\sigma_{i k 1}, \sigma_{i k 2}, \sigma_{i k 3}\right]$ is a diagonal matrix whose each element $\sigma_{i k \iota}$ satisfies $\lim _{t \rightarrow \infty} \sigma_{i k \iota}=0$, and $\lim _{t \rightarrow \infty} \int_{0}^{t} \sigma_{i k \iota}(\omega) d \omega=b_{i k \iota}<\infty$ with the finite constant $b_{i k \iota}, \iota=1,2,3$. It is observed that the controller (7.91) only adopts the local feedback information.

Theorem 7.3 Consider the mechanical system described by (7.82) and its decentralized dynamics model (7.88). Using the control law (7.91), the following hold for any $(\zeta(0), \dot{\zeta}(0))$ :
(i) $r_{i k}$ converges to a set containing the origin as $t \rightarrow \infty$;
(ii) $e_{i k}$ and $\dot{e}_{i k}$ converge to 0 as $t \rightarrow \infty$; and $\tau$ is bounded for all $t \geq 0$; and
(iii) $e_{f}=\lambda_{I}-\lambda_{I d}$ is bounded.

Proof: Consider a following Lyapunov function with $\tilde{\alpha}_{i k}=\alpha_{i k}-\hat{\alpha}_{i k}$ as

$$
\begin{equation*}
V=\frac{1}{2} r^{T} M_{1} r+\sum_{i=1}^{m} \sum_{k=1}^{n-1} \sum_{\iota=1}^{3} \frac{1}{2 \gamma_{i k \iota}} \tilde{\alpha}_{i k \iota} \tilde{\alpha}_{i k \iota} \tag{7.92}
\end{equation*}
$$

The derivative of $V$ along (7.88) is given by

$$
\begin{align*}
\dot{V}_{1}= & \frac{1}{2}\left[r^{T} \dot{M}_{1} r+\dot{r}^{T} M_{1} r+r^{T} M_{1} \dot{r}\right]+\sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \frac{1}{\gamma_{i j \iota}} \tilde{\alpha}_{i k \iota} \dot{\tilde{\alpha}}_{i k \iota} \\
= & \frac{1}{2} \sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{j=1}^{n-l} r_{i k} \dot{m}_{i k j} r_{i j}+\sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{j=1}^{n-l} r_{i k} m_{i k j} \dot{r}_{i j} \\
& +\sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \frac{1}{\gamma_{i k \iota}} \tilde{\alpha}_{i k \iota} \dot{\tilde{\alpha}}_{i k \iota} \\
= & \sum_{i=1}^{m} \sum_{k=1}^{n-l} r_{i k}\left[\sum_{j=1}^{n-l} \frac{1}{2} \dot{m}_{i k j} r_{i j}-\sum_{j=1}^{n-l} c_{i k j} r_{i j}+u_{i k}-\Xi_{i k}\right] \\
+ & \sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \frac{1}{\gamma_{i k \iota}} \tilde{\alpha}_{i k \iota} \dot{\tilde{\alpha}}_{i k \iota} \tag{7.93}
\end{align*}
$$

Considering Property 7.6, and integrating (7.91) into (7.93), we have

$$
\begin{aligned}
\dot{V} \leq & \sum_{i=1}^{m} \sum_{k=1}^{n-l} r_{i k}\left[u_{i k}-\Xi_{i k}\right]+\sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \frac{1}{\gamma_{i k \iota}} \tilde{\alpha}_{i k \iota} \dot{\tilde{\tilde{a}}}_{i k \iota} \\
= & \sum_{i=1}^{m} \sum_{k=1}^{n-l} r_{i k}\left[-k_{i k} r_{i k}-\ln \left(\cosh \left(\hat{\Phi}_{i k}\right)\right) \operatorname{sgn}\left(r_{i k}\right)-\delta \operatorname{sgn}\left(r_{i k}\right)-\Xi_{i k}\right] \\
& +\sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \tilde{\alpha}_{i k \iota}^{T} \gamma_{i k \iota}^{-1} \dot{\tilde{\alpha}}_{i k \iota} \\
= & -\sum_{i=1}^{m} \sum_{k=1}^{n-l} k_{i k} r_{i k}^{2}-\sum_{i=1}^{m} \sum_{k=1}^{n-l} \delta\left\|r_{i k}\right\|+\sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{l=1}^{3} \tilde{\alpha}_{i k \iota}^{T} \gamma_{i k \iota}^{-1} \dot{\tilde{\alpha}}_{i k \iota} \\
& -\sum_{i=1}^{m} \sum_{k=1}^{n-l} r_{i k} \ln \left(\cosh \left(\hat{\Phi}_{i k}\right)\right) \operatorname{sgn}\left(r_{i k}\right)-\sum_{i=1}^{m} \sum_{k=1}^{n-l} r_{i k} \Xi_{i k}
\end{aligned}
$$

$$
\begin{align*}
\leq & -\sum_{i=1}^{m} \sum_{k=1}^{n-l} k_{i k} r_{i k}^{2}-\sum_{i=1}^{m} \sum_{k=1}^{n-l} \delta\left\|r_{i k}\right\| \\
& -\sum_{i=1}^{m} \sum_{k=1}^{n-l}\left\|r_{i k}\right\| \ln \left(\cosh \left(\hat{\Phi}_{i k}\right)\right)+\sum_{i=1}^{m} \sum_{k=1}^{n-l}\left\|r_{i k}\right\|\left\|\Xi_{i k}\right\| \\
& +\sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \frac{\sigma_{i k \iota}}{\gamma_{i k \iota}} \tilde{\alpha}_{i k \iota} \hat{\alpha}_{i k \iota}-\sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \tilde{\alpha}_{i k \iota} \varphi_{i k \iota}\left\|r_{i k}\right\| \tag{7.94}
\end{align*}
$$

Considering Lemmas 7.1 and 7.2 and using $\tilde{\alpha}_{i k \iota} \hat{\alpha}_{i k \iota}=\hat{\alpha}_{i k \iota}\left(\alpha_{i k \iota}-\hat{\alpha}_{i k \iota}\right)=$ $\frac{1}{4} \alpha_{i k \iota}^{2}-\left(\frac{1}{2} \alpha_{i k \iota}-\hat{\alpha}_{i k \iota}\right)^{2} \leq \frac{1}{4} \alpha_{i k \iota}^{2}$, we have

$$
\begin{align*}
\dot{V} \leq & -\sum_{i=1}^{m} \sum_{k=1}^{n-l} k_{i k} r_{i k}^{2}-\sum_{i=1}^{m} \sum_{k=1}^{n-l}\left\|r_{i k}\right\| \ln \left(\cosh \left(\hat{\Phi}_{i k}\right)\right) \\
& +\sum_{i=1}^{m} \sum_{k=1}^{n-l}\left\|r_{i k}\right\| \ln \left(\cosh \left(\Phi_{i k}\right)-\sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \tilde{\alpha}_{i k \iota} \varphi_{i k \iota}\left\|r_{i k}\right\|\right. \\
& +\sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \frac{\sigma_{i k \iota}}{\gamma_{i k \iota}} \tilde{\alpha}_{i k \iota} \hat{\alpha}_{i k \iota} \\
\leq & -\sum_{i=1}^{m} \sum_{k=1}^{n-l} k_{i k} r_{i k}^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \frac{\sigma_{i k l}}{\gamma_{i k \iota}} \tilde{\alpha}_{i k \iota} \hat{\alpha}_{i k \iota} \\
\leq & -\sum_{i=1}^{m} \sum_{k=1}^{n-l} k_{i k} r_{i k}^{2}+\frac{1}{4} \sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \frac{\sigma_{i k \iota}}{\gamma_{i k l}} \alpha_{i k \iota}^{2} \tag{7.95}
\end{align*}
$$

Since $\frac{1}{4} \sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \frac{\sigma_{i k \iota}}{\gamma_{i k \iota}} \alpha_{i k \iota}^{2}$ is bounded and converges to zero as $t \rightarrow \infty$ by noting $\lim _{t \rightarrow \infty} \gamma_{i j \iota}=0$, there exists $t>t_{1}, \frac{1}{4} \sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \frac{\sigma_{i k \iota}}{\gamma_{i k \iota}} \alpha_{i k \iota}^{2} \leq \epsilon$
 converges to a small set containing the origin as $t \rightarrow \infty$.
(ii) Integrating both sides of the above equation gives

$$
\begin{equation*}
V(t)-V(0)<-\int_{0}^{t} \sum_{i=1}^{m} \sum_{k=1}^{n-l} k_{i k} r_{i k}^{2} d s+\frac{1}{4} \sum_{i=1}^{m} \sum_{k=1}^{n-l} \sum_{\iota=1}^{3} \frac{b_{i k \iota}}{\gamma_{i k \iota}} \alpha_{i k \iota}^{2} \tag{7.96}
\end{equation*}
$$

by noting $\lim _{t \rightarrow \infty} \sigma_{i k \iota}=0$ and $\lim _{t \rightarrow \infty} \int_{0}^{t} \sigma_{i k \iota}(\omega) d \omega=b_{i k \iota}<\infty$. Thus $V$ is bounded, which implies that $r \in L_{\infty}$. From $r=\dot{e}+\Lambda e$, it can be obtained that $e, \dot{e} \in L_{\infty}$. As we have established $e, \dot{e} \in L_{\infty}$ from Assumption 7.8, we conclude that $\zeta, \dot{\zeta}, \ddot{\zeta}, \zeta, \dot{\zeta}, \ddot{\zeta} \in L_{\infty}$.
(iii) Substituting the control (7.91) into the reduced order dynamical sys-


## FIGURE 7.10

Coordinated operation of two robots.
tem yields

$$
\begin{align*}
\lambda_{I} & =Z_{1}\left(C_{1} \dot{\zeta}+G_{1}+D-u_{a}\right)+u_{b} \\
& =-Z_{1} M_{1} \Upsilon \ddot{\zeta}+u_{b} \tag{7.97}
\end{align*}
$$

We choose $u_{b}=\lambda_{I d}-K_{b} e_{f}$ with $e_{f}=\lambda_{I}-\lambda_{I d}$ such that we have

$$
\begin{equation*}
\left(I+K_{b}\right) e_{f}=-Z_{1} M_{1} \Upsilon \ddot{\zeta} \tag{7.98}
\end{equation*}
$$

Since $\ddot{\zeta}$ and $Z_{1}$ are bounded, $\zeta \rightarrow \zeta^{d},-Z_{1} M_{1} \Upsilon \ddot{\zeta}$ is bounded and the size of $\lambda_{I}$ can be adjusted by choosing the proper gain matrix $K_{b}$.

Since all the signals on the right hand side of (7.88) are bounded, it is easy to conclude that $\tau$ is bounded from (7.91).

### 7.2.4 Simulation Studies

Let us consider two same 2-DOF mobile manipulators shown in Fig. 7.12 of Section 7.1.6. The desired trajectory for the object, the desired internal force,


## FIGURE 7.11

The relationship of end-effectors and object.


## FIGURE 7.12

The 2-DOF mobile manipulators.
and the contact force are chosen as

$$
\left[\begin{array}{c}
\dot{x}_{1 o d} \\
\dot{x}_{2 o d} \\
\dot{x}_{3 o d} \\
\dot{x}_{4 o d}
\end{array}\right]=\left[\begin{array}{c}
\cos \left(0.5 \sin t+\frac{\pi}{2}\right) \\
\sin \left(0.5 \sin t+\frac{\pi}{2}\right) \\
0.0 \\
\cos t+0.01 \cos t
\end{array}\right], \lambda_{I d}=\left[\begin{array}{l}
5.0 \\
0.0 \\
0.0
\end{array}\right], \lambda_{t}=\left[\begin{array}{c}
0.0 \\
0.0 \\
10.0
\end{array}\right]
$$

The spring-damper device is mounted on the tip of the object, and the parameters of the device are set as $K_{t}=80 \mathrm{~N} / \mathrm{m}$, and $C_{t}=0.01 \mathrm{~N} / \mathrm{m}^{2}$. We can obtain the desired trajectory of each mobile manipulator when $\theta_{i 2}$ is fixed as $\frac{3 \pi}{2}$,

$$
\left[\begin{array}{c}
\dot{y}_{i d} \\
\dot{\theta}_{i d} \\
\dot{\theta}_{i 1 d} \\
\dot{\theta}_{i 2 d}
\end{array}\right]=\left[\begin{array}{c}
\sin \left(0.5 \sin t+\frac{\pi}{2}\right) \\
\cos t \\
0.01 \cos t \\
0.0
\end{array}\right]
$$

The initial positions and velocities are chosen as $x_{o}(0)=\left[0.0,0.0,2 l_{1}, 0.0\right]^{T}$, $\left[y_{i d}(0), \theta_{i d}(0), \theta_{i 1 d}(0), \theta_{i 2 d}(0)\right]^{T}=\left[0.0, \frac{\pi}{2}, 0.0, \frac{3 \pi}{2}\right]^{T}, \dot{x}_{o}(0)=\dot{y}_{i d}(0)=\dot{\theta}_{i d}(0)=$ $\dot{\theta}_{i 1 d}(0)=\dot{\theta}_{i 2 d}(0)=0.0$, respectively.

Assume that the parameters are selected as $m_{p}=6.0 \mathrm{~kg}, m_{1}=m_{2}=$ $1.0 \mathrm{~kg}, I_{z p}=19 \mathrm{kgm}^{2}, I_{z 1}=I_{z 2}=1.0 \mathrm{kgm}^{2}, d=0.0, l=r=1.0 \mathrm{~m}, 2 l_{1}=1.0 \mathrm{~m}$, $2 l_{2}=0.6 \mathrm{~m}$, the mass of the object $m_{o}=1.0 \mathrm{~kg}, I_{o}=1.0 \mathrm{kgm}^{2}, l_{c 1}=l_{c 2}=$ 0.5 m .

The friction vector considered is Coulomb and viscous friction, given by (7.52). However, the discontinuity of the friction characteristics at zero velocity is required for testing zero velocity; and when the velocity is zero or the system is stationary, the friction is indefinite and depends on the controlled torque. In the simulation, to improve the numerical efficiency, we adopt a revised friction model from [179]. For the $i$ th joint motor, the structure for the revised friction model is described by the following mathematical model: $\tau_{i f}=p_{1} \operatorname{sgn}\left(\omega_{i}\right)+p_{2} \omega_{i}+\left(T_{i}-\left(p_{1} \operatorname{sgn}\left(\omega_{i}\right)+p_{2} \omega_{i}\right)\right) \exp \left(-\left(\frac{\omega_{i}}{\iota}\right)^{2}\right)$ where $\tau_{i f}$ is the revised friction and $\iota$ is a small positive scalar; $T_{i}$ is given by

$$
T_{i}= \begin{cases}\Upsilon & \text { if } \tau_{s i}>\Upsilon \\ \tau_{s i} & \text { if }-\Upsilon \leq \tau_{s i} \leq \Upsilon \\ \Upsilon & \text { if } \tau_{s i} \leq-\Upsilon\end{cases}
$$

where $\Upsilon=0.12 \tau_{\max }, \omega_{i}$ is the motor angular velocity, $\tau_{s i}$ is the motor torque, and $\tau_{\max }$ is the maximum motor torque. In the simulation, we choose $\tau_{\max }=$ $10 \mathrm{Nm}, p_{2}=0.0088 \mathrm{Nm} / \mathrm{rad} / \mathrm{s}$, and $p_{1}=1.2 \mathrm{Nm} / \mathrm{rad} / \mathrm{s}$. When the velocity is


## FIGURE 7.13

The joint positions of mobile manipulator I.
near zero, defined by $\iota=0.001$, the friction is equal to the applied torque $\tau_{s i}$. When the velocity is greater than this, the third term in the above expression vanishes and the friction given by this revised model is equal to the friction given by (7.52).

The disturbances $d_{1}=[0.1 \sin t,-0.2 \sin t,-0.05 \sin t, 0,0]^{T}$ and $d_{2}=$ [ $0.2 \sin t,-0.2 \sin t, 0,0,0^{T}$ are introduced into the simulation model. By Theorem 7.3, the control gains are selected as $\Lambda=\operatorname{diag}[0.5], K_{P}=\operatorname{diag}[150.0]$, and $K_{f}=80000, \hat{C}(0)=[1.0, \ldots, 1.0]^{T}$, and $\Gamma=\operatorname{diag}[1.0], \Sigma=\operatorname{diag}\left[\frac{1}{(1+t)^{2}}\right]$, $\delta=1.5$.

The simulation results for two mobile manipulators are shown in Figs. 7.137.21. Figs. 7.13-7.15 show the motion control for mobile manipulator I, including the positions tracking in Fig. 7.13, the velocities in Fig. 7.14, and the input torques in Fig. 7.15. The internal force is shown in Fig. 7.17. Figs. 7.18-Fig. 7.21 show the motion control for mobile manipulator II, similarly, including the position tracking in Fig. 7.18, the velocities in Fig. 7.19 and the input torques in Fig. 7.21. The contact force with the environments is shown in Fig. 7.22. Since the two mobile manipulators evenly share the loads, the motor torques of the joint 2 for every mobile manipulator are both shown in Fig. 7.16. The simulation results show that the trajectory and internal force tracking errors


## FIGURE 7.14

The joint velocities of mobile manipulator I.


## FIGURE 7.15

The input torque for mobile manipulator I.


## FIGURE 7.16

The input torque for joint 2 of mobile manipulator I.


## FIGURE 7.17

The internal force.


## FIGURE 7.18

The joint positions of mobile manipulator II.
tend to the desired values, which validates the effectiveness of the control law in Theorem 7.3. Under the proposed control scheme, tracking of the desired trajectory and desired internal force is achieved and this is largely due to the "adaptive" mechanism. The simulation results demonstrate the effectiveness of the proposed adaptive control in the presence of parametric uncertainties and external disturbances. Although parametric uncertainties and external disturbances are both introduced into the simulation model, the impedance force and motion control performance of the system under the proposed control, is not degraded. Different impedance force and motion tracking performance can be achieved by adjusting parameter adaptation gains and control gains.

### 7.3 Conclusion

In this chapter, centralized robust adaptive centralized control strategies have been first presented to control coordinated multiple mobile manipulators carrying a common object in the presence of uncertainties and disturbances. All control strategies have been designed to drive the system motion to the de-


## FIGURE 7.19

The joint velocities of mobile manipulator II.


FIGURE 7.20
The input torques for mobile manipulator II.


## FIGURE 7.21

The input torque for joint 2 of mobile manipulator II.


The contact force with the working surface.
sired manifold and at the same time guarantee the boundedness of the internal force. The proposed controls are nonregressor based and require no information on the system dynamics. Simulation results have shown the effectiveness of the proposed controls.

Then, a decentralized adaptive control version was presented systematically to control the coordinated multiple mobile manipulators interacting with a nonrigid surface in the presence of uncertainties and disturbances. All control strategies have been designed to drive the system's motion/force convergence to the desired manifold and at the same time guarantee the boundedness of the internal force. The proposed controls are nonregressor based and require no information on the system dynamics. Simulation studies have verified the effectiveness of the proposed controls.

## 8

## Cooperation Control
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### 8.1 Introduction

The cooperation control of multiple mobile manipulators presents a significant increase in complexity over the single mobile manipulator case. Thus far, there are only some coordination schemes for multiple mobile manipulators in the literature: (i) hybrid position force control by a decentralized/centralized scheme, where the position of the object is controlled in a certain direction of the workspace, and the internal force of the object is controlled in a small range of the origin [68], [72], [174]; (ii) leader-follower control for a mobile manipulator, where one or a group of mobile manipulators or robotic manipulator play the role of the leader tracking a preplanned trajectory, and the rest of the mobile manipulators form the follower group moving in conjunction with the leader mobile manipulators [172], [75], [176].

However, in the hybrid position force control of constrained cooperating multiple mobile manipulator, [68], [72], [174], although the constraint object

| $O_{c}$ | Contact point between the end-effector of mobile manipulator I and the object |
| :---: | :---: |
| $O_{h}$ | Point where the end-effector of mobile manipulator II holds the object |
| $O_{o}$ | Mass center of the object $O_{c} X_{c} Y_{c} Z_{c}$ frame fixed with the tool of mobile manipulator I with its origin at the contact point $O_{c}$ |
| $O_{h} X_{h} Y_{h} Z_{h}$ | Frame fixed with the end-effector or hand of mobile manipulator 2 with its origin at point $O_{h}$ |
| $\begin{aligned} & \text { OoXoYoZo } \\ & O X Y Z \end{aligned}$ | Frame fixed with the object with its origin at the mass centre $O_{o}$ World coordinates |
| $r_{c}$ | Vector describing the posture of frame $O_{c} X_{c} Y_{c} Z_{c}$ with $r_{c}=$ $\left[x_{c}^{T}, \theta_{c}^{T}\right]^{T} \in \mathbf{R}^{6}$ |
| $r_{h}$ | Vector describing the posture of frame $O_{h} X_{h} Y_{h} Z_{h}$ with $r_{h}=$ $\left[x_{h}^{T}, \theta_{h}^{T}\right]^{T} \in \mathbf{R}^{6}$ |
| $r_{o}$ | Vector describing the posture of frame $O_{o} X_{o} Y_{o} Z_{o}$ with $r_{o}=$ $\left[x_{o}^{T}, \theta_{o}^{T}\right]^{T} \in \mathbf{R}^{6}$ |
| $r_{\text {co }}$ | Vector describing the posture of frame $O_{c} X_{c} Y_{c} Z_{c}$ expressed in $O_{o} X_{o} Y_{o} Z_{o}$ with $r_{c o}=\left[x_{c o}^{T}, \theta_{c o}^{T}\right]^{T} \in \mathbf{R}^{6}$ |
| $r_{\text {ho }}$ | Vector describing the posture of frame $O_{h} X_{h} Y_{h} Z_{h}$ expressed in $O_{o} X_{o} Y_{o} Z_{o}$ with $r_{h o}=\left[x_{h o}^{T}, \theta_{h o}^{T}\right]^{T} \in \mathbf{R}^{6}$ |
| $q_{1}$ | Vector of joint variables of mobile manipulator I |
| $q_{2}$ | Vector of joint variables of mobile manipulator II |
| $n_{1}$ | Degrees of freedom in mobile manipulator I |
| $n_{2}$ | Degrees of freedom in mobile manipulator II |
| $x_{c}$ | Position vector of $O_{c}$, the origin of frame $O_{c} X_{c} Y_{c} Z_{c}$ |
| $x_{h}$ | Position vector of $O_{h}$, the origin of frame $O_{h} X_{h} Y_{h} Z_{h}$ |
| $x_{0}$ | Position vector of $O_{o}$, the origin of frame $O_{o} X_{o} Y_{o} Z_{o}$ |
| $x_{c o}$ | Position vector of $O_{c}$, the origin of frame $O_{c} X_{c} Y_{c} Z_{c}$ expressed in $O_{o} X_{o} Y_{o} Z_{o}$ |
| $x_{\text {ho }}$ | Position vector of $O_{h}$, the origin of frame $O_{h} X_{h} Y_{h} Z_{h}$ expressed in $O_{o} X_{o} Y_{o} Z_{o}$ |
| $\theta_{c}$ | Orientation vector of frame $O_{c} X_{c} Y_{c} Z_{c}$ |
| $\theta_{h}$ | Orientation vector of frame $O_{h} X_{h} Y_{h} Z_{h}$ |
| $\theta_{0}$ | Orientation vector of frame $O_{o} X_{o} Y_{o} Z_{o}$ |
| $\theta_{\text {co }}$ | Orientation vector of frame $O_{c} X_{c} Y_{c} Z_{c}$ expressed in $O_{o} X_{o} Y_{o} Z_{o}$ |
| $\theta_{\text {ho }}$ | Orientation vector of frame $O_{h} X_{h} Y_{h} Z_{h}$ expressed in $O_{o} X_{o} Y_{o} Z_{o}$ |

is moving, it is usually assumed, for the ease of analysis, to be held tightly and thus has no relative motion with respect to the end-effectors of the mobile manipulators. These works have focused on dynamics based on pre-defined, fixed constraints among them. These works are not applicable to some applications which require both the motion of the object and its relative motion with respect to the end-effectors of the manipulators, such as sweeping tasks and cooperating assembly tasks by two or multiple mobile manipulators. The motion of the object with respect to the mobile manipulators can also be utilized to cope with the limited operational space and to increase task efficiency. Such tasks need simultaneous control of position and force in the given direction; therefore, impedance control like [172], [75], [176] may not be applicable.

In [15], possible kinds of cooperation for the industrial robotic systems were listed, including arc welding systems for complex contours, paint spraying of moving work pieces, belt picking and palletizing. In [14], a robotic system for arc welding was presented, where the cooperation movements are defined between the robot and the positioner for considerable efficiency at the robot station. In [13], the cooperation of a part positioning table and a manipulator for welding purpose was presented. The part positioning table manipulates the part into a position and orientation under the given task constraints and the manipulator produces the desired touch motion to complete the welding. Through this relative motion coordination, the welding velocity and the efficiency of the task can be significantly improved.

For space, undersea and modern manufacture robotic applications, there is a demand for performing tasks involving the assembly or disassembly of two objects without any special equipment, because the environment is not structured and not a priori known. Assembly and disassembly operations are decomposed into two types of tasks: independent and cooperative tasks. Independent tasks are characterized by the control of the absolute position and orientation of the robots to achieve separate but related goals. Cooperative tasks are characterized by the control of the relative position, orientation and contact force between the end-effectors. In this case, two robots can be used for assembling the objects in space, with each object being held by one robot [24]. It is necessary to develop a certain form of hybrid control scheme in order to control the relative motion/force between the objects and thus to carry out the task efficiently. The task of mating two sub-assemblies is a general example of a cooperative task that also requires control of the relative motion/force of the end-effectors.

In this chapter, we consider tasks for multiple mobile manipulators in
which the following conditions may hold: a) the robots are kinematically constrained; and b) the robots are not physically connected, but work on a common object in completing a task, i.e., one robot manipulates a rigid payload while another spreads adhesive on the edges, with both robots in motion simultaneously. Conventional centralized and decentralized coordination schemes have not addressed cooperation tasks adequately, though the leader-follower scheme may be a solution. Therefore, there exists increasing demand for developing decentralized/centralized cooperation scheme by the mobility of multiple mobile manipulators that is applicable to all cooperation tasks mentioned above. Another motivation for developing a cooperation scheme is incorporating hybrid position and force control architecture with leader-follower coordination for easy and efficient implementation.

It should be noted that the success of the schemes [68], [69], [172], [173], [174] for coordinated controls of multiple mobile manipulators relies on knowledge of the complex dynamics of the robotic system. If there are parametric uncertainties in the dynamic model, such as the payload, the control designed without considering these uncertainties may lead to degraded performance and compromise the stability of the system. To deal with the uncertainties, adaptive and robust coordinated control schemes should be proposed.

Recently, some works have successfully incorporated adaptive controls to deal with dynamics uncertainty of a single mobile manipulator. In [115], adaptive neural network-based controls for the arm and the base had been proposed for the motion control of a mobile manipulator. Adaptive control was proposed for trajectory control of mobile manipulators subjected to nonholonomic constraints with unknown inertia parameters [103], which ensures the state of the system to asymptotically converge to the desired trajectory.

In this chapter, we shall investigate situations where one mobile robotic manipulator (referred as mobile manipulator I) performs the constrained motion on the surface of an object which is held tightly by another mobile robotic manipulator (referred as manipulator II) [104]. Mobile manipulator II is to be controlled in such a manner that the constraint object follows the planned motion trajectory, while mobile manipulator I is to be controlled such that its end-effector follows a planned trajectory on the surface with the desired contact force. We first present the dynamics of two mobile robotic manipulators manipulating an object with relative motion. This will be followed by centralized robust adaptive control to guarantee the convergence of the motion/force trajectories tracking of the constraint object under the parameter uncertainties and the external disturbances.

### 8.2 Description of Interconnected System

The system under study is schematically shown in Fig. 8.1. The object is held tightly by the end effector of mobile manipulator II and can be moved as required in space. The end effector of mobile manipulator I follows a trajectory on the surface of the object, and at the same time exerts a certain desired force on the object.

Assumption 8.1 The surface of the object on which the end-effector of the mobile arm I moves is geometrically known.

### 8.2.1 Kinematic Constraints of the System

The closed kinematic relationships of the system are given by the following equations [104]:

$$
\begin{align*}
x_{c} & =x_{o}+R_{o}\left(\theta_{o}\right) x_{c o}  \tag{8.1}\\
x_{h} & =x_{o}+R_{o}\left(\theta_{o}\right) x_{h o}  \tag{8.2}\\
R_{c} & =R_{o}\left(\theta_{o}\right) R_{c o}\left(\theta_{c o}\right)  \tag{8.3}\\
R_{h} & =R_{o}\left(\theta_{o}\right) \tag{8.4}
\end{align*}
$$



## FIGURE 8.1

Cooperation operation of two robots
where $R_{o}\left(\theta_{o}\right) \in \mathbf{R}^{3 \times 3}$ and $R_{c o}\left(\theta_{c o}\right) \in \mathbf{R}^{3 \times 3}$ are the rotation matrices of $\theta_{o}$ and $\theta_{c o}$ respectively; $R_{c} \in\{\mathbf{R}\}^{3 \times 3}$ and $R_{h} \in\{\mathbf{R}\}^{3 \times 3}$ are the rotation matrices of frames $O_{c} X_{c} Y_{c} Z_{c}$ and $O_{h} X_{h} Y_{h} Z_{h}$ with respect to the world coordinates, respectively. Differentiating the above equations with respect to time $t$ and considering that the object is tightly held by manipulator II (accordingly, $\dot{x}_{h o}=0$ and $\omega_{h o}=0$ ), we have

$$
\begin{align*}
\dot{x}_{c} & =\dot{x}_{o}+R_{o}\left(\theta_{o}\right) \dot{x}_{c o}-S\left(R_{o}\left(\theta_{o}\right) x_{c o}\right) \omega_{o}  \tag{8.5}\\
\dot{x}_{h} & =\dot{x}_{o}-S\left(R_{o}\left(\theta_{o}\right) x_{h o}\right) \omega_{o}  \tag{8.6}\\
\omega_{c} & =\omega_{o}+R_{o}\left(\theta_{o}\right) \omega_{c o}  \tag{8.7}\\
\omega_{h} & =\omega_{o} \tag{8.8}
\end{align*}
$$

with

$$
S(u):=\left[\begin{array}{clc}
0 & -u_{3} & u_{2} \\
u_{3} & 0 & -u_{1} \\
-u_{2} & u_{1} & 0
\end{array}\right]
$$

for a given vector $u=\left[u_{1}, u_{2}, u_{3}\right]^{T}$. Define $v_{c}=\left[\dot{x}_{c}^{T}, \omega_{c}^{T}\right]^{T}, v_{h}=\left[\dot{x}_{h}^{T}, \omega_{h}^{T}\right]^{T}$, $v_{o}=\left[\dot{x}_{o}^{T}, \omega_{o}^{T}\right]^{T}, v_{c o}=\left[\dot{x}_{c o}^{T}, \omega_{c o}^{T}\right]^{T}$, and $v_{h o}=\left[\dot{x}_{h o}, \omega_{h o}^{T}\right]^{T}$. From (8.1)-(8.8), we have the following relationship:

$$
\begin{align*}
& v_{c}=P v_{o}+R_{A} v_{c o}  \tag{8.9}\\
& v_{h}=Q v_{o} \tag{8.10}
\end{align*}
$$

where

$$
\begin{aligned}
R_{A} & =\left[\begin{array}{cl}
R_{o}\left(\theta_{o}\right) & 0 \\
0 & R_{o}\left(\theta_{o}\right)
\end{array}\right], P=\left[\begin{array}{cl}
I^{3 \times 3} & -S\left(R_{o}\left(\theta_{o}\right) x_{c o}\right) \\
0 & I^{3 \times 3}
\end{array}\right] \\
Q & =\left[\begin{array}{cl}
I^{3 \times 3} & -S\left(R_{o}\left(\theta_{o}\right) x_{h o}\right) \\
0 & I^{3 \times 3}
\end{array}\right]
\end{aligned}
$$

Since $R_{o}\left(\theta_{o}\right)$ is a rotation matrix, $R_{o}\left(\theta_{o}\right) R_{o}^{T}\left(\theta_{o}\right)=I^{3 \times 3}$ and $R_{A} R_{A}^{T}=I^{6 \times 6}$. It is obvious that $P$ and $Q$ are of full rank.

From Assumption 8.1, suppose that the end-effector of the mobile manipulator I follows the trajectory $\Phi\left(r_{c o}\right)=0$ in the object coordinates. The contact force $f_{c}$ is given by

$$
\begin{gather*}
f_{c}=R_{A} J_{c}^{T} \lambda_{c}  \tag{8.11}\\
J_{c}=\frac{\partial \Phi / \partial r_{c o}}{\left\|\partial \Phi / \partial r_{c o}\right\|} \tag{8.12}
\end{gather*}
$$

where $\lambda_{c}$ is a Lagrange multiplier related to the magnitude of the contact force. The resulting force $f_{o}$ due to $f_{c}$ is thus derived as follows:

$$
\begin{equation*}
f_{o}=-P^{T} R_{A} J_{c}^{T} \lambda_{c} \tag{8.13}
\end{equation*}
$$

### 8.2.2 Robot Dynamics

Consider two cooperating $n$-DOF mobile manipulators with nonholonomic mobile platforms as shown in Fig. 8.1. Combining (8.11) and (8.13), the dynamics of the constrained mobile manipulators can be described as

$$
\begin{align*}
& M_{1}\left(q_{1}\right) \ddot{q}_{1}+C_{1}\left(q_{1}, \dot{q}_{1}\right) \dot{q}_{1}+G_{1}\left(q_{1}\right)+d_{1}(t)=B_{1} \tau_{1}+J_{1}^{T} \lambda_{1}  \tag{8.14}\\
& M_{2}\left(q_{2}\right) \ddot{q}_{2}+C_{2}\left(q_{2}, \dot{q}_{2}\right) \dot{q}_{2}+G_{2}\left(q_{2}\right)+d_{2}(t)=B_{2} \tau_{2}+J_{2}^{T} \lambda_{2} \tag{8.15}
\end{align*}
$$

where

$$
\begin{aligned}
M_{i}\left(q_{i}\right) & =\left[\begin{array}{ll}
M_{i b} & M_{i v a} \\
M_{i a b} & M_{i a}
\end{array}\right], C_{i}\left(q_{i}, \dot{q}_{i}\right)=\left[\begin{array}{ll}
C_{i b} & C_{i b a} \\
C_{i a b} & C_{i a}
\end{array}\right] \\
G_{i}\left(q_{i}\right) & =\left[\begin{array}{c}
G_{i b} \\
G_{i a}
\end{array}\right], d_{i}(t)=\left[\begin{array}{l}
d_{i b}(t) \\
d_{i a}(t)
\end{array}\right](i=1,2) \\
J_{1}^{T}\left(q_{1}\right) & =\left[\begin{array}{cc}
A_{1}^{T} & J_{1 b}^{T} \\
0 & J_{1 a}^{T}
\end{array}\right]\left[\begin{array}{ll}
I & 0 \\
0 & R_{A} J_{c}^{T}
\end{array}\right] \\
J_{2}^{T}\left(q_{2}\right) & =\left[\begin{array}{cl}
A_{2}^{T} & J_{2 b}^{T} \\
0 & -J_{2 a}^{T} P^{T}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
0 & R_{A} J_{c}^{T}
\end{array}\right] \\
\lambda_{1} & =\left[\begin{array}{c}
\lambda_{1 n} \\
\lambda_{c}
\end{array}\right], \lambda_{2}=\left[\begin{array}{c}
\lambda_{2 n} \\
\lambda_{c}
\end{array}\right]
\end{aligned}
$$

$M_{i}\left(q_{i}\right) \in\{\mathbf{R}\}^{n_{i} \times n_{i}}$ is the symmetric bounded positive definite inertia matrix, $C_{i}\left(q_{i}, \dot{q}_{i}\right) \dot{q} \in\{\mathbf{R}\}^{n_{i}}$ denotes the centripetal and Coriolis forces; $G_{i}\left(q_{i}\right) \in\{\mathbf{R}\}^{n_{i}}$ are the gravitational forces; $\tau_{i} \in\{\mathbf{R}\}^{p_{i}}$ is the vector of control inputs; $B_{i} \in\{\mathbf{R}\}^{n_{i} \times p_{i}}$ is a full rank input transformation matrix and is assumed to be known because it is a function of the fixed geometry of the system; $d_{i}(t) \in\{\mathbf{R}\}^{n_{i}}$ is the disturbance vector; $q_{i}=\left[q_{i b}^{T}, q_{i a}^{T}\right]^{T} \in\{\mathbf{R}\}^{n_{i}}$, and $q_{i b} \in\{\mathbf{R}\}^{n_{i v}}$ describes the generalized coordinates for the mobile platform; $q_{i a} \in\{\mathbf{R}\}^{n_{i a}}$ are the coordinates of the manipulator, and $n_{i}=n_{i v}+n_{i a}$; $F_{i}=J_{i}^{T} \lambda_{i} \in\{\mathbf{R}\}^{n_{i}}$ denotes the vector of constraint forces; the $n_{i v}-m$ nonintegrable and independent velocity constraints can be expressed as $A_{i} \dot{q}_{i b}=0$; $\lambda_{i}=\left[\lambda_{i n}^{T}, \lambda_{c}^{T}\right]^{T} \in\{\mathbf{R}\}^{p_{i}}$ with $\lambda_{i n}$ being the Lagrangian multipliers with the nonholonomic constraints.

Assumption 8.2 There is sufficient friction between the wheels of the mobile platforms and the surface such that the wheels do not slip.

Proposition 8.1 Consider the drift-free nonholonomic system

$$
\dot{q}_{v}=r_{1}\left(q_{v}\right) \dot{z}_{1}+\ldots+r_{m}\left(q_{v}\right) \dot{z}_{m}
$$

where $r_{i}\left(q_{v}\right)$ are smooth, linearly independent input vector fields. There exist state transformation $X=\mathcal{T}_{1}\left(q_{v}\right)$ and feedback $\dot{z}=\mathcal{T}_{2}\left(q_{v}\right) u_{b}$ on some open set $U \subset\{\mathbf{R}\}^{n}$ to transform the system into an $(m-1)$-chain, singlegenerator chained form, if and only if there exists a basis $f_{1}, \ldots, f_{m}$ for $\Delta_{0}:=\operatorname{span}\left\{r_{1}, \ldots, r_{m}\right\}$ which has the form

$$
\begin{aligned}
f_{1} & =\left(\partial / \partial q_{v 1}\right)+\sum_{i=2}^{n_{v}} f_{1}^{i}\left(q_{v}\right) \partial / \partial q_{v i} \\
f_{j} & =\sum_{i=1}^{n} f_{j}^{i}\left(q_{v}\right) \partial / \partial q_{v i}, \quad 2 \leq j \leq m
\end{aligned}
$$

such that the distributions

$$
G_{j}=\operatorname{span}\left\{\operatorname{ad}_{f_{1}}^{i} f_{2}, \ldots, \operatorname{ad}_{f_{1}}^{i} f_{m}: 0 \leq i \leq j\right\}, \quad 0 \leq j \leq n_{v}-1
$$

have constant dimensions on $U$ and are all involutive, and $G_{n_{v}-1}$ has dimensions $n_{v}-1$ on $U$ [84].

Under Assumption 8.2, we have $A_{i} \dot{q}_{i b}=0$ with $A_{i}\left(q_{i b}\right) \in\{\mathbf{R}\}^{\left(n_{i v}-m\right) \times n_{i v}}$, and it is always possible to find a $m$ rank matrix $H_{i}\left(q_{i b}\right) \in\{\mathbf{R}\}^{n_{i v} \times m}$ formed by a set of smooth and linearly independent vector fields spanning the null space of $A_{i}$, i.e.,

$$
\begin{equation*}
H_{i}^{T}\left(q_{i b}\right) A_{i}^{T}\left(q_{i b}\right)=0_{m \times\left(n_{i v}-m\right)} \tag{8.16}
\end{equation*}
$$

Since $H_{i}=\left[h_{i 1}\left(q_{i b}\right), \ldots, h_{i m}\left(q_{i b}\right)\right]$ is formed by a set of smooth and linearly independent vector fields spanning the null space of $A_{i}\left(q_{i b}\right)$, we can define an auxiliary time function $v_{i b}=\left[v_{i b 1}, \ldots, v_{i b m}\right]^{T} \in\{\mathbf{R}\}^{m}$ such that

$$
\begin{equation*}
\dot{q}_{i b}=H_{i}\left(q_{i b}\right) v_{i b}=h_{i 1}\left(q_{i b}\right) v_{i b 1}+\cdots+h_{i m}\left(q_{i b}\right) v_{i b m} \tag{8.17}
\end{equation*}
$$

which is the so-called kinematics of a nonholonomic system. Let $v_{i a}=\dot{q}_{i a}$. One can obtain

$$
\begin{equation*}
\dot{q}_{i}=R_{i}\left(q_{i}\right) v_{i} \tag{8.18}
\end{equation*}
$$

where $v_{i}=\left[v_{i b}^{T}, v_{i a}^{T}\right]^{T}$, and $R_{i}\left(q_{i}\right)=\operatorname{diag}\left[H_{i}\left(q_{i b}\right), I_{n_{i a} \times n_{i a}}\right]$.

Differentiating equation (8.18) yields

$$
\begin{equation*}
\ddot{q}_{i}=\dot{R}_{i}\left(q_{i}\right) v_{i}+R_{i}\left(q_{i}\right) \dot{v}_{i} \tag{8.19}
\end{equation*}
$$

Substituting (8.19) into (8.14) and (8.15), and multiplying both sides with $R_{i}^{T}\left(q_{i}\right)$ to eliminate $\lambda_{i n}$, yields:

$$
\begin{equation*}
M_{i 1}\left(q_{i}\right) \dot{v}_{i}+C_{i 1}\left(q_{i}, \dot{q}_{i}\right) v_{i}+G_{i 1}\left(q_{i}\right)+d_{i 1}(t)=B_{i 1}\left(q_{i}\right) \tau+J_{i 1}^{T} \lambda_{i} \tag{8.20}
\end{equation*}
$$

where $M_{i 1}\left(q_{i}\right)=R_{i}\left(q_{i}\right)^{T} M_{i}\left(q_{i}\right) R_{i}, C_{i 1}\left(q_{i}, \dot{q}_{i}\right)=R_{i}^{T}\left(q_{i}\right) M_{i}\left(q_{i}\right) \dot{R}_{i}\left(q_{i}\right)$ $+R_{i}^{T} C_{i}\left(q_{i}, \dot{q}_{i}\right) R_{i}\left(q_{i}\right), G_{i 1}\left(q_{i}\right)=R_{i}^{T}\left(q_{i}\right) G_{i}\left(q_{i}\right), d_{i 1}(t)=R_{i}^{T}\left(q_{i}\right) d_{i}(t), B_{i 1}=$ $R_{i}^{T}\left(q_{i}\right) B_{i}\left(q_{i}\right), J_{i 1}^{T}=R_{i}^{T}\left(q_{i}\right) J_{i}^{T}, \lambda_{i}=\lambda_{c}$.

Assumption 8.3 There exists some diffeomorphic state transformation $T_{2}(q)$ for the class of nonholonomic systems considered in this paper such that the kinematic nonholonomic subsystem (8.18) can be globally transformed into the chained form.

$$
\left\{\begin{array}{l}
\dot{\zeta}_{i b 1}=u_{i 1}  \tag{8.21}\\
\dot{\zeta}_{i b j}=u_{i 1} \zeta_{i b(j+1)}\left(2 \leq j \leq n_{v}-1\right) \\
\dot{\zeta}_{i b n_{v}}=u_{i 2} \\
\dot{\zeta}_{i a}=\dot{q}_{i a}=u_{i a}
\end{array}\right.
$$

where

$$
\begin{align*}
\zeta_{i} & =\left[\zeta_{i b}^{T}, \zeta_{i a}^{T}\right]^{T}=T_{1}\left(q_{i}\right)=\left[T_{11}^{T}\left(q_{i b}\right), q_{i a}^{T}\right]^{T}  \tag{8.22}\\
v_{i} & =\left[v_{i b}^{T}, v_{i a}^{T}\right]^{T}=T_{2}\left(q_{i}\right) u_{i}=\left[\left(T_{21}\left(q_{i b}\right) u_{i b}\right)^{T}, u_{i a}^{T}\right]^{T} \tag{8.23}
\end{align*}
$$

with $T_{2}(q)=\operatorname{diag}\left[T_{21}\left(q_{i v}\right), I\right]$ and $u=\left[u_{i b}^{T}, u_{i a}^{T}\right]^{T}, u_{i a}=\dot{q}_{i a}$.
Remark 8.1 This assumption is reasonable and examples of a nonholonomic system which can be globally transformed into the chained form are the differentially driven wheeled mobile robot and the unicycle wheeled mobile robot [25]. A necessary and sufficient condition was given for the existence of the transformation $T_{2}(q)$ of the kinematic system (8.18) with a differentially driven wheeled mobile robot into this chained form (single chain) [10, 25]. For the other types of mobile platform (multichain case), the discussion on the existence condition of the transformation is given in Proposition 8.1.

Considering the above transformations, the dynamic system (8.14) and (8.15) could be converted into the following canonical transformation, for $i=$ 1,2

$$
\begin{equation*}
M_{i 2}\left(\zeta_{i}\right) \dot{u}_{i}+C_{i 2}\left(\zeta_{i}, \dot{\zeta}_{i}\right) u_{i}+G_{i 2}\left(\zeta_{i}\right)+d_{i 2}(t)=B_{i 2} \tau_{i}+J_{i 2}^{T} \lambda_{i} \tag{8.24}
\end{equation*}
$$

where

$$
\begin{aligned}
M_{i 2}\left(\zeta_{i}\right) & =\left.T_{2}^{T}\left(q_{i}\right) M_{i 1}(q) T_{2}\left(q_{i}\right)\right|_{q_{i}=T_{1}^{-1}\left(\zeta_{i}\right)} \\
C_{i 2}\left(\zeta_{i} \dot{\zeta}_{i}\right) & =\left.T_{2}^{T}\left(q_{i}\right)\left[M_{i 1}\left(q_{i}\right) \dot{T}_{2}\left(q_{i}\right)+C_{i 1}\left(q_{i}, \dot{q}_{i}\right) T_{2}\left(q_{i}\right)\right]\right|_{q_{i}=T_{1}^{-1}\left(\zeta_{i}\right)} \\
G_{i 2}\left(\zeta_{i}\right) & =\left.T_{2}^{T}\left(q_{i}\right) G_{i 1}\left(q_{i}\right)\right|_{q_{i}=T_{1}^{-1}\left(\zeta_{i}\right)} \\
d_{i 2}(t) & =\left.T_{2}^{T}\left(q_{i}\right) d_{i}(t)\right|_{q_{i}=T_{1}^{-1}\left(\zeta_{i}\right)} \\
B_{i 2} & =\left.T_{2}^{T}\left(q_{i}\right) B_{i 1}\left(q_{i}\right)\right|_{q_{i}=T_{1}^{-1}\left(\zeta_{i}\right)} \\
J_{i 2}^{T} & =\left.T_{2}^{T}\left(q_{i}\right) J_{i 1}^{T}\right|_{q=T_{1}^{-1}\left(\zeta_{i}\right)}
\end{aligned}
$$

### 8.2.3 Reduced Dynamics

Assumption 8.4 The Jacobian matrix $J_{i 2}$ is uniformly bounded and uniformly continuous, if $q_{i}$ is uniformly bounded and uniformly continuous.

Assumption 8.5 Each manipulator is redundant and operating away from any singularity.

Remark 8.2 Under Assumptions 8.4 and 8.5, the Jacobian $J_{i 2}$ is of full rank. The vector $q_{i a} \in\{\mathbf{R}\}^{n_{i a}}$ can always be properly rearranged and partitioned into $q_{i a}=\left[q_{i a}^{1 T}, q_{i a}^{2 T}\right]^{T}$, where $q_{i a}^{1}=\left[q_{i a 1}^{1}, \ldots, q_{i a\left(n_{i a}-\kappa_{i}\right)}^{1}\right]^{T}$ describes the constrained motion of the manipulator and $q_{i a}^{2} \in\{\mathbf{R}\}^{\kappa_{i}}$ denotes the remaining joint variables which make the arm redundant such that the possible breakage of contact could be compensated.

Therefore, we have

$$
\begin{equation*}
J_{i 2}\left(q_{i}\right)=\left[J_{i 2 b}, J_{i 2 a}^{1}, J_{i 2 a}^{2}\right] \tag{8.25}
\end{equation*}
$$

Considering the object trajectory and relative motion trajectory as holonomic constraints, we can obtain

$$
\begin{equation*}
\dot{q}_{i a}^{2}=-\left(J_{i 2 a}^{2}\right)^{-1}\left[J_{i 2 b} u_{i b}+J_{i 2 a}^{1} \dot{q}_{i a}^{1}\right] \tag{8.26}
\end{equation*}
$$

and

$$
u_{i}=\left[\begin{array}{c}
u_{i b}  \tag{8.27}\\
\dot{q}_{i a}^{1} \\
-\left(J_{i 2 a}^{2}\right)^{-1}\left[J_{i 2 b} u_{i b}+J_{i 2 a}^{1} \dot{q}_{i a}^{1}\right]
\end{array}\right]=L_{i} u_{i}^{1}
$$

where

$$
\begin{aligned}
L_{i} & =\left[\begin{array}{cl}
I_{m \times m} & 0 \\
0 & I_{\left(n_{i a}-\kappa_{i}\right) \times\left(n_{i a}-\kappa_{i}\right)} \\
-\left(J_{i 2 a}^{2}\right)^{-1} J_{i 2 b} & -\left(J_{i 2 a}^{2}\right)^{-1} J_{i 2 a}^{1}
\end{array}\right] \\
u_{i}^{1} & =\left[\begin{array}{ll}
u_{i b} & \dot{q}_{i a}^{1}
\end{array}\right]^{T}
\end{aligned}
$$

where $u_{i}^{1} \in\{\mathbf{R}\}^{\left(n_{i a}+m-\kappa_{i}\right)}$, and $L_{i} \in\{\mathbf{R}\}^{\left(n_{i a}+m\right) \times\left(n_{i a}+m-\kappa_{i}\right)}$. From the definition of $J_{i 2}$ in (8.25) and $L_{i}$ above, we have $L_{i}^{T} J_{i 2}^{T}=0$.

Combining (8.24) and (8.27), we can obtain the following compact dynamics:

$$
\begin{equation*}
M \dot{u}^{1}+C u^{1}+G+d=B \tau+J^{T} \lambda \tag{8.28}
\end{equation*}
$$

where

$$
\begin{aligned}
M & =\left[\begin{array}{cl}
M_{12} L_{1} & 0 \\
0 & M_{22} L_{2}
\end{array}\right], L=\left[\begin{array}{cl}
L_{1} & 0 \\
0 & L_{2}
\end{array}\right] \\
C & =\left[\begin{array}{cc}
M_{12} \dot{L}_{1}+C_{12} L_{1} & 0 \\
0 & M_{22} \dot{L}_{2}+C_{22} L_{2}
\end{array}\right] \\
G & =\left[\begin{array}{c}
G_{12} \\
G_{22}
\end{array}\right], B=\left[\begin{array}{cc}
B_{12} & 0 \\
0 & B_{22}
\end{array}\right], \lambda=\lambda_{c} \\
d & =\left[\begin{array}{l}
d_{12}(t) \\
d_{22}(t)
\end{array}\right], \tau=\left[\begin{array}{l}
\tau_{1} \\
\tau_{2}
\end{array}\right], J^{T}=\left[\begin{array}{l}
J_{12}^{T} \\
J_{22}^{T}
\end{array}\right]
\end{aligned}
$$

Property 8.1 Matrices $\mathcal{M}=L^{T} M, \mathcal{G}=L^{T} G$ are uniformly bounded and uniformly continuous if $\zeta=\left[\zeta_{1}, \zeta_{2}\right]^{T}$ is uniformly bounded and continuous, respectively. Matrix $\mathcal{C}=L^{T} C$ is uniformly bounded and uniformly continuous if $\dot{\zeta}=\left[\dot{\zeta}_{1}, \dot{\zeta}_{2}\right]^{T}$ is uniformly bounded and continuous.

Property 8.2 $\forall \zeta \in\{\mathbf{R}\}^{n_{1}+n_{2}}, 0<\lambda_{\text {min }} I \leq \mathcal{M}(\zeta) \leq \beta I$ where $\lambda_{\text {min }}$ is the minimal eigenvalue of $\mathcal{M}$, and $\beta>0$.

### 8.3 Robust Adaptive Controls Design

### 8.3.1 Problem Statement and Control Diagram

Let $r_{o}^{d}(t)$ be the desired trajectory of the object, $r_{c o}^{d}(t)$ be the desired trajectory on the object and $\lambda_{c}^{d}(t)$ be the desired constraint force. The first control objective is to drive the mobile manipulators such that $r_{o}(t)$ and $r_{c o}(t)$ track their desired trajectories $r_{o}^{d}(t)$ and $r_{c o}^{d}(t)$ respectively. Accordingly it is only necessary to make $q$ track the desired trajectory $q^{d}=\left[q_{1}^{d T}, q_{2}^{d T}\right]^{T}$ since $q=\left[q_{1}^{T}, q_{2}^{T}\right]^{T}$ completely determines $r_{o}(t)$ and $r_{c o}(t)$. Under Assumption 2.4, with the desired joint trajectory $q^{d}$, there exists a transformation $\dot{q}^{d}=R\left(q^{d}\right) v^{d}, \zeta^{d}=T_{1}\left(q^{d}\right)$ and $u_{d}=T_{2}^{-1}\left(q^{d}\right) v^{d}$ where $v^{d}=\left[v_{1}^{d T}, v_{2}^{d T}\right]^{T}$, $v=\left[v_{1}^{T}, v_{2}^{T}\right]^{T}, \zeta^{d}=\left[\zeta_{1}^{d T}, \zeta_{2}^{d T}\right]^{T}, \zeta=\left[\zeta_{1}^{T}, \zeta_{2}^{T}\right]^{T}, u_{d}=\left[u_{1 d}^{T}, u_{2 d}^{T}\right]^{T}$ and $u=\left[u_{1}^{T}, u_{2}^{T}\right]^{T}$. Therefore, the tracking problem can be treated as formulating a control strategy such that $\zeta \rightarrow \zeta^{d}$ and $u \rightarrow u_{d}$ as $t \rightarrow \infty$. The second control objective is to make $\lambda_{c}(t)$ track the desired trajectory $\lambda_{c}^{d}(t)$.

Definition 8.1 Consider time-varying positive functions $\delta_{k}$ and $\alpha_{\varsigma}$ which converge to zero as $t \rightarrow \infty$ and satisfy $\lim _{t \rightarrow \infty} \int_{0}^{t} \delta_{k}(\omega) d \omega=a_{k}<\infty$ , $\lim _{t \rightarrow \infty} \int_{0}^{t} \alpha_{\varsigma}(\omega) d \omega=b_{\varsigma}<\infty$, with finite constants $a_{k}$ and $b_{\varsigma}$, where $k=1, \ldots, 6$ and $\varsigma=1, \ldots, 5$. There are many choices for $\delta_{k}$ and $\alpha_{\varsigma}$ that satisfy the above condition, for example, $\delta_{k}=\alpha_{\varsigma}=1 /(1+t)^{2}$.

### 8.3.2 Control Design

The complete model of the coordinated nonholonomic mobile manipulators consists of the two cascaded subsystems (8.21) and the combined dynamic model (8.28). As a consequence, the generalized velocity $u$ cannot be used to control the system directly, as assumed in the design of controllers at the kinematic level. Instead, the desired velocities must be realized through the design of the control inputs $\tau$ (8.28). The above properties imply that the dynamics (8.28) retain the mechanical system structure of the original system (8.15), which is fundamental for designing the robust control law. In this section, we will develop a strategy so that the subsystem (8.21) tracks $\zeta^{d}$ through the design of a virtual control $z$, defined in (8.29) and (8.30) below, and at the same time, the output of mechanical subsystem (8.28) is controlled to track this desired signal. In turn, the tracking goal can be achieved.

For the given $\zeta^{d}=\left[\zeta_{1}^{d T}, \zeta_{2}^{d T}\right]^{T}$, the tracking errors are denoted as $e=$ $\zeta-\zeta^{d}=\left[e_{1}^{T}, e_{2}^{T}\right]^{T}, e_{i}=\left[e_{i b}^{T}, e_{i a}^{T}\right]^{T}, e_{i b}=\left[e_{i 1}, e_{i 2}, \ldots, e_{i n_{v}}\right]^{T}=\zeta_{i b}-\zeta_{i b}^{d}$, $e_{i a}=\zeta_{i a}-\zeta_{i a}^{d}$, and $e_{\lambda}=\lambda_{c}-\lambda_{c}^{d}$. Define the virtual control $z=\left[z_{1}^{T}, z_{2}^{T}\right]^{T}$ and $z_{i}=\left[z_{i b}^{T}, z_{i a}^{T}\right]^{T}$ as follows:

$$
\begin{align*}
& z_{i b}= {\left[\begin{array}{c}
u_{i d 1}+\eta_{i} \\
u_{i d 2}-s_{i\left(n_{i v}-1\right)} u_{i d 1}-k_{n_{i v}} s_{i n_{i v}} \\
+\sum_{j=0}^{n_{i v}-3} \frac{\partial\left(e_{i n_{i v}}-s_{\left.i n_{i v}\right)}\right.}{\partial u_{i d 1}^{(j)}} u_{i d 1}^{(j+1)} \\
+\sum_{j=2}^{n_{i v}-1} \frac{\partial\left(e_{\left.i n_{i v}-s_{i n_{i v}}\right)}^{\partial e_{i j}} e_{i(j+1)}\right.}{j+1}
\end{array}\right] }  \tag{8.29}\\
& z_{i a}= \dot{q}_{i a}^{1 d}-K_{1 a}\left(q_{i a}^{1}-q_{i a}^{1 d}\right)  \tag{8.30}\\
& e_{i 1}  \tag{8.31}\\
& e_{i 2} \\
& \vdots  \tag{8.32}\\
& s_{i}= {\left[\begin{array}{c} 
\\
e_{i n_{i v}}+s_{i\left(n_{i v}-2\right)}+k_{n_{i v}-1} s_{i\left(n_{i v}-1\right)} u_{i d 1}^{2 l-1} \\
-\frac{1}{u_{i d 1}} \sum_{j=0}^{n_{i v}-4} \frac{\partial\left(e_{i\left(n_{i v}-1\right)}-s_{i\left(n_{i v}-1\right)}\right.}{\partial u_{i d 1}^{(j)}} u_{i d 1}^{(j+1)} \\
-\sum_{j=2}^{n_{i v}-2} \frac{\partial\left(e_{i\left(n_{i v}-1\right)}-s_{i\left(n_{i v}-1\right)}\right)}{\partial e_{i j}} e_{i(j+1)}
\end{array}\right] } \\
& \dot{\eta}_{i}=--k_{0} \eta_{i}-k_{1} s_{i 1}-\sum_{j=2}^{n_{i v}-1} s_{i j} \zeta_{i(j+1)} \\
&+\sum_{k=3}^{n_{i v}} s_{i k} \sum_{j=2}^{k-1} \frac{\partial\left(e_{i k}-s_{i k}\right)}{\partial e_{i k}} \zeta_{i(k+1)}
\end{align*}
$$

and $l=n_{i v}-2, u_{i d 1}^{(l)}$ is the $l$ th derivative of $u_{i d 1}$ with respect to $t$, and $k_{j}$ is a positive constant and $K_{i a}$ is diagonal positive.

Denote $\tilde{u}=\left[\tilde{u}_{b}, \tilde{u}_{a}\right]^{T}=\left[u_{b}-z_{b}, u_{a}-z_{a}\right]^{T}$ and define a filter tracking error

$$
\sigma=\left[\begin{array}{l}
u_{b}  \tag{8.33}\\
\tilde{u}_{a}
\end{array}\right]+K_{u} \int_{0}^{t} \tilde{u} d s
$$

with $K_{u}=\operatorname{diag}\left[0_{m \times m}, K_{u 1}\right]>0, K_{u 1} \in\{\mathbf{R}\}^{\left(n_{i a}-\kappa_{i}\right) \times\left(n_{i a}-\kappa_{i}\right)}$. We could obtain $\dot{\sigma}=\left[\begin{array}{c}\dot{u}_{b} \\ \tilde{u}_{a}\end{array}\right]+K_{u} \tilde{u}$ and $u=\nu+\sigma$ with $\nu=\left[\begin{array}{c}0 \\ z_{a}\end{array}\right]-K_{u} \int_{0}^{t} \tilde{u} d s$.

We could rewrite (8.28) as

$$
\begin{equation*}
M \dot{\sigma}+C \sigma+M \dot{\nu}+C \nu+G+d=B \tau+J^{T} \lambda \tag{8.34}
\end{equation*}
$$

If the system is certain, we could choose the control law given by

$$
\begin{equation*}
B \tau=M\left(\dot{\nu}-K_{\sigma} \sigma\right)+C(\nu+\sigma)+G+d-J^{T} \lambda_{h} \tag{8.35}
\end{equation*}
$$

with diagonal matrix $K_{\sigma}>0$ and the force control input $\lambda_{h}$ as

$$
\begin{equation*}
\lambda_{h}=\lambda_{d}-K_{\lambda} \tilde{\lambda}-K_{I} \int_{0}^{t} \tilde{\lambda} d t \tag{8.36}
\end{equation*}
$$

where $\tilde{\lambda}=\lambda_{c}-\lambda_{c}^{d}, K_{\lambda}$ is a constant matrix of proportional control feedback gains, and $K_{I}$ is a constant matrix of integral control feedback gains.

However, since $\mathcal{M}(\zeta), \mathcal{C}(\zeta, \dot{\zeta})$, and $\mathcal{G}(\zeta)$ are uncertain, to facilitate the control formulation, the following assumption is required.

Assumption 8.6 There exist some finite positive constants $b, c_{\varsigma}>0(1 \leq$ $\varsigma \leq 4$ ), and finite non-negative constant $c_{5} \geq 0$ such that $\forall \zeta \in\{\mathbf{R}\}^{2 n}, \forall \dot{\zeta} \in$ $\{\mathbf{R}\}^{2 n},\|\Delta M\|=\left\|\mathcal{M}-\mathcal{M}_{0}\right\| \leq c_{1},\|\Delta C\|=\left\|\mathcal{C}-\mathcal{C}_{0}\right\| \leq c_{2}+c_{3}\|\dot{\zeta}\|,\|\Delta G\|=$ $\left\|\mathcal{G}-\mathcal{G}_{0}\right\| \leq c_{4}$, and $\sup _{t \geq 0}\left\|d_{L}(t)\right\| \leq c_{5}$, where $M_{0}, C_{0}$ and $G_{0}$ are nominal parameters of the system [12, 11].

Let $\mathcal{B}=L^{T} B$, the proposed control for the system is given as

$$
\begin{equation*}
\mathcal{B} \tau=\mathrm{U}_{1}+\mathrm{U}_{2} \tag{8.37}
\end{equation*}
$$

where $U_{1}$ is the nominal control

$$
\begin{equation*}
\mathrm{U}_{1}=\mathcal{M}_{0}\left(\dot{\nu}-K_{\sigma} \sigma\right)+\mathcal{C}_{0}(\nu+\sigma)+\mathcal{G}_{0} \tag{8.38}
\end{equation*}
$$

and $\mathrm{U}_{2}$ is designed to compensate for the parametric errors arising from estimating the unknown functions $\mathcal{M}, \mathcal{C}$ and $\mathcal{G}$ and the disturbance, respectively.

$$
\begin{align*}
\mathrm{U}_{2} & =\mathrm{U}_{21}+\mathrm{U}_{22}+\mathrm{U}_{23}+\mathrm{U}_{24}+\mathrm{U}_{25}+\mathrm{U}_{26}  \tag{8.39}\\
\mathrm{U}_{21} & =-\frac{\beta}{\lambda_{\min }} \frac{\hat{c}_{1}^{2}\left\|K_{\sigma} \sigma-\dot{\nu}\right\|^{2} \sigma}{\hat{c}_{1}\left\|K_{\sigma} \sigma-\dot{\nu}\right\|\|\sigma\|+\delta_{1}}  \tag{8.40}\\
\mathrm{U}_{22} & =-\frac{\beta}{\lambda_{\min }} \frac{\hat{c}_{2}^{2}\|\sigma+\nu\|^{2} \sigma}{\hat{c}_{2}\|\sigma+\nu\|\|\sigma\|+\delta_{2}}  \tag{8.41}\\
\mathrm{U}_{23} & =-\frac{\beta}{\lambda_{\min }} \frac{\hat{c}_{3}^{2}\|\dot{\zeta}\|^{2}\|\sigma+\nu\|^{2} \sigma}{\hat{c}_{3}\|\dot{\zeta}\|\|\sigma+\nu\|\|\sigma\|+\delta_{3}}  \tag{8.42}\\
\mathrm{U}_{24} & =-\frac{\beta}{\lambda_{\min }} \frac{\hat{c}_{4}^{2} \sigma}{\hat{c}_{4}\|\sigma\|+\delta_{4}}  \tag{8.43}\\
\mathrm{U}_{25} & =-\frac{\beta}{\lambda_{\min }} \frac{\hat{c}_{5}^{2}\|L\|^{2} \sigma}{\hat{c}_{5}\|L\|\|\sigma\|+\delta_{5}}  \tag{8.44}\\
\mathrm{U}_{26} & =-\beta \frac{\left\|\tilde{u}_{b}\right\|\|\Lambda\|^{2} \sigma}{\|\Lambda\|\|\sigma\|+\delta_{6}} \tag{8.45}
\end{align*}
$$

where $\delta_{k}(k=1, \ldots, 6)$ satisfies the conditions defined in Definition 8.1, and $\hat{c}_{\varsigma}$ denotes the estimate $c_{\varsigma}$, which are adaptively tuned according to

$$
\begin{align*}
& \dot{\hat{c}}_{1}=-\alpha_{1} \hat{c}_{1}+\frac{\gamma_{1}}{\lambda_{\min }}\|\sigma\|\left\|K_{\sigma} \sigma-\dot{\nu}\right\|, \hat{c}_{1}(0)>0  \tag{8.46}\\
& \dot{\hat{c}}_{2}=-\alpha_{2} \hat{c}_{2}+\frac{\gamma_{2}}{\lambda_{\min }}\|\sigma\|\|\sigma+\nu\|, \hat{c}_{2}(0)>0 \tag{8.47}
\end{align*}
$$

$$
\begin{align*}
& \dot{\hat{c}}_{3}=-\alpha_{3} \hat{c}_{3}+\frac{\gamma_{3}}{\lambda_{\min }}\|\sigma\|\|\dot{\zeta}\|\|\sigma+\nu\|, \hat{c}_{3}(0)>0  \tag{8.48}\\
& \dot{\hat{c}}_{4}=-\alpha_{4} \hat{c}_{4}+\frac{\gamma_{4}}{\lambda_{\min }}\|\sigma\|, \hat{c}_{4}(0)>0  \tag{8.49}\\
& \dot{\hat{c}}_{5}=-\alpha_{5} \hat{c}_{5}+\frac{\gamma_{5}}{\lambda_{\min }}\|L\|\|\sigma\|, \hat{c}_{5}(0)>0 \tag{8.50}
\end{align*}
$$

with $\alpha_{\varsigma}>0$ satisfying the condition in Definition 8.1 and $\gamma_{\varsigma}>0,(\varsigma=$ $1, \ldots, 5)$, and

$$
\begin{align*}
\Lambda & =\left[\begin{array}{ll}
\Lambda_{1} & \Lambda_{2}
\end{array}\right]^{T}  \tag{8.51}\\
\Lambda_{i} & =\left[\begin{array}{c}
k_{1} s_{i 1}+\sum_{j v}^{n_{v}-1} s_{i j} \zeta_{i(j+1)} \\
-\sum_{j=3}^{n_{v}} s_{j} \sum_{k=2}^{j-1} \frac{\partial\left(e_{i k}-s_{i k}\right)}{\partial e_{i k}} \zeta_{i(k+1)} \\
s_{i n_{v}} \\
0
\end{array}\right] \tag{8.52}
\end{align*}
$$

Remark 8.3 The variables $\mathrm{U}_{21}, \ldots, \mathrm{U}_{26}$ are to compensate for the parametric errors arising from estimating the unknown functions $\mathcal{M}, \mathcal{C}$ and $\mathcal{G}$ and the disturbance. The choice of the variables in (8.40)-(8.45) is to avoid the use of sign functions which will lead to chattering. Based on the definition of $\delta_{k}$ in Definition 8.1, the denominators in (8.40)-(8.45) are non-negative and will only approach 0 when $\delta_{k} \rightarrow 0$. However, when $\delta_{k}=0$, we can rewrite the equations in (8.40)-(8.45) as:

$$
\begin{aligned}
& \mathrm{U}_{21}=-\frac{\beta}{\lambda_{\min }} \hat{c}_{1}\left\|K_{\sigma} \sigma-\dot{\nu}\right\| \operatorname{sgn}(\sigma) \\
& \mathrm{U}_{22}=-\frac{\beta}{\lambda_{\min }} \hat{c}_{2}\|\sigma+\nu\| \operatorname{sgn}(\sigma) \\
& \mathrm{U}_{23}=-\frac{\beta}{\lambda_{\min }} \hat{c}_{3}\|\dot{\zeta}\|\|\sigma+\nu\| \operatorname{sgn}(\sigma) \\
& \mathrm{U}_{24}=-\frac{\beta}{\lambda_{\min }} \hat{c}_{4} \operatorname{sgn}(\sigma) \\
& \mathrm{U}_{25}=-\frac{\beta}{\lambda_{\min }} \hat{c}_{5}\|L\| \operatorname{sgn}(\sigma) \\
& \mathrm{U}_{26}=-\beta\left\|\tilde{u}_{b}\right\|\|\Lambda\| \operatorname{sgn}(\sigma)
\end{aligned}
$$

From the above expressions, we can see that the variables $\mathrm{U}_{21}, \ldots, \mathrm{U}_{26}$ are bounded when $\hat{c}_{\varsigma}, \zeta, \sigma, v, \dot{v}, \dot{\zeta}, \Lambda$ are bounded. As such, there is no division by zero in the control design.

Remark 8.4 Noting equations (8.40)-(8.45), and the corresponding adaptive laws (8.46)-(8.50), the signals required for the implementation of the adaptive
robust control are $\sigma, \dot{\nu}, \nu, \dot{\zeta}$ and $\Lambda$. Acceleration measurements are not required for the adaptive robust control.

Remark 8.5 For the computation of the control $\tau$, we require the left inverse of the matrix $\mathcal{B}$ to exist such that $\mathcal{B}^{+} \mathcal{B}=\mathcal{B}^{T}\left(\mathcal{B B}^{T}\right)^{-1} \mathcal{B}=I$. The matrix $\mathcal{B}$ can be written as

$$
\mathcal{B}=\left[\begin{array}{cc}
L_{1}^{T} T_{2}^{T} R_{1}^{T} B_{1} & 0 \\
0 & L_{2}^{T} T_{2}^{T} R_{2}^{T} B_{2}
\end{array}\right]
$$

The definition of $L_{i}$, in the equation below (30) is given by

$$
L_{i}=\left[\begin{array}{cc}
I_{m \times m} & 0 \\
0 & I_{\left(n_{i a}-\kappa_{i}\right) \times\left(n_{i a}-\kappa_{i}\right)} \\
-\left(J_{i 2 a}^{2}\right)^{-1} J_{i 2 b} & -\left(J_{i 2 a}^{2}\right)^{-1} J_{i 2 a}^{1}
\end{array}\right] \in\{\mathbf{R}\}^{\left(n_{i a}+m\right) \times\left(n_{i a}+m-\kappa_{i}\right)}
$$

$L_{i}^{T}$ is full row ranked and the left inverse of $L_{i}^{T}$ exists. The matrix $R_{i}$ is defined as

$$
R_{i}=\left[\begin{array}{cc}
H_{i} & 0 \\
0 & I_{n_{i a} \times n_{i a}}
\end{array}\right] \in\{\mathbf{R}\}^{n_{i} \times\left(n_{i a}+m\right)}
$$

Since $H_{i} \in \mathbb{R}^{n_{i v} \times m}$ is formed by a set of $m$ smooth and linearly independent vector fields, $R_{i}^{T}$ is full row ranked and the left inverse of $R_{i}^{T}$ exists. Since the matrices $L_{i}^{T}$ and $R_{i}^{T}$ are full row ranked, $B_{i}$ is a full ranked input transformation matrix and $T_{2}$ is a diffeomorphism and there exists a left inverse of the matrix $\mathcal{B}$ such that $\mathcal{B}^{+} \mathcal{B}=\mathcal{B}^{T}\left(\mathcal{B B}^{T}\right)^{-1} \mathcal{B}=I$.

Remark 8.6 Application of sliding mode control generally leads to the introduction of the sgn function in the control laws, which would lead to the chattering phenomenon in the practical control [23]. To reduce the chattering phenomenon, we introduce positive time-varying functions $\delta_{j}$, with properties described in Definition 8.1, in the control laws (8.40)-(8.45), such that the controls are continuous for $\delta_{j} \neq 0$.

### 8.3.3 Control Stability

Theorem 8.1 Consider the mechanical system described by (8.24), under Assumption 8.2. Using the control law (8.37), the following can achieved:
(i) $e_{\zeta}=\zeta-\zeta_{d}, \dot{e}_{\zeta}=\dot{\zeta}-\dot{\zeta}_{d}, e_{\lambda}=\lambda_{c}-\lambda_{c}^{d}$ converge to a small set containing the origin as $t \rightarrow \infty$; and
(ii) all the signals in the closed-loop are bounded for all $t \geq 0$.

Proof 8.1 Combining the dynamic equation (8.34) together with (8.31), (8.32) and (8.37), the close-loop system dynamics can be written as

$$
\begin{align*}
& \dot{s}_{i 1}= \eta_{i}+\tilde{u}_{i 1}  \tag{8.53}\\
& \dot{s}_{i 2}=\left(\eta_{i}+\tilde{u}_{i 1}\right) \zeta_{i 3}+s_{i 3} u_{i d 1}-k_{2} s_{i 2} u_{i d 1}^{2 l}  \tag{8.54}\\
& \dot{s}_{i 3}=\left(\eta_{i}+\tilde{u}_{i 1}\right)\left(\zeta_{i 4}-\frac{\partial\left(e_{i 3}-s_{i 3}\right)}{\partial e_{i 2}} \zeta_{i 3}\right)+s_{i 4} u_{i d 1} \\
&-s_{i 2} u_{i d 1}-k_{3} s_{i 3} u_{i d 1}^{2 l}  \tag{8.55}\\
& \vdots \\
& \dot{s}_{i\left(n_{i v}-1\right)}=\left(\eta_{i}+\tilde{u}_{i 1}\right) \zeta_{i n_{i v}}-\left(\eta_{i}+\tilde{u}_{i 1}\right)\left(\sum_{j=2}^{n_{i v}-2} \frac{\partial\left(e_{i\left(n_{i v}-1\right)}-s_{i\left(n_{i v}-1\right)}\right)}{\partial e_{j i}} \zeta_{i(j+1)}\right)  \tag{8.56}\\
&+s_{i n_{i v}} u_{i d 1}-s_{i\left(n_{i v}-2\right)} u_{i d 1}-k_{\left(n_{i v}-1\right)} s_{i\left(n_{i v}-1\right)} u_{i d 1}^{2 l} \\
& n_{i v}-2  \tag{8.57}\\
& \dot{s}_{i n_{i v}}=\left(\eta_{i}+\tilde{u}_{i 1}\right) \sum_{j=2} \frac{\partial\left(e_{i n_{i v}}-s_{i n_{i v}}\right)}{\partial e_{i j}} \zeta_{i(j+1)}  \tag{8.58}\\
&-k_{n_{i v}} s_{i n_{i v}}-s_{i\left(n_{i v}-1\right)} u_{i d 1}+\tilde{u}_{i 2}  \tag{8.59}\\
& \dot{\eta}_{i}=-k_{0} \eta_{i}-\Lambda_{i 1} \\
& M \dot{\sigma}=-M \dot{\nu}-C(\nu+\sigma)-G-d+B \tau+J^{T} \lambda
\end{align*}
$$

Let $\mathcal{D}=L^{T} d$. Multiplying $L^{T}$ on both sides of (8.59), using (8.37), one can obtain

$$
\begin{align*}
\mathcal{M} \dot{\sigma}= & -\mathcal{M}_{0} K_{\sigma} \sigma+\left(\mathcal{M}_{0}-\mathcal{M}\right) \dot{\nu}+\left(\mathcal{C}_{0}-\mathcal{C}\right)(\nu+\sigma)+\left(\mathcal{G}_{0}-\mathcal{G}\right)-\mathcal{D}+\mathrm{U}_{2} \\
= & -\mathcal{M} K_{\sigma} \sigma+\left(\mathcal{M}-\mathcal{M}_{0}\right) K_{\sigma} \sigma+\left(\mathcal{M}_{0}-\mathcal{M}\right) \dot{\nu} \\
& +\left(\mathcal{C}_{0}-\mathcal{C}\right)(\nu+\sigma)+\left(\mathcal{G}_{0}-\mathcal{G}\right)-\mathcal{D}+\mathrm{U}_{2} \\
= & -\mathcal{M} K_{\sigma} \sigma+\Delta M\left(K_{\sigma} \sigma-\dot{\nu}\right)-\Delta C(\nu+\sigma)-\Delta G \\
& -\mathcal{D}+\sum_{i=1}^{6} \mathrm{U}_{2 i} \tag{8.60}
\end{align*}
$$

we have

$$
\begin{align*}
\dot{\sigma}= & -K_{\sigma} \sigma+\mathcal{M}^{-1} \Delta M\left(K_{\sigma} \sigma-\dot{\nu}\right)-\mathcal{M}^{-1} \Delta C(\nu+\sigma) \\
& -\mathcal{M}^{-1} \Delta G-\mathcal{M}^{-1} \mathcal{D}+\mathcal{M}^{-1} \sum_{i=1}^{6} \mathrm{U}_{2 i} \tag{8.61}
\end{align*}
$$

Let

$$
\begin{equation*}
\tilde{c}_{\varsigma}=\hat{c}_{\varsigma}-c_{\varsigma} \tag{8.62}
\end{equation*}
$$

Consider the following positive definite functions:

$$
\begin{align*}
V & =V_{1}+V_{2}  \tag{8.63}\\
V_{1} & =\frac{1}{2} \sum_{i=1}^{2} \sum_{j=2}^{n_{i v}} s_{i j}^{2}+\frac{1}{2} \sum_{i=1}^{2} k_{i 1} s_{i 1}^{2}+\frac{1}{2} \sum_{i=1}^{2} \eta_{i}^{2} \\
V_{2} & =\frac{1}{2} \sigma^{T} \sigma+\sum_{\varsigma=1}^{5} \frac{1}{2 \gamma_{\varsigma}} \tilde{c}_{\varsigma}^{2}
\end{align*}
$$

Taking the time derivative of $V_{1}$ with (8.53)-(8.58) yields,

$$
\begin{align*}
\dot{V}_{1}= & \sum_{i=1}^{2} \sum_{j=2}^{n_{i v}-1} s_{i j} \dot{s}_{i j}+\sum_{i=1}^{2} k_{i 1} s_{i 1} \dot{s}_{i 1}+\sum_{i=1}^{2} \eta_{i} \dot{\eta}_{i} \\
= & -\sum_{i=1}^{2} \sum_{j=2}^{n_{i v}-1} k_{i j} s_{i j}^{2} u_{i d 1}^{2 l}-\sum_{i=1}^{2} k_{i n_{i v}} s_{i n_{i v}}^{2} \\
& -\sum_{i=1}^{2} k_{0} \eta_{i}^{2}+\tilde{u}_{b}^{T} \Lambda \tag{8.64}
\end{align*}
$$

Taking the time derivative of $V_{2}$ and integrating (8.61) yields,

$$
\begin{align*}
& \dot{V}_{2}=-\sigma^{T} K_{\sigma} \sigma \\
& +\left[\sigma^{T} \mathcal{M}^{-1} \Delta M\left(K_{\sigma} \sigma-\dot{\nu}\right)+\sigma^{T} \mathcal{M}^{-1} \mathrm{U}_{21}+\frac{1}{\gamma_{1}} \tilde{c}_{1} \dot{\hat{c}}_{1}\right] \\
& +\left[-\sigma^{T} \mathcal{M}^{-1} \Delta C(\sigma+\nu)+\sigma^{T} \mathcal{M}^{-1} \mathrm{U}_{22}+\frac{1}{\gamma_{2}} \tilde{c}_{2} \dot{\hat{c}}_{2}\right] \\
& +\left[\sigma^{T} \mathcal{M}^{-1} \mathrm{U}_{23}+\frac{1}{\gamma_{3}} \tilde{c}_{3} \dot{\hat{c}}_{3}\right] \\
& +\left[-\sigma^{T} \mathcal{M}^{-1} \Delta G+\sigma^{T} \mathcal{M}^{-1} \mathrm{U}_{24}+\frac{1}{\gamma_{4}} \tilde{c}_{4} \dot{\hat{c}}_{4}\right] \\
& +\left[-\sigma^{T} \mathcal{M}^{-1} \mathcal{D}+\sigma^{T} \mathcal{M}^{-1} \mathrm{U}_{25}+\frac{1}{\gamma_{5}} \tilde{c}_{5} \dot{\hat{c}}_{5}\right] \\
& +\sigma^{T} \mathcal{M}^{-1} \mathrm{U}_{26} \tag{8.65}
\end{align*}
$$

Considering Property 8.2, Assumption 8.6 and (8.40), the second right hand term of (8.65) is bounded by

$$
\begin{aligned}
& \sigma^{T} \mathcal{M}^{-1} \Delta M\left(K_{\sigma} \sigma-\dot{\nu}\right)+\sigma^{T} \mathcal{M}^{-1} u_{21}+\frac{1}{\gamma_{1}} \tilde{c}_{1} \dot{\hat{c}}_{1} \\
& \leq \frac{1}{\lambda_{\min }} c_{1}\left\|K_{\sigma} \sigma-\dot{\nu}\right\|\|\sigma\| \\
& -\frac{1}{\lambda_{\min }} \hat{c}_{1}^{2} \frac{\left\|K_{\sigma} \sigma-\dot{\nu}\right\|^{2}\|\sigma\|^{2}}{\hat{c}_{1}\left\|K_{\sigma} \sigma-\dot{\nu}\right\|\|\sigma\|+\delta_{1}}+\frac{1}{\gamma_{1}} \tilde{c}_{1} \dot{\hat{c}}_{1}
\end{aligned}
$$

$$
\begin{align*}
= & \frac{1}{\lambda_{\text {min }}} \hat{c}_{1}\left\|K_{\sigma} \sigma-\dot{\nu}\right\|\|\sigma\| \\
& -\frac{1}{\lambda_{\text {min }}} \hat{c}_{1}^{2} \frac{\left\|K_{\sigma} \sigma-\dot{\nu}\right\|^{2}}{\hat{c}_{1}\left\|K_{\sigma} \sigma-\dot{\nu}\right\|+\delta_{1}} \\
& +\tilde{c}_{1}\left[\frac{1}{\gamma_{1}} \dot{\hat{c}}_{1}-\frac{1}{\lambda_{\text {min }}}\left\|K_{\sigma} \sigma-\dot{\nu}\right\|\|\sigma\|\right] \\
& \leq \frac{1}{\lambda_{\text {min }}} \delta_{1}-\frac{\alpha_{1}}{\gamma_{1}} \tilde{c}_{1} \hat{c}_{1} \\
& \leq \frac{1}{\lambda_{\text {min }}} \delta_{1}-\frac{\alpha_{1}}{\gamma_{1}}\left(\hat{c}_{1}-\frac{1}{2} c_{1}\right)^{2}+\frac{\alpha_{1}}{4 \gamma_{1}} c_{1}^{2} \tag{8.66}
\end{align*}
$$

The last inequality arises from $-\tilde{c}_{1} \hat{c}_{1}=-\left(\hat{c}_{1}-\frac{1}{2} c_{1}\right)^{2}+\frac{1}{4} c_{1}^{2}$.
Similarly, considering Property 8.2, Assumption 8.6 and (8.41), and (8.42), the third right hand term of (8.65) is bounded by

$$
\begin{align*}
& -\sigma^{T} M^{-1} \Delta C(\sigma+\nu)+\sigma^{T} M^{-1} u_{22}+\sigma^{T} M^{-1} u_{23} \\
& +\frac{1}{\gamma_{2}} \tilde{c}_{2} \dot{\hat{c}}_{2}+\frac{1}{\gamma_{3}} \tilde{c}_{3} \dot{c}_{3} \\
& \leq \frac{1}{\lambda_{\min }}\left(c_{2}+c_{3}\|\dot{\zeta}\|\right)\|\sigma+\nu\|\|\sigma\| \\
& -\frac{1}{\lambda_{\min }} \hat{c}_{2}^{2} \frac{\|\sigma+\nu\|^{2}\|\sigma\|^{2}}{\hat{c}_{2}\|\sigma+\nu\|\|\sigma\|+\delta_{2}} \\
& +\frac{1}{\gamma_{2}} \tilde{c}_{2} \dot{\hat{c}}_{2}-\frac{1}{\lambda_{\min }} \hat{c}_{3}^{2} \frac{\|\dot{\zeta}\|^{2}\|\sigma+\nu\|^{2}\|\sigma\|^{2}}{\hat{c}_{3}\|\dot{\zeta}\|\|\sigma+\nu\|\|\sigma\|+\delta_{2}}+\frac{1}{\gamma_{3}} \tilde{c}_{3} \dot{\hat{c}}_{3} \\
& =\frac{1}{\lambda_{\min }} \hat{c}_{2}\|\sigma+\nu\|\|\sigma\|-\frac{1}{\lambda_{\min }} \hat{c}_{2}^{2} \frac{\|\sigma+\nu\|^{2}\|\sigma\|^{2}}{\hat{c}_{2}\|\sigma+\nu\|\|\sigma\|+\delta_{2}} \\
& +\tilde{c}_{2}\left[\frac{1}{\gamma_{2}} \dot{\hat{c}}_{2}-\frac{1}{\lambda_{\min }}\|\sigma+\nu\|\|\sigma\|\right] \\
& +\frac{1}{\lambda_{\min }} \hat{c}_{3}\|\dot{\zeta}\|\|\sigma+\nu\|\|\sigma\| \\
& -\frac{1}{\lambda_{\min }} \hat{c}_{3}^{2} \frac{\|\dot{\zeta}\|^{2}\|\sigma+\nu\|^{2}\|\sigma\|^{2}}{\hat{c}_{3}\|\dot{\zeta}\|\|\sigma+\nu\|\|\sigma\|+\delta_{3}} \\
& +\tilde{c}_{3}\left[\frac{1}{\gamma_{3}} \dot{\hat{c}}_{3}-\frac{1}{\lambda_{\min }}\|\dot{\zeta}\|\|\sigma+\nu\|\|\sigma\|\right] \\
& \leq \frac{1}{\lambda_{\min }} \delta_{2}-\frac{\alpha_{2}}{\gamma_{2}} \tilde{c}_{2} \hat{c}_{2}+\frac{1}{\lambda_{\min }} \delta_{3}-\frac{\alpha_{3}}{\gamma_{3}} \tilde{c}_{3} \hat{c}_{3} \\
& \leq \frac{1}{\lambda_{\min }} \delta_{2}-\frac{\alpha_{2}}{\gamma_{2}}\left(\hat{c}_{2}-\frac{1}{2} c_{2}\right)^{2}+\frac{\alpha_{2}}{4 \gamma_{2}} c_{2}^{2} \\
& +\frac{1}{\lambda_{\min }} \delta_{3}-\frac{\alpha_{3}}{\gamma_{3}}\left(\hat{c}_{3}-\frac{1}{2} c_{3}\right)^{2}+\frac{\alpha_{3}}{4 \gamma_{3}} c_{3}^{2} \tag{8.67}
\end{align*}
$$

Similarly, considering Property 8.2 and Assumption 8.6 and (8.43), the
fourth right hand term of (8.65) is bounded by

$$
\begin{align*}
& \sigma^{T} M^{-1} \Delta G+\sigma^{T} M^{-1} u_{24}+\frac{1}{\gamma_{4}} \tilde{c}_{4} \dot{\hat{c}}_{4} \\
\leq & \frac{1}{\lambda_{\min }} c_{4}\|\sigma\|-\frac{1}{\lambda_{\min }} \hat{c}_{4}^{2} \frac{\|\sigma\|^{2}}{\hat{c}_{4}\|\sigma\|+\delta_{4}}+\frac{1}{\gamma_{4}} \tilde{c}_{4} \dot{\hat{c}}_{4} \\
= & \frac{1}{\lambda_{\min }} \hat{c}_{4}\|\sigma\|-\frac{1}{\lambda_{\min }} \hat{c}_{4}^{2} \frac{\|\sigma\|^{2}}{\hat{c}_{4}\|\sigma\|+\delta_{4}} \\
& +\tilde{c}_{4}\left[\frac{1}{\gamma_{4}} \dot{\hat{c}}_{4}-\frac{1}{\lambda_{\min }}\|\sigma\|\right] \\
\leq & \frac{1}{\lambda_{\min }} \delta_{4}-\frac{\alpha_{4}}{\gamma_{4}} \tilde{c}_{4} \hat{c}_{4} \\
\leq & \frac{1}{\lambda_{\min }} \delta_{4}-\frac{\alpha_{4}}{\gamma_{4}}\left(\hat{c}_{4}-\frac{1}{2} c_{4}\right)^{2}+\frac{\alpha_{4}}{4 \gamma_{4}} c_{4}^{2} \tag{8.68}
\end{align*}
$$

Similarly, considering Property 8.2, Assumption 8.6 and (8.44), the fifth right hand term of (8.65) is bounded by

$$
\begin{align*}
& \sigma^{T} \mathcal{M}^{-1} \mathcal{D}+\sigma^{T} \mathcal{M}^{-1} u_{25}+\frac{1}{\gamma_{5}} \tilde{c}_{5} \dot{\hat{c}}_{5} \\
\leq & \frac{1}{\lambda_{\min }} c_{5}\|L\|\|\sigma\|-\frac{1}{\lambda_{\min }} \hat{c}_{5}^{2} \frac{\|L\|^{2}\|\sigma\|^{2}}{\hat{c}_{5}\|L\|\|\sigma\|+\delta_{5}}+\frac{1}{\gamma_{5}} \tilde{c}_{5} \dot{\hat{c}}_{5} \\
= & \frac{1}{\lambda_{\min }} \hat{c}_{5}\|L\|\|\sigma\|-\frac{1}{\lambda_{\min }} \hat{c}_{5}^{2} \frac{\|L\|^{2}\|\sigma\|^{2}}{\hat{c}_{5}\|L\|\|\sigma\|+\delta_{5}} \\
& +\tilde{c}_{5}\left[\frac{1}{\gamma_{5}} \dot{\hat{c}}_{5}-\frac{1}{\lambda_{\min }}\|L\|\|\sigma\|\right] \\
\leq & \frac{1}{\lambda_{\min }} \delta_{5}-\frac{\alpha_{5}}{\gamma_{5}} \tilde{c}_{5} \hat{c}_{5} \\
\leq & \frac{1}{\lambda_{\min }} \delta_{5}-\frac{\alpha_{5}}{\gamma_{5}}\left(\hat{c}_{5}-\frac{1}{2} c_{5}\right)^{2}+\frac{\alpha_{5}}{4 \gamma_{5}} c_{5}^{2} \tag{8.69}
\end{align*}
$$

Combining (8.64) and (8.65), we obtain

$$
\begin{align*}
\dot{V} \leq & -\sum_{i=1}^{2} \sum_{j=2}^{n_{i v}-1} k_{i j} s_{i j}^{2} u_{i d 1}^{2 l}-\sum_{i=1}^{2} k_{i n_{i v}} s_{i n_{i v}}^{2}-\sum_{i=1}^{2} k_{0} \eta_{i}^{2} \\
& +\tilde{u}_{b}^{T} \Lambda-\sigma^{T} K_{\sigma} \sigma-\sum_{\varsigma=1}^{5} \frac{\alpha_{\varsigma}}{\gamma_{\varsigma}}\left(\hat{c}_{\varsigma}-\frac{1}{2} c_{\varsigma}\right)^{2} \\
& +\frac{1}{\lambda_{\min }} \sum_{k=1}^{5} \delta_{k}+\sum_{\varsigma=1}^{5} \frac{\alpha_{\varsigma}}{4 \gamma_{\varsigma}} c_{\varsigma}^{2}+\sigma^{T} \mathcal{M}^{-1} \mathrm{U}_{26} \tag{8.70}
\end{align*}
$$

Considering Property 8.2 and (8.45), the fourth and ninth right-hand terms
of (8.70) are bounded by

$$
\begin{align*}
\tilde{u}_{b}^{T} \Lambda+\sigma^{T} \mathcal{M}^{-1}{ }_{\mathrm{U}_{26}} & \leq\left\|\tilde{u}_{b}\right\|\|\Lambda\|-\frac{\left\|\tilde{u}_{b}\right\|\|\Lambda\|^{2}\|\sigma\|^{2}}{\|\Lambda\|\|\sigma\|^{2}+\delta_{6}} \\
& \leq \delta_{6} \tag{8.71}
\end{align*}
$$

Therefore, we can rewrite (8.70) as

$$
\begin{align*}
\dot{V} \leq & -\sum_{i=1}^{2} \sum_{j=2}^{n_{i v}-1} k_{i j} s_{i j}^{2} u_{i d 1}^{2 l}-\sum_{i=1}^{2} k_{i n_{v}} s_{i n_{i v}}^{2}-\sum_{i=1}^{2} k_{0} \eta_{i}^{2} \\
& -\sigma^{T} K_{\sigma} \sigma-\sum_{\varsigma=1}^{5} \frac{\alpha_{\varsigma}}{\gamma_{\varsigma}}\left(\hat{c}_{\varsigma}-\frac{1}{2} c_{\varsigma}\right)^{2}+\frac{1}{\lambda_{\min }} \sum_{k=1}^{5} \delta_{k} \\
& +\delta_{6}+\sum_{\varsigma=1}^{5} \frac{\alpha_{\varsigma}}{4 \gamma_{\varsigma}} c_{\varsigma}^{2} \tag{8.72}
\end{align*}
$$

Noting Definition 8.1, we have $\mathcal{F}=\frac{1}{\lambda_{\text {min }}} \sum_{k=1}^{5} \delta_{k}+\sum_{\varsigma=1}^{5} \frac{\alpha_{\varsigma}}{4 \gamma_{\varsigma}} c_{\varsigma}^{2}+\delta_{6} \rightarrow 0$ as $t \rightarrow \infty$.

We define $\mathcal{A}=\sum_{i=1}^{2} k_{0} \eta_{i}^{2}+\sum_{i=1}^{2} k_{i n_{i v}} s_{i n_{i v}}^{2}+\sum_{i=1}^{2} \sum_{j=2}^{n_{i v}-1} k_{i j} s_{i j}^{2} u_{i d 1}^{2 l}+$ $\lambda_{\text {min }}\left(K_{\sigma}\right)\|\sigma\|^{2}+\sum_{\varsigma=1}^{5} \frac{\alpha_{\varsigma}}{\gamma_{\varsigma}}\left(\hat{c}_{\varsigma}-\frac{1}{2} c_{\varsigma}\right)^{2}$, and from the definition, we have $\mathcal{A}>0$ $\forall \eta_{i}, s_{i n_{i v}}, s_{i j}, u_{i d 1}, \sigma, c_{\varsigma}, i=1,2$ and $\varsigma=1, \ldots, 5$.

Integrating both sides of (8.72) gives

$$
\begin{align*}
V(t)-V(0) & \leq-\int_{0}^{t} \mathcal{A} d s+\int_{0}^{t} \mathcal{F} d s \\
& <-\int_{0}^{t} \mathcal{A} d s+\mathcal{C} \tag{8.73}
\end{align*}
$$

where $\mathcal{C}=\sum_{k=1}^{5} \frac{a_{k}}{\lambda_{\text {min }}}+\sum_{\varsigma=1}^{5} \frac{b_{\varsigma}}{4 \gamma_{\varsigma}} c_{\varsigma}^{2}+a_{6}$ is a finite constant from Definition 8.1, we have $V(t)<V(0)-\int_{0}^{t} \mathcal{A} d s+\mathcal{C}$. Thus $V$ is bounded and subsequently $\eta_{i}, s_{i}, \sigma, \hat{c}_{i}, \nu$ are bounded. From the definition of $s_{i}$ in (8.31), it is concluded that $\left[e_{i 1}, e_{i 2}, \ldots, e_{i n_{v}}\right]^{T}$ is bounded, which follows that $\eta$ is bounded. From (8.73), we have $s_{i j} u_{i d 1}, s_{i n_{i v}}, \eta_{i}, \sigma \in L_{2}$, which implies that $\tilde{u}_{b} \in L_{2}^{2}$. Since $\sigma=u-z$ is bounded and considering (8.22), (8.27), (8.30) and the definition of $e_{i a}, \dot{e}_{i a}+K_{1 a} e_{i a}$ is bounded and can be rewritten as

$$
\begin{aligned}
\dot{e}_{i a} & \leq-K_{1 a} e_{i a}+P \\
V_{e} & =\frac{1}{2} e_{i a}^{T} e_{i a} \\
\dot{V}_{e} & \leq-e_{i a}^{T}\left(K_{1 a}-K_{e}\right) e_{i a}+\frac{1}{4}\left(n_{i a}-k_{i}\right) \lambda_{\max }\left(K_{e}\right)\|p\|^{2}
\end{aligned}
$$

where $P=[p, \ldots, p]^{T} \in\{\mathbf{R}\}^{n_{i a}-k_{i}}$ is a constant vector, $p>\|\sigma(t)\| \forall$ $t, K_{e} \in\{\mathbf{R}\}^{n_{i a}-k_{i} \times n_{i a}-k_{i}}$ is a constant diagonal matrix chosen such that $\lambda_{\min }\left(K_{1 a}-K_{e}\right)>0, \lambda_{\max }\left(K_{e}\right)$ denotes the maximum eigenvalue of $K_{e}$, and $\lambda_{\min }\left(K_{1 a}-K_{e}\right)$ denotes the minimum eigenvalue of $K_{1 a}-K_{e}$. From the above equations, we can conclude that $e_{i a}$ is bounded. Since $q_{i a}^{1 d}$, the desired trajectory, is bounded, $q_{i a}^{1}$ and $\dot{q}_{i a}^{1}$ are bounded, which implies that $\zeta_{i a}$ and $\tilde{u}_{i a}$ are bounded as well. From (8.53)-(8.58), $d\left(s_{i j} u_{i d 1}\right) / d t, \dot{s}_{i v}, \dot{\eta}_{i}, \dot{\tilde{u}}$ are bounded. Thus, from (8.33), $\dot{\nu}$ is bounded and $\dot{\sigma}$ is bounded as well. Therefore, from Remark 8.3, we can conclude that $\mathrm{U}_{21}, \ldots, \mathrm{U}_{26}$ are bounded.

Differentiating $u_{i d 1}^{l} \eta_{i}$ yields

$$
\begin{aligned}
& \frac{d}{d t} u_{i d 1}^{l} \eta_{i}=-k_{1} u_{i d 1}^{l} s_{i 1}+l u_{i d 1}^{l-1} \dot{u}_{i d 1}^{l} \eta_{i}-k_{0} u_{i d 1}^{l} \eta \\
& -u_{i d 1}^{l}\left\{\sum_{j=2}^{v-1} s_{i j} \zeta_{i(j+1)}-\sum_{j=3}^{v} s_{i j} \sum_{k=2}^{j-1} \frac{\partial\left(e_{i k}-s_{i k}\right)}{\partial e_{i k}} \zeta_{i(k+1)}\right\}
\end{aligned}
$$

where the first term is uniformly continuous and the other terms tend to zero. Since $\frac{d}{d t} u_{i d 1}^{l} \eta$ converges to zero [23], $s_{i}$ and $\dot{s}_{i}$ converge to zero, $\zeta_{i} \rightarrow \zeta_{i d}$ and $\dot{\zeta}_{i} \rightarrow \dot{\zeta}_{\text {id }}$ as $t \rightarrow \infty$.

Substituting the control (8.37) into the reduced order dynamics (8.28) yields

$$
\begin{aligned}
& J^{T}\left[\left(K_{\lambda}+1\right) e_{\lambda}+K_{I} \int_{0}^{t} e_{\lambda} d t\right] \\
& =M(\dot{\sigma}+\dot{\nu})+C(\nu+\sigma)+G+d \\
& -L\left(L^{T} L\right)^{-1}\left(\mathrm{U}_{1}+\mathrm{U}_{2}\right)
\end{aligned}
$$

Since $\dot{\sigma}, \sigma, \dot{\nu}, \nu, c_{i}, \alpha_{i}, \dot{\zeta}, \gamma_{i}, \Lambda, \delta_{i}$ are all bounded, the right hand side of (8.74) is bounded, i.e., $J^{T}\left[\left(K_{\lambda}+1\right) e_{\lambda}+K_{I} \int_{0}^{t} e_{\lambda} d t\right]=\Gamma\left(\dot{\sigma}, \sigma, \dot{\nu}, \nu, c_{i}, \alpha_{i}, \dot{\zeta}, \gamma_{i}, \Lambda, \delta_{i}\right)$, $\Gamma(*) \in L_{\infty}$.

Let $\int_{0}^{t} e_{\lambda} d t=E_{\lambda}$, then $\dot{E}_{\lambda}=e_{\lambda}$. By appropriately choosing $K_{\lambda}=$ $\operatorname{diag}\left[K_{\lambda, i}\right], K_{\lambda, i}>-1$ and $K_{I}=\operatorname{diag}\left[K_{I, i}\right], K_{I, i}>0$ to make $E_{i}(p)=$ $\frac{1}{\left(K_{\lambda, i}+1\right) p+K_{I, i}}, p=d / d t$ a strictly proper exponential stable transfer function, it can be concluded that $\int_{0}^{t} e_{\lambda} d t \in L_{\infty}, e_{\lambda} \in L_{\infty}$, and the size of $e_{\lambda}$ can be adjusted by choosing the proper gain matrices $K_{\lambda}$ and $K_{I}$.

Since $\dot{\sigma}, \sigma, \dot{\nu}, \nu, c_{i}, \alpha_{i}, \dot{\zeta}, \gamma_{i}, \Lambda, \delta_{i}, e_{\lambda}$ and $\int_{0}^{t} e_{\lambda} d t$ are all bounded, we have $\tau$ bounded as well.


## FIGURE 8.2

Cooperating 3-DOF mobile manipulators.


## FIGURE 8.3

Tracking trajectories of both mobile platforms.


## FIGURE 8.4

Tracking of $\theta$ for mobile manipulator I.


## FIGURE 8.5

Tracking of arm joint angles of mobile manipulator I.


FIGURE 8.6
Input torques for mobile manipulator I.


## FIGURE 8.7

Tracking of $\theta$ for mobile manipulator II.


## FIGURE 8.8

Tracking of arm joint angles of mobile manipulator II.


## FIGURE 8.9

Torques of mobile manipulator II.


## FIGURE 8.10

Contact force of relative motion.

### 8.4 Simulation Studies

To verify the effectiveness of the proposed control algorithm, we consider two similar 3-DOF mobile manipulators systems shown in Fig 8.2. Both mobile manipulators are subjected to the following constraint:

$$
\dot{x}_{i} \cos \theta_{i}+\dot{y}_{i} \sin \theta_{i}=0, \quad i=1,2
$$

Using the Lagrangian approach, we can obtain the standard form for (8.14) and (8.15) with (9.51).

The parameters of the mobile manipulators used in this simulation are: $m_{1 p}=m_{2 p}=5.0 \mathrm{~kg}, m_{11}=m_{21}=1.0 \mathrm{~kg}, m_{12}=m_{22}=m_{13}=m_{23}=0.5 \mathrm{~kg}$, $I_{1 w}=I_{2 w}=1.0 \mathrm{kgm}^{2}, I_{1 p}=I_{2 p}=2.5 \mathrm{kgm}^{2}, I_{11}=I_{21}=1.0 \mathrm{kgm}^{2}, I_{12}=I_{22}=$ $0.5 \mathrm{kgm}^{2}, I_{13}=I_{23}=0.5 \mathrm{kgm}^{2}, d=l=r=0.5 \mathrm{~m}, 2 l_{11}=2 l_{21}=1.0 \mathrm{~m}, 2 l_{12}=$ $2 l_{22}=0.5 \mathrm{~m}, 2 l_{13}=0.05 \mathrm{~m}, 2 l_{23}=0.35 \mathrm{~m}$. The mass of the object is $m_{o b j}=$ 0.5 kg . The parameters are used for simulation purposes only, are assumed to be unknown and are not used in the control design. The desired trajectory of the object is $r_{o d}=\left[x_{o d}, y_{o d}, z_{o d}\right]^{T}$ where $x_{o d}=1.5 \cos (t), y_{o d}=1.5 \sin (t)$, $z_{o d}=2 l_{1}$. The corresponding desired trajectory of mobile manipulator II is
$q_{2 d}=\left[x_{2 d}, y_{2 d}, \theta_{2 d}, \theta_{21 d}, \theta_{22 d}\right]^{T}$ with $x_{d}=2.0 \cos (t), y_{d}=2.0 \sin (t), \theta_{d}=t$, $\theta_{22 d}=\pi / 2 \mathrm{rad}$, and $\theta_{21 d}, \theta_{23}$ to control force and compensate for task space errors. The end-effector holds tightly on the top point of the surface. The constraint relative motion by the mobile manipulator I is an arc with the center on the joint 2 of the mobile manipulator I, angle $=\pi / 2-\pi / 6 \cos (t)$, and constraint force set as $\lambda_{c}^{d}=10.0 N$. Therefore, from the constraint relative motion, we can obtain the desired trajectory of mobile manipulator I as $q_{1 d}=$ $\left[x_{1 d}, y_{1 d}, \theta_{1 d}, \theta_{11 d}, \theta_{12 d}\right]^{T}$ with the corresponding trajectories $x_{1 d}=1.0 \cos (t)$, $y_{1 d}=1.0 \sin (t), \theta_{1 d}=t, \theta_{11 d}=\pi / 2-\pi / 6 \cos (t)$, and $\theta_{12}=\pi / 2, \theta_{13}$ used to compensate for position errors of the mobile platform.

For each mobile manipulator, by transformations similar to (8.22) and (8.23), $T_{1}(q)$ is defined as

$$
\begin{aligned}
\zeta_{i 1} & =\theta_{i} \\
\zeta_{i 2} & =x_{i} \cos \theta_{i}+y_{i} \sin \theta_{i} \\
\zeta_{i 3} & =-x_{i} \sin \theta_{i}+y_{i} \cos \theta_{i} \\
\zeta_{i 4} & =\theta_{i 1} \\
\zeta_{i 5} & =\theta_{i 2} \\
\zeta_{i 6} & =\theta_{i 3} \\
u_{i 1} & =v_{i 2} \\
u_{i 2} & =v_{i 1}-\left(x_{i} \cos \theta_{i}+y_{i} \sin \theta_{i}\right) v_{i 2} \\
u_{i 3} & =\dot{\theta}_{i 1} \\
u_{i 4} & =\dot{\theta}_{i 2} \\
u_{i 5} & =\dot{\theta}_{i 3}
\end{aligned}
$$

and we obtain the kinematic system in the chained form

$$
\begin{aligned}
\dot{\zeta}_{i 1} & =u_{i 1} \\
\dot{\zeta}_{i 2} & =\zeta_{i 3} u_{i 1} \\
\dot{\zeta}_{i 3} & =u_{i 2} \\
\dot{\zeta}_{i 4} & =u_{i 3} \\
\dot{\zeta}_{i 5} & =u_{i 4} \\
\dot{\zeta}_{i 6} & =u_{i 5}
\end{aligned}
$$

The robust adaptive control (8.37) is used and the tracking errors for both
mobile manipulators are, respectively,
$\left[\begin{array}{c}e_{11} \\ e_{12} \\ e_{13} \\ e_{14} \\ e_{15} \\ e_{16} \\ e_{\lambda_{c}}\end{array}\right]=\left[\begin{array}{c}\zeta_{11}-\zeta_{1 d 1} \\ \zeta_{12}-\zeta_{1 d 2} \\ \zeta_{13}-\zeta_{1 d 3} \\ \zeta_{14}-\zeta_{1 d 4} \\ \zeta_{15}-\zeta_{1 d 5} \\ \zeta_{16}-\zeta_{1 d 6} \\ \lambda_{c}-\lambda_{c d}\end{array}\right]$
$\left[\begin{array}{l}s_{11} \\ s_{12} \\ s_{13} \\ s_{14} \\ s_{15} \\ s_{16}\end{array}\right]=\left[\begin{array}{c}e_{11} \\ e_{12} \\ e_{13}+k_{12} e_{12} u_{1 d 1} \\ 0.0 \\ 0.0 \\ 0.0\end{array}\right]$
$\left[\begin{array}{c}e_{21} \\ e_{22} \\ e_{23} \\ e_{24} \\ e_{25} \\ e_{26} \\ e_{\lambda_{c}}\end{array}\right]=\left[\begin{array}{c}\zeta_{21}-\zeta_{2 d 1} \\ \zeta_{22}-\zeta_{2 d 2} \\ \zeta_{23}-\zeta_{2 d 3} \\ \zeta_{24}-\zeta_{2 d 4} \\ \zeta_{25}-\zeta_{2 d 5} \\ \zeta_{26}-\zeta_{2 d 6} \\ \lambda_{c}-\lambda_{c d}\end{array}\right]$
$\left[\begin{array}{l}s_{21} \\ s_{22} \\ s_{23} \\ s_{24} \\ s_{25} \\ s_{26}\end{array}\right]=\left[\begin{array}{c}e_{21} \\ e_{22} \\ e_{23}+k_{22} e_{22} u_{2 d 1} \\ 0.0 \\ 0.0 \\ 0.0\end{array}\right]$

The initial conditions selected for mobile manipulator I are $x_{1}(0)=1.15 \mathrm{~m}$, $y_{1}(0)=0.0 \mathrm{~m}, \theta_{1}(0)=0.0 \mathrm{rad}, \theta_{11}(0)=1.047 \mathrm{rad}, \theta_{12}(0)=\pi / 2 \mathrm{rad}, \theta_{13}(0)=$ $0.0 \mathrm{rad}, \lambda(0)=0.0 \mathrm{~N}$ and $\dot{x}_{1}(0)=0.5 \mathrm{~m} / \mathrm{s}, \dot{y}_{1}(0)=\dot{\theta}_{1}(0)=\dot{\theta}_{11}(0)=\dot{\theta}_{12}(0)=$ $\dot{\theta}_{13(0)}=0.0$, and the initial conditions selected for mobile manipulator II are $x_{2}(0)=2.15 m, y_{2}(0)=0 m, \theta_{2}(0)=0.0 \mathrm{rad}, \theta_{21}(0)=1.57 \mathrm{rad}, \theta_{22}(0)=$ $\pi / 2 \mathrm{rad}, \theta_{23}(0)=0.0 \mathrm{rad}$, and $\dot{x}_{2}(0)=\dot{y}_{2}(0)=\dot{\theta}_{2}(0)=\dot{\theta}_{12}(0)=\dot{\theta}_{22}(0)=$ $\dot{\theta}_{23}(0)=0.0$.

In the simulation, the design parameters for each mobile manipulator are set as $k_{0}=5.0, k_{1}=180.0, k_{2}=5.0, k_{3}=5.0, \eta(0)=0.0, K_{a 1}=\operatorname{diag}[2.0]$,
$K_{\lambda}=0.3, K_{I}=1.5, K_{\sigma}=\operatorname{diag}[0.5], K_{u}=\operatorname{diag}[1.0]$. The design parameters in $u_{2}$ of (8.39) are $\gamma_{i}=0.1, \alpha_{i}=\delta_{i}=1 /(1+t)^{2}$, and $\hat{c}_{i}(0)=1.0$. The disturbances on each joint of each mobile manipulator are set to a time-varying form as $0.5 \sin (t), 0.5 \sin (t), 0.1 \sin (t)$ and $0.1 \sin (t)$, respectively. By using the control law (8.37) [167], we can obtain Fig. 8.3 to describe the trajectory of the mobile platforms of both mobile manipulators. Fig. 8.4, Fig. 8.7, Fig. 8.5 and Fig. 8.8 show the trajectory tracking $\left(\zeta-\zeta_{d}\right)$ of the joints with the disturbances for both mobile manipulators, and the corresponding input torques for them are shown in Fig. 8.6 and Fig. 8.9. Fig. 8.10 shows the contact force tracking $\lambda_{c}-\lambda_{c}^{d}$. Since the joint 3 makes the manipulator redundant in the force space, from Fig. 8.10, we can see that the contact force is always more than zero, which means that the two mobile manipulators always keep in contact, and the force error quickly converges to 0 by adjusting $K_{\lambda}$ and $K_{I}$. Therefore, the validity of the proposed controls is confirmed by these simulation results.

### 8.5 Conclusion

In this chapter, dynamics and control of two mobile robotic manipulators manipulating a constrained object have been investigated. In addition to the motion of the object with respect to the world coordinates, its relative motion with respect to the mobile manipulators is also taken into consideration. The dynamics of such system is established and its properties are discussed. Robust adaptive controls have been developed which can guarantee the convergence of positions and boundedness of the constraint force. The control signals are smooth and no projection is used in parameter update law. Simulation results showed that the proposed controls work quite well.
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### 9.1 Example of 2-DOF Mobile Manipulator

For better understanding, an example mobile manipulator is used to show the derivation of the actual structures of robot dynamics. The robot models are used for simulation as well as experimental studies.

Consider a two-link manipulator with two revolute joints mounted on a two wheeled-driven mobile base as follows.

The following variables have been chosen to describe the vehicle (see also Fig. 9.1):
$\tau_{l}, \tau_{r}$ : the torques of two wheels;
$\tau_{1}, \tau_{2}$ : the torques of the joint 1 and the joint 2 ;
$\theta_{l}, \theta_{r}$ : the rotation angle of the left wheel and the right wheel of the mobile platform;
$v$ : the forward velocity of the mobile platform;
$\theta$ : the direction angle of the mobile platform;
$\omega$ : the rotation velocity of the mobile platform, and $\omega=\dot{\theta}$;
$\theta_{1}, \theta_{2}$ : the joint angle of the link 1 and the link 2 ;
$m_{1}, m_{2}$ : the mass of links of the manipulator;
$I_{z 1}, I_{z 2}$ : the inertia moment of the link 1 and the link 2 ;
$l_{1}, l_{2}$ : the link length of the manipulator;


## FIGURE 9.1

2-DOF mobile manipulator.
$r$ : the radius of the wheels;
$2 l$ : the distance of the wheels;
$d$ : the distance between the manipulator and the driving center of the mobile base;
$m_{p}$ : the mass of the mobile platform;
$I_{p}$ : the inertia moment of the mobile platform;
$I_{w}$ : the inertia moment of each wheel;
$m_{w}$ : the mass of each wheel;
$g$ : gravity acceleration.
The positions of the mass center for the mobile base are given by $x$ and $y$. which lead to the corresponding velocities as $\dot{x}$ and $\dot{y}$.

The positions of the mass center for two wheels are given by

$$
\begin{align*}
x_{r} & =x+l \sin \theta  \tag{9.1}\\
y_{r} & =y-l \cos \theta  \tag{9.2}\\
x_{l} & =x-l \sin \theta  \tag{9.3}\\
y_{l} & =y+l \cos \theta \tag{9.4}
\end{align*}
$$

which lead to the corresponding velocities as

$$
\begin{align*}
\dot{x}_{r} & =\dot{x}+l \dot{\theta} \cos \theta  \tag{9.5}\\
\dot{y}_{r} & =\dot{y}+l \dot{\theta} \sin \theta  \tag{9.6}\\
\dot{x}_{l} & =\dot{x}-l \dot{\theta} \cos \theta  \tag{9.7}\\
\dot{y}_{l} & =\dot{y}-l \dot{\theta} \sin \theta \tag{9.8}
\end{align*}
$$

The positions of the mass center for the 2-DOF manipulator are given by

$$
\begin{align*}
x_{1} & =x+d \cos \theta  \tag{9.9}\\
y_{1} & =y+d \sin \theta  \tag{9.10}\\
x_{2} & =x+d \cos \theta-l_{2} \sin \theta_{2} \cos \left(\theta+\theta_{1}\right)  \tag{9.11}\\
y_{2} & =y+d \sin \theta-l_{2} \sin \theta_{2} \sin \left(\theta+\theta_{1}\right)  \tag{9.12}\\
z_{2} & =2 l_{1}-l_{2} \cos \theta_{2} \tag{9.13}
\end{align*}
$$

which lead to the corresponding velocities as

$$
\begin{align*}
\dot{x}_{1}= & \dot{x}-d \dot{\theta} \sin \theta  \tag{9.14}\\
\dot{y}_{1}= & \dot{y}+d \dot{\theta} \cos \theta  \tag{9.15}\\
\dot{x}_{2}= & \dot{x}-d \dot{\theta} \sin \theta-l_{2} \dot{\theta}_{2} \cos \theta_{2} \cos \left(\theta+\theta_{1}\right) \\
& +l_{2} \sin \theta_{2} \sin \left(\theta_{1}+\theta_{2}\right)\left(\dot{\theta}+\dot{\theta}_{1}\right)  \tag{9.16}\\
\dot{y}_{2}= & \dot{y}+d \dot{\theta} \cos \theta-l_{2} \dot{\theta}_{2} \cos \theta_{2} \sin \left(\theta+\theta_{1}\right) \\
& -l_{2} \sin \theta_{2} \cos \left(\theta+\theta_{1}\right)\left(\dot{\theta}+\dot{\theta}_{1}\right)  \tag{9.17}\\
\dot{z}_{2}= & l_{2} \dot{\theta}_{2} \sin \theta_{2} \tag{9.18}
\end{align*}
$$

The total kinetic energy is

$$
\begin{equation*}
K=k_{p}+k_{1}+k_{2}+k_{r}+k_{l} \tag{9.19}
\end{equation*}
$$

where

$$
\begin{aligned}
k_{p} & =\frac{1}{2} m_{p}\left(\dot{x}^{2}+\dot{y}^{2}\right)+\frac{1}{2} I_{p} \dot{\theta}^{2} \\
k_{1} & =\frac{1}{2} m_{1}\left(\dot{x}_{1}^{2}+\dot{y}_{1}^{2}\right)+\frac{1}{2} I_{1}\left(\dot{\theta}+\dot{\theta}_{1}\right)^{2} \\
k_{2} & =\frac{1}{2} m_{2}\left(\dot{x}_{2}^{2}+\dot{y}_{2}^{2}+\left(l_{2} \dot{\theta}^{2} \sin \theta_{2}\right)^{2}\right)+\frac{1}{2} I_{z 2}\left(\dot{\theta}+\dot{\theta}_{1}\right)^{2}+\frac{1}{2} I_{y 2} \dot{\theta}_{2}^{2} \\
k_{r} & =\frac{1}{2} m_{w}\left(\dot{x}_{r}^{2}+\dot{y}_{r}^{2}\right)+\frac{1}{2} I_{z w} \dot{\theta}^{2}+\frac{1}{2} I_{y w} \dot{\theta}_{r}^{2} \\
k_{l} & =\frac{1}{2} m_{w}\left(\dot{x}_{l}^{2}+\dot{y}_{l}^{2}\right)+\frac{1}{2} I_{z w} \dot{\theta}^{2}+\frac{1}{2} I_{y w} \dot{\theta}_{l}^{2}
\end{aligned}
$$

Since the nonholonomic constraints exist, $x, y, \theta$ is not independent as follows

$$
\left[\begin{array}{c}
\dot{x}  \tag{9.20}\\
\dot{y} \\
\dot{\theta}
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta & 0 \\
\sin \theta & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
v \\
\omega
\end{array}\right]=\left[\begin{array}{cc}
\frac{r}{2} \cos \theta & \frac{r}{2} \cos \theta \\
\frac{r}{2} \sin \theta & \frac{r}{2} \sin \theta \\
\frac{r}{2 l} & -\frac{r}{2 l}
\end{array}\right]\left[\begin{array}{c}
\dot{\theta}_{r} \\
\dot{\theta}_{l}
\end{array}\right]
$$

we have

$$
\left[\begin{array}{c}
v  \tag{9.21}\\
\omega \\
\dot{\theta}_{1} \\
\dot{\theta}_{2}
\end{array}\right]=\left[\begin{array}{cccc}
\frac{r}{2} & \frac{r}{2 l} & 0 & 0 \\
\frac{r}{2} & -\frac{r}{2 l} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\dot{\theta}_{r} \\
\dot{\theta}_{l}
\end{array}\right]
$$

Therefore, we choose $q=\left[\theta_{r}, \theta_{l}, \theta_{1}, \theta_{2}\right]^{T}$ as generalized coordinations. Considering (9.20), we could obtain the dynamics of the mobile manipulator as

$$
\begin{equation*}
M(q) \ddot{q}+C(q, \dot{q}) \dot{q}+G(q)=B \tau \tag{9.22}
\end{equation*}
$$

where

$$
\begin{aligned}
M(q)= & {\left[\begin{array}{llll}
m_{11} & m_{12} & m_{13} & m_{14} \\
m_{21} & m_{22} & m_{23} & m_{24} \\
m_{31} & m_{32} & m_{33} & m_{34} \\
m_{41} & m_{42} & m_{43} & m_{44}
\end{array}\right], C(q, \dot{q})=\left[\begin{array}{llll}
c_{11} & c_{12} & c_{13} & c_{14} \\
c_{21} & c_{22} & c_{23} & c_{24} \\
c_{31} & c_{32} & c_{33} & c_{34} \\
c_{41} & c_{42} & c_{43} & c_{44}
\end{array}\right] } \\
& m_{11}=p_{0}-p_{1} \cos \theta_{1} \sin \theta_{2}+p_{2} \sin ^{2} \theta_{2}+p_{3} \sin \theta_{1} \sin \theta_{2} \\
m_{12} & =q_{0}+p_{1} \cos \theta_{1} \sin \theta_{2}-p_{2} \sin ^{2} \theta_{2} \\
m_{13} & =q_{1} \sin \theta_{1} \sin \theta_{2}-q_{2} \cos \theta_{1} \sin \theta_{2}+q_{3}^{2} \sin \theta_{2}+q_{4} \\
m_{14} & =-q_{1} \cos \theta_{1} \cos \theta_{2}-q_{2} \sin \theta_{1} \cos \theta_{2} \\
m_{21} & =q_{0}+p_{1} \cos \theta_{1} \sin \theta_{2}-p_{2} \sin ^{2} \theta_{2} \\
m_{22} & =p_{0}-p_{1} \cos \theta_{1} \sin \theta_{2}+p_{2} \sin ^{2} \theta_{2}-p_{3} \sin \theta_{1} \sin \theta_{2} \\
m_{23} & =q_{1} \sin \theta_{1} \sin \theta_{2}+q_{2} \cos \theta_{1} \sin _{2}-q_{3} \sin \theta_{2}-q_{4}
\end{aligned}
$$

$$
\begin{aligned}
& m_{24}=-q_{1} \cos \theta_{1} \cos \theta_{2}+q_{2} \sin \theta_{1} \cos \theta_{2} \\
& m_{31}=q_{1} \sin \theta_{1} \sin \theta_{2}-q_{2} \cos \theta_{1} \sin \theta_{2}+q_{3} \sin ^{2} \theta_{2}+q_{4} \\
& m_{32}=q_{1} \sin \theta_{1} \sin \theta_{2}+q_{2} \cos \theta_{1} \sin \theta_{2}-q_{3} \sin ^{2} \theta_{2}-q_{4} \\
& m_{33}=I_{z 1}+I_{z 2}+m_{2} l_{2}^{2} \sin ^{2} \theta_{2} \\
& m_{34}=0 \\
& m_{41}=-q_{1} \cos \theta_{1} \cos \theta_{2}-q_{2} \sin \theta_{1} \cos \theta_{2} \\
& m_{42}=-q_{1} \cos \theta_{1} \cos \theta_{2}+q_{2} \sin \theta_{1} \cos \theta_{2} \\
& m_{43}=0 \\
& m_{44}=q_{4} \\
& p_{0}=\frac{1}{4}\left(m_{p}+m_{1}+m_{2}+2 m_{w}\right) r^{2}+\frac{1}{4}\left(I_{p}+2 I w+m_{1} d^{2}+m_{2} d^{2}+2 m_{w} l^{2}\right) r^{2} \\
& +\left(I_{z 1}+I_{z 2}\right) r^{2} / 4 \\
& p_{1}=m_{2} l_{2} d r^{2} / 2 \\
& p_{2}=m_{2} l_{2}^{2} r^{2} / 4 \\
& p_{3}=m_{2} l_{2} r^{2} / 2 \\
& q_{0}=\left(m_{p}+m_{1}+m_{2}+2 m_{w}\right) r^{2} / 4-\frac{1}{4}\left(I_{p}+2 I_{w}+m_{1} d^{2}+m_{2} d^{2}+2 m_{w} l^{2}\right) r^{2} \\
& -\left(I_{z 1}+I_{z 2}\right) r^{2} / 4 \\
& q_{1}=m_{2} l_{2} r / 2 \\
& q_{2}=m_{2} l_{2} d r / 2 \\
& q_{3}=m_{2} l_{2} r^{2} / 2 \\
& q_{4}=\left(I_{z 1}+I_{z 2}\right) r / 2 \\
& c_{11}=\left(p_{1} \sin \theta_{1} \sin \theta_{2}+p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta_{1}} / 2 \\
& +\left(2 p_{2} \sin \theta_{2} \cos \theta_{2}+p_{3} \sin \theta_{1} \cos \theta_{2}-p_{1} \cos \theta_{1} \cos \theta_{2}\right) \dot{\theta_{2}} / 2 \\
& c_{12}=-p_{1} \sin \theta_{1} \sin \theta_{2} \dot{\theta_{1}}+\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{2}} \\
& c_{13}=\left(p_{1} \sin \theta_{1} \sin \theta_{2}+p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta_{r}} / 2-p_{3} \sin \theta_{1} \sin \theta_{2} \dot{\theta}_{l} \\
& +\left(q_{1} \cos \theta_{1} \sin \theta_{2}+q_{2} \sin \theta_{1} \sin \theta_{2}\right) \dot{\theta_{1}} \\
& +\left(q_{1} \sin \theta_{1} \cos \theta_{2}-q_{2} \cos \theta_{1} \cos \theta_{2}+q_{3} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{2}} \\
& c_{14}=\left(-p_{1} \cos \theta_{1} \cos \theta_{2}+2 p_{2} \sin \theta_{2} \cos \theta_{2}+p_{3} \sin \theta_{1} \cos \theta_{2}\right) \dot{\theta_{r}} / 2 \\
& +\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta}_{l} \\
& +\left(q_{1} \sin \theta_{1} \cos \theta_{2}-q_{2} \cos \theta_{1} \cos \theta_{2}+q_{3} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{1}} \\
& +\left(q_{1} \cos \theta_{1} \sin \theta_{2}+q_{2} \sin \theta_{1} \sin \theta_{2}\right) \dot{\theta_{2}} \\
& c_{21}=-p_{1} \sin \theta_{1} \sin \theta_{2} \dot{\theta_{1}} / 2+\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{2}} / 2 \\
& c_{22}=\left(p_{1} \sin \theta_{1} \sin \theta_{2}-p_{3} \cos \theta_{1} \sin \theta_{2}-p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta}_{1} / 2
\end{aligned}
$$

$$
\begin{aligned}
& +\left(2 p_{2} \sin \theta \cos \theta_{2}-p_{3} \sin \theta_{1} \cos \theta_{2}-p_{1} \cos \theta_{1} \cos \theta_{2}\right) \dot{\theta_{2}} / 2 \\
& c_{23}=-p_{1} \sin \theta_{1} \sin \theta_{2} \dot{\theta}_{r} / 2+\left(p_{1} \sin \theta_{1} \sin \theta_{2}-p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta}_{l} / 2 \\
& +\left(q_{1} \cos \theta_{1} \sin \theta_{2}-q_{2} \sin \theta_{1} \sin \theta_{2}\right) \dot{\theta_{1}} \\
& +\left(q_{1} \sin \theta_{1} \cos \theta_{2}+q_{2} \cos \theta_{1} \cos \theta_{2}-q_{3} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{2}} \\
& c_{24}=\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{r}} / 2 \\
& +\left(2 p_{2} \sin \theta_{2} \cos \theta_{2}-p_{1} \cos \theta_{1} \cos \theta_{2}-p_{3} \sin \theta_{1} \cos \theta_{2}\right) \dot{\theta}_{l} / 2 \\
& +\left(q_{1} \sin \theta_{1} \cos \theta_{2}+q_{2} \cos \theta_{1} \cos \theta_{2}-q_{3} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{1}} \\
& c_{31}=-\left(p_{1} \sin \theta_{1} \sin \theta_{2}+p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta}_{r} / 2 \\
& +\left(p_{1} \sin \theta_{1} \sin \theta_{2}-p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta}_{l} / 2 \\
& +q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{2}} \\
& c_{32}=\left(p_{1} \sin \theta_{1} \sin \theta_{2}-p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta}_{r} / 2+\left(p_{3} \cos \theta_{1} \sin \theta_{2}-p_{1} \sin \theta_{1} \sin \theta_{2}\right) \dot{\theta}_{l} / 2 \\
& -q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{2}} \\
& \begin{array}{l}
c_{33}=0 \\
c_{34}=q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{r}}-q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{l}}+m_{2} l_{2}^{2} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{1}}
\end{array} \\
& \left.c_{41}=p_{1} \cos \theta_{1} \cos \theta_{2}-w p_{2} \sin \theta_{2} \cos \theta_{2}-p_{3} \sin \theta_{1} \cos \theta_{2}\right) \dot{\theta}_{r} / 2 \\
& -\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{l}} / 2+q_{e} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{1}} \\
& c_{42}=-\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta}_{r} / 2 \\
& +\left(p_{1} \cos \theta_{1} \cos \theta_{2}-I_{w p 2} \sin \theta_{2} \cos \theta_{2}+p_{3} \sin \theta_{1} \cos \theta_{2}\right) \dot{\theta}_{l} / 2 \\
& +q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta}_{1} \\
& c_{43}=q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta}_{r}+q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta}_{l}-m_{2} l_{2}^{2} \sin \theta_{2} \cos \theta_{2} \dot{\theta}_{1} \\
& c_{44}=0 \\
& G(q)=\left[\begin{array}{llll}
0 & 0 & 0 & -m_{2} g l_{2} \sin \theta_{2}
\end{array}\right] \\
& B(q)=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

From (9.21), it is easy to have

$$
\left[\begin{array}{c}
\dot{\theta}_{r}  \tag{9.23}\\
\dot{\theta}_{l} \\
\dot{\theta}_{1} \\
\dot{\theta}_{2}
\end{array}\right]=\left[\begin{array}{cccc}
\frac{1}{r} & \frac{l}{r} & 0 & 0 \\
\frac{1}{r} & -\frac{l}{r} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
v \\
\omega \\
\dot{\theta}_{1} \\
\dot{\theta}_{2}
\end{array}\right]
$$



## FIGURE 9.2

3-DOF robotic manipulator mounted on a mobile platform.

Since $r$ is a fixed parameter for the system, $R$ can be treated as a constant matrix.

Considering (9.23), let $\dot{\zeta}=\left[v, w, \dot{\theta}_{1}, \dot{\theta}_{2}\right]^{T}$ and we can rewrite the dynamics as

$$
\begin{equation*}
R^{T} M(q) R \ddot{\zeta}+R^{T} C(q, \dot{q}) R \dot{\zeta}+R^{T} G(q)=R^{T} B \tau \tag{9.24}
\end{equation*}
$$

with

$$
R=\left[\begin{array}{cccc}
\frac{1}{r} & \frac{1}{r} & 0 & 0  \tag{9.25}\\
\frac{1}{r} & -\frac{1}{r} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

### 9.2 Example of 3-DOF Mobile Manipulator

Consider a 3-DOF robotic manipulator with two revolute joints and one prismatic joint mounted on a two-wheeled mobile platform shown in Fig. 9.2.

The following variables have been chosen to describe the system.
$\tau_{l}, \tau_{r}$ : the torques of two wheels;
$\tau_{1}, \tau_{2}, \tau_{3}$ : the torques of the joint 1 , the joint 2 and the joint $3 ;$
$\theta_{l}, \theta_{r}$ : the rotation angle of the left wheel and the right wheel of the mobile platform;
$v$ : the forward velocity of the mobile platform;
$\theta$ : the direction angle of the mobile platform;
$\omega$ : the rotation velocity of the mobile platform, and $\omega=\dot{\theta}$;
$\theta_{1}, \theta_{2}, \theta_{3}$ : the joint angle of the link 1 , the link 2 and the link 3 ;
$m_{1}, m_{2}, m_{3}$ : the mass of links of the manipulator;
$I_{z 1}, I_{z 2}, I_{z 3}$ : the inertia moment of the link 1 , the link 2 and the link 3;
$l_{1}, l_{2}, l_{3}$ : the fixed link length of the manipulator;
$r$ : the radius of the wheels;
$2 l$ : the distance of the wheels;
$d$ : the distance between the manipulator and the driving center of the mobile base;
$m_{p}$ : the mass of the mobile platform;
$I_{p}$ : the inertia moment of the mobile platform;
$I_{w}$ : the inertia moment of each wheel;
$m_{w}$ : the mass of each wheel;
$g$ : gravity acceleration.
The positions of the mass center for the mobile base are given by $x$ and $y$, which lead to the corresponding velocities as $\dot{x}$ and $\dot{y}$.

The positions of the mass center for two wheels are given by

$$
\begin{align*}
x_{r} & =x+l \sin \theta  \tag{9.26}\\
y_{r} & =y-l \cos \theta  \tag{9.27}\\
x_{l} & =x-l \sin \theta  \tag{9.28}\\
y_{l} & =y+l \cos \theta \tag{9.29}
\end{align*}
$$

which lead to the corresponding velocities as

$$
\begin{align*}
\dot{x}_{r} & =\dot{x}+l \dot{\theta} \cos \theta  \tag{9.30}\\
\dot{y}_{r} & =\dot{y}+l \dot{\theta} \sin \theta  \tag{9.31}\\
\dot{x}_{l} & =\dot{x}-l \dot{\theta} \cos \theta  \tag{9.32}\\
\dot{y}_{l} & =\dot{y}-l \dot{\theta} \sin \theta \tag{9.33}
\end{align*}
$$

The positions for the mass center for the 3-DOF manipulator are given by

$$
\begin{align*}
x_{1} & =x+d \cos \theta  \tag{9.34}\\
y_{1} & =y+d \sin \theta  \tag{9.35}\\
x_{2} & =x+d \cos \theta-l_{2} \sin \theta_{2} \cos \left(\theta+\theta_{1}\right)  \tag{9.36}\\
y_{2} & =y+d \sin \theta-l_{2} \sin \theta_{2} \sin \left(\theta+\theta_{1}\right)  \tag{9.37}\\
z_{2} & =2 l_{1}-l_{2} \cos \theta_{2}  \tag{9.38}\\
x_{3} & =x+d \cos \theta-\left(2 l_{2}+\theta_{3}\right) \sin \theta_{2} \cos \left(\theta+\theta_{1}\right)  \tag{9.39}\\
y_{3} & =y+d \sin \theta-\left(2 l_{2}+\theta_{3}\right) \sin \theta_{2} \sin \left(\theta+\theta_{1}\right)  \tag{9.40}\\
z_{3} & =2 l_{1}-\left(2 l_{2}+\theta_{3}\right) \cos \theta_{2} \tag{9.41}
\end{align*}
$$

which lead to the corresponding velocities as

$$
\begin{align*}
\dot{x}_{1}= & \dot{x}-d \dot{\theta} \sin \theta  \tag{9.42}\\
\dot{y}_{1}= & \dot{y}+d \dot{\theta} \cos \theta  \tag{9.43}\\
\dot{x}_{2}= & \dot{x}-d \dot{\theta} \sin \theta-l_{2} \dot{\theta}_{2} \cos \theta_{2} \cos \left(\theta+\theta_{1}\right) \\
& +l_{2} \sin \theta_{2} \sin \left(\theta_{1}+\theta_{2}\right)\left(\dot{\theta}+\dot{\theta}_{1}\right)  \tag{9.44}\\
\dot{y}_{2}= & \dot{y}+d \dot{\theta} \cos \theta-l_{2} \dot{\theta}_{2} \cos \theta_{2} \sin \left(\theta+\theta_{1}\right) \\
& -l_{2} \sin \theta_{2} \cos \left(\theta+\theta_{1}\right)\left(\dot{\theta}+\dot{\theta}_{1}\right)  \tag{9.45}\\
\dot{z}_{2}= & l_{2} \dot{\theta}_{2} \sin \theta_{2}  \tag{9.46}\\
\dot{x}_{3}= & \dot{x}-d \dot{\theta} \sin \theta-\dot{\theta}_{3} \sin \theta_{2} \cos \left(\theta+\theta_{1}\right)-\left(2 l_{2}+\theta_{3}\right) \dot{\theta}_{2} \cos \theta_{2} \cos \left(\theta+\theta_{1}\right) \\
& +\left(2 l_{2}+\theta_{3}\right) \sin \theta_{2} \sin \left(\theta+\theta_{1}\right)\left(\dot{\theta}+\dot{\theta}_{1}\right)  \tag{9.47}\\
\dot{y}_{3}= & \dot{y}+d \dot{\theta} \cos \theta-\dot{\theta}_{3} \sin \theta_{2} \sin \left(\theta+\theta_{1}\right)-\left(2 l_{2}+\theta_{3}\right) \dot{\theta}_{2} \cos \theta_{2} \sin \left(\theta+\theta_{1}\right) \\
& -\left(2 l_{2}+\theta_{3}\right) \sin \theta_{2} \cos \left(\theta+\theta_{1}\right)\left(\dot{\theta}+\dot{\theta}_{1}\right)  \tag{9.48}\\
\dot{z}_{3}= & -\dot{\theta}_{3} \cos \theta_{2}+\left(2 l_{2}+\theta_{3}\right) \dot{\theta}_{2} \sin \theta_{2} \tag{9.49}
\end{align*}
$$

The total kinetic energy is

$$
\begin{equation*}
K=k_{p}+k_{1}+k_{2}+k_{3}+k_{r}+k_{l} \tag{9.50}
\end{equation*}
$$

where

$$
\begin{aligned}
k_{p} & =\frac{1}{2} m_{p}\left(\dot{x}^{2}+\dot{y}^{2}\right)+\frac{1}{2} I_{p} \dot{\theta}^{2} \\
k_{1} & =\frac{1}{2} m_{1}\left(\dot{x}_{1}^{2}+\dot{y}_{1}^{2}\right)+\frac{1}{2} I_{1}\left(\dot{\theta}+\dot{\theta}_{1}\right)^{2} \\
k_{2} & =\frac{1}{2} m_{2}\left(\dot{x}_{2}^{2}+\dot{y}_{2}^{2}+\left(l_{2} \dot{\theta}^{2} \sin \theta_{2}\right)^{2}\right)+\frac{1}{2} I_{z 2}\left(\dot{\theta}+\dot{\theta}_{1}\right)^{2}+\frac{1}{2} I_{y 2} \dot{\theta}_{2}^{2}
\end{aligned}
$$

$$
\begin{aligned}
k_{3} & =\frac{1}{2} m_{3}\left(\dot{x}_{3}^{2}+\dot{y}_{3}^{2}+\dot{z}_{3}^{2}\right)+\frac{1}{2}\left(I_{z 3}+m_{3} \theta_{3}^{2}\right)\left(\dot{\theta}+\dot{\theta}_{1}\right)^{2}+\frac{1}{2}\left(I_{y 3}+m_{3} \theta_{3}^{2}\right) \dot{\theta}_{2}^{2} \\
k_{r} & =\frac{1}{2} m_{w}\left(\dot{x}_{r}^{2}+\dot{y}_{r}^{2}\right)+\frac{1}{2} I_{z w} \dot{\theta}^{2}+\frac{1}{2} I_{y w} \dot{\theta}_{r}^{2} \\
k_{l} & =\frac{1}{2} m_{w}\left(\dot{x}_{l}^{2}+\dot{y}_{l}^{2}\right)+\frac{1}{2} I_{z w} \dot{\theta}^{2}+\frac{1}{2} I_{y w} \dot{\theta}_{l}^{2}
\end{aligned}
$$

which is subjected to the following constraints: $\dot{x} \cos \theta+\dot{y} \sin \theta=0$. Using the Lagrangian approach as in the above section, we can choose $q=$ $\left[\theta_{r}, \theta_{l}, \theta_{1}, \theta_{2}, \theta_{3}\right]^{T}$ as a generalized coordination as

$$
\begin{equation*}
M(q) \ddot{q}+C(q, \dot{q}) \dot{q}+G(q)=B \tau \tag{9.51}
\end{equation*}
$$

where

$$
\begin{aligned}
& M(q)=\left[\begin{array}{lllll}
m_{11} & m_{12} & m_{13} & m_{14} & m_{15} \\
m_{21} & m_{22} & m_{23} & m_{24} & m_{25} \\
m_{31} & m_{32} & m_{33} & m_{34} & m_{35} \\
m_{41} & m_{42} & m_{43} & m_{44} & m_{45} \\
m_{51} & m_{52} & m_{53} & m_{54} & m_{55}
\end{array}\right], \\
& C(q, \dot{q})=\left[\begin{array}{ccccc}
c_{11} & c_{12} & c_{13} & c_{14} & c_{15} \\
c_{21} & c_{22} & c_{23} & c_{24} & c_{25} \\
c_{31} & c_{32} & c_{33} & c_{34} & c_{35} \\
c_{41} & c_{42} & c_{43} & c_{44} & c_{45} \\
c_{51} & c_{52} & c_{53} & c_{54} & c_{55}
\end{array}\right] \\
& m_{11}=p_{0}-p_{1} \cos \theta_{1} \sin \theta_{2}+p_{2} \sin ^{2} \theta_{2}+p_{3} \sin \theta_{1} \sin \theta_{2} \\
& m_{12}=q_{0}+p_{1} \cos \theta_{1} \sin \theta_{2}-p_{2} \sin ^{2} \theta_{2} \\
& m_{13}=q_{1} \sin \theta_{1} \sin \theta_{2}-q_{2} \cos \theta_{1} \sin \theta_{2}+q_{3}^{2} \sin \theta_{2}+q_{4} \\
& m_{14}=-q_{1} \cos \theta_{1} \cos \theta_{2}-q_{2} \sin \theta_{1} \cos \theta_{2} \\
& m_{15}=-q_{5} \cos \theta_{1} \cos \theta_{2}-q_{6} \sin \theta_{1} \cos \theta_{2} \\
& m_{21}=q_{0}+p_{1} \cos \theta_{1} \sin \theta_{2}-p_{2} \sin ^{2} \theta_{2} \\
& m_{22}=p_{0}-p_{1} \cos \theta_{1} \sin \theta_{2}+p_{2} \sin ^{2} \theta_{2}-p_{3} \sin \theta_{1} \sin \theta_{2} \\
& m_{23}=q_{1} \sin \theta_{1} \sin \theta_{2}+q_{2} \cos \theta_{1} \sin \theta_{2}-q_{3} \sin ^{2} \theta_{2}-q_{4} \\
& m_{24}=-q_{1} \cos \theta_{1} \cos \theta_{2}+q_{2} \sin \theta_{1} \cos \theta_{2} \\
& m_{25}=-q_{5} \cos \theta_{1} \cos \theta_{2}+q_{6} \sin \theta_{1} \cos \theta_{2}
\end{aligned}
$$

$$
\begin{aligned}
& m_{31}=q_{1} \sin \theta_{1} \sin \theta_{2}-q_{2} \cos \theta_{1} \sin \theta_{2}+q_{3} \sin ^{2} \theta_{2}+q_{4} \\
& m_{32}=q_{1} \sin \theta_{1} \sin \theta_{2}+q_{2} \cos \theta_{1} \sin \theta_{2}-q_{3} \sin ^{2} \theta_{2}-q_{4} \\
& m_{33}=I_{z 1}+I_{z 2}+m_{2} l_{2}^{2} \sin ^{2} \theta_{2} \\
& m_{34}=0 \\
& m_{35}=0 \\
& m_{41}=-q_{1} \cos \theta_{1} \cos \theta_{2}-q_{2} \sin \theta_{1} \cos \theta_{2} \\
& m_{42}=-q_{1} \cos \theta_{1} \cos \theta_{2}+q_{2} \sin \theta_{1} \cos \theta_{2} \\
& m_{43}=0 \\
& m_{44}=q_{4} \\
& m_{45}=0 \\
& m_{51}=m_{15} \\
& m_{52}=m_{25} \\
& m_{53}=m_{35} \\
& m_{54}=m_{45} \\
& m_{55}=q_{7} \\
& p_{0}=\frac{1}{4}\left(m_{p}+m_{1}+m_{2}+m_{3}+2 m_{w}\right) r^{2} \\
& +\frac{1}{4}\left(I_{p}+2 I w+m_{1} d^{2}+m_{2} d^{2}+m_{3} d^{2}+2 m_{w} l^{2}\right) r^{2} \\
& +\left(I_{z 1}+I_{z 2}+I_{z} 3+m \theta_{3}^{2}\right) r^{2} / 4 \\
& p_{1}=m_{2} l_{2} d r^{2} / 2 \\
& p_{2}=m_{2} l_{2}^{2} r^{2} / 4 \\
& p_{3}=m_{2} l_{2} r^{2} / 2 \\
& q_{0}=\left(m_{p}+m_{1}+m_{2}+2 m_{w}\right) r^{2} / 4-\frac{1}{4}\left(I_{p}+2 I_{w}+m_{1} d^{2}+m_{2} d^{2}+2 m_{w} l^{2}\right) r^{2} \\
& -\left(I_{z 1}+I_{z 2}\right) r^{2} / 4 \\
& q_{1}=m_{2} l_{2} r / 2 \\
& q_{2}=m_{2} l_{2} d r / 2 \\
& q_{3}=m_{2} l_{2} r^{2} / 2 \\
& q_{4}=\left(I_{z 1}+I_{z 2}\right) r / 2 \\
& q_{5}=m_{3}\left(2 l_{2}+\theta_{3}\right) r / 2 \\
& q_{6}=m_{3}\left(2 l_{2}+\theta_{3}\right) d r / 2 \\
& q_{7}=m_{3}
\end{aligned}
$$

$$
\begin{aligned}
& c_{11}=\left(p_{1} \sin \theta_{1} \sin \theta_{2}+p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta_{1}} / 2 \\
& +\left(2 p_{2} \sin \theta_{2} \cos \theta_{2}+p_{3} \sin \theta_{1} \cos \theta_{2}-p_{1} \cos \theta_{1} \cos \theta_{2}\right) \dot{\theta_{2}} / 2 \\
& c_{12}=-p_{1} \sin \theta_{1} \sin \theta_{2} \dot{\theta_{1}}+\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{2}} \\
& c_{13}=\left(p_{1} \sin \theta_{1} \sin \theta_{2}+p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta_{r}} / 2-p_{3} \sin \theta_{1} \sin \theta_{2} \dot{\theta}_{l} \\
& +\left(q_{1} \cos \theta_{1} \sin \theta_{2}+q_{2} \sin \theta_{1} \sin \theta_{2}\right) \dot{\theta_{1}} \\
& +\left(q_{1} \sin \theta_{1} \cos \theta_{2}-q_{2} \cos \theta_{1} \cos \theta_{2}+q_{3} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{2}} \\
& c_{14}=\left(-p_{1} \cos \theta_{1} \cos \theta_{2}+2 p_{2} \sin \theta_{2} \cos \theta_{2}+p_{3} \sin \theta_{1} \cos \theta_{2}\right) \dot{\theta_{r}} / 2 \\
& +\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta}_{l} \\
& +\left(q_{1} \sin \theta_{1} \cos \theta_{2}-q_{2} \cos \theta_{1} \cos \theta_{2}+q_{3} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{1}} \\
& +\left(q_{1} \cos \theta_{1} \sin \theta_{2}+q_{2} \sin \theta_{1} \sin \theta_{2}\right) \dot{\theta_{2}} \\
& c_{15}=\left(-p_{1} \cos \theta_{1} \cos \theta_{2}+2 p_{2} \sin \theta_{2} \cos \theta_{2}+p_{3} \sin \theta_{1} \cos \theta_{2}\right) \dot{\theta_{r}} / 2 \\
& +\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta}_{l} \\
& +\left(q_{1} \sin \theta_{1} \cos \theta_{2}-q_{2} \cos \theta_{1} \cos \theta_{2}+q_{3} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{1}} \\
& +\left(q_{1} \cos \theta_{1} \sin \theta_{2}+q_{2} \sin \theta_{1} \sin \theta_{2}\right) \dot{\theta_{2}} \\
& c_{21}=-p_{1} \sin \theta_{1} \sin \theta_{2} \dot{\theta_{1}} / 2+\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{2}} / 2 \\
& c_{22}=\left(p_{1} \sin \theta_{1} \sin \theta_{2}-p_{3} \cos \theta_{1} \sin \theta_{2}-p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta}_{1} / 2 \\
& +\left(2 p_{2} \sin \theta \cos \theta_{2}-p_{3} \sin \theta_{1} \cos \theta_{2}-p_{1} \cos \theta_{1} \cos \theta_{2}\right) \dot{\theta_{2}} / 2 \\
& c_{23}=-p_{1} \sin \theta_{1} \sin \theta_{2} \dot{\theta}_{r} / 2+\left(p_{1} \sin \theta_{1} \sin \theta_{2}-p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta}_{l} / 2 \\
& +\left(q_{1} \cos \theta_{1} \sin \theta_{2}-q_{2} \sin \theta_{1} \sin \theta_{2}\right) \dot{\theta_{1}} \\
& +\left(q_{1} \sin \theta_{1} \cos \theta_{2}+q_{2} \cos \theta_{1} \cos \theta_{2}-q_{3} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{2}} \\
& c_{24}=\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{r}} / 2 \\
& +\left(2 p_{2} \sin \theta_{2} \cos \theta_{2}-p_{1} \cos \theta_{1} \cos \theta_{2}-p_{3} \sin \theta_{1} \cos \theta_{2}\right) \dot{\theta}_{l} / 2 \\
& +\left(q_{1} \sin \theta_{1} \cos \theta_{2}+q_{2} \cos \theta_{1} \cos \theta_{2}-q_{3} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{1}} \\
& c_{25}=\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{r}} / 2 \\
& +\left(2 p_{2} \sin \theta_{2} \cos \theta_{2}-p_{1} \cos \theta_{1} \cos \theta_{2}-p_{3} \sin \theta_{1} \cos \theta_{2}\right) \dot{\theta}_{l} / 2 \\
& +\left(q_{1} \sin \theta_{1} \cos \theta_{2}+q_{2} \cos \theta_{1} \cos \theta_{2}-q_{3} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{1}} \\
& c_{31}=-\left(p_{1} \sin \theta_{1} \sin \theta_{2}+p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta_{r}} / 2 \\
& +\left(p_{1} \sin \theta_{1} \sin \theta_{2}-p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta}_{l} / 2 \\
& +q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{2}} \\
& c_{32}=\left(p_{1} \sin \theta_{1} \sin \theta_{2}-p_{3} \cos \theta_{1} \sin \theta_{2}\right) \dot{\theta}_{r} / 2+\left(p_{3} \cos \theta_{1} \sin \theta_{2}-p_{1} \sin \theta_{1} \sin \theta_{2}\right) \dot{\theta}_{l} / 2 \\
& -q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{2}} \\
& c_{33}=0
\end{aligned}
$$

$$
\begin{aligned}
c_{34}= & q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{r}}-q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{l}}+m_{2} l_{2}^{2} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{1}} \\
c_{35}= & q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{r}}-q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{l}}+m_{2} l_{2}^{2} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{1}} \\
c_{41}= & \left.p_{1} \cos \theta_{1} \cos \theta_{2}-w p_{2} \sin \theta_{2} \cos \theta_{2}-p_{3} \sin \theta_{1} \cos \theta_{2}\right) \dot{\theta_{r}} / 2 \\
& -\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta_{l}} / 2+q_{e} \sin \theta_{2} \cos \theta_{2} \dot{\theta_{1}} \\
c_{42}= & -\left(p_{1} \cos \theta_{1} \cos \theta_{2}-2 p_{2} \sin \theta_{2} \cos \theta_{2}\right) \dot{\theta}_{r} / 2 \\
& +\left(p_{1} \cos \theta_{1} \cos \theta_{2}-I_{w p 2} \sin \theta_{2} \cos \theta_{2}+p_{3} \sin \theta_{1} \cos \theta_{2}\right) \dot{\theta_{l}} / 2 \\
& +q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta}_{1}
\end{aligned}
$$

$$
\begin{aligned}
c_{43} & =q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta}_{r}+q_{3} \sin \theta_{2} \cos \theta_{2} \dot{\theta}_{l}-m_{2} l_{2}^{2} \sin \theta_{2} \cos \theta_{2} \dot{\theta}_{1} \\
c_{44} & =0 \\
c_{45} & =0
\end{aligned}
$$

$$
\begin{aligned}
G(q) & =\left[\begin{array}{lllll}
0 & 0 & 0 & -m_{2} g l_{2} \sin \theta_{2} & -m_{3} g\left(2 l_{2}+\theta_{3}\right) \sin \theta_{2}
\end{array}\right] \\
B(q) & =\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$
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## Fundamentals in Modeling and Gontrol OF MOBIIE MaNIPULATORS

Mobile manipulators combine the advantages of mobile platforms and robotic arms, extending their operational range and functionality to large spaces and remote, demanding, and/or dangerous environments. They also bring complexity and difficulty in dynamic modeling and control system design. However, advances in nonlinear system analysis and control system design offer powerful tools and concepts for the control of mobile manipulator systems. Fundamentals in Modeling and Control of Mobile Manipulators presents a thorough theoretical treatment of several fundamental problems for mobile robotic manipulators.

The book integrates fresh concepts and state-of-the-art results to systematically examine kinematics and dynamics, motion generation, feedback control, coordination, and cooperation. From this treatment, the authors form a basic theoretical framework for a mobile robotic manipulator that extends the theory of nonlinear control and applies to more realistic problems. Drawing on their research over the past ten years, the authors propose novel control theory concepts and techniques to tackle key problems.

Topics covered include kinematic and dynamic modeling, control of nonholonomic systems, path planning that considers motion and manipulation, hybrid motion/force control and hybrid position/force control where the mobile manipulator is required to interact with environments, and coordination and cooperation strategies for multiple mobile manipulators. The book also includes practical examples of applications in engineering systems. This timely book investigates important scientific and engineering issues for researchers and engineers working with either single or multiple mobile manipulators for larger operational space, better cooperation, and improved productivity.
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