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Preface

In the robotics and automation literature, mobile manipulators (manipulators

mounted on mobile bases, platforms or vehicles) have received much attention

since the beginning of the 1990s for their extended space of operation and extra

degrees of freedom offered by the vehicle for accomplishing specific (typically,

“long range”) manipulative tasks that otherwise could not be executed and

accomplished.

With a mobile platform, mobile manipulators can move around and reach

places unfriendly to human beings, and perform operations over a large space

or long range. Indeed, they can find a wide range of applications including (i)

service or security applications at factories, offices, or homes, (ii) search and

rescue operations in a harsh, demanding and/or dangerous environment, (iii)

remote operations or explorations in remote places or spaces, among others.

Such systems combine the complementary advantages of mobile platforms

and robotic arms to extend operational ranges and functionality, and at the

same time to bring along the complexity and difficulty in dynamic modelling

and control system design for such a class of systems. One the one hand, mo-

bile robotic manipulators possess strongly coupled dynamics of mobile plat-

forms and robotic manipulators, not to mention the nonholonomic constraints

introduced by the wheeled/tracked mobile platforms, which present many dif-

ficulties in the motion planning, control, coordination, and cooperation of such

systems. On the other hand, many advances in nonlinear system analysis and

control system design offer powerful tools and fundamental concepts for the

control of mobile manipulator systems. The study of mobile manipulators pro-

vides yet another class of practical systems where intelligent control, adaptive

control, and robust control are called upon.

In the course of research on mobile manipulators, we see an exponential

growth in the literature where many fundamental concepts and power tools

have been developed in understanding and appreciation of the scientific prob-

lems and solutions involved. This motivated us to write the current monograph

to give the subject of interest a systematic treatment yet in a timely manner.

xiii
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The main objective of this book is to give a thorough theoretical treatment

of several fundamental problems for mobile robotic manipulators, and some

major issues that the authors have been analyzing over the past ten years.

By integrating fresh concepts and state-of-the-art results to give a systematic

treatment for kinematics and dynamics, motion generation, feedback control,

coordination and cooperation, a basic theoretical framework is formed toward

a mobile robotic manipulator which not only extends the theory of nonlinear

control, but also applies to more realistic problems.

A second objective is to write a book that only encompasses the funda-

mentals of mobile manipulators, the first specialized book on this topic. The

book is primarily intended for researchers and engineers in the system and

control community. It can also serve as complementary reading for nonlinear

system theory at the post-graduate level.

The goal of this book is to investigate the fundamental issues including

modeling, motion planning, control, coordination, and cooperation for single

and multiple mobile manipulators.

The book contains eight chapters, which exploit several independent yet

related topics in detail.

Chapter 1 introduces the system description, background, and motivation

of the study, and presents several general concepts and fundamental observa-

tions which provide a sound base for the book.

Chapter 2 describes the kinematics and dynamics equations of manipula-

tors and mobile platforms separately, and derives the kinematics and dynam-

ics equations for the mobile manipulator in order to investigate the dynamic

interaction between the manipulator and the platform. Deriving the entire

equations of one 2-DOF mobile manipulator and 3-DOF mobile manipulator

in explicit forms, which can be found in the Appendix, we can conduct the

simulations to verify the proposed controller in the following chapters.

Chapter 3 investigates the motion generation approach for both single

nonholonomic mobile manipulators and multiple nonholonomic mobile ma-

nipulators in the coordination under conditions of obstacles.

Chapter 4 presents the model-based control for the mobile manipulator

with the precision known dynamic model and external disturbance, which is

the basis for the following chapters.

Chapter 5 systematically investigates adaptive robust control for mobile

manipulators with unknown system parameters and external disturbances by

three aspects, including the motion/force control and output feedback control.

Finally, the position stabilization and constraint force control for mobile ma-
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nipulators with uncertain holonomic constraints is systematically investigated

with unknown system parameters and external disturbances.

Chapter 6 presents developing the dynamics of a mobile manipulator with

an underactuated joint, and deriving the motion/force control for mobile ma-

nipulators interacting with the environments.

Considering multiple mobile manipulators carrying a common object in a

cooperative manner, Chapter 7 studies two coordination control approaches:

centralized coordination and decentralized coordination with unknown inertia

parameters and disturbances. Both proposed coordination controls are robust

not only to system uncertainties such as mass variation but also to exter-

nal disturbances. Simulation studies on the control of coordinated two-wheel

driven mobile manipulators show the effectiveness of the proposed scheme.

Chapter 8 investigates centralized robust adaptive controls for two co-

operating mobile robotic manipulators manipulating an object with relative

motion in the presence of uncertainties and external disturbances. The pro-

posed adaptive controls are robust against relative motion disturbances and

parametric uncertainties and validated by simulation studies.

Acknowledgements

For the creation of the book, we are very fortunate to have received many

helpful suggestions from our colleagues, friends, and coworkers, through many

stimulating and fruitful discussions. First of all, we would like to express our

sincere appreciation to our co-workers who have contributed to the collabora-

tive studies of mobile manipulators.

For the final completion of the book, we gratefully acknowledge the unre-

served support and constructive comments from and fruitful discussions with

Martin D. Adams, University of Chile; Hugh Durrant-Whyte, The Univer-

sity of Sydney; Javier Ibanez Guzman, Renault; Frank F. Lewis, University

of Texas at Arlington; Mou Chen, Nanjing University of Aeronautics and

Astronautics; Rongxin Cui, Northwestern Polytechnical University; Zhuping

Wang, Tongji University; Yanjun Liu, Liaoning University of Technology; Wi-

jerupage Sardha Wijesoma, Nanyang Technological University; Hongbo Li,

Tsinghua University; Beibei Ren, University of California, San Diego; C.-Y.

Su, Concordia University; Pey Yuen Tao, SimTech; Loulin Huang, Auckland

University of Technology; Danwei Wang, Nanyang Technological University;

Tianmiao Wang, Beijing University of Aeronautics and Astronautics; Yuan-



xvi Fundamentals in Modeling and Control of Mobile Manipulators

qing Xia, Beijing Institute of Technology; and Jie Zhao, Harbin Institute of

Technology.

Much appreciation goes to Qun Zhang, Sibang Liu, Zhongliang Tang, Qian

Zhao, Xiaoming Sun, and Zhen Zhong for their time and effort in proofread-

ing, and providing numerous useful comments and suggestions to improve the

readability of the book.

This work is partially supported by (i) Intelligent Control of Unmanned

Vehicles, Temasek Young Investigator Award, Defence Science and Technology

Agency (DSTA), Singapore; (ii) Collaborative Autonomous Systems for Built

Environments (CARSyB), A-Star/SERC research project, Singapore; (iii) the

National Natural Science Foundation of China (Nos. 60804003, 61174045, and

60935001); (iv) International Science & Technology Cooperation Program of

China (No. 2011DFA10950); (v) the Fundamental Research Funds for the Cen-

tral Universities under Grant 2011ZZ0104; and (vi) National High Technology

Research and Development Program of China (863, 2011AA040701).

Zhijun Li

Wushan, Guangzhou

Shuzhi Sam Ge

Kent Ridge Crescent, Singapore / Clear River, Chengdu



1

Introduction

CONTENTS

1.1 Mobile Manipulator Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Background and Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 Outline of the Book . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.1 Mobile Manipulator Systems

Traditionally, robotic manipulators are usually bolted on the fixed base. The

workspace of such a fixed base manipulator is a limited volume of the oper-

ation space that can be reached by the end-effector of the manipulator. The

workspace is limited and tasks must be carefully structured so that the ma-

nipulator can reach parts to be assembled. This is typically achieved by means

of conveyor belts or other transporting devices. In the recent several decades,

there has been a great deal of interest towards mobile robots [9], [8], [21], [154].

A mobile robot typically refers to a mobile platform or vehicle, equipped with

computing units and various sensors. The study of mobile robots is mostly

concentrated on a central question: how to move from here to there in a struc-

tured/unstructured environment. It involves many issues such as kinematics,

dynamics, motion planning, navigation, control and coordination.

Different from mobile robots, a mobile manipulator consists of one or sev-

eral manipulators and a mobile platform (or a mobile robot). The manipula-

tors are mounted on the top of the mobile platform. A mobile manipulator

combines the dextrous manipulation capability offered by fixed-base manipu-

lators and the mobility offered by mobile platforms. A mobile manipulator has

a considerably larger operation workspace than a fixed-based one and more

manipulation than mobile robots. Mobile manipulators have many potential

applications in manufacturing, nuclear reactor maintenance, construction, and

1
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FIGURE 1.1

Weichun earthquake, Sichuan, China.

planetary exploration [58], [59], [60]. The possible applications of mobile ma-

nipulators can be found in hazardous areas after earthquakes (See. Fig. 1.1),

nuclear/chemical hazardous areas (See Fig. 1.2), space exploration, and mil-

itary applications (including the mine-clearing during peace-keeping/holding

missions).

Some illustration examples of mobile manipulators are shown in Fig. 1.3–

Fig. 1.9.

It is obvious that mobile manipulators offer a tremendous potential for

performing very wide tasks. However, they bring about a number of challeng-

ing problems rather than simply increasing the structural complexity. The

following fundamental issues are listed and shall be addressed in this book:

(i) What are the exact kinamatic and dynamic models of mobile manip-

ulators since the mobile manipulator is subject to both holonomic

and nonholonomic constraints?

(ii) How can we plan the effective motion trajectory of a mobile manip-

ulator under both holonomic and nonholonomic constraints?
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FIGURE 1.2

Nuclear accidents, Fukushima, Japan.

FIGURE 1.3

The Stanford assistant mobile manipulator [1].



4 Fundamentals in Modeling and Control of Mobile Manipulators

FIGURE 1.4

The mobile manipulator in Washington University [2].

FIGURE 1.5

DLR’s humanoid robot called Justin [3].
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FIGURE 1.6

NASA’s Mars Rover [4].

FIGURE 1.7

Autonomous robot based on iRobot platform in National University of Sin-

gapore.
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FIGURE 1.8

RAS-1 mobile manipulator by South China University of Technology.

FIGURE 1.9

M1 mobile manipulator robot made by Meka Robotics [6].



Introduction 7

(iii) How do we design the hybrid motion/force control and hybrid po-

sition/force for mobile manipulators since the mobile manipulator

needs to interact with the environments?

(iv) How can we coordinate and cooperate multiple mobile manipulators

in order to efficiently fulfill the desired tasks, since the coordination

and cooperation could improve the manipulation performance of

the multiple robots?

The objective of this book is to investigate the fundamental problems

including modeling, motion generation, control, coordination and cooperation

for mobile manipulators. The emphasis will be systematic presentation of the

fundamental approaches for the mobile manipulator.

1.2 Background and Motivations

In this subsection, we briefly discuss the background and motivation of inves-

tigating mobile manipulator systems and review the previous works related

to the above issues.

Investigation of the modeling, control, coordination and cooperation of

mobile manipulators spans several different research domains. Some of them

have been extensively studied while others are new and little research has

been done. Fundamental issues related to the topic include the kinematic and

dynamic modeling, the control of nonholonomic systems, the path-planning

considering motion and manipulation, the hybrid motion/force control and

hybrid position/force control if the mobile manipulator is required to inter-

act with environments, the coordination and cooperation strategy of multiple

mobile manipulators. However, there is only a limited literature available on

the fundamental issues, although the advantage of a mobile manipulator over

a conventional fixed-base manipulator has been widely acknowledged.

In physics and mathematics, a wheeled mobile manipulator is fundamen-

tally a nonholonomic system, which is a system described by a set of param-

eters subject to differential constraints, such that when the system evolves

along a path in its parameter space, where the parameters vary continuously

(in the mathematical sense) and return to the identical values they held at

the start of the path, the system itself may not have returned to its original

state. A classical example of nonholonomic systems is a rigid disk rolling on a
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horizontal plane without slippage in [135], which is equivalent from the con-

trol perspective to a wheeled cart driven by two wheels. As a matter of fact,

a car-like system in general is a nonholonomic system except a few examples

of omnidirectional vehicles [40], [33], [34], [35]. Other examples of nonholo-

nomic systems can be seen in underwater vehicles [36], [37], underactuated

robotic manipulators [38], [139], underactuated mobile manipulators [183],

[184]. A good survey of the recent development in terms of nonholonomic

motion planning is given by Li and Canny [28]. There are many studies on

motion planning of mobile robots using various approaches, e.g., potential field

[45], graph search algorithms, the A* algorithm [41], Bellman-Ford algorithms

[42], the wavefront algorithm [43], and visibility graph approaches [44]. For

the motion generation plan planning for mobile manipulators, since mobility

is the main concern, the approaches are similar to motion planning for mobile

robots. Therefore, we briefly review motion planning for mobile robots.

Dynamic window approaches [46] search the velocity space for a heading

close to the goal direction, without hitting obstacles within several command

intervals. The curvature-velocity method [47] searches the velocity space for a

point that satisfies the velocity and acceleration constraints and maximizes an

objective function. In [48], a model for planning the shortest path in configur-

ing the space of a mobile robot was proposed, based on a Lagrange method for

optimizing a function. In [49], an iterative algorithm was proposed for motion

generation for parking a mobile robot. In [50], a motion planning model for

mobile robots used a bubble method to find the locally reachable space and a

parameterization method to satisfy the kinematic constraint. In [51], a time-

optimal motion planning method was proposed for a robot with kinematic

constraints, which consist of three stages: (i) planning for a point robot; (ii)

planning for a robot with size and shape; and (iii) optimizing cost functions

for a time-optimal solution. In [52], a path planner was proposed for a non-

holonomic mobile robot using a search based algorithm, which requires a local

collision-checking procedure and the minimization of cost functions. In [53], a

multi-level approach to motion planning of a nonholonomic mobile robot was

proposed, where at the first level, a path is found that disrespects the non-

holonomic constraints; at each of the next levels, a new path is generated by

transformation of the path generated at the previous level; at the final level,

all nonholonomic constraints are respected. In [54], a search based model was

proposed for path planning with penetration growth distance, which searches

the collision paths instead of searching the free workspace as most other mod-

els do. In [55], a learning method was proposed for path planning of a robot
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in a cluttered workspace where the dynamic local minima can be detected. In

[56], a probabilistic learning approach was proposed for the motion planning

of a mobile robot, which involves a learning phase and a query phase and uses

a local method to compute feasible paths for the robot. In [57], a multilayer re-

inforcement learning model was proposed for path planning of multiple mobile

robots. However, the planned robot motion using learning-based approaches is

not efficient and is computationally expensive, especially in its initial learning

phase.

Due to Brocketts theorem [135], it is well-known that a wheeled mobile

robot with restricted mobility cannot be stabilized to a desired configuration

(or posture) via differentiable, or even continuous, pure-state feedback, al-

though it is controllable. A number of approaches have been proposed for the

problem, which can be classified as (i) discontinuous time-invariant stabiliza-

tion [83], (ii) time-varying stabilization [84], [9] and (iii) hybrid stabilization

[87], [86]. See the survey paper [88] for more details and references therein.

One commonly used approach for controller design of the mobile robot

is to convert, with appropriate state and input transformations, the original

systems into some canonical forms for which controller design can be easier

[10], [89], [90]. Using the special algebra structures of the canonical forms,

various feedback strategies have been proposed to stabilize mobile robots [83],

[108], [10], [92]. Recently, adaptive control strategies were proposed to stabilize

the dynamic mobile robot systems with modeling or parametric uncertainties

[108]. Hybrid control based on supervisory adaptive control was presented to

globally asymptotically stabilize a wheeled mobile robot [93]. Adaptive state

feedback control was considered in [94] using input-to-state scaling. Output

feedback tracking and regulation were presented in [95] for practical wheeled

mobile robots. In [96], robust exponential regulation for nonholonomic systems

with input and state-driven disturbances was presented under the assumption

that the bounds of the disturbances are known. However, these studies con-

sider neither vehicles with manipulators nor a system’s dynamics.

For the mobile manipulators, the base degrees-of-mobility are treated

equally with the arm degrees-of-manipulation, and solve the redundancy by

introducing a user-defined additional task variable [97]. In [98], a weighted

multi-criteria cost function is defined, which is then optimized using Newton’s

algorithm and the coordination of mobility and manipulation is formulated

as a nonlinear optimization problem. A general cost function for point-to-

point motion in Cartesian space is defined and is minimized using a simulated

annealing method. In [99], a controller design was proposed for a mobile ma-
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nipulator. The controller consists of a feedforward part which executes off-line

optimization along the desired trajectory and a feedback part which realizes

decoupling and compensation of the tracking errors. In [100], a decentralized

robust controller was described for a mobile robot by considering the platform

and the manipulator as two separate systems with which two interconnected

subsystems are stable if the unknown interconnections are bounded. Their

model used for simulation consists of a two-link manipulator attached to a

planar base, in which the angular motion of the base is excluded.

Input-output feedback linearization was investigated to control the mobile

platform such that the manipulator is always positioned at the preferred con-

figurations measured by its manipulability [101]. Similarly, through nonlinear

feedback linearization and decoupling dynamics in [61], force/position control

of the end-effector along the same direction for mobile manipulators was pro-

posed and applied to nonholonomic cart pushing. In [102], the effect of the

dynamic interaction between the arm and the vehicle of a mobile manipulator

was studied, and nonlinear feedback control for the mobile manipulator was

developed to compensate for the dynamic interaction. In [62], coordination and

control of mobile manipulators were presented with two basic task-oriented

controls: end-effector task control and platform self posture control. In [63],

the concept of manipulability was generalized to the case of mobile manipu-

lators and the optimization criteria in terms of manipulability were given to

generate the controls of the system.

However, control of mobile manipulators with uncertainties is essential

in many practical applications, especially for the case when the force of the

end-effector should be considered. To handle unknown dynamics of mechani-

cal systems, robust and adaptive controls have been extensively investigated

for robot manipulators and dynamic nonholonomic systems. Robust controls

assume the known boundaries of unknown dynamics of the systems, neverthe-

less adaptive controls could learn the unknown parameters of interest through

adaptive tuning laws.

Under the assumption of a good understanding of dynamics of the systems

understudy, model-based adaptive controls have been much investigated for

dynamic nonholonomic systems. In [103], adaptive control was proposed for

trajectory/force control of mobile manipulators subjected to holonomic and

nonholonomic constraints with unknown inertia parameters, which ensures

the motion of the system to asymptotically converge to the desired trajec-

tory and force. In [105], adaptive state feedback and output feedback control

strategies using state scaling and backstepping techniques were proposed for
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a class of nonholonomic systems in chained form with drift nonlinearity and

parametric uncertainties. In [64], the nonholonomic kinematic subsystem was

first transformed into a skew-symmetric form, then a virtual adaptive control

designed at the actuator level was proposed to compensate for the parametric

uncertainties of the kinematic and dynamic subsystems.

Because of the difficulty in dynamic modeling, adaptive neural network

control, a non-model based approach, has been extensively studied for differ-

ent classes of systems, such as robotic manipulators [111, 112, 79] and mo-

bile robots [113]. In [108], robust adaptive control was proposed for dynamic

nonholonomic systems with unknown inertia parameters and disturbances in

which adaptive control techniques were used to compensate for the paramet-

ric uncertainties and sliding mode control was used to suppress the bounded

disturbances. In [66], adaptive robust force/motion control was presented

systematically for holonomic mechanical systems and a large class of nonholo-

nomic mechanical systems in the presence of uncertainties and disturbances.

In [80], adaptive neural network control for robot manipulator in the task

space was proposed, which neither requires the inverse dynamical model nor

the time-consuming off-line training process. In [114], the unidirectionality of

the contact force of robot manipulators was explicitly included in modeling

and the fuzzy control was developed. In [81], adaptive neural fuzzy control for

function approximation was investigated for uncertain nonholonomic mobile

robots in the presence of unknown disturbances. In [115], adaptive neural net-

work controls were developed for the motion control of mobile manipulators

subject to kinematic constraints.

Coordinated controls of multiple mobile manipulators have attracted the

attention of many researchers [68], [172], [173], [174]. Interest in such systems

stems from the greater capability of the mobile manipulators to carry out

more complicated and dextrous tasks which may not be accomplished by a

single mobile manipulator. It is an important technology for applying cooper-

ative mobile manipulators to modern factories for transporting materials, and

dangerous fields for dismantling bombs or moving nuclear infected objects.

Coordinated controls of multiple mobile manipulators have attracted the at-

tention of many researchers [68], [172], [173], [174]. Interest in such systems

stems from the greater capability of the mobile manipulators in carrying out

more complicated and dextrous tasks which may not be accomplished by a

single mobile manipulator. It is an important technology for applying cooper-

ative mobile manipulators to modern factories for transporting materials, and

dangerous fields for dismantling bombs or moving nuclear infected objects.
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Controls of multiple mobile manipulators present a significant increase

in complexity over the single mobile manipulator case; moreover, it is more

difficult and challenging than the controls of multiple robotic manipulators

[170] and [171]. The difficulties of the control problem lie in the fact that

when multiple mobile manipulators coordinate each other, they form a closed

kinematic chain mechanism. This imposes a set of kinematic and dynamic

constraints on the position and velocity of coordinated mobile manipulators.

As a result, the degrees of freedom of the whole system decrease, and internal

forces are generated which need to be controlled.

Until now, a few control methods have been proposed for solving this

problem. These controls include: (i) hybrid position/force control, where the

position of the object is controlled in a certain direction of the workspace and

the internal force of the object is controlled in a small range of the origin

[68], [174], [177], [170], [169]; and (ii) leader-follower method, where one or

a group of mobile manipulators plays the role of the leader, which tracks a

preplanned trajectory, and the rest of the mobile manipulators form the follow

group which are moved in conjunction with the leader mobile manipulators

[172], [175], [176].

Most previous studies on the coordination of multiple mobile manipula-

tors systems only deal with motion-tracking control [68], [172], [174], [175],

and [176], on the assumption of known complex dynamics of the system. If

there exit uncertain dynamics and disturbances from the environments, the

controls so designed may give degraded performance and may incur insta-

bility. Moreover, the large scale tasks, such as manufacturing and assembly

in automatic factories and space explorations, often include situations where

multiple robots are grasping an object in contact with the environment, for

example, scribing, painting, grinding, polishing, contour-following on a larger

scale. The purpose of controlling a coordinated system is to control the contact

forces between the environment and object in the constrained direction and

the motion of the object in unconstrained directions. The internal forces are

produced within the grasped object, which do not contribute to system mo-

tion; the larger internal forces would damage the object. We have to maintain

internal forces in some desired values. Moreover, the parameter uncertainties

and external disturbances existing between the robots and the environment

would disrupt the interaction.
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1.3 Outline of the Book

The book contains seven chapters which exploit several independent yet re-

lated topics in detail.

Chapter 1 introduces the system description, background and motivation

of the study, and presents several general concepts and fundamental observa-

tions which provide a sound base for the book.

Chapter 2 describes the kinematics and dynamics equations for manip-

ulators and mobile platforms separately. There are two reasons for treating

the two subsystems separately: (i) the mobile platform has very unique con-

trol properties due to its nonholomomic nature, the modeling of the mobile

platform should be addressed independently of the manipulator which is holo-

nomic for the sake of clarity; and (ii) the mobile manipulators have different

types, several examples are listed in the chapter. Chapter 2 further derives the

kinematics and dynamics equations for the mobile manipulator in order to in-

vestigate the dynamic interaction between the manipulator and the platform.

Deriving the entire equations of a 2-DOF mobile manipulator and a 3-DOF

mobile manipulator in explicit forms, which can be found in the appendix, we

can conduct the simulations to verify the proposed controller in the following

chapters.

Chapter 3 investigates the motion generation for both single nonholo-

nomics mobile manipulators and multiple nonholonomic mobile manipulators

in the coordination under the consideration of the obstacles. A collision-free

motion generation approach is proposed for nonholonomic mobile manipula-

tors and coordinated nonholonomic mobile manipulators in the highly clut-

tered environments, which employ smooth and continuous polynomial func-

tions. The approach generates a collision-free initial path for a mobile manip-

ulator. While following this path, the detected obstacles can be avoided. The

current path is iteratively deformed in order to get away from obstacles and

satisfy the nonholonomic constraints and yields admissible input trajectories

that drive both the manipulator and the platform to a desired configuration.

The core idea of the approach is to deform the normal vector along the current

path in order to modify this path, making the collision constraints decrease.

Illustrative examples demonstrate the planning methodology in obstacle-free

and obstructed environments.

Chapter 4 presents the model-based control for the mobile manipulator
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with the precision of a known dynamic model and external disturbance, which

is the basis for the following chapters.

Chapter 5 systematically investigates the control for mobile manipulators.

It describes the effective adaptive robust control strategies to control a class

of holonomic constrained noholonomic mobile manipulators in the presence

of uncertainties and disturbances. The system stability and the boundedness

of tracking errors are proved using Lyapunov synthesis. All control strategies

have been designed to drive the system motion to converge to the desired man-

ifold and at the same time guarantee the boundedness of the constrained force.

Moreover, adaptive robust output-feedback force/motion control strategies are

then presented for mobile manipulators under both holonomic and nonholo-

nomic constraints in the presence of uncertainties and disturbances. The con-

trols are developed on structural knowledge of the dynamics of the robot and

actuators and in conjunction with a linear observer. The proposed controls are

robust not only to parametric uncertainty such as mass variations but also to

external ones such as disturbances. The system stability and the boundedness

of tracking and observation errors are proved using Lyapunov stability synthe-

sis. Simulation results validate that not only the states of the system converge

to the desired trajectory, but also the constraint force converges to the desired

force. In the third section, hybrid position stabilization/force tracking control

is invetigated for nonholonomic mobile manipulators with unknown parame-

ters of interest and disturbances under uncertain holonomic constraints. The

nonholonomic mobile manipulator is transformed into a reduced chained form,

and then, robust adaptive force/motion control with hybrid variable signals is

proposed to compensate for parametric uncertainties and suppress bounded

disturbances. The control scheme guarantees that the outputs of the dynamic

system track some bounded auxiliary signals, which subsequently drive the

kinematic system to the desired trajectory/force.

Chapter 6 investigates adaptive motion/force control by dynamic coupling

and output feedback for nonholonomic mobile manipulators with an under-

actuated joint, in the presence of parametric and functional uncertainties. It

is obvious that the constraints of the system consist of kinematic constraints

for the mobile platform and dynamic constraints for the under-actuated joint.

Through using dynamic coupling property of nonholonomic mobile under-

actuated manipulators, adaptive output feedback control is investigated for

the system by using a high-gain observer to reconstruct the system states,

whose states and time derivatives of the output are unavailable. Moreover,

the nonholonomic constraint force between the wheels and the ground is also
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considered in the control design such that the slipping or slippage is avoided

during the motion. It is shown that output tracking errors of motion and force

converge to adjustable neighborhoods of the origin for the output feedback

control.

Chapter 7 investigates two coordination control approaches. First, the cen-

tralized robust adaptive coordination controls of multiple mobile manipulators

carrying a common object in a cooperative manner with unknown inertia pa-

rameters and disturbances are presented. A concise dynamics consisting of the

dynamics of mobile manipulators and the geometrical constraints between the

end-effectors and the object is developed for multiple mobile manipulator co-

ordination. Subsequently, we design centralized robust adaptive controls where

parametric uncertainties are compensated by adaptive update techniques and

the disturbances are suppressed. The controls ensure that the output tracking

errors of the system converge to zero whereas the internal force tracking error

remains bounded and can be made arbitrarily small. Feedback control design

and stability analysis are performed via explicit Lyapunov techniques. Simu-

lation studies on the control of coordinated two wheels driven mobile manip-

ulators show the effectiveness of the proposed scheme. Then, a decentralized

robust adaptive coordination control version of multiple mobile manipulators

cooperatively carrying a common object interacting with nonrigid environ-

ments is proposed. First, the decentralized dynamics of system coupled with

the physical interactions are developed, which includes the dynamics of mo-

bile manipulators, the internal force between end-effectors and the object, and

interaction force between the object and environments. Then, a decentralized

adaptive robust control based on impedance approach for coordinated multi-

ple mobile manipulators is designed and analyzed using Lyapunov synthesis.

The proposed controls are robust not only to system uncertainties such as

mass variation but also to external disturbances. Simulation results are pre-

sented to validate that the position tracking errors converge to zero whereas

the impedance-based internal force tracking error can be made arbitrarily

small.

Chapter 8 presents the coupled dynamics for two cooperating mobile

robotic manipulators manipulating an object with relative motion in the pres-

ence of uncertainties and external disturbances. Centralized robust adaptive

controls are introduced to guarantee the motion and force trajectories of the

constrained object converge to the desired manifolds with prescribed perfor-

mance. The stability of the closed-loop system and the boundedness of track-

ing errors is proved using Lyapunov stability synthesis. The tracking of the
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constraint trajectory/force up to an ultimately bounded error is achieved. The

proposed adaptive controls are robust against relative motion disturbances

and parametric uncertainties and validated by simulation studies.
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2.1 Introduction

Kinematics are the velocity relationships relating the linear and angular ve-

locities of the task space end-effector to the joint space, while dynamics are

concerned with the relationship between the forces acting on them and the

positions, the velocities and the accelerations they produce.

Mathematically, the forward kinematic equations define a function between

the task space and the joint space. The velocity relationships are then deter-

mined by the Jacobian which is a matrix that can be thought of as the vector

version of the ordinary derivative of a scalar function. The Jacobian is one

of the most important quantities in the analysis and control of robot motion.

It arises in virtually every aspect of robotic manipulation: in the planning

and execution of smooth trajectories, in the determination of singular con-

17
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figurations, in the execution of coordinated anthropomorphic motion, in the

derivation of the dynamic equations of motion, and in the transformation of

forces and torques from the end-effector to the manipulator joints.

The dynamic equations describe the chains time evolution of intercon-

nected rigid body chains under a given set of internal and external forces

and/or desired motion specifications, and provide a means of designing robot

prototype. We can test control approaches without building the actual robots.

The theoretical principle behind rigid body dynamics is rather straightfor-

ward: one extends Newton’s laws for the dynamics of a point mass to rigid

bodies, which are indeed nothing else but conglomerations of point masses

that keep constant distances with respect to each other. However, the inter-

connection of rigid bodies by means of (prismatic, revolute, etc.) joints gives

rise to new physical properties that do not exist for one single point mass or

one single rigid body. More in particular, the topology of the kinematic chain

determines to a large extent the minimal complexity of the computational

algorithms that implement these physical properties.

Kinematics and dynamics deal with the mathematical formulation of the

dynamic equations of robot motion. Most of the introductory material can

be found in textbooks on classical physics and mechanics, e.g., [102], [143],

[185]. Model building could help us understanding the physical meaning and

allow real-time execution in a robot controller, i.e., the calculations require less

time than the real physics. In practice, this means that only ideal kinematic

chains are considered: rigid bodies interconnected via ideal joints. Introducing

flexible joints and joint friction increases the computational costs, although

real-time execution remains possible.

All dynamic algorithms discussed in this chapter assume that the physical

parameters of the robot are known: dimensions of links, relative positions

and orientations of connected parts, mass distributions of links, joints and

motors. In practice, it’s not straightforward to find realistic values for all these

parameters in a given robot. In addition, this chapter assumes ideal systems,

i.e., perfectly rigid bodies, joints without backlash and with perfectly modelled

flexibilities and friction. For the easy computation of kinematics model for

mobile robotic manipulators, we decomposed mobile robotic manipulators into

the mobile platform and the robotic manipulators.
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FIGURE 2.1

Differential-driven mobile manipulator.

2.2 Kinematics of Mobile Platform

In this section, we consider two mobile platforms—the differential-driven mo-

bile platform and car-like mobile platform. Since the procedures for the deriva-

tion of the kinematic model for the differential driven mobile robot and mo-

bile manipulator are similar, we use a common symbolic representation. If the

mobile platform satisfies nonholonomic constraints without slipping, then the

following constraint holds for the above two types:

A(q)q̇ = 0 (2.1)

where A(q) ∈ Rnv×n is the matrix associated with the constraints.

2.2.1 Differential-driven Mobile Platform

The mobile robot shown in Fig. 2.1 is a typical differential-driven mobile

manipulator. It consists of a vehicle with two driving wheels mounted on the

same axis, and a passive front wheel. The motion and orientation are achieved

by independent actuators, e.g., dc motors providing the necessary torques to

the rear wheels. The nonholonomic constraint states that the robot can only

move in the direction normal to the axis of the driving wheels, i.e., the mobile
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Car-like driven mobile manipulator.

base satisfies the conditions of pure rolling and nonslipping, therefore, the

mobile platform is generally subject to three constraints. The first one is that

the mobile robot cannot move in the lateral direction, i.e.,

ẏo cos θ − ẋo sin θ = 0 (2.2)

since ẋo = v cos θ and ẏ = v sin θ where (xo, yo) is the center point of the

driving wheels, and v is the velocity of the platform, and θ is the heading

angle of the mobile robot measured from X-axis.

Eq. (2.2) is a nonholonomic constraint and cannot be integrated analyti-

cally to result in a constraint between the configuration variables of the plat-

form, namely xo, yo, and θ . As is well known, the configuration space of

the system is three-dimensional (completely unrestricted), while the velocity

space is two-dimensional. This constraint becomes

ẋo cos θ + ẏo sin θ + lθ̇ = rθ̇r (2.3)

ẋo cos θ + ẏo sin θ − lθ̇ = rθ̇l (2.4)

where θr and θl are the angular positions of the two driving wheels, respec-

tively, and 2l is the platform width.

Let the generalized coordinates of the mobile platform be q =
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(xo, yo, θ, θr, θl). The three constraints lead to matrix A(q) as follows

A(q) =

⎡
⎢⎣

− sin θ cos θ 0 0 0

cos θ sin θ l −r 0

cos θ sin θ −l 0 −r

⎤
⎥⎦ (2.5)

Let m rank matrix S(q) ∈ Rn×m formed by a set of smooth and linearly

independent vector fields spanning the null space of A(q) , i.e.,

ST (q)AT (q) = 0 (2.6)

According to (2.1) and (2.6), it is possible to find an auxiliary vector time

function v(t) ∈ Rn−m such that, for all t

q̇ = S(q)v(t) (2.7)

where v(t) = [θ̇r, θ̇l].

For the two wheels mobile robot as shown in Fig. 2.1, we can define the

matrix S(q) ∈ R5×2 as follows

S(q) = [s1(q) s2(q)] =

⎡
⎢⎢⎢⎢⎢⎢⎣

r
2 cos θ

r
2 cos θ

r
2 sin θ

r
2 sin θ

r
2l − r

2l

1 0

0 1

⎤
⎥⎥⎥⎥⎥⎥⎦

(2.8)

It is obvious that the matrix S(q) is in the null space of matrix A(q), that

is, ST (q)AT (q) = 0. A distribution spanned by the columns of S(q) can be

described as

Δ = span{s1(q), s2(q)} (2.9)

Remark 2.1 The number of holonomic or nonholonomic constraints can be

determined by the involutivity of the distribution Δ. If the smallest involutive

distribution containing Δ (denoted by Δ∗) spans the entire five-dimensional

space, all the constraints are nonholonomic. If dim(Δ∗) = 5− k, then k con-

straints are holonomic and the others are nonholonomic.

Example 2.1 To verify the involutivity of Δ, we compute the Lie bracket of

s1(q) and s2(q).

s3(q) = [s1(q) s2(q)] =
∂s2
∂q

s1 −
∂s1
∂q

s2 =

⎡
⎢⎢⎢⎢⎢⎢⎣

− r2

2l sin θ
r2

2l cos θ

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎦

(2.10)
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which is not in the distribution Δ spanned by s1(q) and s2(q). Therefore, at

least one of the constraints is nonholonomic. We continue to compute the Lie

bracket of s1(q) and s3(q)

s4(q) = [s1(q) s3(q)] =
∂s3
∂q

s1 −
∂s1
∂q

s3 =

⎡
⎢⎢⎢⎢⎢⎢⎣

− r3

4l2 cos θ
r3

4l2 sin θ

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎦

(2.11)

which is linearly independent of s1(q), s2(q), and s3(q). However, the distri-

bution spanned by s1(q), s2(q), s3(q) and s4 is involutive. Therefore, we have

Δ∗ = span{s1(q), s2(q), s3(q), s4(q)} (2.12)

It follows that two of the constraints are nonholonomic and the other one is

holonomic.

To obtain the holonomic constraint, we subtract Equation (2.3) from Equa-

tion (2.4)

2lθ̇ = r(θ̇r − θ̇l) (2.13)

Integrating the above equation and properly choosing the initial condition of

θ(0) = θr(0) = θl(0), we have

θ =
r

2l
(θr − θl) (2.14)

which is obviously a holonomic constraint equation. Thus θ may be eliminated

from the generalized coordinates.

The two nonholonomic constraints are

ẋo sin θ − ẏo cos θ = 0 (2.15)

ẋo cos θ + ẏo sin θ =
r

2
(θ̇r + θ̇l) (2.16)

The second nonholonomic constraint equation in the above is obtained by

adding Eq. (2.3) from Eq. (2.4). It is understood that θ is now a shorthand

notation for c(θr − θl) rather than an independent variable. We may write

these two constraint equations in the matrix form

A(q)q̇ = 0 (2.17)
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where the generalized coordinate vector q is now defined as

q =

⎡
⎢⎢⎢⎣

q1

q2

q3

q4

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

xo

yo

θr

θl

⎤
⎥⎥⎥⎦ (2.18)

and A(q) is given by

A =

[
− sin θ cos θ 0 0

− cos θ − sin θ r
2

r
2

]
(2.19)

The kinematics of this mechanism can be written as
⎡
⎢⎢⎢⎢⎢⎢⎣

ẋo

ẏo

θ̇

θ̇r

θ̇l

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

r
2l (l cos θ − d sin θ) r

2l (l cos θ + d sin θ)
r
2l (l sin θ + d cos θ) r

2l (l sin θ − d cos θ)
r
2l − r

2l

1 0

0 1

⎤
⎥⎥⎥⎥⎥⎥⎦

[
θ̇r

θ̇l

]
(2.20)

2.2.2 Car-like Mobile Platform

Consider a mobile manipulator whose platform includes front and rear wheels,

as shown in Fig. 2.2. The rear wheels are parallel to the main axis of the car

and used for driving the platform, while the front wheel is used for steering

the platform. We also assume no-slip on the wheels. For simplicity, the ma-

nipulator is mounted at point m, where the steering wheel is located on the

point m. For this point the nonholonomic constraint is written as

ẋm sin θ + ẏm cos θ + dθ̇ = 0 (2.21)

where ẋm and ẏm are the x and y components of the velocity v of point m

respectively, and d is the distance between the point m and the back wheel

axis.

The differential kinematics of the car-like mobile platform are described

by the following equations

ẋm = v cos(θ + ψ) (2.22)

ẏm = v sin(θ + ψ) (2.23)

θ̇ =
v

l
sinψ =

ωr

l
sinψ (2.24)
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θi
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FIGURE 2.3

Denavit-Hartenberg frame assignment.

where ψ is the steering angle, v = ωr is the velocity at the point m, ω is the

front wheel angular rate, and r is its radius. Eqs. (2.22)-(2.24) can be written

⎡
⎢⎣
ẋm

ẏm

θ̇

⎤
⎥⎦ =

⎡
⎢⎣

cos(θ + ψ) 0

sin(θ + ψ) 0

l−1 sin γ 0

⎤
⎥⎦
[
v

γ̇

]
(2.25)

Eq. (2.25) maps the two input velocities, v and γ̇ , to the three output veloc-

ities, ẋm , ẏm and θ̇. If one eliminates the input velocities, the nonholonomic

constraint given by Eqs. (2.22)-(2.24) results. From Eq. (2.25), we know that

one of its columns is zero, therefore, if the mobile platform is not moving v = 0

then neither the position nor the orientation of the platform can be changed

using the steering wheel.

2.3 Kinematics of Robotic Manipulators

Mobile manipulators consist of a sequence of rigid links connected by either

revolute or prismatic joints mounted on a mobile base. The mobile base could



Kinematics and Dynamics 25

Z

X

Y

Joint 1

Base o

Link 1

Link 2

End Effector (Link n)

Z1

Y1

X1

Joint 2
Joint 3

Joint n

FIGURE 2.4

Serial manipulators with n-DOF.

be decomposed as several wheels and a platform. Each wheel and the platform

could be treated as one joint-link pair, and one link. The mobile platform holds

three degrees of freedom. For the manipulators, each joint-link pair constitutes

one degree of freedom. For an n degrees of freedom robot, there are n joint-

link pairs with link 0 attached to a supporting mobile base. The joints and

links are numbered outwardly from the base to the arm; and the i-th joint of

the arm is the point of connection between the i-th link and the (i − 1)-th

link.

In order to represent a relative, kinematic relationship precisely between

two adjacent links, we follow the Denavit-Hartenberg (D-H) convention, which

is commonly used for selecting frames of reference in robotic systems where

each homogeneous transformation matrix representing each link’s co-ordinate

system at the joint with respect to the previous link’s co-ordinate system. Fig-

ure 2.3 will be useful for understanding the definition of Denavit-Hartenberg

frame. If the ith joint is revolute, the homogeneous transformation matrix
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from the ith frame to the (i − 1)th frame is given as

T i−1
i (θi) =

⎡
⎢⎢⎢⎣

cos θn − cosαi sin θi sinαi sin θi ai cos θi

sin θi cosαn cos θn − sinαi cos θn an sin θn

0 sinαi cosαn di

0 0 0 1

⎤
⎥⎥⎥⎦ (2.26)

• ai is the length of the common normal, equal to the shortest distance between

the zi−1 axis and the zi axis.

• di is the offset, the distance from the origin of the i− 1 coordinate frame to

the intersection point of the zi−1 axis.

• αi is the twist, the angle between the zi−1 axis and the zi axis about the xi

axis in the right-hand sense.

• θn is the angle between the xi−1 axis and the xi about the zi−1 axis in the

right-hand sense.

If the i-th joint is prismatic, the homogeneous transformation matrix is

T i−1
i (θi) =

⎡
⎢⎢⎢⎣

cos θi − cosαi sin θi sinαi sin θi 0

sin θi cosαi cos θni − sinαi cos θi 0

0 sinαi cosαi di

0 0 0 1

⎤
⎥⎥⎥⎦ (2.27)

where θi, αi and ai are constants and di is the variable distance. In what

follows, the variable quantity, i.e., θi for revolute joints and di for prismatic

joints will be denoted by the generalized co-ordinate qi.

Therefore, we define rii as the co-ordinate of point i on the link with respect

to the i-th frame attached to i-th link, so the inertia frame co-ordinate of the

point is

ri = r0i = T 0
i r

i
i = T 0

1 T
1
2 . . . T

i−1
i rii (2.28)

Consider the mobile manipulators shown in Figs. 2.1 and 2.2, where the

four principal coordinate frames are shown: world frame Ow , platform frame

Op , manipulator base frame Om and end effector frame Oe. Then, the ma-

nipulator’s end effector position/orientation with respect to Ow is given by:

Twe = Twp T
p
b T

b
e (2.29)

where Twp is determined by the position of the platform, T pb is a fixed matrix
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decided by the mounted point of the manipulators, and T be is determined by

the joint variables’ vector q = [q1, q2, . . . , qm]T with m denoting the DOF of

the robotic manipulator.

The end effector’s position/orientation vector xwe (q) is a nonlinear function

f(·) of the mobile manipulator’s overall configuration (posture) vector q =

[pT , θT ]T ∈ Rn with n = 3+ nm, i.e.

xwe = f(q) (2.30)

If xde is the end effector’s desired space vector, then one must have

ẋde = J(q)q̇ (2.31)

where J(q) is the m× n Jacobian matrix of the mobile manipulator.

2.4 Dynamics of Mobile Manipulators

In general, the dynamics of mobile manipulator can be derived by two dif-

ferent formulations: the closed-form Lagrange-Euler formulation and forward-

backward recursive Newton-Euler formulation. The Lagrange-Euler approach

treats the mobile manipulator as a whole and performs the analysis using

the Lagrangian function (the difference between the kinetic energy and the

potential energy of the mobile robotic system), which compose each link of

the mobile manipulator. The Newton-Euler approach describes the combined

translational and rotational dynamics of a rigid body with respect to the each

link’s center of mass. The dynamics of the whole mobile manipulator can be

described by the forward-backward recursive dynamic equations. Therefore,

two different kinds of formulations provide different insights to the physical

meaning of dynamics. Dynamic analysis is to find the relationship between the

generalized co-ordinates q and the generalized forces τ . A closed-form equa-

tion like the Lagrange-Euler formulation is preferred such that we can conduct

the controllers to obtain the time evolution of the generalized co-ordinates.

Thus, in the following section, only the Lagrange-Euler formulation will

be discussed in detail from Section 2.4.1 to Section 2.4.4, which follows the

description of the previous work [111]. Section 2.4.5 comes from lots of the

previous works, such as [23], [111], etc. In this chapter, we further extend the

derivation of dynamics for the manipulators presented in mobile manipulators.
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2.4.1 Lagrange-Euler Equations

We briefly introduce the principle of virtual work since the Lagrange-Euler

equations of motion are a set of differential equations that describe the time

evolution of mechanical systems under holonomic constraints.

Consider a system consisting of l particles, with corresponding co-ordinates

r1, r2, . . . , rl is subject to holonomic constraints as follows

fi(r1 . . . rl) = 0, i = 1, 2 . . .m (2.32)

Presence of constraint implies presence of a force (called constraint force), that

forces this constraint to hold. The system under constraint (2.32 ) hasm fewer

degrees of freedom than the unconstrained system, then the co-ordinates of the

l constraints are described in term of n generalized co-ordinates q1, q2, . . . , qn

as

ri = ri(q), i = 1, 2, . . . , l (2.33)

where q = [q1, q2, . . . , qn]
T and q1, q2, . . . , qn are independent. To keep the

discussion simple, l is assumed to be finite.

Differentiating the constraint function fi(·) with respect to time, we obtain

new constraint

d

dt
fi(r1, r2, . . . , rl) =

∂fi
∂r1

dr1
dt

+ · · ·+ ∂fi
∂rl

drl
dt

= 0 (2.34)

The constraint of the form

ω1(r1, . . . , rl)dr1 + · · ·+ ωk(r1, . . . , rk)drk = 0 (2.35)

is called nonholonomic if it cannot be integrated back to fi(·).
Given (2.34), by definition a set of infinitesimal displacements Δr1, . . . ,Δrl,

that are consistent with the constraint

∂fi
∂r1

Δr1 + · · ·+ ∂fi
∂rl

Δrl = 0 (2.36)

are called virtual displacements, which can be precisely defined as follows with

Eq.(2.33) holding

δri =

n∑
j=1

∂ri
∂qj

δqj , i = 1, 2, . . . , l (2.37)

where δq1, δq2, . . . , δqn of the generalized co-ordinates are unconstrained.

Consider a system of l-particles with the total force Fi, and suppose that
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• the system has a holonomic constraint, that is, some of the particles are

exposed to constraint force fic;

• there are the external force fie to the particles; and

• the constrained system is in equilibrium;

then the work done by all forces applied to ith particle along each set of virtual

displacement is zero,

l∑
i=1

FTi δri = 0 (2.38)

If the total work done by the constraint forces corresponding to any set of

virtual displacement is zero, that is

l∑
i=1

fTicδri = 0 (2.39)

Substituting Eq. (2.38) into (2.39), we have

l∑
i=1

fTieδri = 0 (2.40)

which expresses the principle of virtual work: if satisfying (2.39), the work

done by external forces corresponding to any set of virtual displacements is

zero. Suppose that each constraint will be in equilibrium and consider the

fictitious additional force ṗi for each constraint with the momentum of the

i-th constraint pi. By substituting pi with Fi in Eq. (2.38), and the constraint

forces are eliminated as before by using the principle of virtual work, we can

obtain

l∑
i=1

fTieδri −
l∑
i=1

ṗiδri = 0 (2.41)

The virtual work by the force fie is expressed as

l∑
i=1

fTieδri =

n∑
j=1

(

l∑
i=1

fTie
∂ri
∂qj

)δqj =

n∑
j=1

ψjδqj = ψT δq (2.42)

where ψ = [ψ1, ψ2 . . . ψn], ψj =
∑k

i=1 f
T
ie
∂ri
∂qj

is called the j-th generalized

force.
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Considering pi = miṙi, the second summation in Eq. (2.41) becomes

l∑
i=1

ṗTi δri =

l∑
i=1

n∑
j=1

mir̈
T
i

∂ri
∂qj

δqj =

n∑
j=1

ηjδqj = ηT δq (2.43)

where η = [η1, η2 . . . ηn]
T , and ηj =

∑k
i=1mir̈

T
i
∂ri
∂qj

.

Using the chain-rule, we can obtain

∂vi
∂q̇j

=
∂ri
∂qj

(2.44)

since

vi = ṙi =

n∑
j=1

∂ri
∂qj

q̇j (2.45)

We can further obtain

d

dt

[
∂ri
∂qj

]
=

n∑
l=1

∂2ri
∂qj∂ql

q̇l =
∂vi
∂qj

(2.46)

Based on the product rule of differentiation, we have mir̈
T
i
∂ri
∂qj

=
d
dt [miṙ

T
i ] − miṙ

T
i
d
dt [

∂ri
∂qj

], and considering the above three relations, we can

rewrite ηj as

ηj =

l∑
i=1

mir̈
T
i

∂ri
∂qj

=

l∑
i=1

(
d

dt

[
miv

T
i

∂vi
∂q̇j

]
−miv

T
i

∂vi
∂qj

)
(2.47)

Let K =
∑l
i=1

1
2miv

T
i vi be the kinetic energy, considering (2.47). We can

obtain ηj =
d
dt
∂K
∂q̇j

− ∂K
∂qj

, j = 1, 2, . . . , n. Rewriting the above equation in

a vector form, we have

η =
d

dt

∂K

∂q̇
− ∂K

∂q
(2.48)

Considering the equations from (2.41), (2.42), (2.43), and (2.48), we have

[
d

dt

∂K

∂q̇
− ∂K

∂q
− ψ

]T
δq = 0 (2.49)

Define a scalar potential energy P (q) such that ψ = −∂P
∂q , since the virtual

displacement vector δq is unconstrained and its elements δqj are independent,

which leads to d
dt
∂K
∂q̇ − ∂K

∂q − ψ = 0, it can be written as

d

dt

∂L

∂q̇
− ∂L

∂q
= 0 (2.50)

where L(q, q̇) = K(q, q̇)− P (q) is a Lagrangian function.
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Remark 2.2 Given the generalized co-ordinates, the choice of Lagrangian is

not unique for a particular set of equations of motion.

Remark 2.3 A necessary and sufficient condition is that F be the gradient

of some scalar function P , i. e. , F = −∂P (r)
∂q , which in turn means that the

generalized force is derivable from P by differentiating with respect to q.

If the generalized force ψ includes an external applied force and a potential

field force, suppose there exists a vector τ and a scalar potential function P (q)

satisfying ψ = τ − ∂P
∂q , then, Eq. (2.50) can be written in the form

d

dt

∂L

∂q̇
− ∂L

∂q
= τ (2.51)

Eqs. (2.50) and/or (2.51) are called the Lagrangian equations or Lagrange-

Euler equations in the robotics literature.

2.4.2 Kinetic Energy

Consider the the velocity of the point in base co-ordinates described by vi =
dri
dt =

∑i
j=1[

∂T 0
i

∂qj
q̇j ]r

i
i =
∑n
j=1[

∂T 0
i

∂qj
q̇j ]r

i
i with

∂T 0
i

∂qj
= 0, ∀j > i, we have

dKi =
1

2
trace[

n∑
j=1

n∑
k=1

∂T 0
i

∂qj
(riir

iT
i dm)

∂T 0T
i

∂qk
q̇j q̇k] (2.52)

Defining the 4× 4 pseudo-inertia matrix for the i-th link as

Ji =

∫

linki

riir
iT
i dm (2.53)

the total kinetic energy for the i-th link can be expressed as

Ki =

∫

linki

dKi =
1

2
trace[

n∑
j=1

n∑
k=1

∂T 0
i

∂qj
Ji
∂T 0T

i

∂qk
q̇j q̇k] (2.54)

Considering the generalized co-ordinates as rii =
[
x y z 1

]T
, we can

rewrite (2.53) as [111]

Ji =

⎡
⎢⎢⎢⎢⎣

−Ixx
i +Iyyi +Izzi

2 Ixyi Ixzi mixi

Ixyi
Ixx
i −Iyyi +Izzi

2 Iyzi miyi

Ixzi Iyzi
Ixx
i +Iyyi +Izzi

2 mizi

mixi miyi mizi mi

⎤
⎥⎥⎥⎥⎦

(2.55)
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where

Ixxi =

∫
(y2 + z2)dm, Iyyi =

∫
(x2 + z2)dm, Izzi =

∫
(x2 + y2)dm,

Ixyi =

∫
xydm, Ixzi =

∫
xzdm, Iyzi =

∫
yzdm,

mixi =

∫
xdm, miyi =

∫
ydm, mizi =

∫
zdm,

with mi as the total mass of the i-th link, and r̄ii =
[
x̄ ȳ z̄ 1

]T
as the

center of mass vector of the i-th link from the i-th link co-ordinate frame and

expressed in the i-th link co-ordinate frame.

Therefore, the total kinetic energy can be written as

K(q, q̇) =
1

2

n∑
i=1

trace[

n∑
j=1

n∑
k=1

∂T 0
i

∂qj
Ji
∂T 0T

i

∂qk
q̇j q̇k]

=
1

2

n∑
j=1

n∑
k=1

mjk q̇j q̇k =
1

2
q̇TM(q)q̇ (2.56)

where the jk-th element mjk of the n× n inertia matrix M(q) is defined as

mjk(q) =
n∑
i=1

trace[
∂T 0

i

∂qj
Ji
∂T 0T

i

∂qk
] (2.57)

2.4.3 Potential Energy

The total potential energy of the robot is therefore expressed as

P (q) = −
n∑
i=1

Pi (2.58)

where Pi is the the potential energy of the ith link with mass mi and center of

gravity r̄ii expressed in the co-ordinates of its own frame, the potential energy

of the link is given Pi = −mig
TT 0

i r̄
i
i, and the gravity vector is expressed in

the base co-ordinates as g =
[
gx gy gz 0

]T
.

2.4.4 Lagrangian Equations

Consider the kinetic energy K(q, q̇) and the potential energy P (q) can be ex-

pressed as K(q, q̇) = 1
2 q̇
TM(q)q̇, P (q) = −

∑n
i=1migT

0
i r̄
i
i, so the Lagrangian

function L(q, q̇) = K(q, q̇)− P (q) is thus given by

L(q, q̇) =
1

2
q̇TM(q)q̇ − P (q) (2.59)
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We can obtain

∂L

∂q̇k
=

n∑
j=1

mkj q̇j (2.60)

d

dt

∂L

∂q̇k
=

n∑
j=1

mkj q̈j +
n∑
j=1

d

dt
mkj q̇j =

n∑
j=1

mkj q̈j +
n∑
j=1

n∑
i=1

∂mkj

∂qi
q̇iq̇j (2.61)

∂L

∂qk
=

1

2

n∑
i=1

n∑
j=1

∂mij

∂qk
q̇iq̇j −

∂P

∂qk
(2.62)

for k = 1, 2, . . . , n.

Considering the symmetry of the inertia matrix, we have

n∑
i=1

n∑
j=1

∂mkj

∂qi
q̇iq̇j =

1

2

n∑
i=1

n∑
j=1

[
∂mkj

∂qi
q̇iq̇j +

∂mki

∂qi
q̇j q̇i]

=
1

2

n∑
i=1

n∑
j=1

[
∂mkj

∂qi
+
∂mki

∂qj
]q̇iq̇j (2.63)

and the Lagrange-Euler equations can then be written as

n∑
j=1

mkj q̈j +

n∑
i=1

n∑
j=1

(
∂mkj

∂qi
− 1

2

∂mij

∂qk
)q̇iq̇j +

∂P

∂qk

=

n∑
j=1

mkj q̈j +
1

2

n∑
i=1

n∑
j=1

[
∂mki

∂qj
+
∂mkj

∂qi
− ∂mij

∂qk
]q̇iq̇j

=

n∑
j=1

mkj q̈j +

n∑
i=1

n∑
j=1

cijk q̇iq̇j = τk (2.64)

where cijk is the Christoffel symbol (of the first kind) defined as

cijk(q) �
1

2
[
∂mkj(q)

∂qi
+
∂mki(q)

∂qj
− ∂mij(q)

∂qk
] (2.65)

Define gk(q) = ∂P (q)
∂qk

, then the Lagrange-Euler equations can be written

as

n∑
j=1

mkj(q)q̈j +

n∑
i=1

n∑
j=1

cijk(q)q̇iq̇j + gk(q) = τk k = 1, 2, . . . , n (2.66)

It is common to write the above equations in matrix form

M(q)q̈ + C(q, q̇)q̇ +G(q) = τ (2.67)
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where the kj-th element of C(q, q̇) defined as

ckj =

n∑
i=1

cijk q̇i =

n∑
i=1

1

2

[
∂mkj

∂qi
+
∂mki

∂qj
− mij

∂qk

]
q̇i (2.68)

To facilitate the understanding of the control problems, and to help design

controllers for the above systems, it is essential to have a thorough study of

the mathematical properties of the system.

2.4.5 Properties of Dynamic Equations

There are some properties summarized for the dynamics of mobile manipula-

tors, which are convenient for controller design.

Property 2.1 Inertia matrix M(q) is symmetric, i.e. M(q) =MT (q).

Property 2.2 Inertia matrix M(q) is uniformly positive definite, and

bounded below and above, i.e., ∃0 < α ≤ β < ∞, such that αIn ≤ M(q) ≤
βIn,∀q ∈ Rn, where In is the n× n identity matrix.

Property 2.3 The inverse of inertia matrix M−1(q) exists, and is also pos-

itive definite and bounded.

Property 2.4 Centrifugal and coriolis force C(q, q̇)q̇ is quadratic in q̇.

Property 2.5 It may be written in C(q, q̇)q̇ = C1(q)C2[q̇q̇] = C3(q)[q̇q̇] +

C4(q)[q̇
2], where [q̇q̇] = [q̇1q̇2, q̇1q̇3, . . . , q̇n−1q̇n]

T and [q̇2] = [q̇21 , q̇
2
2 , . . . , q̇

2
n]
T .

Property 2.6 Given two n-dimensional vectors x and y, the matrix C(q, q̇)

defined by Eq. (2.67) implies that C(q, x)y = C(q, y)x.

Property 2.7 The 2-norm of C(q, q̇) satisfies ‖C(q, q̇)‖ ≤ kc(q)‖q̇‖, where
kc(q) =

1
2maxq∈Rn

∑n
k=1 ‖Ck(q)‖. For revolute robots, kc is a finite constant

since the dependence of Ck(q), k = 1, 2, . . . , n, on q appears only in terms of

sine and cosine functions of their entries.

Property 2.8 Gravitational force G(q) can be derived from the gravitational

potential energy function P (q), i.e. G(q) = ∂P (q)/∂q, and is also bounded,

i.e., ‖G(q)‖ ≤ kG(q), where kG(q) is a scalar function which may be determined

for any given mobile manipulator. For revolute joints, the bound is a constant

independent of q whereas for prismatic joints, the bound may depend on q.



Kinematics and Dynamics 35

Property 2.9 If only articulated mobile manipulators are considered, the de-

pendence of M(q), C(q, q̇) and G(q) on q will appear only in terms of sine and

cosine functions in their entries, so that M(q), C(q, q̇) and G(q) have bounds

that are independent of q.

Property 2.10 By defining each coefficient as a separate parameter, the dy-

namics can be written in the linear in the parameters (LIPs) form

M(q)q̈ + C(q, q̇)q̇ +G(q) = Y (q, q̇, q̈)P (2.69)

where Y (q, q̇, q̈) is an n× r matrix of known functions known as the regressor

matrix, and P is an r dimensional vector of parameters.

Remark 2.4 The above equation can also be written as

M(q)q̈r + C(q, q̇)q̇r +G(q) = Φ(q, q̇, q̇r, q̈r)P (2.70)

where q̇r and q̈r are the corresponding n-dimensional vectors.

Property 2.11 The matrix N(q, q̇) defined by N(q, q̇) = Ṁ(q) − 2C(q, q̇) is

skew-symmetric, i.e., nkj(q, q̇) = −njk(q, q̇), if C(q, q̇) is defined using the

Christoffel symbols.

Property 2.12 Since M(q) and Ṁ(q) are symmetric matrices, the skew-

symmetry of the matrix Ṁ(q) − 2C(q, q̇) can also be seen from the fact that

Ṁ(q) = C(q, q̇) + CT (q, q̇).

Property 2.13 The system is passive from τ to q̇.

Property 2.14 Even though the skew-symmetry property of N(q, q̇) is guar-

anteed if C(q, q̇) is defined by the Christoffel symbols, it is always true that

q̇T [Ṁ(q)− 2C(q, q̇)]q̇ = 0.

Property 2.15 The system is feedback linearizable, i.e., there exists a non-

linear transformation such that the transformed system is a linear controllable

system.

Remark 2.5 Let X = [qT , q̇T ]T , then the system can be fully linearised by

using the non-linear control law

τ =M(q)U + C(q, q̇)q̇ +G(q) (2.71)
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as

Ẋ =

[
0 I

0 0

]
X +

[
0

I

]
U (2.72)

with U = q̈. Thus, linear control techniques can be applied to the resulting

linearized model.

2.5 Dynamics in Cartesian Space

It is desirable to express the dynamics of robots in Cartesian space or task

space variables rather than in joint space variables q, since the tasks of mo-

bile robotic manipulators are often expressed in Cartesian space. Assume the

mobile manipulator is generally redundant, and let x = [rT , θT ]T ∈ Rn with r

and θ be the position and orientation in the base frame. According to forward

kinematics, x can be expressed as a non-linear function of q as x = h(q).

Redundancy

Let x denote the position and orientation vector of the end-effector, then

x is related to q̇ the Jacobian matrix J(q) as

ẋ = J(q)q̇ (2.73)

As it is assumed that the manipulators are redundant, considering all the

manipulators acting on the object at the same time yields

q̇ = J+(q)ẋ+ (I − J+(q)J(q))Γq (2.74)

where (I−J+(q)J(q))Γq is a vector in the null space of J+(q), which describes

the redundancy of the robot. By choosing Γq = 0, we have

q̇ = J+(q)ẋ (2.75)

Differentiating (2.75) with respect to time t leads to

q̈ = J+(q)ẍ +
d

dt
(J+(q)J(q))ẋ (2.76)

Using equations (2.75) and (2.76), the dynamic model is given by

M(q)J+(q)ẍ+

(
M(q)

d

dt
(J+(q)) + C(q, q̇)J+(q)

)
ẋ+G = τ (2.77)
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Multiplying both sides of (2.77) by J+T (q), the dynamics of mobile ma-

nipulators are given by

Mx(q)ẍ + Cx(q, q̇)ẋ+Gx(q) = τx (2.78)

where

Mx(q) = J+T (q)M(q)J+(q)

Cx(q, q̇) = J+T (q)M(q)
d

dt
(J+(q) + J+T (q)C(q, q̇)J+(q)

Gx(q) = J+T (q)G(q)

τx = J+T (q)τ

The dynamics (2.78) have the following structure properties, which can be

exploited to facilitate the motion control design.

Property 2.16 The matrix Mx(q) is symmetric, positive definite, and is

bounded from below and above, i.e., λminI ≤ Mx(q) ≤ λmaxI, where λmin

and λmax ∈ Rn denote the minimum and maximum eigenvalues of Mx(q).

Property 2.17 The matrix Ṁx − 2Cx is skew-symmetric, that is, xT (Ṁx −
2Cx)x = 0, ∀x ∈ Rn.

If J(q) is not square, let the pseudo inverse of J(q) be J+(q), and Fx be

the force in Cartesian space which causes the changes in x. The relationship

between Fx and τ is given by

Fx = (JT (q))+τ (2.79)

Due to redundancy, the joint torque is not unique for a given Fx and can be

formulated as

τ = JT (q)Fx + [I − JT (q)(JT (q))+]ΓF (2.80)

where I is an n × n identity matrix, ΓF is any n × 1 vector, and [I −
JT (q)(JT (q))+]ΓF is a vector in the null space of (JT (q))+, which describes

the redundancy of the robot.

By a similar argument,

q̈ = J+(q)(ẍ − J̇(q)q̇) + [I − J+(q)J(q)]Γx (2.81)

where Γx is any n × 1 vector and [I − J+(q)J(q)]Γx is a vector in the null

space of J(q), which also describes the redundancy of the robot.
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By choosing Γx = 0 and ΓF = q̈, we have the Cartesian dynamics of robots

as

M(q)J+(q)(ẍ − J̇(q)q̇) + C(q, q̇)q̇ +G(q)

= JT (q)Fx + [I − JT (q)J+(q)]q̈ (2.82)

Nonredundancy Consider a non-redundant mobile manipulator, and as-

sume that the robot manipulator is away from the workspace singularities,

and we have

ẋ = J(q)q̇ (2.83)

ẍ = J(q)q̇ + J̇(q)q̇ (2.84)

where the Jacobian matrix J(q) is defined as J(q) = ∂h(q)/∂q which is a

square matrix, i.e., |J(q)| �= 0 and J−1(q) exists, therefore, we have

τ = JT (q)Fx (2.85)

Substituting Eqs. (2.83) and(2.84) into Eq. (2.79), yields the Cartesian dy-

namics of robots as

Mx(q)ẍ+ Cx(q, q̇)ẋ+Gx(q) = Fx (2.86)

where

Mx(q) = J−T (q)M(q)J−1(q) (2.87)

Cx(q, q̇) = J−T (q)[C(q, q̇)−M(q)J−1(q)J̇(q)]J−1(q) (2.88)

Gx(q) = J−T (q)G(q) (2.89)

It can be observed that Mx(q), Cx(q, q̇), and Gx(q) are functions of q and

q̇. Thus, strictly speaking, the Cartesian dynamics are not completely given in

terms of x, ẋ, ẍ. Most of the properties for joint space dynamics of robots are

applicable to Cartesian space dynamics as long as J(q) is non-singular [115,

168]. For example,

Property 2.18 Mx(q) is symmetric, positive definite and bounded above and

below.

Property 2.19 The matrix Nx(q) = Ṁx(q)− 2Cx(q, q̇) is skew-symmetric if

C(q, q̇) is defined using the Christoffel symbols.
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Property 2.20 The property of linear in the parameters holds, i.e.,

Mx(q)ẍr + Cx(q, q̇)ẋr +Gx(q) = Yx(x, ẋ, ẋr, ẍr)Px (2.90)

where Px is the vector of robot parameters, and Yx(x, ẋ, ẍ) is the known Carte-

sian regressor matrix.

Property 2.21 The system is feedback linearizable, i.e., there exists a non-

linear transformation such that the transformed system is a linear controllable

system.

2.6 Conclusion

In this chapter, we first describe the kinematics and dynamics model for

robotic manipulators and wheeled mobile platforms. The Lagrange-Euler

equations of motion have been introduced. Based on the Lagrange-Euler for-

mulation, the dynamics for a general n-link mobile robotic manipulator have

been presented, which incorporates the dynamic interactions between the mo-

bile platform and the manipulator. The structural properties of robots, which

are useful for controller design, have also been briefly summarized. Finally, the

dynamic equations for 2-DOF mobile manipulators and 3-DOF mobile manip-

ulators have been derived in a step-by-step manner, which can be found in

Chapter 9.
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3.1 Path Planning of Mobile Manipulators

3.1.1 Introduction

Motion planning of mobile manipulators is concerned with obtaining open

loop controls that steer the system from an initial configuration to a final

one, without violating nonholonomic constraints or collision avoidance con-

straints. Moving mobile manipulator systems presents many unique problems

that are due to the coupling of holonomic manipulators with nonholonomic

platforms. The path planning for a mobile manipulator accomplishing a se-

quence of coordination and manipulation tasks is formulated in [121] as a

nonlinear optimization problem with state boundary equality constraints and

a general cost function, which was solved using a stochastic algorithm of a

simulated annealing. Motion planning of mobile manipulators to execute mul-

41
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tiple tasks consisting of a sequence of pre-specified trajectory in a fixed world

frame [122] is formulated as a global optimization problem and simultaneously

obtains the motion trajectory set and commutation configurations. A general

approach based on the calculus of variations was proposed for motion planning

for nonholonomic cooperating mobile robots to obtain optimal trajectories and

optimal actuator forces/torques in the presence of obstacles [123] such that

geometric constraints, kinematic constraints, and dynamic constraints can be

easily incorporated into the planning scheme. Navigating a mobile manipula-

tor among obstacles had been studied in [124] by simultaneously considering

the obstacle avoidance and the coordination. The developed control allows the

system to retain optimal or sub-optimal configurations while the manipulator

avoids obstacles using potential functions. In approach, it was assumed that

only the manipulator may encounter the obstacle, while in the same study

[125], the obstacle avoidance by the entire mobile manipulator system was

considered and the proposed nonholonomic motion planner is based on a dis-

continuous feedback law under the influence of a potential field. Motion plan-

ning applicable to handling deformable material by multiple nonholonomic

mobile manipulators was described in the obstacles environment [126], which

is based on a new class of nonsmooth Lyapunov functions and an extension

of the navigation function. The dipolar inverse Lyapunov functions and po-

tential field technique using diffeomorphic transformations were introduced

for nonholonomic control. The standard definition of manipulability was gen-

eralized to the case of mobile manipulators in [63], and the optimization of

criteria inherited from manipulability considerations was given to generate the

controls of the system when its end effector motion was imposed. Path plan-

ning of nonholonomic mobile platforms with manipulators in the presence

of obstacles was developed in [127], which employs smooth and continuous

functions such as polynomials and is based on mapping the nonholonomic

constraint to a space where it can be satisfied trivially. Motion planning for a

mobile manipulator with end-effector along a given path was developed by the

randomized generation of configurations that are compatible with the end ef-

fector path constraint [128]. A modular fuzzy navigation method and a robust

control in unstructured environments were developed for the navigation and

control of mobile manipulators by using fuzzy reactive motion planning and

robust adaptive control [129]. The probabilistic road map and the fuzzy reac-

tive planner based on elastic band for the vehicle platform to avoid unknown

static/dynamic obstacles are also presented [129].

Nonholonomic mobile manipulators, subject to nonholonomic constraints,
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are fully linearized and input-output decoupled by means of nonlinear dy-

namic feedback. Based on this result, one can plan smooth trajectories join-

ing in finite time the given initial and final configuration of the robot by

polynomial functions. In order to achieve the autonomous obstacle avoidance,

the generated path is iteratively deformed to get away from obstacles and

satisfy the nonholonomic constraints and collision avoidance constraints, and

yields admissible input trajectories that could drive both the manipulator and

the platform to a desired configuration. The core idea of the approach is to

deform the normal vector along the generated path in order to modify this

path, making the collision constraints decrease. Illustrative examples verify

the planning methodology in obstacle-free and obstructed environments. The

main contributions of this section are listed as follows:

(i) the mobile manipulators are fully linearized and input-output de-

coupled by means of nonlinear dynamic feedback;

(ii) design smooth and continuous polynomials based on polar form

joining the given initial and desired final configuration of the robot

in finite time; and

(iii) achieve the autonomous obstacle avoidance by iteratively deforming

the generated path such that the mobile manipulator gets away from

obstacles and satisfy the nonholonomic constraints and admissible

input trajectories to drive both the manipulator and the platform

to a desired configuration.

The rest of the chapter is organized as follows. Section 3.1.2 describes the

problem formulation considered. Dynamics and kinematics are set up in Sec-

tion 3.1.3 and the dynamic feedback linearization design is presented. Planning

state-to-state trajectories is formulated and solved in 3.1.4.

3.1.2 Preliminaries and Problem Formulation

Consider the general case of mobile manipulators consisting of on-board

robotic manipulators mounted on wheeled mobile platforms. Assume that the

robot must move on a planar plane, then the motion of the mobile platform

on the plane can be described in Fig. 3.1. The coordinate systems are defined

as follows: an arbitrary inertial base frame OXY Z is fixed on the motion

plane, while OvXvYvZv is a frame attached to the mobile platform. In frame

OvXvYvZv, the coordinate axis Yv is along the coaxial line of the two fixed
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wheels; Xv is vertical with Yv and passes through the mid point of the line

segment connecting the two-fixed wheel centers.

The mobile manipulator configuration is defined by a vector q of n indepen-

dent coordinates, called generalized coordinates of the mobile manipulator. We

can choose: q = [q1, q2, . . . , qn]
T = [qTv , q

T
a ]
T and we notice that n = nv + na,

where nv and na are the dimensions of the generalized spaces associated to

the mobile platform and to the robotic manipulator, respectively.

Since the mobile platform is subjected to nonholonomic constraints, the

(nv−m) nonintegrable and independent velocity constraints can be expressed

as

A(qv)q̇v = 0 (3.1)

where A(qv) ∈ R(nv−m)×nv is the matrix associated with the constraint.

Consider positions and orientations of the mobile platform’s center with

respect to target positions in the polar frame denoted with χ, η, respectively,

as shown in Fig. 3.1, and the position and orientation of the manipulator’s

end-effector relative to the mobile platform denoted with [ρ, β, γ]T .

χ =
√
x2v + y2v (3.2)

η = atan2(yv, xv) (3.3)

ρ =
√
x2a + y2a + z2a (3.4)

β = atan2(ya, xa) (3.5)

γ = atan2(za,
√
x2a + y2a) (3.6)

where (xv, yv) is the position of the mobile platform in the fixed frame, and

(xa, ya, za) is the position of the end-effector in OXvYvZv, χ and ρ are the

distances to target for the mobile platform and the end-effector, respectively,

η is the heading angle of the mobile platform in the fixed frame, β and γ

are the pitch angle and yaw angle for the manipulator, respectively. For the

mobile platform, the target position is assumed to be (0, 0, 0), and for the

manipulator, the target position is assumed to be ρd, βd, γd. Our objectives

are to design a feasible path to drive the robot to follow it from the start

position to the target position.

3.1.3 Dynamics and Kinematics of Mobile Manipulators

Consider an n-DOF redundant manipulator mounted on a nonholonomic mo-

bile platform as shown in Fig. 3.1. The dynamics of a mobile manipulator
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FIGURE 3.1

The mobile manipulator in the spherical coordinate.

consists of the coupled dynamics of the mobile platform and the manipulator:

M(q)q̈ + C(q, q̇)q̇ +G(q) = B(q)τ + F (3.7)

whereM(q) ∈ Rn×n is the symmetric bounded positive definite inertia matrix,

C(q̇, q)q̇ ∈ Rn denotes the centripetal and Coriolis torques; G(q) ∈ Rn is the

gravitational torque vector; τ ∈ Rk is the vector of control input; B(q) ∈ Rn×k

is a full rank input transformation matrix and assumed to be known because

it is a function of fixed geometry of the system; q = [qTv , q
T
a ]
T ∈ Rn, qv ∈

Rn
v describes the vector of generalized coordinates for the mobile platform;

qa ∈ Rn
a is the vector of generalized coordinates for the manipulator; and

n = na + nv; F = JTλ ∈ Rn denotes the vector of constraint forces with

J(q) = [A, 0] and λ = [λn, 0]
T for nonholonomic constraints of the system.

Since AT (qv) ∈ Rnv×(nv−m) in (3.1), and the rank of A is nv − m, it is

always possible to find an m+ na rank matrix R(q) ∈ Rn×m formed by a set

of smooth and linearly independent vector fields spanning the null space of

J(q), i.e.,

RT (q)JT (q) = 0 (3.8)

Denote R(q) = [r1(qv), ..., rm(qv), ra(qa)] and define an auxiliary time function
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ż(t) = [ż1(t), ..., żm(t), ża(t)]
T ∈ Rm such that

q̇ = R(q)ż(t) = r1(qv)ż1(t) + ...+ rm(qv)żm(t) + ra(qv)ża(t) (3.9)

Equation (3.9) is the so-called kinematic model of nonholonomic systems in the

literature. Usually, ż(t) has physical meaning, consisting of the linear velocity

v, the angular velocity ω and the joint velocity, i.e., define ż(t) = [v ω qa]
T .

Equation (3.9) describes the kinematic relationship between the motion vector

q(t) and the velocity vector ż(t). Differentiating (3.9) yields

q̈ = Ṙ(q)ż +R(q)z̈ (3.10)

From (3.9), ż can be obtained from q and q̇ as

ż = [RT (q)R(q)]−1RT (q)q̇ (3.11)

The dynamic equation (3.7), which satisfies the nonholonomic constraint (3.1),

can be rewritten in terms of the internal state variable ż as

M(q)R(q)z̈ + [M(q)Ṙ(q) + C(q, q̇)R(q)]ż +G(q) = B(q)τ + JT (q)λ (3.12)

Substituting (3.9) and (3.10) into (3.7), and then pre-multiplying (3.7) by

RT (q), the constraint matrix JT (q)λ can be eliminated by virtue of (3.8). As

a consequence, we have the transformed nonholonomic system

q̇ = R(q)ż = r1(q)ż1 + ...+ rm(q)żm + ra(q)ża (3.13)

M1(q)z̈ + C1(q, q̇)ż +G1(q) = B1(q)τ (3.14)

where

M1(q) = RTM(q)R

C1(q, q̇) = RT [M(q)Ṙ + C(q, q̇)R]

G1(q) = RTG(q)

B1(q) = RTB(q)

which is more appropriate for the controller design as the constraint λ has

been eliminated from the dynamic equation.

The kinematic equations in Cartesian coordinates corresponding to (3.9)

are
⎡
⎢⎣
xv

yv

θ

⎤
⎥⎦ =

⎡
⎢⎣
υ cos θ

υ sin θ

ω

⎤
⎥⎦ (3.15)
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Considering (3.2) and (3.3), the kinematic equations in polar coordinates be-

come
⎡
⎢⎣
χ̇

φ̇

θ

⎤
⎥⎦ =

⎡
⎢⎣
υ cos(η − θ)
υ
χ sin(η − θ)

ω

⎤
⎥⎦ (3.16)

We can modify (3.16) as

T1(χ, η, θ)
[
χ̇ η̇ θ̇

]T
=
[
υ ω

]T
(3.17)

where T1(x1, x2, x3) =

[
cos(x2 − x3) − x1 sin(x2 − x3) 0

sin(x2 − x3) x1 cos(x2 − x3) 1

]
.

Assume that the arm of mobile manipulator is a na DOF series-chain multi-

link redundant spatial manipulator with holonomic constraints (i.e., geometric

constraints) as shown in Fig. 3.1. The vector qa can be further rearranged and

partitioned into qa = [qTa1, q
T
a2]

T , qTa1 = [q1, . . . , qk] ∈ Rk describes the joint

variables associated with β, qTa2 = [qk+1, . . . , qna ] ∈ Rna−k denotes the joint

variable associated with γ, then

ρ = f(qa) (3.18)

β =

k∑
i=1

qi (3.19)

γ =

na∑
i=k+1

qi (3.20)

where f : qa 	−→ ρ is any diffeomorphism.

Differentiating (3.4) yields

ρ̇ =
xaẋa + yaẏa + zaża√

x2a + y2a + z2a

=
[

xa

ρ
ya
ρ

za
ρ

] [
ẋa ẏa ża

]T

= HJq̇a (3.21)

where T2 =
[
cosβ sin γ sinβ sin γ cos γ

]T
.

Differentiating (3.5) and (3.6) yields

β̇ =

k∑
i=1

q̇i (3.22)

γ̇ =

na∑
i=k+1

q̇i (3.23)
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Integrating (3.21) and (3.22), we can obtain

[
ρ̇ β̇ γ̇

]T
= T2q̇a (3.24)

where T2 =

⎡
⎢⎣
HJa1 HJa2

I1×k 0

0 I1×na−k

⎤
⎥⎦, qa =

[
qa1

qa2

]
, and I1×k = [1, . . . , 1]︸ ︷︷ ︸

k

.

Considering (3.17) and (3.24), we can obtain

ż =

⎡
⎢⎣

υ

ω

qa

⎤
⎥⎦ =

[
T1 0

0 T−1
2

]

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

χ̇

η̇

θ̇

ρ̇

β̇

γ̇

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3.25)

Let T =

[
T1 0

0 T−1
2

]
and ẋ =

[
χ̇ η̇ θ̇ ρ̇ β̇ γ̇

]T
, considering

(3.14), we can obtain

Mẍ+ Cẋ+ G = U (3.26)

where

M = T TM1(q)T
C = T T [M1(q)Ṫ + C1(q, q̇)T ]

G = T TG(q)

U = T TB1(q)τ

3.1.4 Motion Generation

A prerequisite for the successful use of mobile manipulators is the availabil-

ity of a planning methodology that can generate feasible paths for driving the

end effector to the desired coordinates without violating system nonholonomic

constraints. However, in many applications, it is required that the platform

position and orientation are also specified for several reasons. Such reasons

include the particular site geometry or ground morphology, the avoidance of

manipulator joint limits or singularities, and the maximization of a systems’s

manipulability or force output. Moreover, the calculated paths must be com-

putationally inexpensive to compute and should be able to steer the system
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away from obstacles, which may exist in its workspace. Since nonholonomy

is associated with the the system, it is allowed to decouple the systems by

input-output linearization. Then we design an admissible path for the mobile

manipulator that can drive it from an initial position and orientation to a final

desired one. An advantage of this approach is that it is easy to be extended

to mobile systems with multiple manipulators on board.

The main idea of exact feedback linearization is to transform a compli-

cated nonlinear control system into a relatively simple, decoupling, and linear

one such that the established linear control theory and techniques can be

exploited to the control design. Compared with the traditional linearized ap-

proaches (e.g., Jacobian equilibrium-based linearization), the exact feedback

linearization does not result in the information loss of the dynamics of interest.

Let the state variables be X = [xT1 , x
T
2 ]
T with x1 = x and x2 = ẋ , output

variable y = x1, considering (3.26), we can obtain

Ẋ = F(x) +H(x)U , y = x1, x0 = 0 (3.27)

where x0 is the initial state and F(x), H(x) and U are

F(x) =

[
x2

Φ

]
(3.28)

H(x) =

[
0

M−1

]
(3.29)

where Φ = −M−1(C+G)x2. It is well known that the nonlinear state feedback

U = M[μ− Φ] (3.30)

will serve to linear and decouple the input/output map of the system (3.27)

such that

ÿ = μ (3.31)

where μ is an exogenous input vector.

Planning a feasible motion on the equivalent representation (3.31) can be

formulated as an interpolation problem using smooth parametric functions

y(s) and with a timing law s = s(t). For simplicity, we directly generate

trajectories y(λ) as

y(λ) =
n∑
i=0

aiλ
i (3.32)
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with the normalized time λi = t/T .

Determine minimal order polynomial curves which interpolate the given

initial configuration q(0) = [y(0), ẏ(0), ÿ(0)]T and the final configuration

q(1) = [y(1), ẏ(1), ÿ(1)]T .

The general constraint conditions for the object can be expressed as

y(0) = y0, y′(0) = 0, y′′(0) = 0 (3.33)

y(1) = y1, y′(1) = 0, y′′(1) = 0 (3.34)

The state trajectory associated to the linearizing output trajectory (3.32) that

solves the planning problem is obtained by pure algebraic computations using

(3.31). Moreover, the open-loop commands that realize this trajectory are

μi = 20a5λ
3 + 12a4λ

2 + 6a3λ+ 2a2

which represent the nominal inputs of system (3.27), and produce the inputs

μ. The polynomial coefficients are detailed by these close-form expressions

ai0 = y0, ai1 = y′0, ai2 = 0,

ai3 = 10(y1 − y0), ai4 = −15(y1 − y0), ai5 = 6(y1 − y0) (3.35)

Give the initial configurations q(0) = [χ(0), η(0), κχ(0), ρ(0), β(0), γ(0)]
T ,

and the final configuration q(1) = [χ(1), η(1), κχ(1), ρ(1), β(1), γ(1)]
T , where

the scalar curvatures κχ(0) and κχ(1) are the scalar curvatures of path plan-

ning for the mobile platform, determine minimal order polynomial curves

which interpolate P (0) and P (1).

The expression for the curvature of curve y = χ(η) in the form of polar

polynomial is

κ =
χ2 + 2χ′ − χχ′′

(χ2 + χ′2)
3
2

(3.36)

where χ′ = ∂χ
∂η is the first order derivative and χ′′ = ∂2χ

∂η2 is the second order

derivative.
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The solution proposed for the above interpolating problem is given by

χ(η) =

5∑
i=0

a1iη
i (3.37)

η(λ) =

5∑
i=0

a2iλ
i (3.38)

ρ(λ) =

5∑
i=0

a3iλ
i (3.39)

β(λ) =

5∑
i=0

a4iλ
i (3.40)

γ(λ) =

5∑
i=0

a5iλ
i (3.41)

The constraints conditions for the mobile platform can be expressed as

χ(0) = χ0, χ
′(0) = 0, κχ(0) = κ0, at η(0) = η0, η

′(0) = 0, η′′(0) = �

χ(1) = χ1, χ
′(1) = 0, κχ(1) = κ1, at η(1) = η1, η

′(1) = 0, η′′(1) = −�

where � is a constant, and for simplification, let η(0) = 0 and η(1) = ϕ.

Similarly, the constraints conditions for the end-effector can be expressed

as

ρ(0) = ρ0, ρ
′(0) = 0, ρ′′(0) = 0, atβ(0) = β0, β

′(0) = 0, γ(0) = γ0, γ
′(0) = 0

ρ(1) = ρ1, ρ
′(1) = 0, ρ′′(1) = 0, atβ(1) = β1, β

′(1) = 0, γ(1) = γ1, γ
′(1) = 0

The state trajectory associated to the linearizing output trajectory (3.37)-

(3.41) that solves the planning problem is obtained by pure algebraic com-

putations using (3.31). Moreover, the open-loop commands that realize this

trajectory are

μ1 = η̇(20a15η
3 + 12a14η

2 + 6a13η
3 + 2a12)

+η̈(5a15η
4 + 4a14η

3 + 3a13η
2 + 2a12η + a11) (3.42)

μ2 =

{
4(η1 − η0)/T if (0 < t < T

2 )

−4(η1 − η0)/T if (T2 < t < T ))
(3.43)

μ3 = 20a35λ
3 + 12a34λ

2 + 6a33λ
3 + 2a32 (3.44)

μ4 = 20a45λ
3 + 12a44λ

2 + 6a43λ
3 + 2a42 (3.45)

μ5 = 20a55λ
3 + 12a54λ

2 + 6a53λ
3 + 2a52 (3.46)
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which represent the nominal inputs to system (3.30) and (3.32), and produce

the inputs (a, ω, uρ, uβ, uγ).

The polynomial coefficients are detailed by these close-form expressions:

a10 = χ0, a20 = η0, a30 = ρ0, a40 = β0, a50 = γ0, a11 = 0, a21 = 0,

a31 = ρ′0, a41 = β′
0 , a51 = γ′0, a12 = 1

2 (χ0 − κ0χ
2
0), a22 = η1 − η0 ,a32 = 0

,a42 = 0, a52 = 0, a13 = 1
4ϕ (−8a12 + c1 − χ1 − a12ϕ

2)− 1
4ϕ3 (5χ1 − 3a12ϕ

2 −
χ0), a23 = 0, a33 = 10(ρ1 − ρ0), a43 = 10(β1 − β0), a53 = 10(γ1 − γ0),

a14 = 1
ϕ4 (5χ1 − 3a12ϕ

2 − χ0 − 2a13ϕ
3) , a24 = 0, a34 = −15(ρ1 − ρ0), a44 =

−15(β1−β0), a54 = −15(γ1−γ0), a15 = 1
ϕ5 (χ1−a12ϕ2−a10−a14ϕ4−a13ϕ3),

a25 = 0, a35 = 6(ρ1 − ρ0), a45 = 6(β1 − β0), a55 = 6(γ1 − γ0).

3.2 Path Planning of Coordinated Mobile Manipulators

3.2.1 Introduction

Few previous works have considered motion/trajectory planning for multiple

mobile manipulators in the coordination manner for their complex kinematics

and dynamics. In [123], general motion planning based on the calculus of vari-

ations was proposed for nonholonomic cooperating mobile robots to obtain

optimal trajectories and actuator forces/torques in the presence of obstacles,

such that geometric constraints such as joint limits, kinematic constraints

and dynamic constraints can be easily incorporated into the planning scheme.

In [69], obstacle avoidance was proposed for coordinated task involving two

mobile manipulators handling a common object. Trajectory planning of the

cooperative multiple manipulators is formulated as an optimal control problem

in [130], considering dynamic characteristics of mobile manipulators and the

grasped object. In [131], motion planning was proposed for cooperative trans-

portation of a large object by multiple mobile robots in three dimensions in

space and the motion planner is designed as a local manipulation planner and a

global path planner. Motion planning applicable to cooperating nonholonomic

manipulators was proposed with guaranteed collision avoidance and conver-

gence properties [132], based on a new class of nonsmooth Lyapunov functions

and an extension of the navigation function. In [176], the same leader-follower

type coordination motion was proposed for multiple mobile robots engaging

in cooperative tasks.

In this section, we propose motion generation for multiple mobile manipu-
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lators which carry a common object in coordination manner. We first develop

concise dynamics for the coordinated mobile manipulators, which consist of

kinematic constraints of mobile platforms and geometrical constraints between

the robotic manipulators and the object in the operational space. Then, dy-

namic feedback linearization is used to decouple and linearize the dynamics of

the system with all constraints. Based on this result, smooth trajectories are

developed to join given initial and desired final states of the the common object

by polynomial functions in finite time, and exponentially stabilizing feedback

is given along the planned trajectory. In order to achieve the autonomous

obstacle avoidance, the obstacles are deformed to produce the collision avoid-

ance constraints and the generated paths are iteratively deformed to satisfy

the collision avoidance constraints and yield admissible input trajectories that

drive both the mobile manipulators and the common objects to the desired

configurations.

3.2.2 System Description and Assumption

Considermmobile manipulators holding a common rigid object in a task space

with n degrees of freedom shown in Fig. 3.2. OXY Z is the inertial reference

frame in which the position and orientation of the mobile manipulator end-

effectors and object are referred, OoXoYoZo is the object coordinate frame

fixed at the center of mass of the object, and OeiXeiYeiZei is the end-effector

frame of the ith manipulator located at the grasp point. To facilitate the

dynamic formulation, the following assumptions are made

Assumption 3.1 Each arm of mobile manipulators is non-redundant, i.e.,

the number of degrees of freedom of each arm is equal to the dimension of task

space.

Assumption 3.2 All the end-effectors of the mobile manipulators are rigidly

attached to the common object so that there is no relative motion between the

object and the end-effectors.

Assumption 3.3 The object is rigid, that is, the object does not get deformed

with the application of forces.
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FIGURE 3.2

Coordinated operation of two robots.

3.2.3 Dynamics of System

The dynamics of the ith mobile manipulator in joint space is given by

Mi(qi)q̈i + Ci(qi, q̇i)q̇i +Gi(qi) + di = Bi(qi)τi + JTi fi (3.47)

where qi = [qi1, . . . , qin]
T = [qiv, qia]

T ∈ Rn with qiv ∈ Rnv describing the

generalized coordinates for the mobile platform and qia ∈ Rna denoting the

generalized coordinates of the manipulator, and n = nv + na. The symmetric

positive definite inertia matrix Mi(qi) ∈ Rn×n, the centripetal and Coriolis

torques Ci(q̇i, qi) ∈ Rn×n, the gravitational torque vector Gi(qi) ∈ Rn, the

external disturbances di(t) ∈ Rn and the control inputs τi ∈ Rp could be

represented as

Mi(q) =

[
Miv Miva

Miav Mia

]
, Ci(q̇i, qi) =

[
Civ Civa

Ciav Cia

]
, Gi(qi) =

[
Giv

Gia

]

d(t) =

[
div(t)

dia(t)

]
, τ =

[
τiv

τia

]
, Ji =

[
Ai 0

Jiv Jia

]
, fi =

[
fvi

fei

]

where Miv, Mia describe the inertia matrices for the mobile platform and

the robotic manipulator, respectively, Miva and Miav are the coupling inertia

matrices of the mobile platform and the robotic manipulator, Civ , Cia denote

the centripetal and Coriolis torques for the mobile platform and the robotic
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manipulator, respectively; Civa, and Ciav are the coupling centripetal and

Coriolis torques of the mobile platform and the robotic manipulator; Giv , Gia

are the gravitational torque vectors for the mobile platform and the robotic

manipulator, respectively; τiv and τia are the control input vectors for the

mobile platform and the robotic manipulator; dv(t), da(t) denote the external

disturbances on the mobile platform and the robotic manipulator; Jiv and Jia

are the Jacobian matrices for the mobile platform and the robotic manipula-

tor; fiv and fia are the external force on the mobile platform and the robotic

manipulator; Bi(qi) = diag[Biv, Bia] ∈ Rn×p is a full rank input transfor-

mation matrix for the mobile platform and the robotic manipulator and is

assumed to be known because it is a function of fixed geometry of the system;

Ai = [ATi1(qiv) . . . , ATil(qiv)]
T : Rnv → Rl×nv is the kinematic constraint

matrix which is assumed to have full rank l; JTi ∈ Rn×n is Jacobian matrix;

and fvi and fei are the constraint forces corresponding to the nonholonomic

and holonomic constraints.

In the chapter, the mobile base is assumed to be completely nonholonomic

and the holonomic constraint force is measured by the force sensor mounted

on each mobile manipulator’s end-effector.

The mobile platform is subjected to nonholonomic constraints and the l

non-integrable and independent velocity constraints can be expressed as

A(qiv)q̇iv = 0 (3.48)

Assume that the annihilator of the co-distribution spanned by the co-vector

fields A1(qiv), . . . , Al(qiv) is an (nv − l)-dimensional smooth nonsingular

distribution Δ on Rnv . This distribution Δ is spanned by a set of (nv − l)

smooth and linearly independent vector fields H1(qiv), . . . , Hnv−l
(qiv), i.e.,

Δ = span{H1(qiv), . . . , Hnv−l(qiv)}. Thus, we have HT (qiv)A
T (qiv) = 0,

H(qiv) = [H1(qiv), . . . , Hnv−l(qiv)] ∈ Rnv×(nv−l). Note that HTH is of full

rank. Constraint (3.48) implies the existence of vector η̇i ∈ Rnv−l, such that

q̇iv = H(qiv)η̇i (3.49)

Considering the nonholonomic constraints (3.48) and (3.49) and their

derivative, the dynamics of a mobile manipulator (3.47) can be expressed

as

M1
i (ζi)ζ̈i + C1(ζi, ζ̇i)ζ̇i +G1

i + d1i = ui + JTeifi (3.50)
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where

M1
i =

[
HTMivH HTMiva

MiavH Mia

]
, ζi =

[
ηi

qia

]
, G1

i =

[
HTGiv

Gia

]
,

C1
i =

[
HTMivḢ +HTCivH HTCiva

MiavḢ + Ciav Cia

]
, JTei =

[
0 0

Jiv Jia

]T

ui = B1
i τi, B

1
i =

[
HTBiv

Bia

]T
, d1i =

[
HTdiv

dia

]

The dynamics of m mobile manipulators from (3.50) can be expressed

concisely as

M(ζ)ζ̈ + C(ζ, ζ̇)ζ̇ +G+D = u+ JTe Fe (3.51)

where M(ζ) = block diag [M1
1 (ζ1), . . . , M1

m(ζm)] ∈ Rm(n−l)×m(n−l);
ζ = [ζ1, . . . , ζm]T ∈ Rm(n−l); u = [B1

1τ1, . . . , B1
mτm]T ∈ Rm(n−l);

G = [G1
1, . . . , G1

m]T ∈ Rm(n−l); Fe = [fe1, . . . , fem]T ∈ Rm(n−l);
C(ζ, ζ̇) = block diag [C1

1 (ζ1, ζ̇1), . . . , C1
m(ζm, ζ̇m)] ∈ Rm(n−l)×m(n−l);

D = [d11, . . . , d1m]T ∈ Rm(n−l); JTe = block diag [JTe1, . . . , JTem] ∈
Rm(n−l)×m(n−l).

The equation of motion of the object is written by the resultant force

vector Fo ∈ Rn acting on the center of mass of the object, the symmetric

positive definite inertial matrix Mo(xo) ∈ Rn×n of the object, the Corioli

and centrifugal matrix Co(xo, ẋo) ∈ Rn×n, and the gravitational force vector

Go(xo) ∈ Rn as

Mo(xo)ẍo + C(xo, ẋo)ẋo +Go(xo) = Fo (3.52)

Define Jo(xo) ∈ Rmn×n as Jo(xo) = [JTo1(xo), . . . , JTom(xo)]
T with the

Jacobian matrix Joi(xo) ∈ Rn×n from the object frame OoXoYoZo to the

ith mobile manipulator’s end-effector frame OeiXeiYeiZei. Then Fo can be

written as

Fo = −JTo (xo)Fe (3.53)

Given the resultant force Fo, the end-effector force Fe satisfying (3.53)

can be decomposed into two orthogonal components, one contributes to the

motion of the object, and another produces the internal force [177]

Fe = −(JTo (xo))
+Fo − FI (3.54)
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where (JTo (xo))
+ ∈ Rmn×n is the pseudo-inverse matrix of JTo (xo) and FI ∈

Rmn is the internal force vector in the null space of JTo (xo), i.e., satisfying

JTo (xo)FI = 0 (3.55)

Substituting (3.52) into (3.55), we have

Fe = −(JTo (xo))
+(Mo(xo)ẍo + Co(xo, ẋo)ẋo +Go(xo))− FI (3.56)

Let xei ∈ Rn denote the position and orientation vector of the i-th end-

effector. Then, xei is related to ζ̇i the Jacobian matrix Jei(ζi) as

ẋei = Jei(ζi)ζ̇i (3.57)

and the relationship between ẋie and ẋo is given by

ẋei = Joi(xo)ẋo (3.58)

After combining (3.57) and (3.58), the following relationship between the joint

velocity of the ith manipulator and the velocity of the object is obtained

Jei(ζi)ζ̇i = Joi(xo)ẋo (3.59)

As it is assumed that the manipulators work in a nonsingular region, thus the

inverse of the Jacobian matrix Jei(ζi) exists. Considering all the manipulators

acting on the object at the same time, yields

ζ̇ = J−1
e (ζ)Jo(xo)ẋo (3.60)

Differentiating (3.60) with respect to time t leads to

ζ̈ = J−1
e (ζ)Jo(xo)ẍo +

d

dt
(J−1
e (ζ)Jo(xo))ẋo (3.61)

Using (3.60) and (3.61) and premultiplying both sides by JTo (xo)J
−T
e (ζ), and

using JTo (xo)FI = 0, the dynamics of the multiple mobile manipulators (3.51)

system with the object dynamics (3.52) are given by

M(xo)ẍo + C(xo, ẋo)ẋo + G(xo) = U (3.62)

where

M(xo) = JTo (xo)J
−T
e (ζ)M(ζ)J−1

e (ζ)Jo(xo) +Mo(xo)

C(xo, ẋo) = JTo (xo)J
−T
e (ζ)M(ζ)

d

dt
(J−1
e (ζ)Jo(xo))

+JTo (xo)J
−T
e (ζ)C(ζ, ζ̇)J−1

e (ζ)Jo(xo) + Co(xo, ẋo)

G(xo) = Jo
T (xo)J

−T
e (ζ)G(ζ) +Go(xo)

U = JTo (xo)J
−T
e (ζ)u
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The dynamics (3.62) have the following structure properties, which can be

exploited to facilitate the motion planning design.

Property 3.1 The matrix M(xo) is symmetric, positive definite, and

bounded from below and above, i.e.,λminI ≤ M(xo) ≤ λmaxI, where λmin

and λmax ∈ Rn denote the minimum and maximum eigenvalues of M(xo).

Property 3.2 All Jacobian matrices are uniformly bounded and uniformly

continuous if ζ and xo are uniformly bounded and continuous, respectively.

3.2.4 Motion Generation

A prerequisite for the successful use of coordinated multiple mobile manipu-

lators is the availability of a planning methodology that can generate feasible

paths for driving the carried object to the desired coordinates without vi-

olating nonholonomic constraints. Nonholonomy has been considered in the

system dynamics. It allows us to decouple the dynamics by input-output lin-

earization, then we design an admissible path for the object that can drive it

from an initial position and orientation to a desired one.

Using the state space vector x = [xTo , ẋ
T
o ]
T , and the block partition of the

state vector

x =

[
x1

x2

]
, with x1 = xo, x2 = ẋo

we can obtain

ẋ = F(x) +H(x)U , y = x1, x(0) = 0 (3.63)

where x0 is the initial state and F(x), H(x) and U are

F(x) =

[
x2

Φ

]
(3.64)

H(x) =

[
0

M−1

]
(3.65)

where Φ = −M−1(C+G)x2. It is well known that the nonlinear state feedback

U = M[μ− Φ] (3.66)
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will serve to align and decouple the input/output map of the system (3.62)

such that

ÿ = μ (3.67)

where μ is an exogenous input vector.

Planning a feasible motion on the equivalent representation (3.67) can be

formulated as an interpolation problem using smooth parametric functions

y(s) and with a timing law s = s(t). For simplicity, we directly generate

trajectories y(λ) as

y(λ) =

n∑
i=0

aiλ
i (3.68)

with the normalized time λi = t/T .

Determine minimal order polynomial curves which interpolate the given

configuration q(0) = [y(0), ẏ(0), ÿ(0)]T and the final configuration q(1) =

[y(1), ẏ(1), ÿ(1)]T .

The general constraint conditions for the object can be expressed as

y(0) = y0, y′(0) = 0, y′′(0) = 0 (3.69)

y(1) = y1, y′(1) = 0, y′′(1) = 0 (3.70)

The state trajectory associated to the linearizing output trajectory (3.68) that

solves the planning problem is obtained by pure algebraic computations using

(3.67). Moreover, the open-loop commands that realize this trajectory are

μi = 20a5λ
3 + 12a4λ

2 + 6a3λ+ 2a2

which represent the nominal inputs to system (3.63), and produce the inputs

μ. The polynomial coefficients are detailed by these close-form expressions

a0 = y0 (3.71)

a1 = y′0 (3.72)

a2 = 0 (3.73)

a3 = 10(y1 − y0) (3.74)

a4 = −15(y1 − y0) (3.75)

a5 = 6(y1 − y0) (3.76)

It is easy to design a linear trajectory tracking control based on the equiv-

alent system (3.67). Given a desired smooth trajectory y(t) for the object, we
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choose

μ = ÿd +K

[
ẏd − ẏ

yd − y

]
(3.77)

where K = [k2, k1] indicates the gain matrices to the tracking errors. The

actual states y, ẏ in (3.77) are computed on-line from the measured joint

positions and velocities of the robot by the forward kinematics (3.58), and

geometry constraints.

3.2.5 Collision-free Motion Planning

Since the obstacles in the workspace have random shapes, we give the following

assumption to modeling the boundary of obstacles.

Assumption 3.4 Each obstacle in the workspace could be enclosed by a sur-

face

S :=

{
n∑
i=1

Φiobs(x) = 0

}
(3.78)

which consists of a set of Ns surfaces, and the connection of any two surfaces is

continuous, Φiobs is bounded and belong to a class of continuously differentiable

manifolds described by Φiobs(x) = A(x1, x3) + B(x2) where x = [x1, x2, x3] ∈
R3 is the Cartesian position and A(∗) is a bounded and uniformly continuous

function on R2, and B(∗) has bounded and uniformly continuous derivatives

up to the first order.

Remark 3.1 Assumption 3.4 requires one of the Cartesian coordinates (in

this case x2) to be expressed as a differentiable function of two other coordi-

nates. In some cases, it is possible to rotate the coordinate in such way that x2

is expressed in terms of other coordinates. Fig. 3.3 demonstrates an example

of a surface satisfying the assumption.

Under Assumption 3.4, the Jacobian matrix of the surface described by

Φobs(x) = 0 becomes

JTΦ (x) = (
∂A

∂x
+
∂B

∂x
)/||(∂A

∂x
+
∂B

∂x
)|| (3.79)

Letting SΦ(x) = [ ∂A∂x1
, 0, ∂A∂x3

]T , CΦ = [0, ∂B∂x2
, 0]T , we can obtain

JTΦ (x) = κΦ(SΦ(x) + CΦ) (3.80)
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x3

x1

FIGURE 3.3

A demonstration surface.

The scalar valued function κΦ(x) is a measure of the curvature of the con-

straining surface at x. It is easy to know that the constraint Jacobian matrix

J has a unit Euclidian norm.

Remark 3.2 For the obstacle surface, some useful functions are listed as

follows:

1. JΦ = (∂Φobs(x)/∂x)/||(∂Φobs(x)/∂x)|| is the constrained sur-

face normal vector at the point x and ||Jφ|| = 1.

2. κΦ = 1/||(∂A∂x + ∂B
∂x )|| is smaller than one, at any position x, κΦ

is a measure of the slope of constraining surface along x2 axis.

Remark 3.3 An obstacle can be regarded as an enclosed surface which is

composed of a set of surfaces satisfying Assumption 3.4 as Φ1
obs, . . . ,ΦNs

obs,

and each surface in the set has the constants κiΦ and SiΦ, i = 1, . . . , Ns.

Therefore, we can design a corresponding path for each surface.

During the mobile manipulator movement, collision-avoidance (state in-

equality) constraints resulting from the existence of obstacles in the task space



62 Fundamentals in Modeling and Control of Mobile Manipulators

are induced. The general form of these constraints may be written in the fol-

lowing manner:

Φjc(x) ≥ 0, j = 1 : Nobs (3.81)

where Φjc denotes a deform function (expressed in task coordinates) from the

analytic description of the jth obstacle, andNobs is the number of the obstacles

in the workspace.

Let the center of the obstacle be (xo, yo, zo) in the fixed frame and Φobs

could be represented by

ρo =
√
(xobs − xo)2 + (yobs − yo)2 + (zobs − zo)2 (3.82)

βo = atan2(yobs − yo, xobs − xo) (3.83)

γo = atan2(zobs − zo,
√
(xobs − xo)2 + (yobs − yo)2) (3.84)

where ρo is the boundary (xobs, yobs, zobs) distance to the center position of

the obstacle, β and γ are the pitch and yaw angles, respectively. Then, we can

represent the boundary of obstacle as

Φobs =

⎧
⎪⎨
⎪⎩
ρo(βo, γo)

⎡
⎢⎣

cosβo sin γo

sinβo sin γo

cos γo

⎤
⎥⎦+

⎡
⎢⎣
xo

yo

zo

⎤
⎥⎦

⎫
⎪⎬
⎪⎭

(3.85)

where ρo(βo, γo) is a smooth 2π periodic function. Choose another domain Φc

as the deform of the domain Φobs which contains Φobs as:

Φc =

⎧
⎪⎨
⎪⎩
ko(βo, γo)ρo(βo, γo)

⎡
⎢⎣

cosβo sin γo

sinβo sin γo

cos γo

⎤
⎥⎦+

⎡
⎢⎣
xo

yo

zo

⎤
⎥⎦

⎫
⎪⎬
⎪⎭

(3.86)

where ko(βo, γo) > 1 is also a smooth periodic function with the periodic 2π.

Define the function Λ, which is monotonously increasing with respect to r,

where r is the distance to the center of the obstacles, which could be described

as r =
√
(x − xo)2 + (y − yo)2 + (z − zo)2, such that

Λ(ρo, βo, γo) = 0 (r = ρo(βo, γo)) (3.87)

0 < Λ(ρo, βo, γo) < ρo (ρo(βo, γo) < r < ko(βo, γo)ρo(βo, γo))(3.88)

Λ(ρo, βo, γo) = r (r ≥ ko(β, γ)ρo(βo, γo)) (3.89)

The function Λ should be chosen in such a way that ∂Λ/∂r ≥ 1 holds in

order to avoid too much distortion in the deformation domain Φc. Then we
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introduce the coordinate transformation Ψ, mapping the modified spherical

coordinate x = (Λ, βo, γo)
T to the joint space by

Ψ(ζ) =

⎡
⎢⎣

Λ

βo

γo

⎤
⎥⎦ (3.90)

where the function Λ is the free parameter to be designed, and new coordinate

Ψ(q) does not contain the obstacle domain.

From the above assumption, it is easy to obtain the following properties.

Property 3.3 For the ith segment on the domain Φc, we have J ic = J iΦ and

Sic = SiΦ/ko(βo, γo).

Property 3.4 St(x) = null(Jc(x)) is tangential to the constraints at x.

Property 3.5 Pc(x) = InΦ − JT (JJT )−1J is a matrix as the orthogonal

projection onto St.

In the obstacles environment, give the start position and target position, if

the collision-avoidance constraints the multiple mobile manipulators subjected

are active, that is, Φc(x) = 0 and x = ψ(ζ), we have

ẋ = Jψ(ζ)ζ̇ (3.91)

∂Φc(x)

∂x
= Jc(x)ẋ (3.92)

where Jψ = ∂ψ/∂ζ.

From (3.91) and (3.92), we can obtain

J ζ̇ = 0 (3.93)

where J = Jc(x)Jψ(ζ). The vector ζ ∈ Rnζ can always be properly rear-

ranged and partitioned into ζ = [ζ1T ζ2T ]T , ζ1 = [ζ11 . . . ζ1nζ−p] ∈ Rnζ−p

describes the constrained motion of coordinated mobile manipulators and

ζ2 = [ζ21 . . . ζ2p ] ∈ Rp denotes the remaining variables. There always exists a

matrix T (ζ1) ∈ Rnζ×(nζ−p) such that ζ̇ = T (ζ1)ζ̇1 and T (ζ1)J T (ζ1) = 0.

Considering the collision avoidance constraints, (3.51) could be changed

to

M(ζ1)T (ζ1)ζ̈1 + C2(ζ
1, ζ̇1)ζ̇1 +G(ζ1) = u+ Jefe (3.94)

where C2 =M(ζ1)Ṫ (ζ1) + C(ζ1, ζ̇1)T (ζ1).
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Similarly, equation (3.60) is changed to

ζ̇1 = T −1J−1
e (ζ)Jo(xo)ẋo (3.95)

therefore, we have

ζ̈1 = T −1J−1
e (ζ)Jo(xo)ẍo +

d

dt
(T −1J−1

e (ζ)Jo(xo))ẋo (3.96)

Using (3.95) and (3.96), the dynamics of a multiple manipulator system

(3.51), coupled with the object’s dynamics (3.52), are given by

M1(xo)ẍo + C1(xo, ẋo)ẋo + G1(xo) = U1 (3.97)

where

M1(xo) = JTo (xo)J
−T
e T −T (ζ)M(ζ)T −1J−1

e (ζ)Jo(xo) +Mo(xo)

C1(xo, ẋo) = JTo (xo)J
−T
e (ζ)M(ζ)

d

dt
(T −1J−1

e (ζ)Jo(xo))

+JTo (xo)T −1J−T
e (ζ)C(ζ, ζ̇)T −1J−1

e (ζ)Jo(xo) + Co(xo, ẋo)

G1(xo) = Jo
T (xo)T −1J−T

e (ζ)G(ζ) +Go(xo)

U1 = JTo (xo)T −1J−T
e (ζ)u

Using the state space vector x = [xTo , ẋ
T
o ]
T , and the block partition of the

state vector

x =

[
x1

x2

]
,with x1 = xo, x2 = ẋo

we can obtain

ẋ = F1(x) +H1(x)U1, y = x1, x(0) = 0 (3.98)

where x0 is the initial state and F1(x), H1(x) and U1 are

F1(x) =

[
x2

Φ

]
(3.99)

H1(x) =

[
0

M−1
1

]
(3.100)

where Φ1 = −M−1
1 (C1 + G1)x2. It is well known that the nonlinear state

feedback

U1 = M1[μ− Φ1] (3.101)
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will serve to align and decouple the input/output map of the system (3.97)

such that

ÿ = μ (3.102)

where μ is an exogenous input vector.

Planning a feasible motion on the equivalent representation (3.102) can

be formulated as an interpolation problem using using smooth parametric

functions y(s) and with a timing law s = s(t). For simplicity, we directly

generate trajectories y(λ).

y(λ) =

n∑
i=0

aiλ
i (3.103)

with the normalized time λ = t/T .

Determine minimal order polynomial curves which interpolate the given

configuration q(0) = [y(0), ẏ(0), ÿ(0)]T and the final configuration q(1) =

[y(1), ẏ(1), ÿ(1)]T .

The general constraint conditions for the object can be expressed as

y(0) = y0, y′(0) = 0, y′′(0) = 0 (3.104)

y(1) = y1, y′(1) = 0, y′′(1) = 0 (3.105)

The state trajectory associated to the linearizing output trajectory (3.103)

that solves the planning problem is obtained by pure algebraic computations

using (3.102). The open-loop command that realizes this trajectory is

μ = 20a5λ
3 + 12a4λ

2 + 6a3λ+ 2a2

which represents the nominal inputs to system (3.98), and produces the inputs

μ. The polynomial coefficients are detailed by these close-form expressions

a0 = y0

a1 = y′0
a2 = 0

a3 = 10(y1 − y0)

a4 = −15(y1 − y0)

a5 = 6(y1 − y0) (3.106)

The design of a linear trajectory tracking control is based on the equivalent

system (3.102). Given a desired smooth trajectory y(t) for the object, we
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choose

μ = ÿd +K

[
ẏd − ẏ

yd − y

]
(3.107)

where K = [k2, k1] is the gain matrices to the tracking errors. The actual

states y, ẏ in (3.107) are computed on-line from the measured joint positions

and velocities of the robot by the forward kinematics (3.95) and geometry

constraints.

If the grasped object is subject to the collision avoidance constraints and

the object’s path is chosen as Φc(xo) = 0 and Jc(xo) =
∂Φc

∂xo
, we could obtain

Jc(xo)ẋo = 0 (3.108)

From Property 3.4, let the vector fields pc1(xo), . . . , pcr(xo) form a basis of

the null space of St at each xo, and Pc = [pc1(xo), . . . , pcr(xo)]. Then, from

(3.108), there exists r-vector υ = [υ1, . . . , υr]
T such that

ẋo = Pcυ = pc1υ1 + · · ·+ pcrυr (3.109)

Differentiating (3.109) gives

ẍo = Pcυ̇ + Ṗcυ (3.110)

Integrating (3.109) and (3.60), we could obtain

ζ̇ = J−1
e (ζ)Jo(xo)Pcυ (3.111)

Considering (3.110) and differentiating (3.111) with respect to time lead to

ζ̈ = J−1
e (ζ)Jo(xo)(Pcυ̇ + Ṗcυ) +

d

dt
(J−1
e (ζ)Jo(xo))Pcυ

= J−1
e (ζ)Jo(xo)Pcυ̇ + (J−1

e (ζ)Jo(xo)Ṗc

+
d

dt
(J−1
e (ζ)Jo(xo))Pc)υ (3.112)

Using (3.111) and (3.112), after integrating (3.56) into (3.97)and then pre-

multiplying both sides by JTo (xo)J
−T
e (ζ) and considering JTo (xo)FI = 0, the

dynamics of the multiple mobile manipulators system (3.51) with the object’s

dynamics (3.52) are given by

M2υ̇ + C2υ + G2 = U2 (3.113)
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where

M2 = JTo (xo)J
−T
e (ζ)M +MoJ

−1
o (xo)Je(ζ)

G2 = JTo (xo)J
−T
e (ζ)G +Go

C2 = JTo (xo)J
−T
e (ζ)C(ζ, ζ̇) +Mo

d

dt
(J−1
o (xo)Je(ζ))

+Co(xo, ẋo)J
−1
o (xo)Je(ζ))

U2 = JTo (xo)J
−T
e (ζ)τ

Using the state space vector x = [υT , υ̇T ]T , and the block partition of the

state vector

x =

[
v1

v2

]
, with x1 = υ, x2 = υ̇

we can obtain

ẋ = F2(x) +H2(x)U2, y = x1, x0 = 0 (3.114)

where x0 is the initial state and F2(x), H2(x) and U2 are

F2(x) =

[
x2

Φ2

]
(3.115)

H2(x) =

[
0

M−1
2

]
(3.116)

where Φ2 = −M−1
2 (C2 + G2)x2. It is well known that the nonlinear state

feedback

U2 = M2[μ− Φ2] (3.117)

will serve to align and decouple the input/output map of the system (3.113)

such that

ẏ = μ (3.118)

where μ is an exogenous input vector.

Planning a feasible motion on the equivalent representation (3.118) can

be formulated as an interpolation problem using smooth parametric functions

y(s) with a timing law s = s(t). For simplicity, we directly generate trajectories

y(λ) as

y(λ) =
n∑
i=0

aiλ
i (3.119)
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with the normalized time λ = t/T .

Determine minimal order polynomial curves which interpolate the given

configuration q(0) = [ẏ(0), ÿ(0)]T and the final configuration q(1) =

[ẏ(1), ÿ(1)]T .

The general constraint conditions for the object can be expressed as

y′(0) = υ1, y′′(0) = 0 (3.120)

y′(1) = υ2, y′′(1) = 0 (3.121)

The velocity profile associated to the linearizing output equation (3.119) that

solves the planning problem is obtained by pure algebraic computations using

(3.118). The open-loop command that realizes this velocity profile is

μ = 3a3λ
2 + 2a2λ+ a1

which represents the nominal inputs to system (3.114), and produces the in-

puts μ. The polynomial coefficients are detailed by these close-form expressions

a0 = υ1

a1 = 0

a2 = −3(υ2 − υ1)

a3 = 2(υ2 − υ1) (3.122)

The design of a linear trajectory tracking control is based on the equivalent

system (3.118). Given a desired smooth trajectory y(t) for the object, we

choose

μ = ÿd + k [ẏd − ẏ] (3.123)

where k is positive definite. The actual states ẏ in (3.123) are computed on-line

from the measured joint positions and velocities of the robot by the forward

kinematics (3.111) and geometry constraints.

3.2.6 Simulation Studies

To verify the effectiveness of the proposed control algorithm, we consider

two coordinated 2-DOF mobile manipulator systems shown in Fig. 3.4. Each

mobile manipulator is subjected to the following constraints:

ẋi cos θi + ẏi sin θi = 0
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FIGURE 3.4

Cooperating 2-DOF mobile manipulators.

Using Lagrangian approach, we can obtain the standard form with qvi =

[xi yi θi]
T , qai = [θ1i θ2i θ3i]

T , qi = [qvi qai]
T , and Avi = [cos θi sin θi 0.0]

T .

The dynamics of the ith mobile manipulator is given by (3.47) as

Mi(qi)q̈i + Ci(qi, q̇i)q̇i +Gi(qi) = B(qi)τi + JTeifei

The position of end-effector can be given by

xei = xfi + 2l2 cos θ2i cos(θ1i + θi)

yei = yfi + 2l2 cos θ2i sin(θ1i + θi)

zei = 2l1 + 2l2 sin θ2i

αei = 0.0

βei = θ1i + θi

γei = θ2i

where αei, βei and γei are the roll angle, the pitch angle and yaw angle for
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the ith end-effector. The mobile manipulator Jacobian matrix Ji is given by

Ji =

⎡
⎢⎢⎢⎢⎢⎢⎣

Ji11 Ji12 Ji13 Ji14 Ji15

Ji21 Ji22 Ji23 Ji24 Ji25

Ji31 Ji32 Ji33 Ji34 Ji35

Ji41 Ji42 Ji43 Ji44 Ji45

Ji51 Ji52 Ji53 Ji54 Ji55

⎤
⎥⎥⎥⎥⎥⎥⎦

where

Ji11 = 1, Ji12 = 0.0, Ji13 = −2l2 cos θ2i sin(θ1i + θi)

Ji14 = −2l2 cos θ2i sin(θ1i + θi), Ji15 = −2l2 sin θ2i cos(θ1i + θi)

Ji21 = 0.0, Ji22 = 1, J23i = 2l2 cos θ2i cos(θ1i + θi)

Ji24 = 2l2 cos θ2i cos(θ1i + θi), Ji25 = −2l2 sin θ2i sin(θ1i + θi)

Ji31 = 0.0, Ji32 = 0.0, Ji33 = 0.0, Ji34 = 0.0, Ji35 = 2l2 cos θ2i

Ji41 = 0.0, Jei42 = 0.0, Ji43 = 1, Ji44 = 1.0, Ji45 = 0.0

Ji51 = 0.0, Ji52 = 0.0, Ji53 = 0.0, Ji54 = 0.0, Ji55 = 1.0

For the mobile platform, we have

⎡
⎢⎣
ẋfi

ẏfi

θ̇i

⎤
⎥⎦ =

⎡
⎢⎣

1.0 0.0 −d sin θi
0.0 1.0 d cos θi

0.0 0.0 1.0

⎤
⎥⎦

⎡
⎢⎣
ẋi

ẏi

θ̇i

⎤
⎥⎦

and
⎡
⎢⎣
ẋi

ẏi

θ̇i

⎤
⎥⎦ =

⎡
⎢⎣

− tan θi 0.0

1.0 0.0

0.0 1.0

⎤
⎥⎦
[
ẏi

θ̇i

]

Let the position xo = [xo1, xo2, x03, xo4]
T be positions to x axis, y axis, z

axis and rotation angle to z axis. The dynamic equation of the object is given

by

Mo(xo)ẍo +Go(xo) = JTo1(xo)fe1 + JTo2(xo)fe2 (3.124)

where

Mo(xo) =

⎡
⎢⎢⎢⎣

mo 0 0 0

0 mo 0 0

0 0 mo 0

0 0 0 Io

⎤
⎥⎥⎥⎦ , Go(xo) =

⎡
⎢⎢⎢⎣

0

0

mog

0

⎤
⎥⎥⎥⎦
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with mo and Io being the mass and inertia of the object, respectively, and

Jo1(xo) =

⎡
⎢⎢⎢⎣

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −lc1

⎤
⎥⎥⎥⎦ , Jo2(xo) =

⎡
⎢⎢⎢⎣

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 lc2

⎤
⎥⎥⎥⎦ (3.125)

with lci being the length from the ith end-effector to the center of mass of the

object.

The parameters in the simulation are set as d = 6, r = 4, l = 4, l1 = 10,

and l2 = 12.

(i) The coordinated mobile manipulators move in no-obstacles envi-

ronments. The polynomial function trajectory is designed as (3.68),

the selected initial and final conditions are x0 = 2, y0 = 0, ẋ0 = 0,

ẏT = 0, θ0 = 60π/180, θ̇0 = 0, xT = 4, yT = 16, ẋT = 0, ẏT = 0;

θT = −10π/180, θ̇T = 0. We can obtain ai from (3.71)-(3.76), the

path planning is shown in Fig. 3.5, and the positions are shown in

Figs. 3.6 and 3.7. The corresponding trajectory control of the grasp-

ing object is shown in Fig. 3.8, where the selected control gains are
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FIGURE 3.5

Cooperating mobile manipulators in no-obstacle environments.
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The positions of the grasping object.
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The joints of the mobile manipulators.
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FIGURE 3.8

The trajectory control of the system.

K1 = [0.5 0.5], K2 = [0.8 0.8], K3 = [0.5 0.5]. The control error

is shown in Fig. 3.9. From this figure, it is found that the planned

path is converged.

(ii) The coordinated mobile manipulators move in the environment with

obstacles. The obstacle position is (x − 15)2 + (y − 5)2 = 42. We

deform the obstacle to obtain the obstacle avoidance constraints

as (x − 15)2 + (y − 5)2 = 82. The selected initial and final po-

sitions of the grasping object are x0 = 2, y0 = 0, ẋ0 = 0, ẏT =

0, θ0 = 60π/180, θ̇0 = 0, xT = 4, yT = 16, ẋT = 0, ẏT = 0; θT =

−10π/180, θ̇T = 0. In the movement, the left mobile manipulator

detects the obstacle, the interconnected system has to satisfy the

constraints, the position (x, y) of grasping object is constrained, but

the direction θ is a free vector and we design the polynomials func-

tion for its trajectory. The path planning of the system is shown in

Fig. 3.10, and θ is shown in Fig. 3.11 and the constrained vectors

are shown in Fig. 3.12. The tracking control result is shown in Fig.

3.13, and the tracking control error is shown in Fig. 3.14, where the

selected control gain is K = [2 2].
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FIGURE 3.9

The trajectory control error of the object.
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FIGURE 3.10

Cooperating mobile manipulators in obstacle environments.
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The free vector of the grasping object.
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The constrained vector of the grasping object.
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FIGURE 3.13

The trajectory control of the grasping object.
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FIGURE 3.14

The tracking control of the free vector of the grasping object.
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FIGURE 3.15

Cooperating mobile manipulators in obstacle environments.

(iii) The coordinated mobile manipulators move in the environment

without obstacles. The obstacle position is (x−15)2+(y−5)2 = 42.

We deform the obstacle to obtain the obstacle avoidance constraints

as (x−15)2+(y−5)2 = 82. The selected initial positions of the grasp-

ing object are x0 = 2, y0 = 0, ẋ0 = 0, ẏT = 0, θ0 = 60π/180, θ̇0 = 0.

When the grasping object encounters the obstacle, the intercon-

nected system has to satisfy the constraints. The goal is to make

the grasped velocity converge to 0. The velocity planning using poly-

nomial function is shown in Fig. 3.15, the tracking control result is

shown in Fig. 3.16, and the control error is shown in Fig. 3.17, where

the selected gains are K = [8 24].
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FIGURE 3.16

The tracking control of cooperating mobile manipulators in obstacle environ-

ments.
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FIGURE 3.17

The tracking control error of cooperating mobile manipulators in obstacle

environments.
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3.3 Conclusion

In this chapter, a smooth collision-free planning methodology has been devel-

oped for a single nonholonomic mobile manipulator without the presence of

obstacles and coordinated nonholonomic mobile manipulators carrying a com-

mon object in the presence of obstacles, both of which use smooth and contin-

uous polynomials functions based on the input-output feedback linearization

to yield admissible input trajectories that drive both the single mobile ma-

nipulator and the coordinated mobile manipulators to a final configuration.

For the obstacle environments, the obstacles are deformed to produce the ob-

stacle avoidance constraints such that the generated path could satisfy these

constraints. Because it requires algebraic manipulations and a single differen-

tiation, implementation of the approach is computationally inexpensive, while

it allows direct control over the system. The resulting paths and trajectories

are smooth due to the nature of the map and the use of smooth polynomials.

Illustrative examples demonstrated the implementation of the methodology

in obstacle-free and obstructed spaces.
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4.1 Introduction

Mobile manipulators process strongly coupled dynamics of mobile platforms

and manipulators. If we assume known dynamics, feedback linearization can

be utilized to design nonlinear control, which has attracted a great deal of

research interest in recent years. The central idea of the approach is to alge-

braically transform a nonlinear system dynamics into a (fully or partly) linear

one, so that linear control techniques can be applied. In [101], input-output

feedback linearization was applied to control the mobile platform such that

the manipulator can be positioned at the preferred configurations measured by

its manipulability. In [61], using nonlinear feedback linearization and decou-

pling dynamics, force/position control of the end-effector was proposed and

applied to nonholonomic cart pushing. In [102], the dynamic interaction effect

between the manipulator and the mobile platform of a mobile manipulator

was studied, and nonlinear feedback control for the mobile manipulator was

developed to compensate for the dynamic interaction. In [62], coordination

control of mobile manipulators was presented with two basic task-oriented

controls: end-effector task control and joint posture control.

Based on the idea of feedback linearization, model-based control is pre-

sented for holonomic constrained nonholonomic mobile manipulators in this

81
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FIGURE 4.1

A holonomic constrained nonholonomic mobile manipulator.

chapter. If accurate knowledge of the dynamic model is available, the model-

based control can provide an effective solution to motion/force control. How-

ever, the performance of model-based approaches is sensitive to the accuracy

of the dynamic model. This is the limitation of model-based control.

The rest of the chapter is organized as follows. The mobile manipulators

subject to simultaneous nonholonomic and holonomic constraints are briefly

described in Section 4.2. The main results of control design and its stability

are presented in Section 4.3. Simulation studies are presented in Section 4.4.

Concluding remarks are given in Section 4.5.

4.2 System Description

Consider an n-DOF mobile manipulator mounted on a nonholonomic mobile

platform as shown in Fig. 4.1. The constrained dynamics can be described as

M(q)q̈ + C(q, q̇)q̇ +G(q) + d(t) = B(q)τ + f (4.1)
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where q = [q1, . . . , qn]
T ∈ Rn denotes the generalized coordinates; M(q) ∈

Rn×n is the symmetric bounded positive definite inertia matrix; C(q, q̇)q̇ ∈ Rn

denotes the centripetal and Coriolis torques; G(q) ∈ Rn is the gravitational

torque vector; d(t) denotes the external disturbances; τ ∈ Rm are the con-

trol inputs; B(q) ∈ Rn×m is a full rank input transformation matrix and is

assumed to be known because it is a function of fixed geometry of the sys-

tem; and f = [fTn , f
T
h ]
T = JTλ ∈ Rn with generalized constraint forces

fn and fh for the nonholonomic and holonomic constraints, respectively, and

λ = [λn, λh]
T denotes the Lagrangian multipliers with both the nonholonomic

and holonomic constraints.

The generalized coordinates may be separated as q = [qTv , q
T
a ]
T where

qv ∈ Rnv are the generalized coordinates for the vehicle and qa ∈ Rna are the

coordinates of the arm. Therefore, we can obtain

M(q) =

[
Mv Mva

Mav Ma

]
, C(q, q̇) =

[
Cv Cva

Cav Ca

]
, G(q) =

[
Gv

Ga

]

B(q) =

[
Bv 0

0 Ba

]
, τ =

[
τv

τa

]
, J =

[
A 0

Jv Ja

]
, d(t) =

[
dv

da

]

The mobile platform is subjected to nonholonomic constraints and the l

non-integrable and independent velocity constraints can be expressed as

A(qv)q̇v = 0 (4.2)

where A(qv) = [AT1 (qv), . . . , ATl (qv)]
T : Rnv → Rl×nv is the kinematic

constraint matrix which is assumed to have full rank l. The mobile platform

is assumed to be completely nonholonomic. The effect of the constraints can

be described as a restriction of the dynamics on the manifold Ωn as

Ωn = {(qv, q̇v)|A(qv)q̇v = 0} (4.3)

Then, the generalized constraint forces of the nonholonomic constraints can

be given by

fn = AT (qv)λn (4.4)

Assume that the annihilator of the co-distribution spanned by the covec-

tor fields A1(qv), . . . , Al(qv) is an (nv − l)-dimensional smooth nonsingular

distribution Δ on Rnv . This distribution Δ is spanned by a set of (nv − l)

smooth and linearly independent vector fields H1(qv), . . . , Hnv−l(qv), i.e.,
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Δ = span{H1(qv), . . . , Hnv−l(q)}, which satisfy, in local coordinates, the

following relation [110]

HT (qv)A
T (qv) = 0 (4.5)

where H(qv) = [H1(qv), . . . , Hnv−l(qv)] ∈ Rnv×(nv−l). Note that HTH is of

full rank. The constraints (4.2) imply the existence of vector η̇ ∈ Rnv−l, such
that

q̇v = H(qv)η̇ (4.6)

Considering the nonholonomic constraint (4.2) and its derivative, the dy-

namics of mobile manipulator can be expressed as

[
HTMvH HTMva

MavH Ma

][
η̈

q̈a

]
+

[
HTMvḢ +HTCvH HTCva

MavḢ + CavH Ca

]

×
[
η̇

q̇a

]
+

[
HTGv

Ga

]
+

[
HTdv

da

]
=

[
HTBvτv

Baτa

]

+

[
0 0

Jv Ja

]T [
0

λh

]
(4.7)

Let ξ =
[
ηT qTa

]T
and assume that the system (4.7) is subjected to k

independent holonomic constraints

h(ξ) = 0, h(ξ) ∈ Rk (4.8)

where h(ξ) is of full rank. Define

J(ξ) = ∂h/∂ξ (4.9)

then the holonomic constraints could be further written as:

J(ξ)ξ̇ = 0 (4.10)

Then, the holonomic constraint force can be converted to the joint space as

fh = JTλh (4.11)

The holonomic constraint on the robot’s end-effector can be described as re-

stricting only the dynamics on the constraint manifold

Ωh =
{
(ξ, ξ̇)|h(ξ) = 0, J(ξ)ξ̇ = 0

}
(4.12)
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Assume that the manipulator consists of series-chain multiple links with holo-

nomic constraints (i.e., geometric constraints). Since the motion is subject to

k-dimensional constraint, the configuration space of the holonomic system is

left with na− k degrees of freedom. From an appropriate manipulation of the

constraint h(ξ) = 0, the vector qa can be further rearranged and partitioned

into qa = [q1a, q
2
a]
T , where q1a ∈ Rna−k describes the constrained motion of the

arm and q2a ∈ Rk denotes the remaining joint variables. Then,

J(ξ) = [
∂h

∂η
,
∂h

∂q1a
,
∂h

∂q2a
] (4.13)

From [82], it could be obtained that q is the function of ζ = [ηT , q1Ta ]T ,

that is, ξ = ϕ(ζ), and we have

ξ̇ = L(ζ)ζ̇ (4.14)

where L(ζ) = ∂ϕ
∂ζ , ξ̈ = L(ζ)ζ̈ + L̇(ζ)ζ̇ , and L(ζ), J1(ζ) = J(ϕ(ζ)) satisfies the

relationship

LT (ζ)J1T (ζ) = 0 (4.15)

The dynamics (4.7) can be transformed into the reduced dynamics

M1L(ζ)ζ̈ + C1ζ̇ +G1 + d1(t) = u+ J1Tλh (4.16)

where M1 =

[
HTMvH HTMva

MavH Ma

]
, G1 =

[
HTGv

Ga

]
, d1(t) =

[
HTdv

da

]
,

C1 =

[
HTMvḢ HTMva

MavH Ma

]
L̇(ζ)+

[
HTMvḢ +HTCvH HTCva

MavḢ + Cav Ca

]
L(ζ),

u = B1τ, B1 =

[
HTBv 0

0 Ba

]
, ζ =

[
η

q1a

]
.

Property 4.1 The matrices M1, G1 are uniformly bounded and uniformly

continuous if ζ is uniformly bounded and continuous, respectively. Matrix C1 is

uniformly bounded and uniformly continuous if ζ and ζ̇ are uniformly bounded

and continuous, respectively.

Multiplying LT on both sides of (4.16), we can obtain

MLζ̈ + CLζ̇ +GL + dL(t) = LTu (4.17)

where

ML = LT (ζ)M1L,CL = LT (ζ)C1, GL = LT (ζ)G1, dL = LT (ζ)d1(t).
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The force multiplier λh can be obtained by (4.16)

λh = Z(C1ζ̇ +G1 + d1(t)− u) (4.18)

where

Z = (J1(M1)−1J1T )−1J1(M1)−1

Property 4.2 The matrix ML is symmetric and positive definite, and we

have the following inequalities:

λmin(ML)‖x‖2 ≤ xTMLx ≤ λmax(ML)‖x‖2, ∀x ∈ Rn (4.19)

where λmin and λmax denote the minimum and maximum eigenvalues of ML,

respectively [111].

Property 4.3 The matrix ṀL(ζ) − 2CL(ζ, ζ̇) is skew-symmetric, and the

CL(ζ, ζ̇) satisfies CL(ζ, x)y = CL(ζ, y)x and CL(ζ, z + kx)y = CL(ζ, z)y +

kCL(ζ, x)y, ∀x, y, and k is scalar.

Property 4.4 For holonomic systems, matrices J1(ζ), L(ζ) are uniformly

bounded and uniformly continuous, if ζ is uniformly bounded and continuous,

respectively.

Remark 4.1 The matrix Z is bounded and continuous since M1 and J1(ζ)

are bounded and continuous from Property 4.1 and Property 4.4.

4.3 Model Reference Control

Since the mobile manipulators are subjected to the nonholonomic constraint

(4.2) and holonomic constraint (4.8), the state variables qv, q
1
a, q

2
a are not

independent. By a proper partition of qa, q
2
a is uniquely determined by ζ =

[η, q1a]
T . Therefore, it is not necessary to consider the control of q2a.

Given a desired motion trajectory ζd(t) = [ηd, q
1
ad]

T and a desired con-

straint force fd(t), or, equivalently, a desired multiplier λhd(t), we are to de-

termine a control law such that for any (ζ(0), ζ̇(0)) ∈ Ω, ζ, ζ̇, λh converge to

a manifold Ωd specified as Ω where

Ωd = {(ζ, ζ̇, λh)|ζ = ζd, ζ̇ = ζ̇d, λh = λhd} (4.20)
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Assumption 4.1 The desired trajectory ζd(t) is assumed to be bounded and

uniformly continuous, and has bounded and uniformly continuous deriva-

tives up to the second order. The desired Lagrangian multiplier λhd(t) is also

bounded and uniformly continuous.

Consider the following signals

eζ = ζ − ζd

ζ̇r = ζ̇d −Kζeζ

r = ėζ +Kζeζ

eλ = λh − λhd

where Kζ = diag[Kζi] > 0.

Consider the control input u in the form:

u = ua − J1Tub (4.21)

Then, (4.17) and (4.18) can be changed to

MLζ̈ + CLζ̇ +GL + dL = LTua (4.22)

λh = Z(C1ζ̇ +G1 + d1(t)− ua) + ub (4.23)

Under the assumption that the dynamics of mobile manipulators are

known without considering external disturbances, consider the following con-

trol laws:

LTua = −Kpr −Ki

∫ t

0

rds− Φm (4.24)

ub = χmζ̈d + λhd −Kfeλ (4.25)

(4.26)

where Φm = CmΨm, χm = ZL+TML, with Cm = [ML CL GL], Ψm =

[ζ̈r ζ̇r 1]T , L+ = (LTL)−1LT , Kp, Ki and Kf are positive definite.

Theorem 4.1 Consider the mechanical system without external disturbance

described by (4.1), (4.2) and (4.8) with d(t) = 0. Using the control law (4.24)

and (4.25), the following hold for any (q(0), q̇(0)) ∈ Ωn ∩ Ωh:

(i) r converges to a set containing the origin as t→ ∞;

(ii) eq and ėq converge to 0 as t→ ∞; and

(iii) eλ and τ are bounded for all t ≥ 0.
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Proof (i) The closed-loop system dynamics can be rewritten as

MLṙ = LTua − μ− CLr (4.27)

where μ =MLζ̈r + CLζ̇r +GL + dL(t).

Substituting (4.24) into (4.27), the closed-loop dynamics are given by

MLṙ = −Kpr −Ki

∫ t

0

rds − Φm − μ− CLr (4.28)

Consider the Lyapunov function candidate

V =
1

2
rTMLr +

1

2
(

∫ t

0

rds)TKi

∫ t

0

rds (4.29)

then

V̇ = rT (MLṙ +
1

2
ṀLr +Ki

∫ t

0

rds) (4.30)

Using Property 4.3, the time derivative of V along the trajectory of (4.28) is

V̇ = −rTKpr − rTμ− rTΦm

≤ −rTKpr ≤ −λmin(Kp)‖r‖2 ≤ 0

Integrating both sides of the above equation gives

V (t)− V (0) ≤ −
∫ t

0

rTKprds ≤ 0 (4.31)

and, r converges to a small set containing the origin as t→ ∞.

(ii) From (4.31), V is bounded, which implies that r ∈ Ln−k−l∞ . We have∫ t
0 r

TKprds ≤ V (0)−V (t), which leads to r ∈ Ln−k−l2 . From r = ėζ+Kζeζ , it

can be obtained that eζ , ėζ ∈ Ln−k−l∞ . As we have established that eζ , ėζ ∈ L∞,

from Assumption 4.1, we conclude that ζ(t), ζ̇(t), ζ̇r(t), ζ̈r(t) ∈ Ln−k−l∞ and

q̇ ∈ Ln∞.

Therefore, all the signals on the right hand side of (4.28) are bounded, and

we can conclude that ṙ and therefore ζ̈ are bounded. Thus, r → 0 as t → ∞
can be obtained. Consequently, we have eζ → 0, ėζ → 0 as t → ∞. It follows

that eq, ėq → 0 as t→ ∞.

(iii) Substituting the control (4.24) and (4.25) into the reduced order dy-

namics (4.23) yields

(I +Kf)eλ = Z(C1ζ̇ +G1 + d1(t)− ua) + ub

= −ZL+TMLζ̈ + χmζ̈d (4.32)
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Since ζ̈ and Z are bounded, ζ → ζd, (−ZL+TMLζ̈ + χmζ̈d) is also bounded

and the size of eλ can be adjusted by choosing the proper gain matrix Kf .

Since r, ζ, ζ̇, ζ1r , ζ̇r, ζ̈r, and eλ are all bounded, it is easy to conclude that

τ is bounded from (4.24) and (4.25).

4.4 Simulation Studies

To verify the effectiveness of the model-based control, let us consider the

mobile manipulator system shown in Fig. 9.1 in the appendix. The mobile

manipulator is subjected to the constraints (2.2), (2.3), and (2.4).

Using the Lagrangian approach, we can obtain the standard form (4.1)

with

qv = [x, y, θ]T , qa = [θ1, θ2]
T , q = [qTv , q

T
a ]
T , A = [cos θ, sin θ, 0]T

Since

⎡
⎢⎢⎢⎣

θ̇l

θ̇r

θ̇1

θ̇2

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

1
2r

l
2r 0 0

1
2r − l

2r 0 0

0 0 1 0

0 0 0 1

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

v

ω

θ̇1

θ̇2

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

v

ω

θ̇1

θ̇2

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

cos θ sin θ 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

ẋ

ẏ

θ̇

θ̇1

θ̇2

⎤
⎥⎥⎥⎥⎥⎥⎦
,

consider the desired trajectories

xd = 1.5 cos(t), yd = 1.5 sin(t), θd = 1.0 sin(t), θ1d = π/4(1− cos(t))

and the geometric constraints that the end-effector is subjected to as

Φ = l1 − l2 sin(θ2) = 0λhd = 10.0N

To simplify, let 1
2r = 1, and l

2r = 1 and choose ζ = [ζ1, ζ2, ζ3]
T , and

ζ̇ = [v, ω, θ1]
T . It is easy to have the reduced dynamics model of the mo-

bile manipulator described as in Section 9.1.
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FIGURE 4.2

Position tracking by model-based control.

In the simulation, we assume that the parameters are p0 = 6.0kg · m2,

p1 = 1.0kg · m2, p2 = 0.5kg · m2, p3 = 1.0kg · m2, p4 = 2.0kg · m2, q0 =

4.0kg ·m2, q1 = 1.0kg ·m2, q2 = 1.0kg ·m2, q3 = 1.0kg ·m2, q4 = 0.5kg ·m2 ,

d = 1.0m, r = 0.5m, l = 1.0m, 2l1 = 1.0m, 2l2 = 1.0m, q(0) = [1.0, 0.6, 0.5]T ,

q̇(0) = [0.0, 0.0, 0.0]T and λh(0) = 0. According to Theorem 4.1, the control

gains are selected as Kp = diag[10], Kζ = diag[1.0], Ki = 0.0 and Kf =

0.5. The disturbances on the mobile base are set as 1.0 sin(t) and 1.0 cos(t).

For the model-based control, we assume that the system model is known

beforehand. The trajectory tracking performance of the model-based control

is illustrated in Fig. 4.2 and the velocities tracking and the input torques

by the adaptive robust control are shown in Figs. 4.3-4.5. The force tracking

is shown in Fig. 4.4. Simulation results show that the trajectory and force

tracking errors converge to zero, which validates Theorem 4.1.
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Velocity tracking by model-based control.
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Input torques by model-based control.

4.5 Conclusion

In this chapter, model reference control has been proposed to control a class

of holonomic constrained noholonomic mobile manipulators with known pa-

rameters and ignoring the external disturbances. The system stability and the

boundedness of tracking errors are proved using Lyapunov synthesis. All con-

trol strategies have been designed to drive the system motion to converge to

the desired manifold and at the same time guarantee the boundedness of the

constrained force. Simulation studies have verified that not only the states of

the system converge to the desired trajectory, but also the constraint force

converges to the desired force.
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The chapter investigates adaptive hybrid motion/force control for constrained

mobile manipulators. The mobile manipulator is subject to nonholonomic con-

straints, which could be formulated as non-integrable differential equations

containing time-derivatives of generalized coordinates (velocity, acceleration,

etc.). Due to Brockett’s theorem [135], it is well known that nonholonomic

systems with restricted mobility cannot be stabilized to a desired configura-

93



94 Fundamentals in Modeling and Control of Mobile Manipulators

tion nor posture via differentiable, or even continuous, pure state feedback.

Moreover, the holonomic constraints also bring the force constraint to the

end-effector.

In motion/force control of mobile wheeled manipulators, an important

concern is how to deal with unknown perturbations to the nominal model,

in the form of parametric and functional uncertainties. In addition, mobile

wheeled manipulators are characterized by unmodelled dynamics, and are

subject to holonomic and nonholonomic contraints, and time varying external

disturbances, which are difficult to model accurately. As a result, traditional

model-based control may not be an ideal approach since it works effectively

only when the dynamic model is exactly known. The presence of uncertainties

and disturbances could disrupt the function of the traditional model-based

feedback control and lead to imbalance of the pendulum. How to handle the

parametric and functional uncertainties, unmodelled dynamics, and distur-

bances thus becomes one of the important issues in the motion/force control

of mobile manipulators

Therefore, based on the above problems, we divide this chapter into two

sections: hybrid force/motion control by state feedback and output feedback

in Sections 5.1 and 5.2, in which the robust and adaptive robust designs for

the motion/force control and stability analysis, and adaptive output feedback

control are presented. The concluding remarks are given in Section 5.4.

5.1 Adaptive Robust Hybrid Motion/Force Control

5.1.1 Introduction

Control of mobile manipulators with uncertainties is essential in many prac-

tical applications, especially for the case when the force of the end-effector

should be considered. To handle unknown dynamics of mechanical systems,

robust and adaptive controls have been extensive investigated for robot ma-

nipulators and dynamic nonholonomic systems. Robust controls assume the

known boundedness of unknown dynamics of the systems, while adaptive con-

trols could learn the unknown parameters of interest through adaptive tuning

laws.

Under the assumption of a good understanding of dynamics of the sys-

tems under study, model adaptive controls have been much investigated for
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dynamic nonholonomic systems. In [103], adaptive control was proposed for

trajectory/force control of mobile manipulators subjected to holonomic and

nonholonomic constraints with unknown inertia parameters, which ensures

the motion of the system to asymptotically converge to the desired trajec-

tory and force. In [105], adaptive state feedback and output feedback control

strategies using state scaling and backstepping techniques were proposed for

a class of nonholonomic systems in chained form with drift nonlinearity and

parametric uncertainties. In [64], the nonholonomic kinematic subsystem was

first transformed into a skew-symmetric form, then a virtual adaptive control

designed at the actuator level was proposed to compensate for the parametric

uncertainties of the kinematic and dynamic subsystems.

In [108], robust adaptive control was proposed for dynamic nonholonomic

systems with unknown inertia parameters and disturbances, in which adaptive

control techniques were used to compensate for the parametric uncertainties

and sliding mode control was used to suppress the bounded disturbances. In

[66], adaptive robust force/motion control was presented systematically for

holonomic mechanical systems and a large class of nonholonomic mechanical

systems in the presence of uncertainties and disturbances.

Because precise dynamics are hard to obtain, adaptive neural network

control, a model free-based control, has been extensively studied for different

robotic systems, such as robotic manipulators [111, 112, 79], and mobile robots

[113]. In [80], adaptive neural network control for a robot manipulator in the

task space was proposed, which neither requires the inverse dynamical model

nor the time-consuming off-line training process. In [114], the unidirectionality

of the contact force of robot manipulators was explicitly included in modeling

and the fuzzy control was developed. In [81], adaptive neural fuzzy control

for function approximation had been investigated for uncertain nonholonomic

mobile robots in the presence of unknown disturbances. In [115], adaptive

neural network controls had been developed for the motion control of mobile

manipulators subject to kinematic constraints.

In this chapter, we shall consider mobile manipulators with both holonomic

and nonholonomic constraints, such as nonholonomic mobile manipulators,

and address the force/motion control for holonomic constrained nonholonomic

mobile manipulators in the presence of parameter uncertainties and external

disturbances.

The stability and the boundedness of tracking errors have been proved

using Lyapunov synthesis. The proposed control strategies guarantee that the

motion of the system converges to the desired manifold and at the same time
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guarantee the boundedness of the constrained force. The simulation studies

validate not only that the motion of the system converges to the desired

trajectory, but also that the constraint force converges to the desired force.

5.1.2 Robust Control

In practice, robust control schemes can handle the uncertainties and external

disturbances on the dynamics.

The following assumptions are needed to develop the robust control.

Assumption 5.1 There exist some finite positive constants cri > 0 (1 ≤ i ≤
4), and finite non-negative constant cr5 ≥ 0 such that ∀ζ, ζ̇ ∈ Rn [66]

||ML|| ≤ cr1

||CL|| ≤ cr2 + cr3||ζ̇||
||GL|| ≤ cr4

supt≥0||dL|| ≤ cr5

Assumption 5.2 Time varying positive function δ converges to zero as t →
∞ and satisfies

lim
t→∞

∫ t

0

δ(ω)dω = ρ <∞

with finite constant ρ.

There are many choices for δ that satisfy the Assumption 5.2, for example,

δ = 1/(1 + t)2.

Consider the following control law for (4.17):

LTua = −Kpr −Ki

∫ t

0

rds− rΦ2
r

‖r‖Φr + δ
(5.1)

ub =
χ2
r

χr + δ
ζ̈d + λhd −Kfeλ (5.2)

where

Φr = CTr Ψr

χr = c1‖Z∗L+T ‖

with

Cr = [cr1 cr2 cr3 cr4 cr5]
T

Ψr = [||ζ̈r || ||ζ̇r|| ||ζ̇||||ζ̇r|| 1 1]T

Z∗ = (J1(M∗)−1J1T )−1J1(M∗)−1



Adaptive Robust Hybrid Motion/Force Control 97

Kp,Ki,Kf are positive definite and ‖LTM∗L‖ = c1.

Theorem 5.1 Consider the mechanical system described by (4.1), (4.2) and

(4.8), using the control law (5.1) and (5.2). The following hold for any

(q(0), q̇(0)) ∈ Ωn∩Ωh: [(i)]r converges to a set containing the origin as t→ ∞;

[(ii)]eq and ėq converge to 0 as t→ ∞; and [(iii)]eλ and τ are bounded for all

t ≥ 0.

Proof (i) Substituting (5.1) into (4.27), the closed-loop dynamics are ob-

tained

MLṙ = −Kpr −Ki

∫ t

0

rds− rΦ2
r

‖r‖Φr + δ
− μ− CLr (5.3)

Considering the Lyapunov function candidate

V =
1

2
rTMLr +

1

2
(

∫ t

0

rds)TKi

∫ t

0

rds (5.4)

from Property 4.2, we have 1
2λmin(ML)r

T r ≤ 1
2r
TMLr ≤ 1

2λmax(ML)r
T r.

By using Property 4.3, the time derivative (4.30) of V along the trajectory of

(5.3) is

V̇ = −rTKpr − rTμ− ||r||2Φ2
r

‖r‖Φr + δ

≤ −rTKpr −
||r||2Φ2

r

‖r‖Φr + δ
+ ||r||Φr

≤ −rTKpr + δ

≤ −λmin(Kp)‖r‖2 + δ

Since δ is a time varying function converging to zero as t → ∞, and δ is

bounded, there exists t > t1, δ ≤ ρ1, when ‖r‖ ≥
√

ρ1
λmin(Kp)

, V̇ ≤ 0. Then r

converges to a small set containing the origin as t→ ∞.

Integrating both sides of the above equation gives

V (t)− V (0) ≤ −
∫ t

0

rTKprds+ ρ <∞ (5.5)

(ii) From (5.5), V is bounded, which implies that r ∈ Ln−k−l∞ . We have∫ t
0
rTKprds ≤ V (0)−V (t)+ρ, which leads to r ∈ Ln−k−l2 . From r = ėζ+Kζeζ ,

it can be obtained that eζ , ėζ ∈ Ln−k−l∞ . As we have established eζ , ėζ ∈ L∞,

from Assumption 4.1, we conclude that ζ(t), ζ̇(t), ζ̇r(t), ζ̈r(t) ∈ Ln−k−l∞ and

q̇ ∈ Ln∞.

Therefore, all the signals on the right hand side of (5.3) are bounded, and
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we can conclude that ṙ and therefore ζ̈ are bounded. Thus, r → 0 as t → ∞
can be obtained. Consequently, we have eζ → 0, ėζ → 0 as t → ∞. It follows

that eq, ėq → 0 as t→ ∞.

(iii) Substituting the control (5.1) and (5.2) into the reduced order dynam-

ics (4.23) yields

(I +Kf)eλ = Z(C1ζ̇ +G1 + d1(t)− ua) + ub

= −ZL+TMLζ̈ +
χ2

χ+ δ
ζ̈d (5.6)

Since ζ̈ and Z are bounded, ζ → ζd, −ZL+TMLζ̈ +
χ2

χ+δ ζ̈d is also bounded

and the size of eλ can be adjusted by choosing the proper gain matrix Kf .

Since r, ζ, ζ̇, ζ1r , ζ̇r, ζ̈r, and eλ are all bounded, it is easy to conclude that

τ is bounded from (5.1) and (5.2).

5.1.3 Adaptive Robust Control

In developing robust control law (5.1) and (5.2), the vector Cr is assumed to

be known. However, in practice, it cannot be obtained easily. Therefore, we

can develop an adaptive updating law to estimate the Cr.

Consider the adaptive robust control law for the dynamics (4.17)

LTua = −Kpr −Ki

∫ t

0

rdt−
5∑
i=1

rĉriΨ
2
ri

‖r‖Ψri + δi
(5.7)

ub =
χ̂2
r

χ̂r + δ1
ζ̈d + λhd −Kfeλ (5.8)

where

˙̂cri = −ωiĉri +
5∑
i=1

γiΨ
2
ri‖r‖2

‖r‖Ψri + δi
, i = 1, . . . , 5 (5.9)

χ̂r = ĉ1‖ẐL+T ‖ (5.10)

Ẑ = (J1(M̂∗)−1J1T )−1J1(M̂∗)−1 with ‖LTM̂∗L‖ = ĉ1, Kp,Ki,Kf are posi-

tive definite; γi > 0; δi > 0 and ωi > 0 satisfy Assumption 5.2:
∫ ∞

0

δi(s)ds = ρiδ <∞
∫ ∞

0

ωi(s)ds = ρiω <∞

with the constants ρiδ and ρiω.
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Theorem 5.2 Considering the mechanical system described by (4.1), (4.2)

and (4.8), using the control law (5.7) and (5.8), the following hold for any

(q(0), q̇(0)) ∈ Ωn ∩ Ωh:

(i) r converges to a set containing the origin as t→ ∞;

(ii) eq and ėq converge to 0 as t→ ∞; and

(iii) eλ and τ are bounded for all t ≥ 0.

Proof Substituting (5.7) into (4.27), the closed-loop dynamic can be de-

scribed as

MLṙ = −Kpr −Ki

∫ t

0

rds −
5∑
i=1

rĉriΨ
2
ri

‖r‖Ψri + δi
− μ− CLr (5.11)

Consider the Lyapunov function candidate

V =
1

2
rTMLr +

1

2
(

∫ t

0

rds)TKi

∫ t

0

rds +
1

2
C̃rΓ

−1C̃Tr (5.12)

with C̃r = Cr − Ĉr .

Its derivative is

V̇ = rT (MLṙ +
1

2
ṀLr +Ki

∫ t

0

rdt) + C̃rΓ
−1 ˙̃CTr (5.13)

where Γ = diag[γi] > 0, i = 1, . . . , 5.

From Property 4.2, we have 1
2λmin(ML)r

T r ≤ 1
2r
TMLr ≤ 1

2λmax(ML)r
T r.

By using Property 4.3, the time derivative of V along the trajectory of (5.11)

is

V̇ = −rTKpr − rTμ− rT
5∑
i=1

rĉriΨ
2
ri

‖r‖Ψri + δi

+ĈTr ΩΓ
−1C̃r −

5∑
i=1

||r||2 c̃riΨ2
ri

‖r‖Ψri + δi

≤ −rTKpr + ||r||Φri −
5∑
i=1

||r||2criΨ2
ri

‖r‖Ψri + δi

+ĈTr ΩΓ
−1C̃r

≤ −rTKpr + CTr Δ+ ĈTr ΩΓ
−1C̃r

= −rTKpr + CTr Δ+ ĈTr ΩΓ
−1(Cr − Ĉr)

= −rTKpr + CTr Δ− 1

4
CTr ΩΓ

−1Cr +
1

4
CTr ΩΓ

−1Cr

+ĈTr ΩΓ
−1Cr − ĈTr ΩΓ

−1Ĉr
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= −rTKpr + CTr Δ− (
1

2
CTr − ĈTr )ΩΓ

−1(
1

2
Cr − Ĉr)

+
1

4
CTr ΩΓ

−1Cr

≤ −rTKpr + CTr Δ+
1

4
CTr ΩΓ

−1Cr

with Ω = diag[ωi], Δ = [δ1, δ2, . . . , δ5]
T , i = 1, . . . , 5.

Therefore, V̇ ≤ −λmin(Kp)‖r‖2 + CTr Δ + 1
4C

T
r ΩΓ

−1Cr. Since CTr Δ +
1
4C

T
r ΩΓ

−1Cr is bounded, there exists t > t2, C
T
r Δ+ 1

4C
T
r ΩΓ

−1Cr ≤ ρ2, when

‖r‖ ≥
√

ρ2
λmin(Kp)

, V̇ ≤ 0, from above all, r converges to a small set containing

the origin as t→ ∞.

(ii) Integrating both sides of the above equation gives

V (t)− V (0) ≤ −
∫ t

0

rTKprds

+

∫ t

0

(CTr Δ+
1

4
CTr ΩΓ

−1Cr)ds (5.14)

Since Cr and Γ are constant,
∫∞
0 Δds = ρδ = [ρ1δ, . . . , ρ5δ]

T ,
∫∞
0 Ωds =

ρω = [ρ1ω, . . . , ρ5ω]
T , we can rewrite (5.14) as

V (t)− V (0) ≤ −
∫ t

0

rTKprds+ CTr

(∫ t

0

Δds

)

+
1

4
CTr

(∫ t

0

Ωds

)
Γ−1Crds

≤ −
∫ t

0

rTKprds+ CTr ρδ + CTr ρωΓ
−1Cr

< −λmin(Kp)‖r‖2 + CTr ρδ + CTr ρωΓ
−1Cr

< ∞ (5.15)

Thus V is bounded, which implies that r ∈ Ln−k−l∞ . From (5.15), we have

∫ t

0

rTKprds ≤ V (0)− V (t) + CTr ρδ + CTr ρωΓ
−1Cr (5.16)

which leads to r ∈ Ln−k−l2 . From r = ėζ + Kζeζ , it can be obtained that

eζ , ėζ ∈ Ln−k−l∞ . As we have established eζ , ėζ ∈ L∞, from Assumption 4.1,

we conclude that ζ(t), ζ̇(t), ζ̇r(t), ζ̈r(t) ∈ Ln−k−l∞ and q̇ ∈ Ln∞.

Therefore, all the signals on the right hand side of (5.11) are bounded, and

we can conclude that ṙ and therefore ζ̈ are bounded. Thus, r → 0 as t → ∞
can be obtained. Consequently, we have eζ → 0, ėζ → 0 as t → ∞. It follows

that eq, ėq → 0 as t→ ∞.
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(iii) Substituting the control (5.7) and (5.8) into the reduced order dynam-

ics (4.23) yields

(I +Kf)eλ = Z(C1ζ̇ +G1 + d1(t)− ua) + ub

= −ZL+TMLζ̈ +
χ̂2
r

χ̂r + δ1
ζ̈d (5.17)

Since ζ̈ and Z are bounded, ζ → ζd, −ZL+TMLζ̈ +
χ̂2
r

χ̂r+δ1
ζ̈d is also bounded,

the size of eλ can be adjusted by choosing the proper gain matrix Kf .

Since r, ζ, ζ̇, ζ1r , ζ̇r, ζ̈r, and eλ are all bounded, it is easy to conclude that

τ is bounded from (5.7) and (5.8).

5.1.4 Simulation Studies

To verify the effectiveness of the proposed adaptive robust control, let us

consider the mobile manipulator system shown in Fig. 9.1. The mobile ma-

nipulator is subjected to the following constraints (2.2), (2.3), and (2.4). Using

the Lagrangian approach, we can obtain the standard form (4.1) with

qv = [x, y, θ]T , qa = [θ1, θ2]
T , q = [qTv , q

T
a ]
T , A = [cos θ, sin θ, 0]T

We choose ζ = [ζ1, ζ2, ζ3, ζ4]
T = [y, θ, θ1, θ2]

T , and we have ζ̇ = [ẏ, θ̇, θ̇1, ζ̇2]
T

and we give the desired trajectories as

yd = 1.5 sin(t), θd = 1.0 sin(t), θ1d = π/4(1− cos(t))

and the geometric constraints that the end-effector is subjected to as

Φ = l1 + l2 sin(θ2) = 0, λhd = 10.0N

It is easy to have J =

[
cos θ sin θ 0 0 0

0 0 0 0 l2 cos θ2

]
, L =

⎡
⎢⎢⎢⎣

1 0 0

0 1 0

0 0 1

0 0 0

⎤
⎥⎥⎥⎦,

J1 =

[
0 0 0 0

0 0 0 l2 cos θ

]
and

⎡
⎢⎢⎢⎢⎢⎢⎣

ẋ

ẏ

θ̇

θ̇1

θ̇2

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

tan θ 0 0 0

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

ẏ

θ̇

θ̇1

θ̇2

⎤
⎥⎥⎥⎦ (5.18)
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1
2r = 1 and l

2r = 1, θ2 is used for the force control and we have

⎡
⎢⎣

v

θ̇

θ̇1

⎤
⎥⎦ =

⎡
⎢⎣

1/ cos θ 0 0

0 1 0

0 0 1

⎤
⎥⎦

⎡
⎢⎢⎢⎣

ẏ

θ̇

θ̇1

θ̇2

⎤
⎥⎥⎥⎦ (5.19)

The parameters of the dynamics are chosen as mp = m1 = m2 = 1.0kg,

Iw = Ip = 1.0kgm2, I1 = I2 = 1.0kgm2, I = 0.5kgm2, d = 1.0m,

r = 0.5m, l = 1.0m, 2l1 = 1.0m, 2l2 = 1.0m, q(0) = [0, 4, 0.785, 0.1]T ,

q̇(0) = [0.0, 0.0, 0.0, 0.0]T and λh(0) = 0. According to Theorem 5.2, the

control gains are selected as Kp = diag[1.0], Kζ = diag[1.0], Ki = 0.0

and Kf = 0.5. The adaptation gains in control law (5.7) are chosen as

δi = ωi = 1/(1 + t)2, i = 1, . . . , 5, Cr = [1.0, 1.0, 1.0, 1.0, 1.0]T and

Γ = diag[2.5]. The disturbances on the mobile base are set as 0.1 sin(t) and

0.1 cos(t). We conduct the simulations by the adaptive robust control using

(5.7) and (5.8) in Theorem 5.2. The trajectory tracking performances of the

adaptive robust control are illustrated in Fig. 5.1 and the velocities tracking

and the input torques by the adaptive robust control are shown in Figs. 5.2-

5.3. The force tracking of the adaptive robust control is shown in Fig. 5.4. The

simulation results show that the trajectory and force tracking errors converge

to zero, which validates the results of the controls (5.7) and (5.8) in Theorem

5.2.

5.2 Adaptive Robust Output-feedback Control with Ac-

tuator Dynamics

5.2.1 Introduction

In previously developed control schemes, the controls are designed at kine-

matic level with velocity as input or dynamic level with torque as input, but

the actuator dynamics are ignored. As demonstrated in [143], actuator dy-

namics constitute an important component of the complete robot dynamics,

especially in the case of high-velocity movement and highly varying loads.

Many control methods have therefore been developed to take into account the

effects of actuator dynamics (see, for instance, [143, 145, 146]). However, most
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Input torques by adaptive robust control.
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literature assumes that the actuator velocities are measurable [103], [115],

which may deteriorate the control performance of these methods, since veloc-

ity measurements are often contaminated by a considerable amount of noise.

Therefore, it is desired to achieve good control performance by using only

joint position measurement. Moreover, in most research conducted on control

of mobile manipulators, joint torques are the control inputs, while in reality

the joints are driven by actuators (e.g., DC motors). Therefore, using actuator

input voltages as control inputs and designing observer-controller structures

for mobile manipulators with only the positions and the driving currents of

actuators are more realistic. As such, actuator dynamics are combined with

the mobile manipulator’s dynamics in this section.

This section addresses adaptive robust output-feedback control of force-

motion for mobile manipulators electrically driven by DC motors with both

holonomic and nonholonomic constraints in the parameter uncertainties and

external disturbances. Simulation results are described in detail that show the

effectiveness of the proposed control.

5.2.2 Actuator Dynamics

The joints of the mobile manipulators are assumed to be driven by DC motors.

Consider the following notations used to model a DC motor ν ∈ Rm represents

the control input voltage vector; I denotes an m-element vector of motor

armature current; KN ∈ Rm×m is a positive definite diagonal matrix which

characterizes the electromechanical conversion between current and torque;

La = diag [La1, La2, La3, ..., Lam], Ra = diag [Ra1, Ra2, Ra3, ..., Ram], Ke =

diag [Ke1,Ke2,Ke3, ..., Kem], ω = [ω1, ω2, ..., ωm]
T

represent the equivalent

armature inductances, resistances, back EMF constants, angular velocities of

the driving motors, respectively; Gr = diag(gri) ∈ Rm×m denotes the gear

ratio for m joints; τm are the torques exerted by the motor. In order to apply

the DC servomotors for actuating an n-DOF mobile manipulator, assume

without energy loss a relationship between the ith joint velocity ζ̇i and the

motor shaft velocity ωi can be presented as gri =
ωi

ζ̇i
= τi

τmi
, where gri is the

gear ratio of the ith joint, τmi is the ith motor shaft torque, and τi is the

ith joint torque. The motor shaft torque is proportional to the motor current

as τm = KNI. The back EMF is proportional to the angular velocity of the

motor shaft, then one has

La
dI

dt
+RaI +Keω = ν (5.20)
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FIGURE 5.5

2-DOF mobile manipulator.

In the actuator dynamics (5.20), the relationship between ω and ζ̇ is dependent

on the type of mechanical system and can be generally expressed as

ω = GrT ζ̇ (5.21)

The structure of T depends on the mechanical systems to be controlled. For

instance, in the simulation example, a two-wheel differential drive 2-DOF

mobile manipulator is used to illustrate the control design. From [147], one

has v = (rθ̇l + rθ̇r)/2, θ̇ = (rθ̇r − rθ̇l)/2l, θ̇1 = θ̇1, θ̇2 = θ̇2, where θ̇l and θ̇r

are the angular velocities of the two wheels, respectively and v is the linear

velocity of the mobile platform, as shown in Fig. 5.5. Since ẏ = v cos θ, one has

[ θ̇l θ̇r θ̇1 θ̇2 ]T = T [ ẏ θ̇ θ̇1 θ̇2 ]T , T = [ T1 T2 T3 T4 ], T1 =

[ 1
r cos θ

1
r cos θ 0 0 ]T , T2 = [ l

r − l
r 0 0 ]T , T3 = [ 0 0 1 0 ]T ,

T4 = [ 0 0 0 1 ]T , where r and l are shown in Fig. 5.5.

Eliminating ω from the actuator dynamics (5.20) by substituting (5.21)

and considering (4.17), one obtains

ML(ζ)ζ̈ + CL(ζ, ζ̇)ζ̇ +GL + dL(t) = LTB1GrKNI (5.22)

Z(C2(ζ, ζ̇)ζ̇ +G2 + d2(t)−B1GrKNI) = λh (5.23)

La
dI

dt
+RaI +KeGrT ζ̇ = ν (5.24)
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Assumption 5.3 The unknown actuator parameters La, Ra and Ke are

bounded and satisfy ‖La‖ ≤ α1; ‖Ra‖ ≤ α2; ‖Ke‖ ≤ α3 where αι, (ι =

1, 2, 3) are finite positive constants.

Remark 5.1 In reality, these constants ci(1 ≤ i ≤ 5) and αι(1 ≤ ι ≤ 3)

cannot be obtained easily. Although any fixed large ci and αι can guarantee

good performance, it is not recommended in practice as large ci and αι imply,

in general, high noise amplification and high cost of control. Therefore, it is

necessary to develop a control law which does not require the knowledge of

ci(1 ≤ i ≤ 5) and αι(1 ≤ ι ≤ 3).

5.2.3 Output-feedback Control Design

Given the desired motion trajectory ζd(t) = [ηd q
1
rd]

T and the desired con-

straint force fd(t), or, equivalently, a desired multiplier λh(t), the trajectory

and force tracking controls are to determine control laws such that for any

(ζ(0), ζ̇(0)) ∈ Ω, ζ, ζ̇, λh converges to a manifold Ωd: Ωd = {(ζ, ζ̇, λh)|ζ =

ζd, ζ̇ = ζ̇d, λh = λdh}.
The control design consists of two stages: (i) a virtual adaptive control

input Id is designed so that the subsystems (5.22) and (5.23) converge to the

desired values, and (ii) the actual control input ν is designed in such a way

that I → Id. In turn, this allows ζ − ζd and λh − λdh to be stabilized to the

origin.

Lemma 5.1 For x > 0 and δ ≥ 1, one has ln(cosh(x)) + δ ≥ x.

Proof 5.1 If x ≥ 0, one has
∫ x
0

2
e2s+1ds <

∫ x
0

2
e2s ds = 1 − e−2x < 1,

Therefore, ln(cosh(x)) + δ ≥ ln(cosh(x)) +
∫ x
0

2
e2s+1ds with δ ≥ 1. If

f(x) = ln(cosh(x)) +
∫ x
0

2
e2s+1ds − x, one has df(x)

dx = tanh(x) + 2
e2x+1 − 1 =

ex−e−x

ex+e−x + 2
e2x+1 − 1 = 0. From the mean value theorem, one has f(x)− f(0) =

df(x)
dx (x − 0). Since f(0) = 0 and df(x)

dx = 0 for all x, one has f(x) = 0, that

is, ln(cosh(x)) +
∫ x
0

2
e2s+1ds = x, then, one has ln(cosh(x)) + δ ≥ x.

Remark 5.2 Lemma 5.1 is used to facilitate the control design.

Definition 5.1 Consider time varying positive functions κι(t) for ι = 1, . . . , 3

converging to zero as t→ ∞ and satisfying limt→∞
∫ t
0 κι(ω)dω = bι <∞ with

a finite constant bι. There are many choices for κι(t) that satisfy the above

condition, for example, κι = 1/(1 + t)2.
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5.2.4 Kinematic and Dynamic Subsystems

Consider the following signals as

ζ̇r = ζ̇d −Kζ(ζ̂ − ζd) = ζ̇d −Kζeζ +Kζ ζ̃ (5.25)

r1 = ζ̇ − ζ̇r = ėζ +Kζeζ −Kζ ζ̃ (5.26)

ζ̇o =
˙̂
ζ −Kζ ζ̃ (5.27)

r2 = ζ̇ − ζ̇o =
˙̃
ζ +Kζ ζ̃ (5.28)

r = r1 + r2 (5.29)

eλ = λh − λdh (5.30)

where eζ = ζ − ζd, ζ̃ = ζ − ζ̂ with ζ̂ denoting the estimate of ζ, and Kζ is

diagonal positive.

The linear observer [148] for velocity estimation adopted

˙̂
ζ = z +Kζ ζ̃ + kdζ̃ (5.31)

ż = ζ̈r + kdKζ ζ̃ (5.32)

where kd is a positive constant.

A decoupling control scheme is introduced to control generalized position

and constraint force, separately. Consider the control u in the following form:

u = L+Tua − J1Tub (5.33)

where ua = B1aGraKNaIa, ub = B1bGrbKNbIb B1 = diag[B1a B1b], Gr =

diag[Gra Grb], ua, B1a, Gra, Ia ∈ Rn−j−k, and ub, B1b, Grb, Ib ∈ Rk, L+ =

(LTL)−1LT . Then, equations (4.17) and (4.18) can be rewritten as

B1aGraKNaIa =ML(ζ)ζ̈ + CL(ζ, ζ̇)ζ̇ +GL + dL(t) (5.34)

λh = Z(C2(ζ, ζ̇)ζ̇ +G2 + d2(t)− L+TB1aGraKNaIa)

+B1bGrbKNbIb (5.35)

Consider the following control laws as

Ira = (B1aGraKNa)
−1[−Kp(r1 − r2)−Ki(ζ̃ + eζ)

− sgn(r)(ln(cosh(Φ̂)) + δ)] (5.36)

Irb = (B1bGrbKNb)
−1[(ln(cosh(χ̂)) + δ)ζ̈d

+λdh −Kfeλ] (5.37)

where Φ̂ = ĈTΨ, Ĉ = [ĉ1 ĉ2 ĉ3 ĉ4 ĉ5]
T ,

˙̂
C = −ΛĈ + ‖r‖ΓΨ, χ̂ = ĉ1‖Z∗L+T ‖,
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Ψ = [‖ζ̈r‖ ‖ζ̇r‖ ‖ζ̇r‖2 1 1]T , Kp,Ki,Kf are diagonal positive; if r ≥ 0,

sgn(r) = 1, otherwise sgn(r) = −1; δ ≥ 1 is constant; Γ = diag[γi] > 0;

Λ is a diagonal matrix whose each element Λi satisfies Definition 5.1, i.e.,

limt→∞
∫ t
0 Λi(ω)dω = ai < ∞ with the finite constant ai, i = 1, . . . , 5;

Z∗ = (J1(M∗)−1J1T )−1J1(M∗)−1 with ‖LTM∗L‖ = ĉ1, Ir = [Ira, Irb]
T will

be defined the following section.

5.2.5 Control Design at the Actuator Level

Until now, ζ tends to ζd can be guaranteed, if the actual input control signal

of the dynamic system I is of the form Id which can be realized from the

actuator dynamics by the design of the actual control input ν. On the basis

of the above statements, it is concluded that if ν is designed in such a way

that I tends to Id then (ζ − ζd) → 0 and (λh − λdh) → 0.

Define eI =
∫ t
0 (I−Id)dt, and ėI = I−Id, Ir = Id−KreI , and s = ėI+KreI

with Kr = 0. Substituting I and ζ̇ of (5.24), one obtains

Laṡ+Ras+KeGrT ėζ = −φ+ ν (5.38)

where φ = Laİr +RaIr +KeGrT ζ̇d.

Remark 5.3 Since I is partitioned into Ia and Ib, one has corresponding

partitions eI = [eIa, eIb]
T , ėI = [ėIa, ėIb]

T , Ir = [Ira, Irb]
T , s = [sa, sb]

T ,

φ = [φa, φb]
T , T = diag[Ta, Tb], ν = [νa, νb]

T with the corresponding αa =

[αa1, αa2, αa3]
T and αb = [αb1, αb2, αb3]

T , ϕa = α̂Ta μa and ϕb = α̂Tb μb, μa =

[‖İad‖ ‖Iad‖ ‖GraTaζ̇d‖]T and μb = [‖İbd‖ ‖Ibd‖ 0]T , Kνa and Kνb, La =

diag[Laa, Lab], Ra = diag[Raa, Rab] and Ke = diag[Kea,Keb].

Consider the adaptive robust control laws for Ia and Ib, respectively

νa = − sgn(sa)(ln(cosh(ϕ̂a)) + δ)−Kνasa (5.39)

νb = − sgn(sb)(ln(cosh(ϕ̂b)) + δ)−Kνbsb (5.40)

where α̂a = [α̂a1 α̂a2 α̂a3]
T ,α̂b = [α̂b1 α̂b2 α̂b3]

T , ˙̂αa = −κα̂a + ‖sa‖βμa and
˙̂αb = −κα̂b+‖sb‖βμb for Ia and Ib, respectively, andKνa andKνb are diagonal

positive, β = diag[βι], κ is a diagonal matrix whose each element κι satisfies

Definition 5.1, i.e., limt→∞
∫ t
0 κι(ω)dω = bι < ∞ with the finite constant bι,

ι = 1, . . . , 3.
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5.2.6 Stability Analysis

Theorem 5.3 Consider the mechanical system described by (4.1), (4.2) and

(4.8), using the control laws (5.36), (5.37), (5.39) and (5.40), the following

hold for any (q(0), q̇(0)) ∈ Ωn ∩Ωh: (i) r and sa converge to a set containing

the origin as t → ∞; (ii) eq and ėq converge to 0 as t → ∞; and (iii) sb

converges to a set containing the origin as t→ ∞, and eλ and τ are bounded

for all t ≥ 0.

Proof (i) By combining (5.22) with (5.26) and considering Property 4.3,

the closed-loop system dynamics are given by

ML(ζ)ṙ1 = B1aGraKNaIra +B1aGraKNasa

−γ − (CL(ζ, ζ̇) + CL(ζ, ζ̇r))r1 (5.41)

where γ = ML(ζ)ζ̈r + CL(ζ, ζ̇r)ζ̇r +GL + dL. Differentiating (5.31) and con-

sidering (5.32), one has
¨̂
ζ = ζ̈r + kd

˙̃ζ + kdKζ ζ̃ +Kζ
˙̃ζ, which leads to

ṙ2 + kdr2 = ṙ1 (5.42)

Substituting (5.36) and (5.28) into (5.41), and considering Property 4.3,

the closed-loop dynamic equation is obtained

ML(ζ)ṙ1 = −CL(ζ, ζ̇)r1 −Kp(r1 − r2)−Ki(ζ̃ + eζ)

− sgn(r)(ln(cosh(Φ̂)) + δ)− γ − CL(ζ, ζ̇r)r1

+B1aGraKNasa (5.43)

Substituting into (5.43), we have

ML(ζ)ṙ2 = −CL(ζ, ζ̇)r2 − (kdML(ζ)−Kp)r2 −Kpr1

+CL(ζ, ζ̇r + r1)r2 − CL(ζ, r1)(r1 + 2ζ̇r)

−Ki(ζ̃ + eζ)− sgn(r)(ln(cosh(Φ̂)) + δ)

−γ +B1aGraKNasa (5.44)

Consider the Lyapunov function candidate

V = V1 + V2 (5.45)

where V1 = 1
2X

TMX and V2 = 1
2s
T
a Laasa+

1
2 α̃

T
a β

−1α̃a, X = [r1 eζ r2 ζ̃ C̃]
T ,

C̃ = C− Ĉ, and M = diag[ML Ki ML Ki Γ
−1], α̃a = αa− α̂a. Differentiating

V1 with respect to time, one has V̇1 = rT1 (MLṙ1 + 1
2ṀLr1) + rT2 (MLṙ2 +
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1
2ṀLr2) + C̃TΓ−1 ˙̃C + eTζ Kiėζ + ζ̃TKi

˙̃
ζ. From Property 4.2 and Property 4.3,

the time derivative of V1 along the trajectory of (5.44) is

V̇1 = −rT1 Kpr1 + rT1 Kpr2 − rT1 Ki(ζ̃ + eζ)

−rT1 sgn(r)(ln(cosh(Φ̂)) + δ)− rT1 γ − rT1 CL(ζ, ζ̇r)r1

+rT1 B1aGraKNasa − rT2 (kdML(ζ) −Kp)r2

−rT2 Kpr1 + rT2 CL(ζ, ζ̇r + r1)r2

−rT2 CL(ζ, r1)(r1 + 2ζ̇r)− rT2 Ki(ζ̃ + eζ)

−rT2 sgn(r)(ln(cosh(Φ̂)) + δ)− rT2 γ

+rT2 B1aGraKNasa + C̃TΓ−1 ˙̃C + eTζ Kiėζ + ζ̃TKi
˙̃ζ

Considering Lemma 5.1, one has ln(cosh(Φ̂)) + δ ≥ Φ̂, and ‖r‖(ln(cosh(Φ̂)) +
δ) ≥ ‖r‖Φ̂, and ėζ = r1 −Kζeζ +Kζ ζ̃,

˙̃
ζ = r2 −Kζ ζ̃ from (5.26) and (5.28),

one has

V̇1 = −rT1 Kpr1 − rT2 (kdML(ζ)−Kp)r2

−rT2 Kieζ + ζ̃TKiKζeζ − rT1 Kiζ̃ − eTζ KiKζeζ − ζ̃TKiKζ ζ̃

−rT sgn(r)(ln(cosh(Φ̂)) + δ)− rT γ − rT1 CL(ζ, ζ̇r)r1

+rT2 CL(ζ, ζ̇r + r1)r2 − rT2 CL(ζ, r1)(r1 + 2ζ̇r)

+C̃TΓ−1 ˙̃C + rTB1aGraKNasa

Considering Lemma 5.1, we have ln(cosh(Φ̂)) + δ ≥ Φ̂, and ‖r‖(ln(cosh(Φ̂)) +
δ) ≥ ‖r‖Φ̂, therefore

V̇1 ≤ −rT1 Kpr1 − rT2 (kdML(ζ) −Kp)r2

−eTζKiKζeζ − ζ̃TKiKζ ζ̃ + ‖Ki‖‖eζ‖‖r2‖
+‖KiKζ‖‖eζ‖‖ζ̃‖+ ‖Ki‖‖ζ̃‖‖r1‖
+‖r‖‖γ‖ − ‖r‖Φ̂ + C̃TΓ−1ΛĈ − C̃TΨ‖r‖
−rT1 CL(ζ, ζ̇r)r1 + rT2 CL(ζ, ζ̇r + r1)r2

−rT2 CL(ζ, r1)(r1 + 2ζ̇r) + rTB1aGraKNasa

Since

‖Ki‖‖eζ‖‖r2‖ ≤ 1

2
‖Ki‖eTζ eζ +

1

2
‖Ki‖rT2 r2

‖KiKζ‖‖eζ‖‖ζ̃‖ ≤ 1

2
‖KiKζ‖eTζ eζ +

1

2
‖KiKζ‖ζ̃T ζ̃

‖Ki‖‖ζ̃‖‖r1‖ ≤ 1

2
‖Ki‖ζ̃T ζ̃ +

1

2
‖Ki‖rT1 r1
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we have

V̇1 ≤ −rT1
(
Kp −

1

2
‖Ki‖I

)
r1 − rT2

(
(kdML(ζ)−Kp)−

1

2
‖Ki‖I

)
r2

−eTζ
(
KiKζ −

1

2
‖KiKζ‖I − 1

2
‖Ki‖I

)
eζ

−ζ̃T
(
KiKζ −

1

2
‖KiKζ‖I − 1

2
‖Ki‖I

)
ζ̃

+C̃TΓ−1ΛĈ + ‖CL(ζ, ζ̇r)‖‖r1‖2 + ‖CL(ζ, ζ̇r + r1)‖‖r2‖2

+‖CL(ζ, r1 + 2ζ̇r)‖‖r1‖‖r2‖+ rTB1aGraKNasa

where I is the unit matrix.

From Property 5.1, the following relationships are valid:

‖CL(ζ, ζ̇r)‖ ≤ μ1 (5.46)

‖CL(ζ, ζ̇r + r1)‖ ≤ μ2 (5.47)

‖CL(ζ, r1 + 2ζ̇r)‖ ≤ μ3 (5.48)

where μ1, μ2 and μ3 are known constants.

Since

C̃TΓ−1ΛĈ = ĈTΓ−1Λ(C − Ĉ)

=
1

4
CTΓ−1ΛC − 1

4
CTΓ−1ΛC + ĈTΓ−1ΛC − ĈTΓ−1ΛĈ

= −(
1

2
CT − ĈT )Γ−1Λ(

1

2
C − Ĉ) +

1

4
CTΓ−1ΛC

≤ 1

4
CTΓ−1ΛC (5.49)

we have

V̇1 ≤ −rT1
(
Kp −

1

2
‖Ki‖I − μ1I − 1

2
μ3I
)
r1

−eTζ
(
KiKζ −

1

2
‖KiKζ‖I − 1

2
‖Ki‖I

)
eζ

−rT2
(
kdML(ζ)−Kp −

1

2
‖Ki‖I − μ2I − 1

2
μ3I
)
r2

−ζ̃T
(
KiKζ −

1

2
‖KiKζ‖I − 1

2
‖Ki‖I

)
ζ̃

+
1

4
CTΓ−1ΛC + rTB1aGraKNasa (5.50)

Differentiating V2(t) with respect to time, considering n − j − k joints,
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using (5.38) for νa, we have

V̇2 = −sTa [−νa + (Laaİra +RaaIra +KeaGraTaζ̇d)

+Raasa +KeaGraTaėζ ] + α̃Ta β
−1 ˙̃αa (5.51)

Substituting νa into (5.51) by the control law (5.39) for νa, one has

V̇2 = −sTa (Kνa +Raa)sa − sTaKeaGraTaėζ

−sTa (Laaİra + RaaIra +KeaGraTaζ̇d)

−sTa sgn(sa)(ln cosh(ϕ̂a) + δ) + α̃Tβ−1 ˙̃α

≤ −sTa (Kνa +Raa)sa − sTaKeaGraT (r1 −Kζeζ +Kζ ζ̃) + ‖sa‖‖φa‖
−sTa sgn(sa)(ln cosh(ϕ̂a) + δ) + α̃Ta β

−1 ˙̃αa (5.52)

As similar as C̃TΓ−1ΛĈ, one has α̃Ta β
−1κα̂a ≤ 1

4α
T
a β

−1καa. By noting

‖sa‖(ln cosh(ϕ̂a) + δ) ≥ ‖sa‖ϕ̂a, we have

V̇2 ≤ −sTa (Kνa +Raa)sa − sTaKeaGraTa(r1 −Kζeζ +Kζ ζ̃)

+‖sa‖ϕa − ‖sa‖ϕ̂a + α̃Ta β
−1 ˙̃αa

= −sTa (Kνa +Raa)sa − sTaKeaGraTa(r1 −Kζeζ +Kζ ζ̃)

+‖sa‖ϕa − ‖sa‖ϕ̂a + α̃Tβ−1κα̂− α̃Tβ−1βμa‖sa‖

≤ −sTa (Kνa +Raa)sa +
1

4
αTa β

−1καa

−sTaKeaGraTa(r1 −Kζeζ +Kζ ζ̃) (5.53)

Since the last term in (5.50), we have rTB1aGraKNasa ≤ 1
2‖B1aGraKNa‖‖r1‖2+

1
2‖B1aGraKNa‖‖r2‖2 + ‖B1aGraKNa‖‖sa‖2, and in (5.53), one obtains

−sTaKeaGraTa(r1 −Kζeζ +Kζ ζ̃) ≤ 3

2
‖KeaGraTa‖‖sa‖2

+
1

2
‖KeaGraTa‖‖r1‖2

+
1

2
‖KeaGraKζ‖‖eζ‖2

+
1

2
‖KeaGraKζ‖‖ζ̃‖2 (5.54)

By integrating (5.50) and (5.53) and considering the above two inequalities,

V̇ can be expressed as

V̇ ≤ −rT1 Ar1 − rT2 Br2 − sTa Csa − eTζ Deζ − ζ̃TDζ̃

+
1

4
(CTΓ−1ΛC + αTa β

−1καa) (5.55)
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where

A = Kp −
1

2
‖Ki‖I − μ1I − 1

2
μ3I − 1

2
‖KeaGraTa‖I − 1

2
‖B1aGraKNa‖I

B = kdML(ζ)−Kp −
1

2
‖Ki‖I − μ2I − 1

2
μ3I − 1

2
‖B1aGraKNa‖I

C = Kνa +Raa − ‖B1aGraKNa‖I − 3

2
‖KeaGraTa‖I

D = KiKζ −
1

2
‖KiKζ‖I − 1

2
‖Ki‖I − 1

2
‖KeaGraKζ‖I

From (5.55), we can choose Kp, Ki, Kνa, kd and Kζ such that the matrices

A, B, C, D are all positive definite. Then

V̇ ≤ −λmin(A)‖r1‖2 − λmin(B)‖r2‖2 − λmin(C)‖sa‖2

−λmin(D)‖eζ‖2 − λmin(D)‖ζ̃‖2

+
1

4
(CTΓ−1ΛC + αTa β

−1καa) (5.56)

noting 1
4 (C

TΓ−1ΛC + αTa β
−1καa) → 0 as t→ ∞ because of Definition 5.1.

Integrating both sides of the above equation gives

V (t)− V (0) ≤ −
∫ t

0

(rT1 Ar1 + rT2 Br2 + sTa Csa + eTζ Deζ + ζ̃TDζ̃)d�

+
1

4

∫ t

0

(CTΓ−1ΛC + αTβ−1κα)d�

< −
∫ t

0

(rT1 Ar1 + rT2 Br2 + sTa Csa + eTζ Deζ

+ζ̃TDζ̃)d� +
1

4
CT EC +

1

4
αTaFαa (5.57)

with E = diag[ai/γi], i = 1, . . . , 5 and F = diag[bι/βι], ι = 1, . . . , 3.

(ii) From (5.57), one has V (t) < V (0) + 1
4C

TEC + 1
4α

T
aFαa, therefore, V

is bounded, which implies that r1, r2, sa ∈ Ln−j−k∞ . From the definitions of

r1 and r2 and sa, it can be obtained that eζ, ėζ , eIa, ėIa ∈ Ln−j−k∞ . As it has

been established that eζ , ėζ, eIa, ėIa ∈ L∞, from Assumption 4.1, we conclude

that ζ(t), ζ̇(t), ζ̇r(t), ζ̈r(t), Ia, İa, Ira, İra ∈ Ln−k∞ and q̇ ∈ Ln∞.

Therefore, all the signals on the right hand side of (5.44) are bounded

and it is concluded that ṙ1, ṙ2 and ṡa and therefore ζ̈ and İra are bounded.

Thus, r, sa → 0 as t → ∞ can be obtained. Consequently, one has eζ , eIa →
0, ėζ, ėIa → 0 as t→ ∞. It follows that eq, ėq → 0 as t→ ∞.

(iii) Substituting the control (5.36) and (5.37) into the reduced order dy-
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namic system model (4.23) yields

(I +Kf)eλ = Z(C2(ζ, ζ̇)ζ̇ +G2 + d2(t)− L+TB1aGrbKNaIa)

+B1bGrbKNbIrb +B1bGrbKNbsb

−ZL+TML(ζ)ζ̈ + (ln(cosh(χ̂)) + δ)ζ̈r

+B1bGrbKNbsb (5.58)

For the k joints in the force space, V1 = 0, Ib ∈ Rk, (5.24) could be rewritten as

Lab
dIb
dt +RabIb = νb and therefore, V2 could be rewritten as V2 = 1

2s
T
b Labsb+

1
2 α̃

T
b β

−1α̃b, and the time derivative of V2 is as similar as (5.53),

V̇2 ≤ −sTb KNb(Kνb +Rab)sb +
1

4
αTb β

−1καb (5.59)

noting that 1
4α

T
b β

−1καb → 0 as t→ ∞ because of κ satisfying Definition 5.1.

Integrating both sides of the above equation gives

V2(t)− V2(0) < −
∫ t

0

sTb KNb(Kνb +Rab)sbd� +
1

4
αTb Fαb

Since KNb(Kνb + Rab) > 0 is bounded, V2(t) < V2(0) +
1
4α

T
b Fαb, therefore,

V2(t) is bounded, V (t) is bounded for the joints in the force space and then

sb → 0 as t → ∞. The proof is completed by noticing that ζ̈, Z, KNb and

sb are bounded. Moreover, ζr → ζd, ζ → ζd, and the right side of (5.58)

are bounded and the size of eλ can be adjusted by choosing the proper gain

matrices Kλ.

Since r, ζ, ζ̇, ζr, ζ̇r, ζ̈r, eλ and s are all bounded, it is easy to conclude

that τ is bounded from (5.33).

5.2.7 Simulation Studies

Consider the mobile manipulator shown in Fig. 5.5 with the nonholonomic con-

straint ẋ cos θ + ẏ sin θ = 0, where qv = [x, y, θ]T , qr = [θ1, θ2]
T , q = [qv, qr]

T ,

and Av = [cos θ, sin θ, 0]T , τv = [τlw, τrw]
T , τr = [τ1, τ2]

T . The matrices H

can be chosen as H = [H1, H2, H3, H4, H5], H1 = [− tan θ, 0.0, 0.0, 0.0]T ,

H2 = [1.0, 0.0, 0.0, 0.0]T , H3 = [0.0, 1.0, 0.0, 0.0]T , H4 = [0.0, 0.0, 1.0, 0.0]T

and H5 = [0.0, 0.0, 0.0, 1.0]T .

Given the desired trajectories and the geometric constraint, the end-

effector is subject to yd = 1.5 sin(t), θd = 1.0 sin(t), θ1d = π/4(1 − cos(t)),

Φ = l1 + l2 sin(θ2) = 0, and λd = 10.0N .
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Remark 5.4 The existence of sgn-function in the control (5.36), (5.39) and

(5.40) may inevitably lead to chattering in control torques. To avoid such a

phenomenon, in actual implementation, it can be replaced by the sat function

defined as: if |σ| ≥ ς, sat(σ) = sgn(σ), else, sat(σ) = ς/σ, where σ = r or s

[23].

In the simulation, the parameters of the system are assumed to be

mp = m1 = m2 = 1.0kg, Iw = Ip = 1.0kgm2, 2I1 = I2 = 1.0kgm2,

I = 0.5kgm2, d = l = r = 1.0m, 2l1 = 1.0m, 2l2 = 0.6m, q(0) =

[0, 2.0, 0.6, 0.5]Tm, q̇(0) = [0.0, 0.0, 0.0, 0.0]Tm/s, KN = diag[0.01]Nm/A,

Gr = diag[100], La = [5.0, . . . , 5.0]TmH , Ra = [2.5, . . . , 2.5]TOhm, and

Ke = [0.02, 0.02, 0.02, 0.02]TV s/rad. The disturbances on the mobile base

are introduced into the simulation model as 0.1 sin(t) and 0.1 cos(t). By

Theorem 5.3, the observer gain is selected as kd = diag[50], the control

gains are selected as Kp = diag[10.0, 10.0, 10.0], Kζ = diag[1.0, 1.0, 1.0],

Kν = diag[10.0, 10.0, 10.0, 10.0], Ki = diag[0.5] and Kf = 0.5, Ĉ(0) =

[1.0, 1.0, 1.0, 1.0, 1.0]T , KN = diag[0.1], Gr = diag[50], Λ = κ = diag[1/(1 +

t)2], Γ = diag[4.8], β = diag[0.2], α̂(0) = [0.001, 1.0, 0.01]T , ς = 0.01. The

simulation results for motion/force are shown in Figs. 5.6-5.8 [168].

The desired currents tracking and input voltages on the motors are shown

in Figs. 5.9-5.10 and Figs. 5.12-5.13. The simulation results show the bet-

ter performance: the trajectory and force tracking errors converge to zero,

which validates the effectiveness of the control law in Theorem 5.3. The bet-

ter tracking performances is largely due to the “adaptive” mechanism. Al-

though the parametric uncertainties and the external disturbances are both

introduced into the simulation model, the force/motion control performance

of the system, under the proposed control, is not degraded. The simulation

results demonstrate the effectiveness of the proposed adaptive control in the

presence of unknown nonlinear dynamic system and environments. Different

motion/force tracking performance can be achieved by adjusting parameter

adaptation gains and control gains.
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The positions of the joints.
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The velocities of the joints.
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The torques of the joints.
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Tracking the desired currents.
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The constraint force.
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Tracking the desired current of joint 2.
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The input voltage of joint 2.
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5.3 Adaptive Robust Hybrid Position/Force Control

5.3.1 Introduction

Fundamentally, the nonholonomic mobile manipulator is a typical nonholo-

nomic mechanical system and possesses a complex and strongly coupled dy-

namics of the mobile platform and the robotic manipulator. In this section,

we shall consider not only position stabilization but also force control under

uncertain constraints on the dynamics level. The tracking control of mobile

manipulators should include position/force tracking control in the presence of

model parameter uncertainty and the constraint uncertainty for the practical

applications. Therefore, in this section, we shall consider the case that the

end-effector of the mobile manipulator might be in contact with a constrained

surface, as in applications involving contour following, grinding, and assem-

bling. Both the positions and constraint forces are required to asymptotically

converge to their desired trajectories and constraint forces, respectively, in the

presence of uncertainty.

With the assumption of known dynamics, much research has been carried

out. In [101], input-output feedback linearization was proposed for the mo-

bile platform such that the manipulator is always positioned at the preferred

configurations measured by its manipulability. In [102], the dynamic coupling

between the mobile platform and the arm on the tracking performance of a

mobile manipulator was studied, and nonlinear feedback control for the mo-

bile manipulator was developed to compensate for the dynamic interaction.

Similarly, through nonlinear feedback linearization and decoupling the dy-

namics in [61], force/position control of the end-effector along the same direc-

tion for mobile manipulators was proposed and applied to nonholonomic cart

pushing.

Decentralized robust control was developed to overcome the effects of un-

known internal interactive forces and parameter uncertainty of the mobile ma-

nipulators [7]. Adaptive neural network (NN) control has been proposed for

the motion control of a mobile manipulator subject to kinematic constraints

[115]. However, for practical applications, not only the motion but also the

force of the end-effector of the arm should be considered. Adaptive control

was proposed for trajectory/force control of mobile manipulators subjected

to holonomic and nonholonomic constraints with unknown inertia parameters

[103], which ensures the motion of the system to asymptotically converge to
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the desired trajectory and force. Most control approaches for mobile manip-

ulators deal with uncertainty in system dynamics and assume that the exact

holonomic constraints of the interconnected system is known. However, in

practical applications, environmental uncertainties arise in mobile manipula-

tor applications. The motion of the end-effector on the surface together with

the contact force are to be controlled, while exact knowledge of the holonomic

constraints is not usually available due to the complexity of the constraints or

possible change in location and orientation of the constraints. Due to the un-

certainty of the system parameters, the holonomic uncertainty in such systems

can affect the control stability and performance. If the rigid working environ-

ment is partially known, the holonomic uncertainty could be translated into

kinematic uncertainty or a constraint Jacobian matrix.

In this section, under holonomic uncertainty, we consider the position and

force tracking for general nonholonomic mobile manipulator systems in which

the system is transformed into a chained form. Since the general position/force

decomposition control is not valid with constraint uncertainties, we develop a

low-pass force filter to assure the boundedness of force error and simultane-

ously estimate the uncertain constraint Jacobian matrix. A main concern in

our design is the magnitude of the Jacobian error as it influences the resid-

ual force error. By investigating the dynamics error, we apply a reduction

procedure and define a mixed tracking error of trajectory and force. Then, ro-

bust adaptive force/motion control is presented in which adaptive controls are

used to compensate for parametric uncertainties and suppress constraint un-

certainties and bounded disturbances. The control guarantees the outputs of

the dynamic system to track some bounded hybrid signals which subsequently

drive the kinematic system to the desired trajectory/force.

5.3.2 Nonholonomic Constraint in Chained Form

When the system is subjected to nonholonomic constraints, assume the m

nonintegrable and independent velocity constraints can be expressed as

A(qv)q̇v = 0 (5.60)

Since A(qv) ∈ R(nv−m)×nv , it is always possible to find an m rank matrix

Sv(qv) ∈ Rnv×m formed by a set of smooth and linearly independent vector

fields spanning the null space of A(qv), i.e.,

STv (qv)A
T (qv) = 0 (5.61)
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Since Sv(qv) = [sv1(qv), . . . , svm(qv)] is formed by a set of smooth and linearly

independent vectors spanning the null space of A(qv), we define an auxiliary

function vb = [vb1, . . . , vbm]T ∈ Rm such that

q̇v = Sv(qv)vb = sv1(qv)vb1 + · · ·+ svm(qv)vbm (5.62)

which is the so-called kinematic model of nonholonomic system. Differentiat-

ing (5.62) yields

q̈v = Ṡv(qv)vb + Sv(qv)v̇b (5.63)

Therefore, the dynamics (4.1), after eliminating the nonholonomic constraint

ATλn, can be reformulated as

q̇ = S(q)v (5.64)

M1(q)v̇ + C1(q, q̇)v +G1(q) + d1(t) = B1(q)τ + f1 (5.65)

where S = diag[Sv(qv), Ia], M1(q) = ST (q)M(q)S(q), G1(q) = ST (q)G(q),

C1(q, q̇) = ST (q)[M(q)Ṡ(q) + C(q, q̇)S(q)], d1(t) = ST (q)d(t), B1(q) =

ST (q)B(q), v = [vb, q̇a]
T , and f1 = JT1 λh with J1 = [Jv, Ja].

5.3.3 Reduced Model and State Transformation

Assume that there exist a coordinate transformation T1(q) and a state feed-

back T2(q)

ζ = [ξ, qa]
T = T1(q) = [T11(qv), qa]

T (5.66)

v = [vb, q̇a]
T = T2(q)u = [T21(qv)ub, ua]

T (5.67)

with T2(q) = diag[T21(qv), I] and u = [ub, ua]
T , so that the kinematic system

(5.64) could be locally or globally converted to the chained form [84, 85]

ξ̇1 = u1

ξ̇i = u1ξi+1(2 ≤ i ≤ nv − 1)

ξ̇nv = u2

q̇a = ua (5.68)

where ua = [ua1, . . . , uana ]
T .

Remark 5.5 A necessary and sufficient condition for existence of the trans-

formation of the kinematic system (5.64) with two independent wheels driven
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mobile manipulator into this chained form (single chain) [10]. For the discus-

sion of the other types of mobile platforms (multichain case), the reader may

refer to [84].

Considering the above transformations, the dynamics (5.65) are converted

as

M2(ζ)u̇ + C2(ζ, ζ̇)u+G2(ζ) + d2 = B2τ + f2 (5.69)

where

M2(ζ) = T T2 (q)M1(q)T2(q)|q=T−1
1 (ζ) (5.70)

C2(ζ, ζ̇) = T T2 (q)[M1(q)Ṫ2(q) + C1(q, q̇)T2(q)]|q=T−1
1 (ζ)

G2(ζ) = T T2 (q)G1(q)|q=T−1
1 (ζ) (5.71)

B2 = T T2 (q)B1(q)|q=T−1
1 (ζ) (5.72)

f2 = T T2 (q)f1 = J2(q)
Tλh = [J2v, J2a]

Tλh|q=T−1
1 (ζ) (5.73)

d2 = T T2 (q)d1|q=T−1
1 (ζ1) (5.74)

Property 5.1 The matrix M2 is symmetric and positive definite.

Property 5.2 The matrix Ṁ2 − 2C2 is skew-symmetric.

Property 5.3 There exist some finite non-negative constants ci ≥ 0 (i =

5) such that ∀ζ ∈ Rn, ∀ζ̇ ∈ Rn, ‖M2(ζ)‖ ≤ c1, ‖C2(ζ, ζ̇)‖ ≤ c2 + c3‖ζ̇‖,
‖G2(ζ)‖ ≤ c4, and supt≥0‖d2(t)‖ ≤ c5.

5.3.4 Uncertain Holonomic Constraints

Assume that the r-rigid-link manipulator in contact with a certain constrained

surface Φ(q) can be represented as Φ(χ(q)) = 0, where Φ(χ(q)) is a given

scalar function and χ(q) ∈ Rl denotes the position vector of the end-effector

in contact with the environment. If the constraint surface is rigid and has a

continuous gradient, the contact force in (5.69) can be given as f2 = JT2 (q)λh,

where λh is the magnitude of the contact force. However, when the robot end-

effector is rigidly in contact with the uncertain surface, the environmental

constraint could be expressed as an algebraic equation of the coordinate χ

in the task space. Without loss of generality, the uncertain surface constraint

Φ̄(χ(q)) can be decomposed into a nominal part Φ(χ(q)) and an unknown

constraint error part ΔΦ(χ(q)) in an additive manner as follows:

Φ̄(χ(q)) = Φ(χ(q)) + ΔΦ(χ(q)) (5.75)
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where Φ̄(χ(q)) is the constrained surface.

Let J̄2 and J2 be the Jacobian matrix of Φ̄(χ(q)) and Φ(χ(q)) with respect

to q, and since q̇v = Hv(qv)T21(qv)ub, J̄2(q) = J̄χ[J2vHv(qv)T21(qv), J2a],

J2(q) = Jχ[J2vHv(qv)T21(qv), J2a], J̄χ = Φ̄(χ(q))/∂χ, Jχ = ∂Φ(χ(q))/∂χ,

J2v = ∂χ/∂qv and J2a = ∂χ/∂qa.

Integrating (5.64) and (5.67), we have

J2(q)u +
∂ΔΦ(χ(q))

∂t
= 0 (5.76)

Assume that

J̄2(q) = J2(q) + ΔJ2(q) (5.77)

with ΔJ2(q) defined later. Since the uncertain constraint errors (5.75) are

introduced, integrating (5.77) into (5.69) yields

M2(ζ)u̇ + C2(ζ, ζ̇)u+G2(ζ) + d2 = B2τ

+(J2(T
−1
1 (ζ)) + ΔJ2(T

−1
1 (ζ)))T λh (5.78)

Assumption 5.4 The Jacobian matrices J̄2(q) are uniformly bounded and

uniformly continuous if q are uniformly bounded and continuous, respectively.

Assumption 5.5 The manipulator is operating away from any singularity.

Remark 5.6 Under Assumption 5.5, the Jacobian J2a = ∂χ
∂qa

is of full row

rank l, such that the joint coordinate qa can be partitioned into qa = [qa1, qa2]
T

where qa1 ∈ Rna−l and qa2 ∈ Rl,with qa2 = Ω(qa1) with a nonlinear map-

ping function Ω(·) from an open set Rna−l ×R → Rl. The terms ∂Ω/∂qa1,

∂2Ω/∂q2a1, ∂Ω/∂t, ∂
2Ω/∂t2 exist and are bounded in the workspace.

Since the dimension of the constraint is l, the configuration space of the

manipulator is left with na− l degrees of freedom. Based on the full row rank

for Ja, the existence of Ω(qa1) [17], [18], it is easy to obtain

J2(q) = Jχ[J2vHv(qv)T21(qv), J2a1, J2a2] (5.79)

Integrating (5.79) into (5.76) and considering (5.79) and letting δh =
∂ΔΦ(χ(q))

∂t , we have

u =

⎡
⎢⎢⎢⎣

ub

q̇a1

−J−1
2a2[J1vHv(qv)T21(qv)ub + J1a1q̇a1]

−J−1
1a2J

−1
χ δh

⎤
⎥⎥⎥⎦ = Lu1 + ε (5.80)
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where

L =
[
Lv La

]T
=

⎡
⎢⎣

Iv 0

0 Ia1

−J−1
2a2J2vHv(qv)T21(qv) −J−1

2a2J2a1

⎤
⎥⎦(5.81)

u1 =
[
ub q̇a1

]T
(5.82)

ε = J δh (5.83)

J =
[
0 0 −J−1

2a2J
−1
χ

]T
(5.84)

Then, we have

LTJT2 (q) = 0 (5.85)

Differentiating (5.80) and substituting it into (5.78), we have

M3(ζ)u̇
1 + C3u

1 +G3(ζ) + d3 = B3τ

+(J2(T
−1
1 (ζ)) + ΔJ2(T

−1
1 (ζ)))T λh (5.86)

where M3(ζ) = M2(ζ)L, C3(ζ, ζ̇) = M2(ζ)L̇ + C2(ζ, ζ̇)L, G3(ζ) = G2(ζ),

B3 = B2, d3 =M2(ζ)ε̇+ C2(ζ, ζ̇)ε+ d2.

Assumption 5.6 The set of the constrained surface reachable by the end-

effector of mobile manipulator, defined by

S :=
{
χ : Φ̄(χ, α) = 0, α ∈ Rl1

}
(5.87)

is bounded and belongs to a class of continuously differentiable mani-

folds Φ̄(χ, α) = f(χ1, χ2, . . . , χl1)α + g(χl1+1, χl1+2, . . . , χl)ε + � with

l1 ≤ l ≤ n and χ ∈ Rn, where α = [α1, . . . , αl1 , 0, . . . , 0]T ∈
Rl and ε = [0, . . . , 0, 1, . . . , 1]T ∈ Rl are constant vectors, f(∗) =

[f1, . . . , fl1 , 0, . . . , 0] ∈ R1×l and g(∗) = [0, . . . , 0, g1, . . . , gl] ∈ R1×l are
bounded and uniformly continuous differentiable vectors, and � is a constant

scalar.

Remark 5.7 We can give an example satisfying the Assumption 5.6 as z =√
a2 − x2 − y2, z > h, and a is a constant scalar, 0 < h < a, as shown in

Fig.5.14.

Considering Assumption 5.6, the uncertainty δh could be described as

δh = ΔJ2(T
−1
1 (ζ))

d

dt
(T−1

1 (ζ)) (5.88)

ΔJT2 = JTζ ρ(SΦ(χ)W + CΦυ) (5.89)
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An example of constraint surface.

where

SΦ = [
∂f

∂χ1
,
∂f

∂χ2
, . . . ,

∂f

∂χl1
, 0, . . . , 0]T ∈ Rl×l

CΦ = [0, . . . , 0,
∂g

∂χl1+1
,

∂g

∂χl1+2
, . . . ,

∂g

∂χl
]T ∈ Rl×l

ρ = 1/‖SΦ(χ)W + CΦυ‖

Jζ =
∂χ

∂ζ

From Assumption 5.6, the weight vector W = [W1, . . . ,Wl1 , 0, . . . , 0]
T ∈ Rl

is unknown positive, and υ = [0, . . . , 0, 1, . . . , 1]T ∈ Rl.

Property 5.4 SΦCΦ = 0 and WTυ = 0.

Let the estimated Jacobian ΔĴ2 be

ΔĴT2 = JTζ ρ̂(SΦŴ + CΦυ) (5.90)

with ρ̂ = 1/‖SΦ(χ)Ŵ + CΦυ‖. Considering Property 5.4, the error in Jacobian

matrix ΔJ̃2 = ΔĴ2 −ΔJ2 can be expressed by

ΔJ̃T2 = JTζ

(
SΦ(ρ̂Ŵ − ρW ) + ρ̃CΦυ

)
(5.91)
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where ρ̃ = ρ̂− ρ. Considering (5.91), the force error can be expressed as

ef = J+
ζ

T
JT2 λh − F = J+

ζ

T
(JT2 λh +ΔĴT2 λh − JT2 λh −ΔJT2 λh)

= J+
ζ

T
ΔJ̃T2 λh (5.92)

where J+
ζ

T
= Jζ(J

T
ζ Jζ)

−1 and the force error ef can be calculated from

J+
ζ

T
JT2 λh and F from the mounted force sensor.

Assumption 5.7 There exist some finite non-negative known constants bδ1

and bδ2, such that, ∀χ ∈ Ωχ, ‖δh‖ ≤ bδ1‖ ddtT
−1
1 (ζ)‖, ‖δ̇h‖ ≤ bδ1‖ d

2

dt2T
−1
1 (ζ)‖+

bδ2‖ ddtT
−1
1 (ζ)‖.

5.3.5 Adaptive Control

A desired trajectory qd and a desired constraint force, or, equivalently, a de-

sired multiplier λdh(t) should satisfy the constrained equations. Since the de-

sired trajectory qd should satisfy the equation (5.66), we can have the desired

ζd. After the transformation for the chained form through ζd = T1(qd) and

vd = T2(qd)ud, we can obtain ζd and ud and, equivalently, u1d. The trajectory

and force tracking control can be restated as seeking a strategy for specify-

ing a control law subjected to the uncertain holonomic constraint, such that

{λh, ζ, ζ̇} → {λdh, ζd, ζ̇d}. For the development of the control law, the following

assumption is required.

Assumption 5.8 The desired reference trajectory ζd(t) is assumed to be

bounded and uniformly continuous, and has bounded and uniformly contin-

uous derivatives up to the (n− 1)th order. The desired Lagrangian multiplier

λdh is also bounded and uniformly continuous.

Assumption 5.9 The time varying positive functions �i and hi con-

verge to zero as t → ∞ and satisfy limt→∞
∫ t
0 �i(ω)dω = ai < ∞,

limt→∞
∫ t
0
hi(ω)dω = bi <∞ with finite constants ai and bi, i = 1, . . . , 5.

There are many choices for �i and hi satisfying the Assumption 5.9, for ex-

ample, �i = hi = 1/(1 + t)2. Denote the tracking errors as e = ζ − ζd and
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eλ = λh − λdh, and define the reference signals

u1d = [u1bd, u
1
ad]

T (5.93)

u1bd =

⎡
⎢⎢⎢⎢⎣

ud1 + η

ud2 − snv−1ud1 − knvsnv

+
∑nv−3
i=0

∂(env−snv )

∂u
(i)
d1

u
(i+1)
d1

+
∑nv−1
i=2

∂(env−snv )
∂ei

ei+1

⎤
⎥⎥⎥⎥⎦

u1ad = q̇a1d −Ka(qa1 − qa1d)

where

s =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

e1

e2

e3 + k2e2u
2p−1
d1

e4 + s2 + k3s3u
2p−1
d1

− 1
ud1

∑0
i=0

∂(e3−s3)
∂u

(i)
d1

u
(i+1)
d1 −

∑2
i=2

∂(e3−s3)
∂ei

ei+1

. . .

env + snv−2 + knv−1snv−1u
2p−1
d1

− 1
ud1

∑nv−4
i=0

∂(env−1−snv−1)

∂ui
d1

u
(i+1)
d1

−
∑nv−2
i=2

∂(env−1−snv−1)
∂ei

ei+1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.94)

η̇ = −k0η − k1s1 −
nv−1∑
i=2

siζi+1 +

nv∑
j=3

sj

j−1∑
i=2

∂(ej − sj)

∂ei
ζi+1

p = nv − 2, u
(i)
d1 is the ith derivative of ud1 with respect to t, ki is a positive

constant and Ka ∈ R(na−l)×(na−l) is diagonal positive.
Let new variables handle the force control

ϑ̇ = −Kϑϑ−KϑJ
T
2 eλ (5.95)

where ϑ = [0, ϑ1] with ϑ1 ∈ Rna , eλ = λh − λdh, and Kϑ = diag[0, kϑi] > 0.

Defining the following auxiliary signals as ũ1 = u1−u1d = [ũ1, ũ2, ũa1]
T , μ̇ = ũ1

and ur = u1d −Kuμ, we have

r = μ̇+Kuμ (5.96)

σ = Lr + ϑ (5.97)

ν = Lur − ϑ (5.98)
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where Ku = diag[0,Ku1] > 0 and Ku1 ∈ R(na−l)×(na−l). From (5.96) and the

definitions of ũ1, ur and μ̇ above, we have

u1 = ur + r (5.99)

The time derivatives of σ and ν are given by

σ̇ = L̇u1 + Lu̇1 − ν̇ (5.100)

ν̇ = L̇ur + Lu̇r − ϑ̇ (5.101)

From (5.97)-(5.99), we have

σ + ν = Lu1 (5.102)

From the dynamics (5.86) together with (5.100)-(5.102), we have

M2(ζ)σ̇ +C2(ζ, ζ̇)σ +M2(ζ)ν̇ + C2(ζ, ζ̇)ν

+G2(ζ) + d3(t) = B2(ζ)τ + (JT2 +ΔJT2 )λh (5.103)

Consider the control law given by

B2τ = −
5∑
i=1

ĉiβ
2
i ‖σ‖2Y 2

i (ν, ν̇)

βiYi(ν, ν̇)‖σ‖+ �i
−Kσσ − Λ

−(JT2 +ΔĴT2 )λdh + (JT2 +ΔĴT2 )Kλ(λh − λdh)− τh (5.104)

Λ =
[
Λ1 0

]T
(5.105)

Λ1 =

⎡
⎢⎣

k1s1 +
∑nv−1

i=2 siζi+1

−
∑nv

j=3 sj
∑j−1

i=2
∂(ej−sj)
∂ei

ζi+1

snv

⎤
⎥⎦

τh =
‖Jζ‖

2‖CΦυ‖
sgn(σ)(‖SΦ‖2ω̂ + ‖CΦυ‖2)

+
‖Jζ‖

2‖CΦυ‖
sgn(σ)‖ef‖2 + (Kλ + I)ΔĴT2 (λh − λdh) (5.106)

sgn(σ) =

{
1 if σ ≥ 0

−1 if σ < 0

and the adaptive laws

˙̂
W = ρ̂λhS

T
ΦJζσ (5.107)

˙̂ω =
1

2‖CΦυ‖
‖σ‖‖Jζ‖‖SΦ‖2 (5.108)

˙̂ci = −hiĉi +
γiβ

2
i Y

2
i ‖σ‖2

βiYi(ν, ν̇)‖σ‖+ �i
(i = 1, . . . , 5) (5.109)
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where

Y1(ν, ν̇) = ‖ν̇‖+ (bδ1‖
d

dt
J ‖+ bδ2‖J ‖)‖ d

dt
T−1
1 (ζ)‖

+bδ1‖J ‖‖ d
2

dt2
T−1
1 (ζ)‖

Y2(ν, ν̇) = ‖ν‖+ bδ1‖J ‖‖ d
dt
T−1
1 (ζ)‖

Y3(ν, ν̇) = ‖ζ̇‖(‖ν‖+ bδ1‖J ‖‖ d
dt
T−1
1 (ζ)‖)

Y4(ν, ν̇) = Y5(ν, ν̇) = 1

Kσ andKλ are positive definite matrices, βi > 0 and γi > 0 are constant. From

the dynamic equation (5.103) together with (5.104), the close-loop system

dynamics can be written as

ṡ1 = η + ũ1 (5.110)

ṡ2 = (η + ũ1)ζ3 + s3ud1 − k2s2u
2p
d1 (5.111)

ṡ3 = (η + ũ1)(ζ4 −
∂(e3 − s3)

∂e2
ζ3)

+s4ud1 − s2ud1 − k3s3u
2p
d1 (5.112)

. . .

ṡnv−1 = (η + ũ1)(ζnv −
nv−2∑
i=2

∂(env−1 − snv−1)

∂ei
ζi+1)

+snvud1 − snv−2ud1 − knv−1snv−1u
2p
d1 (5.113)

ṡnv = (η + ũ1)

nv−2∑
i=2

∂(env − snv)

∂ei
ζi+1 − knvsnv

−snv−1ud1 + ũ2 (5.114)

η̇ = −k0η − Λ1 (5.115)

M2σ̇ = −C2σ − ξ −Kσσ −
5∑
i=1

ĉiβ
2
i σY

2
i (ν, ν̇)

βiYi(ν, ν̇)‖σ‖+ �i

−(J2 +ΔĴ2)
T (λdh − kλeλ) + (J2 +ΔJ2)

Tλh

−τh − Λ

= −C2σ − ξ −Kσσ −
5∑
i=1

ĉiβ
2
i ‖σ‖2Y 2

i (ν, ν̇)

βiYi(ν, ν̇)‖σ‖+ �i

−JT2 (λdh −Kλeλ) + JT2 λh

−ΔJ̃T2 λh +ΔĴT2 (Kλ + I)eλ − τh − Λ (5.116)

where Υ =M2ν̇ + C2ν +G2 + d3.
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Theorem 5.4 Consider the mechanical system described by (4.1), (5.62) and

(5.75). Under Assumption 5.8, the control law (5.104) leads to: (i) ζ, ζ̇, λh

converging to ζd, ζ̇d, λ
d
h at t → ∞; and (ii) all the signals in the closed-loop

are bounded for all t ≥ 0.

Proof : Consider the Lyapunov function candidate as

V (t) =
1

2

nv∑
i=2

s2i +
1

2
k1s

2
1 +

1

2
η2 +

1

2
σTM2σ +

5∑
i=1

1

2γi
c̃2i

+
1

2
W̃T W̃ +

1

2
ϑT (I +Kλ)K

−1
ϑ ϑ+

1

2
(‖W‖2 − ω̂)2 (5.117)

Where W̃ = Ŵ −W , c̃i = ĉi − ci, we have ˙̃W =
˙̂
W , ˙̃ci = ˙̂ci. Considering

Property 5.1 and integrating (5.109) and (5.116) into the derivative of V yields

V̇ ≤ −
nv−1∑
i=2

kis
2
iu

2l
d1 − knvs

2
nv

− k0η
2 + ũ1TΛ− σTKσσ

−
5∑
i=1

ĉiβ
2
i ‖σ‖2Y 2

i (ν, ν̇)

βiYi(ν, ν̇)‖σ‖+ �i
+ ‖σ‖‖Υ‖

−σTJT2 (λdh −Kλeλ) + σT JT2 λh

−σTΔJ̃T2 λh + σTΔĴT2 (Kλ + I)eλ − σT τh − σTΛ

−
5∑
i=1

hiĉic̃i
γi

+

5∑
i=1

c̃iβ
2
i ‖σ‖2Y 2

i (ν, ν̇)

βiYi(ν, ν̇)‖σ‖+ �i
+ ˙̃WT W̃

+ϑT (I +Kλ)K
−1
ϑ ϑ̇− (‖W‖2 − ω̂) ˙̂ω (5.118)

From (5.91) and (5.92), we can obtain

ef = J+
ζ

T
ΔJ̃T2 λh

= J+
ζ

T
JTζ SΦ(ρ̂Ŵ − ρW )λh + J+

ζ J
T
ζ ρ̃CΦυλh (5.119)

Considering Property 5.4, we have

‖ef‖2 = ‖J+
ζ

T
JTζ ‖2‖SΦ(ρ̂Ŵ − ρW )‖2‖λh‖2

+‖J+
ζ

T
JTζ ‖2‖CΦυ‖2‖ρ̃λh‖ (5.120)

Therefore, we can obtain

‖ρ̃λh‖ ≤ ‖ef‖/‖CΦυ‖ (5.121)

Considering (5.91), (5.119) and using the adaptive parameter law (5.107),

rewriting the tenth, the eleventh and the sixteenth right-hand terms in (5.118),
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we have

−σTΔJ̃T2 λh +
˙̃WT W̃ + σTΔĴT (kλ + I)eλ

= −σT JTζ (SΦρ̂W̃ + SΦρ̃W + ρ̃CΦυ)λh

+σT JTζ ρ̂SΦλhW̃ + σTΔĴT (kλ + I)eλ

= −σT JTζ ρ̃(SΦW + CΦυ)λh + σTψ (5.122)

where ψ = ΔĴT2 (Kλ + I)eλ. From (5.121) and (5.122), we have

−σTJTζ λhρ̃(SΦW + CΦυ)

≤ 1

‖CΦυ‖
‖σ‖‖Jζ‖‖ef‖‖SΦW + CΦυ‖

≤ 1

‖CΦυ‖
‖σ‖‖Jζ‖‖ef‖(‖SΦ‖‖W‖+ ‖CΦυ‖)

≤ ‖σ‖‖Jζ‖
2‖CΦυ‖

(‖ef‖2 + ‖SΦ‖2‖W‖2 + ‖CΦυ‖2) (5.123)

by noting Property 5.4. Moreover

‖σ‖‖Υ‖ −
5∑
i=1

ĉiβ
2
i ‖σ‖2Y 2

i (ν, ν̇)

βiYi(ν, ν̇)‖σ‖+ �i
−

5∑
i=1

hiĉic̃i
γi

+
5∑
i=1

c̃iβ
2
i ‖σ‖2Y 2

i (ν, ν̇)

βiYi(ν, ν̇)‖σ‖+ �i

≤ ‖σ‖‖Υ‖ −
5∑
i=1

hiĉic̃i
γi

−
5∑
i=1

ciβ
2
i ‖σ‖2Y 2

i (ν, ν̇)

βiYi(ν, ν̇)‖σ‖+ �i

≤
5∑
i=1

(−hiĉic̃i
γi

+ ci�i)

=
5∑
i=1

(ci�i −
hi
γi

(ĉi −
ci
2
)2 +

hic
2
i

4γi
)

≤
5∑
i=1

(
hi
4γi

c2i + ci�i) (5.124)

In addition, from (5.95) and (5.97), σT = rTLT + ϑT . Thus, we have

−σTJT2 (λdh −Kλeλ) + σT JT2 λh + ϑT (I +Kλ)K
−1
ϑ ϑ̇

= −ϑT (I +Kλ)ϑ+ rTLTJT2 (I +Kλ)eλ (5.125)

by noting LTJT2 = 0 from (5.85).
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From (5.107), (5.123)–(5.125), it can be shown that

V̇ ≤ −k0η2 − knvsnv −
nv−1∑
i=2

kis
2
iu

2l
d1 + ũ1TΛ− σTKσσ

+

5∑
i=1

(
hi
4γi

c2i + ci�i)− ϑT (Kλ + I)ϑ+
‖σ‖‖Jζ‖
2‖CΦυ‖

‖ef‖2

+
‖σ‖‖Jζ‖
2‖CΦυ‖

(‖SΦ‖2‖W‖2 + ‖CΦυ‖2) + σTψ − σT τh

−σTΛ− (‖W‖2 − ω̂) ˙̂ω − ϑT (I +Kλ)ϑ (5.126)

From (5.81), (5.95), and (5.105), considering the fourth and the twelfth right-

hand terms in (5.126), we have

ũ1TΛ− σTΛ = ũ1TΛ− (rTLTΛ + ϑTΛ)

= ũ1T

[
Λ1

0

]
− rT

[
LTv LTa

] [ Λ1

0

]
−
[
0 ϑ1

] [ Λ1

0

]

From (5.81) and (5.96), we have Lv = [Iv, 0], and Ku = diag[0,Ku1],

rT
[
LTv LTa

] [
Λ1 0

]T
= ũ1TΛ1 and subsequently we obtain

ũ1TΛ− σTΛ = 0 (5.127)

Integrating (5.127), one obtains

V̇ ≤ −k0η2 − knvsnv −
nv−1∑
i=2

kis
2
iu

2l
d1 − σTKσσ

+

5∑
i=1

(
hi
4γi

c2i + ci�i)− ϑT (I +Kλ)ϑ

+
‖σ‖‖Jζ‖‖SΦ‖2

2‖CΦυ‖
(‖W‖2 − ω̂)− (‖W‖2 − ω̂) ˙̂ω (5.128)

Considering the parameter ω̂ update law (5.108), V̇ ≤ −k0η2 − knvsnv −∑nv−1
i=2 kis

2
iu

2l
d1 − σTKσσ +

∑5
i=1(

hi

4γi
c2i + ci�i) − ϑT (I + Kλ)ϑ. Noting As-

sumption 5.9, we have
∑5

i=1(
hi

4γi
c2i + ci�i) → 0 as t → ∞. Integrating

both sides of the above equation gives V (t) − V (0) < −
∫ t
0
(k0η

2 + knvsnv +∑nv−1
i=2 kis

2
iu

2l
d1 + σTKσσ+ ϑT (I +Kλ)ϑ)ds+

∑5
i=1(

ai
4γi
c2i + cibi) <∞. Thus,

V (t) < V (0) +
∑5

i=1(
ai
4γi
c2i + cibi), therefore V (t) is bounded, which im-

plies that η, si, σ, ĉi, Ŵ , ϑ and ω̂ are bounded. From the definition of si

in (5.94), it can be concluded that [e1, e2, . . . , env ]
T is bounded, and it fol-

lows that η is bounded. Since σ is bounded, we can obtain r, ũ1 ∈ Ln−l2
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Tracking x and y.

from (5.97). Therefore, qa1 − qa1d and q̇a1 − q̇a1d are bounded, which fol-

lows that qa1 is bounded. Since ϑ is bounded, from (5.95), eλ is bounded.

Therefore, it is concluded that siud1, snv , η ∈ L2 and it can be shown that

siud1 → 0, snv → 0, η → 0 as t → 0, respectively. It is further concluded

that si → 0 as t → 0. Differentiating upd1η yields d
dtu

p
d1η = −k1upd1s1 +

lup−1
d1 u̇pd1η−k0u

p
d1η−uld1

{∑nv−1
i=2 siζi+1 −

∑nv

j=3 sj
∑j−1
i=2

∂(ej−sj)
∂ei

ζi+1

}
, where

the first term is uniformly continuous and the other terms converge to zero.

Since d
dtu

p
d1η converges to zero, s and ṡ also tend to zero. It is obvious that

si = 0, yields that ξi → ξdi and ξ̇i → ξ̇di as t → ∞. Since σ, σ̇, d3, ΔJ̃2, eλ

and τh are all bounded, it can be concluded that τ is bounded from (5.104).

5.3.6 Simulation Studies

Consider a 3-DOF robotic manipulator with two revolute joints and one pris-

matic joint mounted on a two-wheeled mobile platform shown in Fig. 9.2.

Remark 5.8 In such case that 3-DOF mobile manipulator consists of two

revolute joints and one prismatic joint, ∀ζ ∈ Rn, ∀ζ̇ ∈ Rn, ‖M2(ζ)‖ ≤
km1 + km2‖ζ6‖2 with km1 and km2 > 0, ‖G2(ζ)‖ ≤ kg1 + kg2‖ζ6‖ with kg1
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The position error compensation.
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The contact force (N) and estimated α.
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and kg2 > 0, where ζ6 = θ3, if the boundeness of ζ6 is known. There still exist

some finite non-negative constants ci ≥ 0 (i = 1, . . . , 4); therefore Property

5.3 holds.

Remark 5.9 The existence of sgn-function in the controller (5.104) may in-

evitably lead to chattering in control torques. To avoid chattering, a sat func-

tion can be used to replace the sgn-function [23].

Given the desired trajectory qd = [xd, yd, θd, θ1d, θ2d]
T with xd = 2.0 cos(t),

yd = 2.0 sin(t), θd = t, θ1d = π/2 rad, θ2d = π/2 rad and the geometric

constraint which the end-effector subjected to: Φ = α(x2 + y2) + z − c = 0

with c = 2.25m, and λd = 10.0N , the desired value of the parameter α is

1.0, and the joint 3 is the redundant prismatic joint used to compensate the

position errors caused by uncertain holonomic constraints. Assume that θ3 ∈
[0.0m, 0.3m]. The transformation T1(q) is defined as: ζ1 = θ, ζ2 = x cos θ +

y sin θ, ζ3 = −x sin θ + y cos θ, ζ4 = θ1, ζ5 = θ2, ζ6 = θ3, u1 = vb2, u2 =

vb1 − (x cos θ + y sin θ)vb2 and u3 = ζ̇3, u4 = ζ̇4, u5 = ζ̇5. One can obtain the

kinematic system in the chained form as: ζ̇1 = u1, ζ̇2 = ζ3u1, ζ̇3 = u2, ζ̇4 = u3,

ζ̇5 = u4, ζ̇6 = u5. with

L =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

− sin ζ1 0.0 0.0 0.0 0.0

cos ζ1 0.0 0.0 0.0 0.0

0.0 1.0 0.0 0.0 0.0

0.0 0.0 1.0 0.0 0.0

0.0 0.0 0.0 1.0 0.0

0.0 0.0 0.0 0.0 1.0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, T2 =

⎡
⎢⎢⎢⎢⎢⎢⎣

−ζ1 1.0 0.0 0.0 0.0

1.0 0.0 0.0 0.0 0.0

0.0 0.0 1.0 0.0 0.0

0.0 0.0 0.0 1.0 0.0

0.0 0.0 0.0 0.0 1.0

⎤
⎥⎥⎥⎥⎥⎥⎦

Using the above diffeomorphism transformation, we can obtain ζd1 = t, ζd2 =

2.0, ζd3 = 0.0, ζd4 = π/2, ζd5 = π/2, λdh = 10.0N with ud1 = 1.0, ud2 = 0.0,

and ud3 = 0.0, ud4 = 0.0. If the robust adaptive control (5.104) is used, the

tracking error is

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

e1

e2

e3

e4

e5

eλ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ζ1 − ζd1

ζ2 − ζd2

ζ3 − ζd3

ζ4 − ζd4

ζ5 − ζd5

λh − λdh

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

s1

s2

s3

s4

s5

s6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

e1

e2

e3 + k2e2ud1

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

In the simulation, mp = 5.0kg, m1 = 1.0kg, m2 = m3 = 0.5kg, Ip = 2.5kgm2,

I1 = 1.0kgm2, I2 = 0.5kgm2, I3 = 0.5 +m3θ
2
3kgm

2, d = l = r = 0.5m, 2l1 =
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1.0m, 2l2 = 0.3m. The initial condition selects x(0) = 2.0m, y(0) = 0.0m,

θ(0) = π/2 rad, θ1(0) = π/2 rad, θ2(0) = π/2 rad, θ3(0) = 0.1m, λ(0) = 0.0N

and ẋ(0) = 0.5m/s, ẏ(0) = θ̇(0) = θ̇1(0) = θ̇2(0) = θ̇3(0) = 0.0, α(0) = 0.1,

ĉi(0) = 1.0, i = 1, . . . , 5. In the simulation, the design parameters are set as

bδ1 = bδ2 = 1.0, k0 = 30.0, k1 = 200.0, k2 = 1.0, k3 = 1.0, Kϑ = diag[0, 0.01],

Kλ = 0.5, η(0) = 0, Kσ = diag[1.0], Ka = diag[1.0] and the adaptive gains in

the adaptive laws are chosen as γi = 0.1, βi = 1.0, hi = �i = 1/(1 + t)2. The

disturbances on the mobile base are set to a time-varying form as 0.5 sin(t)

and 0.5 cos(t). The control results are shown in Figs. 5.15-5.19 [166]. Fig.

5.15 shows the trajectory tracking (q − qd) with the disturbances, and the

corresponding torques are shown in Fig. 5.18. Fig. 5.19 shows the contact

force tracking λh − λdh and the evolution of α. The simulation results show

that the position tracking error converges to zero, the estimated uncertainty

converges, and the contact force error converges to the desired contact force

in Fig. 5.19.

5.4 Conclusion

In this chapter, adaptive robust control strategies have been presented for a

class of holonomic constrained noholonomic mobile manipulators in the pres-

ence of uncertainties and disturbances. The system stability and the bound-

edness of tracking errors are proved using Lyapunov synthesis. All control

strategies have been designed to drive the system motion to converge to the

desired manifold and at the same time guarantee the boundedness of the con-

strained force. Simulation studies have verified that not only the states of

the system converge to the desired trajectory, but also the constraint force

converges to the desired force.

Where state information is unavailable, adaptive robust controls integrat-

ing an observer have been presented to control the holonomic constrained

noholonomic mobile manipulators in the presence of uncertainties and distur-

bances and actuator dynamics are considered in the controls. The proposed

controls are nonregressor based and require no information on the system

dynamics. Simulation studies have verified the effectiveness of the proposed

controls.
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6.1 Introduction

Mobile under-actuated manipulators are different from under-actuated ma-

nipulators, due to simultaneously integrating both kinematic constraints and

dynamic constraints. Moreover, they are also more complex than the mobile

inverted pendulums [31] or pendulums [32] whose dynamic balances in the ver-

tical plane are achieved due to the existent gravity. The under-actuated joints

of mobile under-actuated manipulators may appear anywhere in the manipu-

lators. For these reasons, increasing effort needs to be made towards control

design that guarantees stability and robustness for mobile under-actuated ma-

nipulators. These systems are intrinsically nonlinear and their dynamics can

be described by nonlinear differential equations.

In robotics, nonholonomic constraints formulated as non-integrable differ-

ential equations containing time derivatives of generalized coordinates (veloc-

ity, acceleration, etc.) are mainly studied. Due to Brockett’s theorem [135],

it is well known that nonholonomic systems with restricted mobility cannot

be stabilized to a desired configuration nor posture via differentiable, or even

continuous, pure state feedback. In general, such nonholonomic constraints

include: (i) only kinematic constraints which geometrically restrict the direc-

tion of mobility, i.e., wheeled mobile robots [163], [105]; (ii) only dynamic

141
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constraints due to dynamic balance at passive degrees of freedom where no

force or torque is applied, i.e., the manipulators with passive links [106], [107],

[109] ; (iii) not only kinematic constraints but also dynamic constraints [30],

such as the nonholonomic mobile manipulator with under-actuated joints dis-

cussed in this paper. The common features of these systems are governed by

under-actuated configuration, i.e., the number of control inputs is fewer than

the number of degrees of freedom to be stabilized [142], which makes it difficult

to apply the conventional robotics approaches for controlling Euler-Lagrange

systems.

For the case (i), these constraints can be represented as a first-order non-

integrable differential equation in a Pfaffian form, A(q)q̇ = 0 , where A(q)

denotes nonholonomic constraints, and q and q̇ are the generalized coordinate

vector and velocity vector. The state equation is written as a driftless sym-

metric affine system with the velocity inputs. For the case (ii), there exists a

class of dynamic constraints formulated as a second-order differential equa-

tion, for example, M(q)q̈ + V (q, q̇) = 0 with the inertia matrix M(q) and the

centripetal and Coriolis matrix V (q, q̇), which includes the generalized acceler-

ation q̈ and cannot be transformed into a Pfaffian form. These constraints are

called second-order nonholonomic constraints. The zero torque at the under-

actuated joints results in a second-order nonholonomic constraint, [106], [107],

[136], [109]. The under-actuated joints, which can rotate freely, can be indi-

rectly driven by the effect of the dynamic coupling between the active and

passive joints. The effective control of under-actuated robotic system could

enhance the fault tolerance if the actuator is in failure, for example, robots in

the dangerous environments where humans are isolated. The faults can bring

risk to the robots, their task, the working environments. On the other hand,

for example, in [137], a social robot helps to carry a big or long object in

home, office, welfare site, as well as factory. However, the internal force of the

carried object would damage the human collaborator. If the under-actuated

joints are introduced, it would definitely decrease the internal force and secure

the human safety. The control of under-actuated joints for the mobile robots

is a challenge. Although the coordination of the multi-manipulators using the

passive joints was proposed in [138], [139] to decrease the undesired internal

forces, the cooperative robots meet the need with fixed manipulators.

The coupling dynamics between the actuated and the passive joints depend

on the dynamic parameters, and are subject to errors if there are uncertain-

ties on the values of these parameters, but in [106], [107], [138], and [139], the

precise knowledge of the dynamic models is required in order to achieve sat-
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isfactory performance. It was not found how to utilize the dynamic coupling

in the presence of the unmodelled dynamics and external unknown distur-

bances. For the mobile under-actuated manipulators, however, it is impossible

to control them with simple control schemes if the dynamics are unknown be-

forehand, because the dynamics uncertainty causes the unknown coupling be-

tween the joints. The mobile under-actuated manipulator is a strong dynamic

coupled nonlinear system. There exists strong dynamic coupling between the

mobile platform and the manipulator, which is beyond the fixed manipula-

tors. We need to investigate whether the mobile under-actuated manipulators

with motion ability could be more flexible than the fixed manipulators with

the under-actuated joints. How to utilize this dynamic coupling to control the

mobile under-actuated manipulator is one of the important issues and has not

been investigated until now. Moreover, mobile under-actuated manipulator

control is characterized by unstable balance and unmodelled dynamics, and

subject to time-varying external disturbances, which are generally difficult to

model accurately. Therefore, the traditional model-based control may not be

the ideal approach since it generally works well when the dynamic model is

known exactly. The presence of uncertainties and disturbances could disrupt

the function of the traditional model-based feedback control and lead to the

unstable balance.

Another challenging problem is to control a mobile under-actuated ma-

nipulator system whose mobile platform is no longer constrained to the guide

rail-like cart-pendulum systems or fixed manipulators, but moves in its ter-

rain while balancing the under-actuated joints. Therefore, the nonholonomic

constraint forces between the wheels and the ground should be considered in

order to avoid slippage. Most recent works about mechanical under-actuated

systems, including mobile inverted pendulum and fixed under-actuated manip-

ulators [107], [139], [31] did not consider nonholonomic constraint forces. The

friction forces are assumed beforehand to be enough as needed on the ground,

but in the practical applications, this assumption is difficult to satisfy. When

the ground friction could not support the system motion, the control perfor-

mance by previously proposed controllers would be degraded. Therefore, we

have to consider the nonholonomic constraint forces in the control design.

Based on our previous works [30] that differ from the known dynamics and

available system states in [30], in this paper, we propose adaptive motion con-

trol using dynamic coupling and output feedback, and attempt to reduce the

workload on modeling dramatically, as well as to compensate for the dynamics

uncertainty of the unactuated dynamics. Since the states and the time deriva-
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tives of the system output are unavailable, adaptive motion control using a

high gain observer to reconstruct the system states is investigated for mobile

under-actuated manipulators in the presence of parametric and functional un-

certainties in the dynamics. Moreover, considering limited friction forces, we

further integrate the force control to ensure the nonholonomic constraint force

error within a small deviation from zero.

6.2 System Description

Consider an n-DOF fixed manipulator mounted on a two-wheeled driven mo-

bile platform. The dynamics can be described as

M(q)q̈ + V (q, q̇)q̇ +G(q) + d(t) = B(q)τ + f (6.1)

where

M(q) =

⎡
⎢⎣

Mv Mva Mvp

Mav Ma Map

Mpv Mpa Mp

⎤
⎥⎦ , G(q) =

⎡
⎢⎣
Gv

Ga

Gp

⎤
⎥⎦

V (q, q̇) =

⎡
⎢⎣

Vv Vva Vvp

Vav Va Vap

Vpv Vpa Vp

⎤
⎥⎦ , JT =

⎡
⎢⎣
JTv
0

0

⎤
⎥⎦

d(t) =

⎡
⎢⎣
dv

da

dp

⎤
⎥⎦ , B(q)τ =

⎡
⎢⎣
τv

τa

0

⎤
⎥⎦ , f = JTλ

Assumption 6.1 The mobile under-actuated manipulator is subject to known

nonholonomic constraints.

Remark 6.1 Since in the actual implementations, the friction between the

wheels of the mobile platform and the ground cannot be predicted beforehand, in

order to avoid the slipping of the wheels, we have to guarantee the boundedness

of the nonholonomic constraint force error with the desired constraint force and

make it arbitrarily small within a compact set.

The mobile platform subject to nonholonomic constraints can be expressed

as

Jv q̇v = 0 (6.2)
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The effect of the constraints can be viewed as a restriction of the dynamics

on the manifold Ωn as Ωn = {(qv, q̇v)|Jv q̇v = 0}.
Assume that the annihilator of the co-distribution spanned by the covector

fields JT1 (qv), . . . , JTl (qv) is an (nv − l)-dimensional smooth nonsingular

distribution Δ on Rnv . This distribution Δ is spanned by a set of (nv − l)

smooth and linearly independent vector fields H1(qv), . . . , Hnv−l(qv), i.e.,
Δ = span{H1(qv), . . . , Hnv−l(q)}, which satisfy, in local coordinates, the

following relation [110]

HT (qv)J
T
v (qv) = 0 (6.3)

where H(qv) = [H1(qv), . . . , Hnv−l(qv)] ∈ Rnv×(nv−l). Note that HTH is of

full rank. Constraint (6.2) implies the existence of vector η̇ ∈ Rnv−l, such that

q̇v = H(qv)η̇ (6.4)

Introducing ζ̇ =
[
η̇T q̇Ta q̇Tp

]T
, we have

q̇ = R(q)ζ̇ (6.5)

R(q) =

⎡
⎢⎣
H(qv) 0 0

0 I 0

0 0 I

⎤
⎥⎦ (6.6)

It is easy to have

RT (q)JT (q) = 0 (6.7)

Differentiating (6.5) yields

q̈ = Ṙ(q)ζ̇ +R(q)ζ̈ (6.8)

From (6.5), ζ̇ can be obtained from q and q̇ as

ζ̇ = [RT (q)R(q)]−1RT (q)q̇ (6.9)

Then, the dynamic equation (6.1), which satisfying the nonholonomic con-

straint (6.2), can be rewritten in terms of the internal state variable ζ̇ as

M(q)R(q)ζ̈ + [M(q)Ṙ(q) + V (q, q̇)R(q)]ζ̇

+G(q) + d(t) = B(q)τ + JT (q)λ (6.10)
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Substituting (6.5) and (6.8) into (6.1), and then pre-multiplying (6.1) by

RT (q), the constraint matrix JT (q)λ can be eliminated by virtue of (6.7).

As a consequence, we have the transformed nonholonomic system

M(q)ζ̈ + V(q, q̇)ζ̇ + G(q) +D(t) = RTU (6.11)

where

M(q) = RTM(q)R

V(q, q̇) = RT [M(q)Ṙ+ V (q, q̇)R]

G(q) = RTG(q)

U = B(q)τ

D(t) = RTd(t)

which is more appropriate for the controller design as the constraint λ has

been eliminated from the dynamic equation.

The force multipliers λ can be obtained by (6.10)

λ = Z
(
[M(q)Ṙ(q) + V (q, q̇)R(q)]ζ̇ +G+ d(t)− U

)
(6.12)

where

Z = (JM−1JT )−1JM−1

Consider the control input U in the form:

U = τα − JT τβ (6.13)

then (6.11) and (6.12) can be changed to

RT τα = Mζ̈ + V ζ̇ + G +D(t) (6.14)

λ = Z
(
[M(q)Ṙ(q) + V (q, q̇)R(q)]ζ̇ +G+ d(t)

)

−Zτα + τβ (6.15)

Exploiting the structure of the dynamic equation (6.11), some properties

are listed as follows.

Property 6.1 Matrix M(q) is symmetric and positive definite.

Property 6.2 Matrix Ṁ(q)− 2V(q, q̇) is skew-symmetric.
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Property 6.3 [140] M(q), G(q), J(q) and R(q) are bounded and continuous

if q is bounded and uniformly continuous. V(q, q̇) and Ṙ(q) are bounded if q̇

is bounded.

The internal state variable ζ for mobile manipulators is partitioned in

quantities related to the active joints, the passive joints, and the remaining

joints as ζ1, ζ3 and ζ2, respectively, such that the dimension of ζ1 and ζ3

are equal. According to the above partitions, corresponding to the definition

of (6.14), by the investigation of Lagrangian formulation, we can have the

partition structure for (6.14) as:

M(ζ) =

⎡
⎢⎣
M11 M12 M13

M21 M22 M23

M31 M32 M33

⎤
⎥⎦

V(ζ, ζ̇)ζ̇ =

⎡
⎢⎣
V1

V2

V3

⎤
⎥⎦ =

⎡
⎢⎣
V11ζ̇1 + V12ζ̇2 + V13ζ̇3

V21ζ̇1 + V22ζ̇2 + V23ζ̇3

V31ζ̇1 + V32ζ̇2 + V33ζ̇3

⎤
⎥⎦

G =

⎡
⎢⎣
G1

G2

G3

⎤
⎥⎦ ,D =

⎡
⎢⎣
d1

d2

d3

⎤
⎥⎦ , RT τα =

⎡
⎢⎣
τ1

τ2

0

⎤
⎥⎦ (6.16)

In order to make ζ3 controllable, we assume that matrices M13 and M31

are not equal to zero and M−1
11 exists. However, if M13 and M31 are equal to

zero, while M12 and M21 are not equal to zero, which means that ζ3 will be

coupled with one vector of ζ2, we only need to exchange ζ1 with the vector in

ζ2. In this paper, we focus on M13 =M31 �= 0. Considering the new partition

in (6.16), after some simple manipulations, we can obtain three dynamics as

M11ζ̈1 = τ1 − V1 −G1 − d1 −M12ζ̈2 −M13ζ̈3 (6.17)

(M22 −M21M
−1
11 M12)ζ̈2 + (M23 −M21M

−1
11 M13)ζ̈3

+V2 +G2 + d2 −M21M
−1
11 V1 −M21M

−1
11 G1

−M21M
−1
11 d1 = τ2 −M21M

−1
11 τ1 (6.18)

(M32 −M31M
−1
11 M12)ζ̈2 + (M33 −M31M

−1
11 M13)ζ̈3

+V3 +G3 + d3 −M31M
−1
11 V1 −M31M

−1
11 G1

−M31M
−1
11 d1 = −M31M

−1
11 τ1 (6.19)
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Let

A = M22 −M21M
−1
11 M12

L = M23 −M21M
−1
11 M13

C = M32 −M31M
−1
11 M12

J = M33 −M31M
−1
11 M13

E = (V22 −M21M
−1
11 V12)ζ̇2 + (V23 −M21M

−1
11 V13)ζ̇3

F = (V32 −M31M
−1
11 V12)ζ̇2 + (V33 −M31M

−1
11 V13)ζ̇3

H = (V21 −M21M
−1
11 V11)ζ̇1 +G2 + d2 −M21M

−1
11 G1

−M21M
−1
11 d1

K = (V31 −M31M
−1
11 V11)ζ̇1 +G3 + d3 −M31M

−1
11 G1

−M31M
−1
11 d1

then we can rewrite (6.17), (6.18) and (6.19) as

M11ζ̈1 = τ1 − V1 −G1 − d1 −M12ζ̈2 −M13ζ̈3 (6.20)

Aζ̈2 + Lζ̈3 + E +H = −M21M
−1
11 τ1 + τ2 (6.21)

Cζ̈2 + J ζ̈3 + F +K = −M31M
−1
11 τ1 (6.22)

Let ξ = [ζT3 , ζ
T
2 ]
T , and consider (6.14) and (6.16), the equations (6.21) and

(6.22) become

M1(ζ)ξ̈ + V1(ζ, ζ̇)ξ̇ +D1 = B1Λ1U1 (6.23)

where

M1(ζ) =

[
J C
L A

]
,D1 =

[
K
H

]
,B1 =

[
M31M

−1
11 0

M21M
−1
11 I

]

V1(ζ, ζ̇) =

[
V33 −M31M

−1
11 V13 V32 −M31M

−1
11 V12

V23 −M21M
−1
11 V13 V22 −M21M

−1
11 V12

]

Λ1 =

[
−I 0

0 I

]
,U1 =

[
τ1

τ2

]

We then decompose V1 = V̂1 + Ṽ1 such that

Ṁ1 − 2Ṽ1 = 0 (6.24)

Property 6.4 The inertia matrix M1 is symmetric and positive definite.
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Property 6.5 The eigenvalues of the inertia matrix B1 are positive.

Remark 6.2 There exist the minimum and maximum eigenvalues λmin(B1)

and λmax(B1), such that xTλmin(B1)Ix ≤ xTB1x ≤ xTλmax(B1)Ix, ∀x ∈
R(n−l−np), with the identity matrix I, and the known positive parameter b

satisfying 0 < b ≤ λmin(B1), that is, x
T bIx ≤ xTλmin(B1)Ix.

Assumption 6.2 [140] The desired trajectories ζ2d(t), ζ3d(t) and their time

derivatives up to the 3rd order are continuously differentiable and bounded for

all t ≥ 0. The desired Lagrangian multiplier λd is also bounded and uniformly

continuous.

The control objective for the motion of the system is to design, if possi-

ble, controllers that ensure the tracking errors for the variables ζ2, ζ3, and

the constraint force vector f , or, equivalently, a multiplier λ, from any

(ζj(0), ζ̇j(0), λ(0)) ∈ Ω, ζj , ζ̇j and λ converge to a manifold Ωd where

Ωd = {(ζj , ζ̇j , λ)| |ζj − ζjd| ≤ εj1, |ζ̇j − ζ̇jd| ≤ εj2, ‖λ− λd‖ ≤ ελ} (6.25)

where εji > 0, ελ > 0, i = 1, 2, j = 2, 3. Ideally, εji and ελ should be the

threshold of measurable noise. At the same time, all the closed loop signals

are to be kept bounded.

In the following, we can analyze and design the control for each subsystem.

For clarity, we define the tracking errors and the filtered tracking errors as

ej = ζj − ζjd, and rj = ėj +Λjej where Λj is positive definite, j = 2, 3. Then,

to study the stability of ej and ėj, we only need to study the properties of rj .

In addition, the following computable signals are defined:

ζ̇jr = ζ̇jd − Λjej (6.26)

ζ̈jr = ζ̈jd − Λj ėj (6.27)

6.3 High-gain Observer

Since unknown nonlinearities can exist in the control input channel, it may be

difficult to measure all the system states in reality. In the case that only the

output is available, an observer is needed to estimate the n − 1 derivative of

the output; therefore, a high-gain observer is employed to estimate the states

of a system.
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Lemma 6.1 Suppose the function ζj(t) and its first n derivatives are bounded.

Consider the following system: εϑ̇j1 = ϑj2, εϑ̇j2 = ϑj3, · · · , εϑ̇j(n−1) = ϑjn,

εϑ̇jn = −κj1ϑjn − κj2ϑj(n−1) − · · · − κj(n−1)ϑj2 − ϑj1 + ζj,where the param-

eters κj1 to κj(n−1) are chosen so that the polynomial snj + κj1s
(n−1)
j + · · ·+

κj(n−1)sj + 1 is Hurwitz. Then, there exist positive constants hj(k+1), j =

1, 2, · · · ,m, k = 1, 2, · · · , n − 1 and t∗ such that for all t > t∗, we have
ϑj(k+1)

ε(k) − ζ(k)j = −εϕ(k+1)
j , |ϑj(k+1)

ε(k) − ζ(k)j | ≤ εhj(k+1), where ε is any small pos-

itive constant and ϕj = ϑjn + κj1ϑj(n−1) + · · · + κj(n−1)ϑj1 and ϕ
(k)
j denote

the kth derivative of ϕj and |ϕ(k)
j | ≤ hjk.

Proof: The proof of the Lemma can be found in [141].

Define the signals as ϑj = [ϑj1, ϑj2, ϑj3]
T , and let ζ̂j = ϑj1,

˙̂
ζj =

ϑj2

ε ,
¨̂
ζj =

ϑj3

ε2 and êj = [êj, ˙̂ej , ¨̂ej ]
T = [ϑj1 − ζjd,

ϑj2

ε − ζ̇jd,
ϑj3

ε2 − ζ̈jd]
T .

Since êj = ϑj1 − ζjd = ϑj1 − ζj + ζj − ζjd = ej − εϕ̇j , similarly we can

deduce the equations as follows:

êj = ej − εϕ̇j (6.28)

˙̂ej = ėj − εϕ̈j (6.29)

¨̂ej = ëj − εϕ
(3)
j (6.30)

Then the high-gain observer is designed as

r̂j = rj − εΛjϕ̇j − εϕ̈j (6.31)

˙̂rj = ṙj − εΛjϕ̈j − εϕ
(3)
j (6.32)

˙̂
ζjr = ζ̇jr + εΛjϕ̇j (6.33)

¨̂
ζjr = ζ̈jr + εΛjϕ̈j (6.34)

Let ϑj1 = ζj , then we can deduce that ϕ̇j = 0, such that we have êj = ej

, r̂j = rj − εϕ̈j and
˙̂
ζjr = ζ̇jr .

6.4 Adaptive Output Feedback Control

In reality, physical model of the system cannot be exactly known, i.e., there

exist model uncertainties, which would cause the dynamics uncertainties. In
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addition, external disturbances may also affect the performance of the system.

In this section, we take both factors into consideration to develop adaptive

control schemes to deal with uncertainties as well as external disturbances.

Since ξ̇ = ξ̇r+r, ξ̈ = ξ̈r+ ṙ and ξ = [ζT3 , ζ
T
2 ]
T , the equation (6.23) becomes

M1ṙ + Ṽ1r = −M1ξ̈r − V̂1r − V1ξ̇r −D1 + B1Λ1U1 (6.35)

where r = [rT3 , r
T
2 ]
T , ξ̈r = [ζ̈T3r, ζ̈

T
2r]

T .

Let M0, V0, V̂0, D0, and B0 be nominal parameter vectors which give

the corresponding nominal functions M0ξ̈r + V0ξ̇r + V̂0r + D0 and (B0)
−1,

respectively, and there exist some finite positive constants ci > 0 (1 ≤ i ≤ 8),

such that ‖M1 −M0‖ ≤ c1, ‖V1 −V0‖ ≤ c2 + c3‖ζ̇‖, ‖V̂1 − V̂0‖ ≤ c4 + c5‖ζ̇‖,
‖D − D0‖ ≤ c6 + c7‖ζ̇‖, ‖B1 − B0‖ ≤ c8.

Considering (6.31)–(6.34), the equation (6.35) becomes

M1
˙̂r + Ṽ1r̂ = μ+ B1Λ1U1 (6.36)

where μ = −M1
¨̂
ξr − V1

˙̂
ξr − V̂1r̂ − εM1ϕ

(3) − V1εϕ̈ − D1, Λ = diag[Λj ],

ϕ̈ = [ϕ̈T3 , ϕ̈
T
2 ]
T , ϕ(3) = [ϕ

(3)T
3 , ϕ

(3)T
2 ]T .

Since |ϑj(k+1)

ε(k) − ζ
(k)
j | ≤ εhj(k+1) holds in Lemma 6.1, we have |ϑj(k+1)

ε(k) | −
|ζ(k)j | ≤ εhj(k+1), and |ζ(k)j | ≤ |ϑj(k+1)

ε(k) | − εhj(k+1) and it is easy to have the

following assumption:

Assumption 6.3 There exist some finite positive constants αi > 0 (1 ≤ i ≤
11) such that ∀ζ ∈ Rn−l, ζ̇ ∈ Rn−l, ‖M1 − M0‖ ≤ α1, ‖εM1ϕ

(3)‖ ≤ α2,

‖V̂1 − V̂0‖ ≤ α3 + α4‖ ˙̂ζ‖, ‖V1 − V0‖ ≤ α5 + α6‖ ˙̂ζ‖, ‖V1εϕ̈‖ ≤ α7 + α8‖ ˙̂ζ‖
‖D1 −D0‖ ≤ α9 + α10‖ ˙̂ζ‖, ‖B1 − B0‖ ≤ α11.

Remark 6.3 Although we assume some finite positive constants αi > 0 (1 ≤
i ≤ 11) in Assumption 6.3, these constants are unknown beforehand; therefore,

we need to propose the following adaptive laws to approximate them.

Assumption 6.4 A time-varying positive function � converges to zero as

t→ ∞ and satisfies limt→∞
∫ t
0 �(s)ds = ρ <∞ with finite constant ρ.

Consider the following output feedback control design:

Λ1U1 = −B−1
0 KP r̂ + B−1

0 μ0 −
1

b

11∑
i=1

r̂α̂iΥ
2
i

Υi‖r̂‖+ δi
(6.37)
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with μ0 = M0
¨̂
ξr + V0

˙̂
ξr + V̂0r̂ +D0, which is adaptively tuned according to

˙̂αi = −σiα̂i +
γiΥ

2
i ‖r̂‖2

‖r̂‖Υi + δi
, i = 1, . . . , 11 (6.38)

where KP is positive definite, γi > 0, δi > 0 and σi > 0 ( 1 ≤ i ≤ 11) satisfies

Assumption 6.4: limt→∞ δi(t) = 0,
∫∞
0
δi(s)ds = ρiδ < ∞, limt→∞ σi(t) = 0,∫∞

0
σi(s)ds = ρiσ <∞ with the constants ρiδ and ρiσ. Let

α̂ = [α̂1, . . . , α̂11]
T

Υ = [‖ ¨̂ξr‖, 1, ‖r̂‖, ‖r̂‖‖ ˙̂ζ‖, ‖ ˙̂ξr‖, ‖ ˙̂ξr‖‖ ˙̂ζ‖, 1, ‖ ˙̂ζ‖, 1, ‖ ˙̂ζ‖,Υ11]
T

where Υ11 = ‖ − B−1
0 KP r̂ + B−1

0 μ0‖, and Φ = αTΥ.

Consider the following Lyapunov function candidate for the ζ2 and ζ3-

subsystem

V1 =
1

2
r̂TM1r̂ +

1

2
α̃TΓ−1α̃ (6.39)

where Γ = diag[γ1, . . . , γ11], and α̃ = α− α̂. Its time derivative is given by

V̇1 =
1

2
r̂T (Ṁ1r̂ + 2M1

˙̂r) + α̃TΓ−1 ˙̃α (6.40)

Considering Property 6.4, and (6.24), and substituting (6.36) into (6.40), and

integrating (6.37), we have

V̇1 = r̂T (B1Λ1U1 + μ) + α̃TΓ−1 ˙̃α

= r̂T [(B1 − B0)Λ1U1 + B0Λ1U1 + μ) + α̃TΓ−1 ˙̃α

≤ −r̂TKP r̂ − r̂TB1
1

b

11∑
i=1

r̂α̂iΥ
2
i

‖r̂‖Υi + δi

+‖r̂‖‖M0 −M1‖‖ ¨̂ξr‖+ ‖r̂‖‖V0 − V1‖‖ ˙̂ξr‖
+‖r̂‖‖V̂0 − V̂1‖‖r̂‖+ ‖r̂‖εM1ϕ

(3)‖
+‖r̂‖‖V1εϕ̈‖+ ‖r̂‖‖D0 −D1‖
+‖r̂‖‖(B1 − B0)‖‖ − B−1

0 KP r̂ + B−1
0 μ0‖

+α̃TΓ−1 ˙̃α

≤ −r̂TKP r̂ −
11∑
i=1

‖r̂‖2α̂iΥ2
i

‖r̂‖Υi + δi
+ ‖r̂‖αTΥ

+α̂TΣΓ−1α̃−
11∑
i=1

‖r̂‖2α̃iΥ2
i

‖r̂‖Υi + δi

≤ −r̂TKP r̂ + αTΔ+ α̂TΣΓ−1(α− α̂)

≤ −r̂TKP r̂ + αTΔ+
1

4
αTΣΓ−1α (6.41)
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with Σ = diag[σ1, . . . , σ11], Δ = [δ1, . . . , δ11]
T . Therefore,

V̇1 ≤ −λmin(KP )‖r̂‖2 + αTΔ+
1

4
αTΣΓ−1α (6.42)

Since αTΔ + 1
4α

TΣΓ−1α is bounded, and t > t1, α
TΔ + 1

4α
TΣΓ−1α ≤ ρ1

with the finite constant ρ1, we have,

V̇1 ≤ −λmin(KP )‖r̂‖2 + ρ1 (6.43)

which leads to

‖r̂‖2 ≤ exp(−λmin(KP )t)‖r̂(0)‖2

+
ρ1

λmin(KP )
(1− exp(−λmin(KP )t)) (6.44)

or

‖r̂‖ ≤
√
Θ (6.45)

where Θ = exp(λmin(KP )t)‖r̂(0)‖2+ ρ1
λmin(KP ) (1−exp(−λmin(KP )t)). There-

fore, we can get the conclusion that r̂ converges to a small bounded set.

When ‖r̂‖ ≥
√

ρ1
λmin(KP ) , then V̇1 ≤ 0, from above and r̂ converges to a

small set Ω1 containing the origin as t→ ∞,

Ω1 : ‖r̂‖ ≤
√

ρ1
λmin(KP )

(6.46)

By Assumption 6.4, because ρ1 → 0 as t → ∞, from (6.46), we have

r̂ → 0, V̇1 → 0 with t → ∞, then V1 is bounded and hence limt→∞ r̂ = 0.

From (6.31), where ε is any small positive constant and ϕ̈, ϕ̇ are bounded,

r̂ → 0 as t→ ∞.

Integrating both sides of (6.43) gives

V1(t)− V1(0) ≤ −
∫ t

0

λmin(KP )‖r̂‖2ds

+

∫ t

0

(αTΔ+
1

4
αTΣΓ−1α)ds (6.47)

Since α and Γ are constant,
∫∞
0 Δds = ρδ = [ρ1δ, . . . , ρ11δ]

T ,
∫∞
0 Σds =

ρσ = diag[ρ1σ, . . . , ρ11σ], then, we can rewrite (6.47) as V1(t)− V1(0) ≤
−
∫ t
0
λmin(KP )‖r̂‖2ds+αT ρδ+ 1

4α
T ρσΓ

−1α <∞. Thus V1 is bounded, which

implies that r̂ ∈ L∞. From (6.47), we have
∫ t
0 λmin(KP )‖r̂‖2ds ≤ V1(0) −

V1(t) + αT ρδ +
1
4α

T ρσΓ
−1α, which leads to r̂ ∈ L2. From r̂j = ˙̂ej + Λj êj, it
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can be obtained that êj, ˙̂ej ∈ L∞. As we have established êj, ˙̂ej ∈ L∞, from

Assumption 6.2, we conclude that ζ̂j ,
˙̂
ζj ,

˙̂
ξr,

¨̂
ξr ∈ L∞. Therefore, all the signals

on the right hand side of (6.35), if (6.37) is integrated, are bounded, and we

can conclude that ṙ and therefore
¨̂
ζj are bounded. Consequently, it follows

that êj → 0, ˙̂ej → 0 as t → ∞. Since r̂, ζ̂j ,
˙̂
ζj , ζ̂jr ,

˙̂
ζjr ,

¨̂
ζjr are all bounded it

is easy to conclude that U1 is bounded from (6.37).

Since (6.31), the sliding error r exponentially converges to a small value

and is bounded by

‖r‖ ≤
√

ρ1
λmin(KP )

+ ε‖ϕ̈‖+ εΛ‖ϕ̇‖ (6.48)

where ε is any small positive constant and ϕ̈ is bounded. It is easy to know ė

and e converge to zero.

Finally, for system (6.17)–(6.19) under control laws (6.37), apparently, the

ζ1-subsystem (6.17) can be rewritten as

ϕ̇ = f(ν, ϕ,U) (6.49)

where ϕ = [ζT1 , ζ̇
T
1 ]
T , ν = [rT , ṙT ]T , U = [τT1 , τ

T
2 ]T .

Assumption 6.5 From (6.18) and (6.19), the reference signal satisfies As-

sumption 6.2, and the following functions are Lipschitz in γ = [ζ2, ζ3, ζ̇2, ζ̇3]
T ,

i.e., there exist Lipschitz positive constants Lγ and Lf such that

‖V1 +G1 + d1‖ ≤ L1γ‖γ‖+ L1f (6.50)

|‖F +K‖ ≤ L2γ‖γ‖+ L2f (6.51)

moreover, from the stability analysis of ζ2 and ζ3 subsystems, γ converges to

a small neighborhood of γd = [ζ2d, ζ3d, ζ̇2d, ζ̇3d]
T .

Remark 6.4 Under the stability of ζ2 and ζ3 subsystems, and considering

(6.25), let ‖γ − γd‖ ≤ ς1. It is easy to obtain ‖γ‖ ≤ ‖γd‖ + ς1, and similarly,

let μ = [ζ̈2, ζ̈3]
T , and μd = [ζ̈2d, ζ̈3d]

T , ‖μ‖ ≤ ‖μd‖ + ς2, where ς1 and ς2 are

small bounded errors.

Lemma 6.2 The ζ1-subsystem (6.17), if ζ2-subsystem and ζ3-subsystem are

stable, is asymptotically stable, too.

Proof: From (6.17), (6.18), and (6.19), we choose the following function

as

V2 = V1 + ln(cosh(ζ̇1)) (6.52)
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Differentiating (6.52) along (6.17) gives

V̇2 = V̇1 + tanh(ζ̇1)ζ̈1

= V̇1 + tanh(ζ̇1)M
−1
11 (τ1 − V1 −G1 − d1

−M12ζ̈2 −M13ζ̈3) (6.53)

From (6.22), we have

τ1 = −M11M
−1
31 (Cζ̈2 + J ζ̈3 + F +K) (6.54)

Integrating (6.54) into (6.53), we have

V̇2 = V̇1 + tanh(ζ̇1)(−M−1
31 (Cζ̈2 + J ζ̈3 + F +K)

−M−1
11 (V1 +G1 + d1 +M12ζ̈2 +M13ζ̈3))

= V̇1 − tanh(ζ̇1)M
−1
31 (F + K)

− tanh(ζ̇1)M
−1
11 (V1 +G1 + d1)

−
[

tanh(ζ̇1)M
−1
31 C + tanh(ζ̇1)M

−1
11 M12

tanh(ζ̇1)M
−1
31 J + tanh(ζ̇1)M

−1
11 M13

]T [
ζ̈2

ζ̈3

]

since ‖ tanh(ζ̇1)‖ ≤ 1, M−1
31 , M12 and M13 are all bounded. Let

‖
[

tanh(ζ̇1)M
−1
31 C + tanh(ζ̇1)M

−1
11 M12

tanh(ζ̇1)M
−1
31 J + tanh(ζ̇1)M

−1
11 M13

]T
‖ ≤ �1 (6.55)

and ‖M−1
11 ‖ ≤ �2, ‖M−1

31 ‖ ≤ �3, where �1, �2 and �3 are bounded constants.

Considering Assumption 6.5 and Remark 6.4, we have

V̇2 ≤ −1

2
λmin(KP )‖r‖2 + αTΔ+

1

4
αTΣΓ−1α

+�1(‖μd‖+ ς2) + �2(L1γ(‖γd‖+ ς1) + L1f )

+�3(L2γ(‖γd‖+ ς1) + L2f ) (6.56)

Let ρ2 = �1(‖μd‖+ς2)+�2(L1γ(‖γd‖+ς1)+L1f )+�3(L2γ(‖γd‖+ς1)+L2f )

and it is apparently bounded positive and we have V̇2 ≤ 0, when ‖r‖ ≥√
2ρ1+2ρ2
λmin(KP ) . We can choose the proper KP such that r can be arbitrarily

small. Therefore, we can obtain stable internal dynamics with respect to the

output ζ̇1. Therefore, the ζ1-subsystem (6.17) is asymptotically stable.

Theorem 6.1 Consider the system (6.17)–(6.19) with Assumptions 6.3 and

6.2, under the action of control laws (6.37) and adaptation laws (6.38). For

compact set Ω1, where (ζ(0), ζ̇(0), α̂(0)) ∈ Ω1, the tracking errors r converges

to the compact sets Ω1 defined by (6.46), and all the signals in the closed loop

system are bounded.
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Proof: From the results (6.47), it is clear that the tracking errors rj con-

verge to the compact set Ω1 defined by (6.46). In addition, the signal α̃ is

bounded. Therefore, we can know e2, ė2, e3, ė3 are also bounded. From the

boundedness of ζ2d, ζ3d in Assumption 6.2, we know that ζ2, ζ3 are bounded.

Since ζ̇2d, ζ̇3d are also bounded, it follows that ζ̇2, ζ̇3 are bounded. With α as

constant, we know that α̂ is also bounded. From Lemma 6.2, we know that

the ζ1-subsystem (6.17) is stable, and ζ1, ζ̇1 are bounded. This completes the

proof.

The force control input τβ is designed as

τβ = λd −Kfeλ (6.57)

where eλ = λ− λd is nonholonomic constraint force error vector and Kf is a

constant matrix of proportional control feedback gains.

Substituting the control (6.14) and (6.57) into the reduced order dynamics

(6.15) yields

(I +Kf)eλ = Z([M(q)Ṙ(q) + C(q, q̇)R(q)]ζ̇ +G+ d(t)

−τα) = −ZR+TMζ̈ (6.58)

Since ζ̈2 → ζ̈2d, ζ̈3 → ζ̈3d, and ζ̈1 → 0 from Lemma 6.2, ζ̈ is bounded,

and −ZR+TM is also bounded; therefore, the size of eλ can be adjusted by

choosing the proper gain matrix Kf .

Since r̂, ζ, ζ̇, ξr, ξ̇r, and eλ are all bounded, it is easy to conclude that U1

is bounded from (6.37) and (6.57).

6.5 Simulation Studies

To verify the effectiveness of the proposed control algorithm, let us consider

a wheeled mobile under-actuated manipulator shown in Fig. 6.1.

The following variables have been chosen to describe the vehicle (see also

Fig. 6.1): τl, τr: the torques of two wheels; τ1: the torques of the under-actuated

joint, that is, τ1 = 0; θl, θr: the rotation angle of the left wheel and the

right wheel of the mobile platform; v: the forward velocity of the mobile plat-

form; θ: the direction angle of the mobile platform; ω: the rotation velocity

of the mobile platform, and ω = θ̇; θ1: the joint angle of the under-actuated

link; m1, Iz1, l1: the mass, the inertia moment, and the length for the link 1;
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FIGURE 6.1

The mobile under-actuated manipulator in the simulation.

m2, Iz2, l2: the mass, the inertia moment , and the length for the link 2; r: the

radius of the wheels; 2l: the distance of the wheels; d: the distance between the

manipulator and the driving center of the mobile base; mp: the mass of the

mobile platform; Ip: the inertia moment of the mobile platform; Iw: the inertia

moment of each wheel; mw: the mass of each wheel; g: gravity acceleration.

The mobile under-actuated manipulator is subject to the following con-

straint: ẋ cos θ− ẏ sin θ = 0. Using the Lagrangian approach, we can obtain the

dynamic model with q = [θl, θr, θ1]
T , then we could obtainM(q)q̈+C(q, q̇)q̇+

G(q) = B(q)τ , where JTλ is eliminated.

In the simulation, we assume the parameters p0 = 4.0kg ·m2, p1 = 0.5kg ·
m2, p2 = 0.5kg · m2, p3 = 1.0kg · m2, p4 = 6.0kg · m2, q0 = 2.0kg · m2,

q1 = 2.0kg · m2, q2 = 1.0kg · m2, q3 = 1.0kg · m2, q4 = 0.5kg · m2 , d =

0.5m, r = 0.5m, l = 0.5, let ζ̇ = [ζ̇1, ζ̇2, ζ̇3]
T = [θ̇, v, θ̇1]

T . The disturbances

from environments on the system are introduced as 0.1 sin(t), 0.1 sin(t) and

0.1 sin(t) to the simulation model.

The control gains are selected as KP = diag[10.0], B0 = diag[1.0], M0 =

V0 = V̂0 = D0 = 0, b = 1.0, Λ1 = Λ2 = 1, α̂(0) = [1.0, . . . , 1.0]T , δi =

σi = 1/(1+ t)2, γi = 0.05. When ζ̇ is not measurable, a three-order high-gain

observer is designed as follows: ϑ̇j1 = ϑj2/ε, ϑ̇j2 = ϑj3/ε, ϑ̇j3 = (−κ2ϑj3 −
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Tracking the desired position by output feedback control.

κ1ϑj2 − ϑj1 + ζj)/ε with the parameters ε = 0.01, κ2 = 3.0, κ1 = 1.0 and the

initial condition ϑj1(0) = ζj(0).

We provide two simulation studies: i) the desired trajectories are chosen

as ζ2d = 0.3t rad, ζ2(0) = 0.1m, θ(0) = −0.2 rad, θ̇(0) = 0.0 rad/s, θ1d = 0

rad, θ1(0) = −π/180, θ̇1(0) = 0.0 rad/s, the initial velocity for the mobile

base is 0.0m/s; ii) the desired trajectories are chosen as ζ2d = 0.3t rad and

ζ2(0) = 0.2m, θ(0) = 0.2 rad, θ̇(0) = 0.0 rad/s, θ1d = 0.0 rad, θ1(0) = π/90,

θ̇1(0) = −0.2 rad/s, the initial velocity for the mobile base is 0.0 m/s.

For the case i), the under-actuated joint (joint 1) is with zero initial velocity

and we use the output feedback adaptive control to control the system. The

position tracking using the output feedback adaptive control is shown in Figs.

6.2-6.3. The input torques are shown in Fig. 6.4. The final velocities for three

variables are shown in Fig. 6.5. The produced trajectory is shown in Fig. 6.6.

The nonholonomic constraint force of the mobile base is shown in Fig. 6.7.

From these figures, we can see that v, and θ1 are stable, and the motion on

the mobile base is stable in a bounded region.

For the case ii), the under-actuated joint (joint 1) is with non-zero initial

velocity. Similar to the above description, we utilize the output feedback adap-

tive control. The position tracking using the output feedback adaptive control
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Input torques by output feedback control.
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The velocities v, θ̇ and θ̇1 produced by output feedback.
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The produced bounded trajectory of the mobile manipulator.



Under-actuated Control 161

-2

0

2

4

6

8

10

12

0 50 100 150 200 250 300

Fo
rc

e 
Er

or
 (N

)

Time (0.005s)

FIGURE 6.7

The nonholonomic constraint force.

is shown in Figs. 6.8-6.9. The input torques are shown in Fig. 6.10. The final

velocities for three variables are shown in Fig. 6.11. The produced trajectory

is shown in Fig. 6.12. The nonholonomic constraint force on the mobile base

is shown in Fig. 6.13. From these figures, we can see that v and θ1 are stable,

and the motion of the mobile base is also stable in a bounded region.

From two examples, the simulation results show the proposed controls

by the output feedback achieve good performance and are more realistic in

practice, which validates the effectiveness of the control law in Theorem 6.1.

In both simulation examples, we do not know the boundedness of the sys-

tem’s parameters or the disturbances from the environment beforehand and

do not reply on the derivative of states information by the additional sensors.

However, it can be seen that the motion errors converge to zero and the zero

dynamics of subsystem remains a bounded region simultaneously. Therefore,

the proposed adaptive coupling control scheme attains good control perfor-

mance even if the coupling dynamics is unknown beforehand. The tracking

errors of control are small enough because of “adaptive” mechanisms from

the simulation results. The simulations thus demonstrate the effectiveness of

the proposed control in the presence of unknown nonlinear dynamic systems
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Input torques by output feedback control.
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The velocities v, θ̇ and θ̇1 produced by output feedback.

and environments. Different motion tracking performance can be achieved by

adjusting control gains.
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The produced bounded trajectory of the mobile manipulator.

0

5

10

15

20

25

0 50 100 150 200 250 300

C
on

st
ra

in
t F

or
ce

 (N
)

Time (0.005s)

FIGURE 6.13

The nonholonomic constraint force.
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6.6 Conclusion

In this chapter, adaptive motion/force control design by dynamic coupling

and output feedback are first investigated for dynamic balance and desired

trajectories tracking of mobile manipulator with kinematic nonholonomic con-

straints and dynamic nonholonomic constraints in the presence of unmodelled

dynamics, or parametric/functional uncertainties. The controller is mathe-

matically shown to guarantee semi-globally uniformly bounded stability, and

the steady state compact sets to which the closed loop error signals for motion

and force convergence are derived. The size of compact sets can be made small

through appropriate choice of control design parameters. Simulation results

demonstrate that the system is able to track reference signals satisfactorily,

with all closed loop signals uniformly bounded.
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Coordinated controls of multiple mobile manipulators have attracted the at-

tention of many researchers [172], [174], [169]. Interest in multiple mobile

manipulators stems from the better capability of the mobile manipulators in

carrying out more complicated and dextrous tasks which may not be accom-

plished by a single mobile manipulator. It is an important technology for ap-

plying cooperative mobile manipulators to modern factories for transporting

materials, and dangerous fields for dismantling bombs or moving nuclear-

contaminated objects. Controls of multiple mobile manipulators present a

significant increase in complexity over the single mobile manipulator case;

moreover, they are much more difficult and challenging than the controls of

multiple robotic manipulators [170, 171]. The difficulties of the control de-

sign lie in the fact that when multiple mobile manipulators coordinate each

other and they are subject to kinematic constraints, they will form a closed

kinematic chain mechanism that imposes a set of kinematic constraints on

the position and velocity of coordinated mobile manipulators. As a result,

167
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the degrees of freedom of the whole system decrease, and internal forces are

generated which need to be controlled. Therefore, for the above problems, we

propose two coordination control approaches: centralized control and decen-

tralized control in this chapter.

7.1 Centralized Coordination Control

7.1.1 Introduction

Multiple mobile manipulators in cooperation can complete tasks which are

impossible for a single robot. For example, in [175], when a long and heavy

object is carried, multiple cooperative robots reduce the weight and moment

per robot. With the assumption of known dynamics, research on the control of

coordination or cooperation has been carried out for multiple mobile manip-

ulator systems. In [68], four methods previously developed for fixed base ma-

nipulation have been extended to mobile manipulation systems, including the

operational space formulation, dextrous dynamic coordination of macro/mini

structures, the augmented object model, the virtual linkage model, and then a

decentralized control structure was proposed for cooperative tasks. In [172], for

the tasks that require grasping and transporting large and flexible objects, de-

centralized coordination control was proposed for multiple mobile robots such

that the robots can autonomously transport objects in a tightly controlled for-

mation. In [173] and [174], modeling and centralized coordinating control were

developed to handle deformable materials by multiple nonholonomic mobile

manipulators operating in environments with obstacles. However, the internal

forces existing in handling a rigid object are simplified. In [176], the same

leader-follower type coordination motion control was proposed for multiple

mobile robots engaging in cooperative tasks.

However, the above works seldom consider parametric uncertainties and

unknown disturbances. Therefore, in this chapter, robust controls and robust

adaptive controls [108, 65, 105, 66], will be investigated to deal with coordi-

nated multiple mobile manipulators. We propose robust controls and robust

adaptive controls for multiple mobile manipulators in cooperation carrying

a common object in the presence of parametric uncertainties and unknown

disturbances. A concise dynamics consisting of the dynamics of the mobile

manipulators and the geometrical constraints between the end-effectors and
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Two coordinated robots.

the object will be developed. Subsequently, robust controls and adaptive ro-

bust controls are designed for the coordinated multiple mobile manipulators

to compensate for parametric uncertainties and suppress the bounded distur-

bances. The controls guarantee the outputs of the dynamic system to track

some bounded hybrid signals which subsequently drive the kinematic system

to the desired trajectory whereas the internal force tracking error remains

bounded and can be made arbitrarily small. Feedback control design and sta-

bility analysis are performed via explicit Lyapunov techniques.

7.1.2 System Description and Assumptions

Consider m mobile manipulators holding a common rigid object in a task

space. As shown in Fig. 7.1, different coordinate frames have been established

for system modeling, in which OXY Z is the inertial reference frame in which

the position and orientation of the mobile manipulator end-effectors and the

object are referred, OoXoYoZo is the object coordinate frame fixed at the

center of mass of the object, and OieXieYieZie is the end-effector frame of

the ith manipulator located at the grasp point. To facilitate the dynamic

formulation, the following assumptions are made.

Assumption 7.1 All the end-effectors of the manipulators are rigidly at-
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tached to the common object so that there is no relative motion between the

object and the end-effectors.

Assumption 7.2 The object is rigid, that is, the object does not get deformed

with the application of forces.

Assumption 7.3 Each manipulator is non-redundant and operating away

from any singularity.

7.1.3 Dynamics of System

The dynamics of the ith mobile manipulator in joint space are given by

Mi(qi)q̈i + Ci(qi, q̇i)q̇i +Gi(qi) + di = Bi(qi)τi + JTi fi (7.1)

where qi = [qi1, . . . , qin]
T = [qiv, qia]

T ∈ Rn with qiv ∈ Rnv describing the

generalized coordinates for the mobile platform and qia ∈ Rna denoting the

generalized coordinates of the manipulator, and n = nv + na. The symmetric

positive definite inertia matrix Mi(qi) ∈ Rn×n, the centripetal and Coriolis

torques Ci(q̇i, qi) ∈ Rn×n, the gravitational torque vector Gi(qi) ∈ Rn, the

external disturbances di(t) ∈ Rn and the control inputs τi ∈ Rk could be

represented as

Mi(qi) =

[
Miv Miva

Miav Mia

]
, Ci(q̇i, qi) =

[
Civ Civa

Ciav Cia

]
, Gi(qi) =

[
Giv

Gia

]

di(t) =

[
div(t)

dia(t)

]
, τi =

[
τiv

τia

]
, Ji =

[
Ai 0

Jiv Jia

]
, fi =

[
fiv

fie

]

Bi(qi) = diag[Biv, Bia] ∈ Rn×k is a full rank input transformation ma-

trix for the mobile platform and the robotic manipulator and assumed to

be known because it is a function of fixed geometry of the system; Ai =

[ATi1(qiv) . . . , ATil(qiv)]
T : Rnv → Rl×nv is the kinematic constraint matrix

which is assumed to have full rank l; JTi ∈ Rn×n is a Jacobian matrix; and

fiv and fie are the constraint forces corresponding to the nonholonomic and

holonomic constraints.

The mobile platform is subjected to nonholonomic constraints and the l

non-integrable and independent velocity constraints can be expressed as

Ai(qiv)q̇iv = 0 (7.2)
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In the chapter, the mobile platform is assumed to be a completely nonholo-

nomic constraint, and the holonomic constraint force is measured by the

force sensor mounted on each mobile manipulator’s end-effector. The l non-

integrable and independent velocity constraints on the mobile platform can

be viewed as restricting the dynamics on the manifold Ωn

Ωn = {(qiv, q̇iv)|Ai(qiv)q̇iv = 0} (7.3)

Assume that the annihilator of the co-distribution spanned by the co-vector

fields Ai1(qiv), . . . , Ail(qiv) is an (nv − l)-dimensional smooth nonsingular

distribution Δ on Rnv . This distribution Δ is spanned by a set of (nv − l)

smooth and linearly independent vector fieldsHi1(qiv), . . . , Hi(nv−l)(qiv), i.e.,

Δ = span{Hi1(qiv), . . . , Hi(nv−l)(qiv)}. Thus, we have HT
i (qiv)A

T
i (qiv) = 0,

Hi(qiv) = [Hi1(qiv), . . . , Hi(nv−l)(qiv)] ∈ Rnv×(nv−l). Note that HT
i Hi is of

full rank. Constraint (7.2) implies the existence of vector η̇i ∈ Rnv−l, such
that

q̇iv = Hi(qiv)η̇i (7.4)

Considering the nonholonomic constraints (7.2) and (7.4) and their deriva-

tive, the dynamics of a mobile manipulator (7.1) can be expressed as

M1
i (ζi)ζ̈i + C1

i (ζi, ζ̇i)ζ̇i +G1
i + d1i = ui + JTiefie (7.5)

where

M1
i =

[
HT
i MivHi HT

i Miva

MiavHi Mia

]
, ζi =

[
ηi

qia

]
, G1

i =

[
HT
i Giv

Gia

]
,

C1
i =

[
HT
i MivḢi +HT

i CivHi HT
i Civa

MiavḢi + CiavHi Cia

]
, Jie =

[
0 0

JivHi Jia

]

ui = B1
i τi, B

1
i =

[
HT
i Biv 0

0 Bia

]
, d1i =

[
HT
i div

dia

]

The dynamics of m mobile manipulators from (7.5) can be expressed con-

cisely as

M(ζ)ζ̈ + C(ζ, ζ̇)ζ̇ +G+D = U + JTe Fe (7.6)

where M(ζ) = block diag [M1
1 (ζ1), . . . , M1

m(ζm)] ∈ Rm(n−l)×m(n−l); ζ =

[ζ1, . . . , ζm]T ∈ Rm(n−l); U = [(B1
1τ1)

T , . . . , (B1
mτm)T ]T ∈ Rm(n−l);

G = [G1T
1 , . . . , G1T

m ]T ∈ Rm(n−l); Fe = [fT1e, . . . , fTme]
T ∈ Rm(n−l);
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C(ζ, ζ̇) = block diag [C1
1 (ζ1, ζ̇1), . . . , C1

m(ζm, ζ̇m)] ∈ Rm(n−l)×m(n−l);
D = [d1T1 , . . . , d1Tm ]T ∈ Rm(n−l); JTe = block diag [JT1e, . . . , JTme]

T ∈
Rm(n−l)×m(n−l).

Let xo ∈ Rno be the position/orientation vector of the object, the equation

of motion of the object is written by the resultant force vector Fo ∈ Rno acting

on the center of mass of the object, the symmetric positive definite inertial

matrix Mo(xo) ∈ Rno×no of the object, the Corioli and centrifugal matrix

Co(xo, ẋo) ∈ Rno×no , and the gravitational force vector Go(xo) ∈ Rno as

Mo(xo)ẍo + Co(xo, ẋo)ẋo +Go(xo) = Fo (7.7)

Remark 7.1 In this chapter, under Assumption 7.3, the mobile manipulators

are non-redundant. As such, the degrees of freedom for each mobile manipula-

tor must be equal to the dimension of the operational coordinate of the object,

that is, no = n− l.

Define Jo(xo) ∈ Rm(n−l)×no as Jo(xo) = [JT1o(xo), . . . , JTmo(xo)]
T with the

Jacobian matrix Jio(xo) from the object frame OoXoYoZo to the ith mobile

manipulator’s end-effector frame OieXieYieZie. Then Fo can be written as

Fo = −JTo (xo)Fe (7.8)

Given the resultant force Fo, the end-effector force Fe satisfying (7.8) can

be decomposed into two orthogonal components, one that contributes to the

motion of the object, and one that produces the internal force. This is clearly

represented by the following equation [177]

Fe = −(JTo (xo))
+Fo − FI (7.9)

where (JTo (xo))
+ ∈ Rm(n−l)×no is the pseudo-inverse matrix of JTo (xo), FI ∈

Rm(n−l) is the internal force vector in the null space of JTo (xo), i.e., satisfying

JTo (xo)FI = 0 (7.10)

and from [67], FI can be parameterized by the vector of Lagrangian multiplier

λI as

FI = (I − (JTo (xo))
+JTo (xo))λI (7.11)

Let J T = I − (JTo (xo))
+JTo (xo), where J T ∈ Rm(n−l)×no is Jacobian matrix

for the internal force and satisfies

JTo (xo)J T = 0 (7.12)
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Substituting (7.7) into (7.10), we have

Fe = −(JTo (xo))
+(Mo(xo)ẍo + Co(xo, ẋo)ẋo +Go(xo))− J TλI (7.13)

Let xie ∈ Rn−l denote the position and orientation vector of the ith end-

effector. Then xie is related to ζ̇i, and the Jacobian matrix Jie(ζi) as

ẋie = Jie(ζi)ζ̇i (7.14)

and the relationship between ẋie and ẋo is given by

ẋie = Jio(xo)ẋo (7.15)

After combining (7.14) and (7.15), the following relationship between the joint

velocity of the ith manipulator and the velocity of the object is obtained

Jie(ζi)ζ̇i = Jio(xo)ẋo (7.16)

As it is assumed that the manipulators work in a nonsingular region, the

inverse of the Jacobian matrix Jie(ζi) exists. Considering all the manipulators

acting on the object at the same time yields

ζ̇ = J−1
e (ζ)Jo(xo)ẋo (7.17)

Differentiating (7.17) with respect to time t leads to

ζ̈ = J−1
e (ζ)Jo(xo)ẍo +

d

dt
(J−1
e (ζ)Jo(xo))ẋo (7.18)

Using equations (7.17) and (7.18), the dynamics of multiple manipulators

system (7.6), coupled with the object dynamics (7.7), are then given by

Mo(xo)ẍo + Co(xo, ẋo)ẋo +Go(xo) = Fo (7.19)

M(ζ)J−1
e (ζ)Jo(xo)ẍo

+

(
M(ζ)

d

dt
(J−1
e (ζ)Jo(xo)) + C(ζ, ζ̇)J−1

e (ζ)Jo(xo)

)
ẋo

+G+D + JTe (ζ)(J
T
o (xo))

+Fo + JTe (ζ)J λI = U (7.20)

Combining (7.20) with (7.19) and multiplying both sides of (7.20) by

JTo (xo)J
−T
e (ζ), and using JTo (ζ)J T = 0, the dynamics of multiple mobile

manipulators system (7.6) with the object dynamics (7.7) are given by

Mẍo + Cẋo + G +D = U (7.21)

λI = Z(U − C∗ẋo −G∗ −D) (7.22)
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where

L = J−1
e (ζ)Jo(xo)

M = LTM(ζ)L +Mo(xo)

C = LTM(ζ)L̇ + LTC(ζ, ζ̇)L+ Co(xo, ẋo)

G = LTG(ζ) +Go(xo)

D = LTD

U = LTU

M∗ = M(ζ) + JTe (ζ)(J
T
o (xo))

+Mo(xo)(Jo(xo))
+Je(ζ)

Z = (J Je(ζ)(M∗)−1JTe (ζ)J T )−1J Je(ζ)(M∗)−1

C∗ = M(ζ)L̇+ C(ζ, ζ̇)L + JTe (ζ)(J
T
o (xo))

+Co(xo, ẋo)

G∗ = G(ζ) + JTe (ζ)(J
T
o (xo))

+Go(xo)

The dynamic equation (7.21) has the following structure properties, which

can be exploited to facilitate the control system design.

Property 7.1 The matrix M is symmetric, positive definite, and bounded,

i.e., λmin(M)I ≤ M ≤ λmax(M)I, where λmin(M) and λmax(M) denote

the minimum and maximum eigenvalues of M.

Property 7.2 The matrix Ṁ−2C is skew-symmetric, that is, rT (Ṁ−2C)r =
0, ∀r ∈ Rno .

Property 7.3 All Jacobian matrices are uniformly bounded and uniformly

continuous if ζ and xo are uniformly bounded and continuous, respectively.

Property 7.4 There exist some finite positive constants cj > 0 (1 ≤ j ≤ 4)

and finite non-negative constants cj ≥ 0 (j = 5) such that ∀xo ∈ Rno , ∀ẋo ∈
Rno , ||M|| ≤ c1, ||C|| ≤ c2 + c3||ẋo||, ||G|| ≤ c4, and supt≥0||D|| ≤ c5.

7.1.4 Robust Control Design

Given a desired motion trajectory xod(t), a desired internal force λdI , since

the system is inter-connected, we can obtain the desired motion trajectory

q(t) and qd(t). Therefore, the trajectory and internal force tracking control

is to determine a control law such that for any (xo(0), ẋo(0)) ∈ Ω, xo, ẋo, λI

converges to a manifold specified as Ω where

Ωd = {(xo, ẋo, λI)|xo = xod, ẋ = ẋod, λI = λdI} (7.23)



Coordination Control 175

Time-varying positive function δ is defined in Assumption 5.2, which con-

verges to zero as t→ ∞ and satisfies

lim
t→∞

∫ t

0

δ(ω)dω = ρ <∞

with finite constant ρ.

Assumption 7.4 The desired reference trajectories xod(t) are assumed to be

bounded and uniformly continuous, and have bounded and uniformly contin-

uous derivatives up to the third order. The desired internal force λdI is also

bounded and uniformly continuous.

Let eo = xo − xod, ẋor = ẋod − Koeo, r = ėo + Koeo with Ko diagonal

positive definite and eI = λI − λdI .

Decoupled generalized position and constraint force are introduced sepa-

rately. Considering the control input U as the form:

U = Ua + JTe (ζ)J TUb (7.24)

then, (7.21) and (7.22) may be changed to

Mẍo + Cẋo + G +D = LTUa (7.25)

λI = Z(Ua − C∗ẋo −G∗ −D) + Ub (7.26)

Consider the following control laws:

LTUa = −Kpr −
rΦ2

||r||Φ + δ
(7.27)

Ub = − χ2

χ+ δ
ẍod + λdI −KfeI (7.28)

where

Φ = CTΨ (7.29)

χ = c1‖Z‖‖(LT )+‖ (7.30)

Ψ = [‖ẍor‖ ‖ẋor‖ ‖ẋo‖‖ẋor‖ 1 1]T (7.31)

with C = [c1 c2 c3 c4 c5]
T ; Kp and Kf are positive definite, and (LT )+ =

JTe (ζ)(J
T
o (xo))

+. Define ν = λmin(Kp)/λmax(M) > 0.

Theorem 7.1 Considering the mechanical system described by (7.5) and

using the control law (7.27) and (7.28), the following holds for any

(xo(0), ẋo(0)) ∈ Ω:
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(i) r converges to a small set containing the origin with the conver-

gence rate at least as fast as e−νt;

(ii) eo and ėo asymptotically converge to 0 as t→ ∞; and

(iii) eI and τ are bounded for all t ≥ 0.

Proof (i) Integrating (7.24) into (7.25), the closed-loop system dynamics can

be rewritten as

Mṙ = LTUa − (Mẍor + Cẋor + G +D)− Cr (7.32)

Substituting (7.27) into (7.32), the closed-loop dynamic equation is ob-

tained

Mṙ = −Kpr −
rΦ2

Φ||r||+ δ
− μ− C2r (7.33)

where μ = Mẍor + Cẋor + G +D.

Consider the Lyapunov function candidate as

V =
1

2
rTMr (7.34)

then

V̇ = rT (Mṙ +
1

2
Ṁr) (7.35)

From Property 7.1, we have 1
2λmin(M)rT r ≤ V ≤ 1

2λmax(M)rT r. By using

Property 7.2, the time derivative of V along the trajectory of (7.33) is

V̇ = −rTKpr − rTμ− ||r||2Φ2

Φ||r||+ δ

≤ −rTKpr + ||r||Φ− ||r||2Φ2

Φ||r||+ δ

≤ −rTKpr + δ

≤ −λmin(Kp)‖r‖2 + δ

Therefore, we arrive at V̇ ≤ −νV + δ. Thus, r converges to a set containing

the origin with a rate at least at fast as e−νt.
Integrating both sides of the above equation gives

V (t)− V (0) ≤ −
∫ t

0

rTKprds+ ρ <∞ (7.36)

Thus V is bounded, which implies that r ∈ Lno∞ .

(ii) From (7.36), V is bounded, which implies that xo ∈ Lno∞ . We have∫ t
0
rTKprds ≤ V (0)− V (t) + ρ, which leads to r ∈ Lno

2 . From r = ėo +Koeo,
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it can be obtained that eo, ėo ∈ Lno∞ . As we have established eo, ėo ∈ L∞,

from Assumption 7.4, we conclude that xo(t), ẋo(t), ẋor(t), ẍor(t) ∈ Lno∞ and

q̇ ∈ Lmn∞ .

Therefore, all the signals on the right hand side of (7.32) are bounded, and

we can conclude that ṙ and therefore ẍo are bounded. Thus, r → 0 as t→ ∞
can be obtained. Consequently, we have eo → 0, ėo → 0 as t → ∞. It follows

that eq, ėq → 0 as t→ ∞.

(iii) Substituting the control (7.27) and (7.28) into the reduced order dy-

namic system model (7.26) yields

(I +Kf )eI = Z(LT )+Mẍo −
χ2

χ+ δ
ẍod (7.37)

Since ẍo and Z are bounded, xo → xod, Z(L
T )+Mẍo− χ2

χ+δ ẍod is also bounded

and the size of eI can be adjusted by choosing the proper gain matrix Kf .

Since r, xo, ẋo, xor, ẋor, ẍor, and eI are all bounded, it is easy to conclude

that τ is bounded from (7.27) and (7.28).

7.1.5 Robust Adaptive Control Design

In developing control laws (7.27) and (7.28), cj , 1 ≤ j ≤ 5 are supposed

to be known. However, in reality, these constants cannot be obtained easily.

Therefore, we develop a control law which does not require the knowledge of

cj , 1 ≤ j ≤ 5.

Consider the robust adaptive control law as

LTUa = −Kpr −
5∑
j=1

rĉjΨ
2
j

‖r‖Ψj + δj
(7.38)

Ub = − χ̂2

χ̂+ δ1
ẍod + λdI −KfeI (7.39)

where

˙̂cj = −ωj ĉj +
5∑
j=1

γjΨ
2
j‖r‖2

‖r‖Ψj + δj
, j = 1, . . . , 5 (7.40)

χ̂ = ĉ1‖Ẑ‖‖(LT )+‖ (7.41)

Ẑ = (J Je(ζ)(M̂∗)−1JTe (ζ)J T )−1J Je(ζ)(M̂∗)−1 with ‖LTM̂∗L‖ = ĉ1, Kp
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and Kf are positive definite; γj > 0; δj > 0 and ωj > 0 satisfy Definition 5.1:

∫ ∞

0

δj(s)ds = ρjδ <∞ (7.42)

∫ ∞

0

ωj(s)ds = ρjω <∞ (7.43)

with the constants ρjδ and ρjω .

Theorem 7.2 Considering the mechanical system described by (7.5), using

the control law (7.38) and adaptation law (7.39), the following holds for any

(xo(0), ẋo(0)) ∈ Ω:

(i) r converges to a small set containing the origin as t→ ∞;

(ii) eo and ėo converge a small set containing the origin as t→ ∞;

and

(iii) eI and τ are bounded for all t ≥ 0.

Proof (i). Substituting (7.38) and (7.40) into (7.32), the closed loop dy-

namic equation is obtained

Mṙ = −Kpr −
5∑
j=1

rĉjΨ
2
j

‖r‖Ψj + δj
− μ− C2r (7.44)

Consider the Lyapunov candidate function

V =
1

2
rTMr +

1

2
C̃TΓ−1C̃ (7.45)

with C̃ = C − Ĉ. Its derivative is

V̇ = rT (Mṙ +
1

2
Ṁr) + C̃TΓ−1 ˙̃C (7.46)

where Γ = diag[γj ] > 0, j = 1, . . . , 5.

From Property 7.1, we have 1
2λminMrT r ≤ 1

2r
TMr ≤ 1

2λmaxMrT r. By

using Property 7.2, the time derivative of V along the trajectory of (7.44) is

V̇ = −rTKpr − rTμ− rT
5∑
j=1

rĉjΨ
2
j

‖r‖Ψj + δj
+ ĈTΩΓ−1C̃ −

5∑
j=1

||r||2c̃jΨ2
j

‖r‖Ψj + δj

≤ −rTKpr + ||r||Φ −
5∑
j=1

||r||2cjΨ2
j

‖r‖Ψj + δj
+ ĈTΩΓ−1C̃

≤ −rTKpr + CTΔ+ C̃TΩΓ−1Ĉ

= −rTKpr + CTΔ+ C̃TΩΓ−1(C − C̃)
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= −rTKpr + CTΔ− 1

4
CTΩΓ−1C +

1

4
CTΩΓ−1C

+C̃TΩΓ−1C − C̃TΩΓ−1C̃

= −rTKpr + CTΔ− (
1

2
CT − C̃T )ΩΓ−1(

1

2
C − C̃) +

1

4
CTΩΓ−1C

≤ −rTKpr + CTΔ+
1

4
CTΩΓ−1C

with Ω = diag[ωj ] with j = 1, . . . , 5, Δ = [δ1, δ2, . . . , δ5]
T .

Therefore, V̇ ≤ −λmin(Kp)‖r‖2 + CTΔ + 1
4C

TΩΓ−1C. Since CTΔ +
1
4C

TΩΓ−1C → 0 as t → ∞. Noting (7.42) and (7.43) and V̇ ≤ 0, from

above, r converges to a small set containing the origin as t→ ∞.

(ii) Integrating both sides of the above equation gives

V (t)− V (0) ≤ −
∫ t

0

rTKprds+

∫ t

0

(CTΔ+
1

4
CTΩΓ−1C)ds (7.47)

Since C and Γ are constant,
∫∞
0

Δds = ρδ = [ρ1δ, . . . , ρ5δ]
T ,
∫∞
0

Ωds = ρω =

[ρ1ω, . . . , ρ5ω]
T , we can rewrite (7.47) as

V (t)− V (0) ≤ −
∫ t

0

rTKprds+ CT
(∫ t

0

Δds

)
+

1

4
CT
(∫ t

0

Ωds

)
Γ−1Cds

< −
∫ t

0

rTKprds+ CT ρδ + CTρωΓ
−1C <∞ (7.48)

Thus V is bounded, which implies that r ∈ Lno∞ . From (7.48), we have

∫ t

0

rTKprds < V (0)− V (t) + CTr ρδ + CT ρωΓ
−1C (7.49)

which leads to r ∈ Lno
2 . From r = ėo +Koeo, it can be obtained that eo, ėo ∈

Lno∞ . As we have established eo, ėo ∈ L∞, from Assumption 7.4, we conclude

that xo(t), ẋo(t), ẋor(t), ẍor(t) ∈ Lno∞ and q̇ ∈ Lmn∞ .

Therefore, all the signals on the right hand side of (7.44) are bounded, and

we can conclude that ṙ and therefore ẍo are bounded. Thus, r → 0 as t→ ∞
can be obtained. Consequently, we have eo → 0, ėo → 0 as t → ∞. It follows

that eq, ėq → 0 as t→ ∞.

(iii) Substituting the control (7.38) and (7.39) into the reduced order dy-

namics (7.26) yields

(I +Kf )eI = Z(LT )+Mẍo −
χ̂2

χ̂+ δ1
ẍod (7.50)

Since ẍo and Z are bounded, xo → xod, Z(L
T )+Mẍo − χ̂2

χ̂+δ1
ẍod is also
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FIGURE 7.2

Two coordinated mobile manipulators.

bounded, the size of eI can be adjusted by choosing the proper gain matrix

Kf .

Since r, xo, ẋo, xor, ẋor, ẍor, and eI are all bounded, it is easy to conclude

that τ is bounded from (7.38) and (7.39).

7.1.6 Simulation Studies

Let us consider two same 2-DOF mobile manipulators shown in Fig. 7.2. Each

mobile manipulator is subjected to the following constraints:

ẋi sin θi − ẏi cos θi = 0

Using the Lagrangian approach, we can obtain the standard form (7.1) with

qiv = [xi yi θi]
T , qia = [θi1 θi2]

T , qi = [qiv qia]
T , Aiv = [sin θi − cos θ 0.0], and

ζ = [yi θi θi1 θi2]
T , ζ̇ = [ẏi θ̇i θ̇i1 θ̇i2]

T where yi and ẏi are the displacement and

velocity of Y direction of the platform center of ith manipulator, respectively.

The dynamics of the ith mobile manipulator are given by (9.22) in Section

9.1.
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FIGURE 7.3

The joint positions of mobile manipulator I.

FIGURE 7.4

The joint velocities of mobile manipulator I.
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FIGURE 7.5

The joint torques of mobile manipulator I.

FIGURE 7.6

The joint positions of mobile manipulator II.
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The position of end-effector can be given by

xie = xif − 2l2 sin θi2 cos(θi + θi1)

yie = yif − 2l2 sin θi2 sin(θi + θi1)

zie = 2l1 − 2l2 cos θi2

βie = θi + θi1

where βie is the pitch angle for the ith end-effector.

For the mobile platform, we have

⎡
⎢⎣
ẋif

ẏif

θ̇i

⎤
⎥⎦ =

⎡
⎢⎣

1.0 0.0 −d sin θi
0.0 1.0 d cos θi

0.0 0.0 1.0

⎤
⎥⎦

⎡
⎢⎣
ẋi

ẏi

θ̇i

⎤
⎥⎦

and
⎡
⎢⎣
ẋi

ẏi

θ̇i

⎤
⎥⎦ =

⎡
⎢⎣

cos θi 0.0

sin θi 0.0

0.0 1.0

⎤
⎥⎦
[
vi

θ̇i

]

Therefore, the mobile manipulator Jacobian matrix Jie is given by

⎡
⎢⎢⎢⎣

ẋie

ẏie

żie

β̇ie

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

Ji11 Ji12 Ji13 Ji14

Ji21 Ji22 Ji23 Ji24

Ji31 Ji32 Ji33 Ji34

Ji41 Ji42 Ji43 Ji44

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

vi

θ̇i

θ̇i1

θ̇i2

⎤
⎥⎥⎥⎦

where

Ji11 = cos θi, Ji12 = −d sin θi + 2l2 sin θi2 sin(θi + θi1)

Ji13 = 2l2 sin θi2 sin(θi + θi1), Ji14 = −2l2 cos θi2 cos(θi + θi1)

Ji21 = sin θi, Ji22 = d cos θi − 2l2 sin θi2 cos(θi + θi1)

Ji23 = −2l2 sin θi2 cos(θi + θi1), Ji24 = −2l2 cos θi2 sin(θi + θi1)

Ji31 = 0.0, Ji32 = 0.0, Ji33 = 0.0, Ji34 = 2l2 sin θi2

Ji41 = 0.0, Ji42 = 1.0, Ji43 = 1.0, Ji44 = 0.0

Let the position xo = [x1o, x2o, x3o, x4o]
T be positions to X axis, Y axis ,

Z axis and rotation angle to Z axis as shown in Fig. 7.2 and Zo is parallel to

the Z axis. The dynamic equation of the object is given by

Mo(xo)ẍo +Go(xo) = JT1o(xo)f1e + JT2o(xo)f2e
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where

Mo(xo) =

⎡
⎢⎢⎢⎣

mo 0.0 0.0 0.0

0.0 mo 0.0 0.0

0.0 0.0 mo 0.0

0.0 0.0 0.0 Io

⎤
⎥⎥⎥⎦ ,

JT1o(xo) =

⎡
⎢⎢⎢⎣

1.0 0.0 0.0 0.0

0.0 1.0 0.0 0.0

0.0 0.0 1.0 0.0

lc1 sinx4o −lc1 cosx4o 0.0 1.0

⎤
⎥⎥⎥⎦ , Go(xo) =

⎡
⎢⎢⎢⎣

0.0

0.0

−mog

0.0

⎤
⎥⎥⎥⎦ ,

fie =

⎡
⎢⎢⎢⎣

fix

fiy

fiz

τiβ

⎤
⎥⎥⎥⎦ , J

T
2o(xo) =

⎡
⎢⎢⎢⎣

1.0 0.0 0.0 0.0

0.0 1.0 0.0 0.0

0.0 0.0 1.0 0.0

−lc2 sinx4o lc2 cosx4o 0.0 1.0

⎤
⎥⎥⎥⎦ .

Therefore, we could obtain J T using J T = I − (JTo (xo))
+JTo (xo). The force

vector Fe can be measured using force sensors mounted on the end-effectors

of the mobile robots. Therefore, from (7.8), we can compute Fo. Subsequently,

using (7.9), we can obtain FI and using (7.11), we can obtain λI .

FI =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

cosx4o − sinx4o 0.0

sinx4o cosx4o 0.0

0.0 0.0 0.0

0.0 lc1 1

− cosx4o sinx4o 0.0

− sinx4o − cosx4o 0.0

0.0 0.0 0.0

0.0 lc2 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎣
λIx

λIy

λIβ

⎤
⎥⎦ ,

where λIx, λIy and λIβ present components of compression force, shearing

force and bending moment respectively.

The desired trajectory for the object and the desired internal force are

chosen as

⎡
⎢⎢⎢⎣

ẋ1od

ẋ2od

ẋ3od

ẋ4od

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

cos(sin t+ π
2 )

sin(sin t+ π
2 )

0.0

cos t+ 0.01 cos t

⎤
⎥⎥⎥⎦ , λId =

⎡
⎢⎣

5.0

0.0

0.0

⎤
⎥⎦

We can obtain the desired trajectory of each mobile manipulator when θi2 is
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fixed as 3π
2

ζ̇id =

⎡
⎢⎢⎢⎣

ẏid

θ̇id

θ̇i1d

θ̇i2d

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

sin(sin t+ π
2 )

cos t

0.01 cos t

0.0

⎤
⎥⎥⎥⎦

The initial positions are chosen as xo(0) = [0.0, 0.0, 2l1, 0.0]
T and ζi(0) =

[0.0, π2 , 0.0,
3π
2 ]T , the initial velocities are chosen as ẋo(0) = ζ̇i(0) = 0.

Assume that the parameters are selected as mp = 6.0kg, m1 = m2 =

1.0kg, Izp = 19kgm2, Iz1 = Iz2 = 1.0kgm2, d = 0.0, l = r = 1.0m,

2l1 = 1.0m, 2l2 = 0.6m, the mass of the object mo = 1.0kg, Io = 1.0kgm2,

lc1 = lc2 = 0.5m. The disturbances on mobile manipulators are intro-

duced into the simulation model as d1 = [0.1 sin t,−0.2 sin t,−0.05 sin t, 0, 0]T ,

d2 = [0.2 sin t,−0.2 sin t, 0, 0, 0]T . By Theorem 7.2, the control gains are

selected as Kp = diag[20.0], Ko = diag[1.0], and Kf = 8000, Ĉ(0) =

[1.0, 1.0, 1.0, 1.0, 1.0]T , δi = ωi = 1/(1 + t)2, i = 1, . . . , 5, and Γ = diag[1.0].

The simulation results for two mobile manipulators are shown in Figs. 7.3-7.9

[169]. The figures show the motion control for mobile manipulator I, and in-

ternal force is shown Fig. 7.9. Figs. 7.6-7.8 show the motion control for mobile

manipulator II. The simulation results show that the trajectory and internal

force tracking errors tend to the desired values, which validates the effective-

ness of the control law in Theorem 7.2. Under the proposed control scheme,

tracking of the desired trajectory and desired internal force is achieved and this

is largely due to the “adaptive” mechanism. The simulation results demon-

strate the effectiveness of the proposed adaptive control in the presence of

parametric uncertainties and external disturbances. Although parametric un-

certainties and external disturbances are both introduced into the simulation

model, the force/motion control performance of system, under the proposed

control, is not degraded. Different motion/force tracking performance can be

achieved by adjusting parameter adaptation gains and control gains.

7.2 Decentralized Coordination

Most previous studies on the coordination of multiple mobile manipulators

systems only deal with motion tracking control without the interacting with
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FIGURE 7.7

The joint velocities of mobile manipulator II.

FIGURE 7.8

The joint torques of mobile manipulator II.
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FIGURE 7.9

The internal force of mobile manipulator II.

the environment [172], [174], [175], [176], [169]. However, the large scale tasks,

such as manufacturing and assembly in automatic factories and space explo-

rations, often involve the situations where multiple robots are grasping an

object in contact with environment, for example, scribing, painting, grinding,

polishing, and contour following on a large scale. The purpose of controlling a

coordinated system is to control the contact forces between the environment

and object in the constrained directions and the motion of the object in un-

constrained directions. The internal forces are produced within the grasped

object, which do not contribute to system motion. The larger internal forces

would damage the object so that we have to maintain internal forces at some

desired values. Moreover, the model uncertainties and external disturbance

of the robots and from the environment would disrupt the interaction. These

problems will be investigated in this chapter.

In previous works, the coordination control of two mobile manipulators was

investigated in [169], where the carried object did not interact with the non-

rigid environments. The authors proposed the centralized control approach, by

which a single controller is supposed to control all of the mobile manipulators

in a centralized way. In [186], the centralized neuro-adaptive control was also

proposed for robust force/motion tracking for multiple mobile manipulators
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in contact with a deformable working surface. However, it is difficult for a

centralized controller to control many mobile manipulators in coordination.

The centralized control creates a heavy computational burden, and limits a

system’s flexibility and reliability such that once the controller develops faults,

the whole system is degraded.

The decentralized control system is believed to be more effective and suit-

able for multiple mobile robots cooperatively. In the literature, several de-

centralized control algorithms have been been reported using decentralized

motion control [180], [181], [182] without introducing time-delay state infor-

mation, in which each robot is controlled by its own controller. The interaction

between the robots and environments can be found in many practical appli-

cations. Therefore, in this chapter, we consider the situations where multiple

mobile manipulators are grasping an object in contact with a nonrigid sur-

face, as shown in Fig. 7.10. The control objective of coordinated systems is to

control the contact force between the environment and the object in the con-

strained direction, and the motion of the object in unconstrained directions

while maintaining internal forces which do not contribute to system motion

in some desired values.

A number of mobile manipulators in the real world are composed of a set

of small interconnected subsystems. It is generally impossible to incorporate

multiple feedback loops into the controller design, and it would be too costly

even if they can be implemented. Therefore, decentralized control has been

suggested to deal with the coordination of multiple mobile manipulators. First,

we present the decentralize dynamics of an inter-connected system, which in-

cludes dynamics of each mobile manipulator as well as the object’s dynamics;

and the interaction between the object and the environment are presented.

Decentralized adaptive robust control using local information is proposed for

coordinated multiple mobile manipulators so as to suppress both local dy-

namic uncertainty and the nonlinear interconnections in each subsystem. The

proposed schemes estimate unknown parameters of each subsystem, control

object motion and contact force between object and the constraining surface,

while maintaining the internal impedance forces in desired levels.

The presented control in this chapter could lead to a systematic robust

decentralized design for each mobile manipulator to handle its own nonlin-

ear parameterized dynamics. Given sufficiently smooth reference input, it can

guarantee the convergence of the closed-loop system, and make the steady-

state tracking error arbitrarily small.
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7.2.1 System Description and Assumption

Consider m mobile manipulators holding a common rigid object in a task

space with n degrees of freedom. As shown in Fig. 7.10, OXY Z is the inertial

reference frame. OoXoYoZo is the object coordinate frame fixed at the cen-

ter of mass of the object. OeiXeiYeiZei is the end-effector frame of the ith

manipulator located at the grasp point.

Assumption 7.5 Each end-effector of the mobile manipulator shown in Fig.

7.11 is attached to the common object by a paired spring-damper system and

a force sensor, and the distances and relative angles between the end-effectors

can be obtained.

Assumption 7.6 Each manipulator is non-redundant and operating away

from singularity.

7.2.2 Dynamics of Interconnected System

The dynamics of the ith mobile manipulator in joint space are given by

Mi(qi)q̈i + Ci(qi, q̇i)q̇i +Gi(qi) + di(t) = Bi(qi)(τi − τif (q̇)) + JTiefi (7.51)

where qi = [qTiv, q
T
ia]
T ∈ R

n with qiv ∈ R
nv describing the generalized co-

ordinates for the mobile platform and qia ∈ R
na denoting the generalized

coordinates of the manipulator, and n = nv + na. The symmetric positive

definite inertia matrix Mi(qi) ∈ R
n×n, the centripetal and Coriolis torques

Ci(qi, q̇i) ∈ R
n×n, the gravitational torque vector Gi(qi) ∈ R

n, the external

disturbances di(t) ∈ R
n, the control inputs τi ∈ R

nb , and the actuator friction

force vector τif (q̇) ∈ R
nb could be decoupled into the mobile base and the

arm, and represented as

Mi(q) =

[
Miv Miva

Miav Mia

]
, Ci(qi, q̇i) =

[
Civ Civa

Ciav Cia

]

Gi(qi) =

[
Giv

Gia

]
, d(t) =

[
div(t)

dia(t)

]
, τi =

[
τiv

τia

]
,

τif (q̇) =

[
τifv

τifa

]
Jie =

[
Ai 0

Jiv Jia

]
, fi =

[
fiv

fia

]

Bi(qi) = diag[Biv, Bia] ∈ R
n×nb is a full rank input transformation ma-

trix for the mobile platform and the robotic manipulator and is assumed
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to be known because it is a function of fixed geometry of the system;

Ai = [ATi1(qiv) . . . , A
T
il(qiv)]

T : Rnv → R
l×nv is the kinematic constraint ma-

trix which is assumed to have full rank l; JTie ∈ R
n×nJ is a Jacobian matrix;

and fiv and fia are the constraint forces corresponding to the nonholonomic

and holonomic constraints.

Remark 7.2 The mobile base is assumed to be completely nonholonomic, and

the holonomic constraint force is measured by the force sensor mounted on each

mobile manipulator’s end-effector.

Remark 7.3 The friction force vector considered is Coulomb and viscous fric-

tion, given by

τif = sie
−di‖qi‖ + ci sgn(q̇i) + viq̇i (7.52)

where si > 0, di > 0 , ci > 0 and vi are constants related to the striction,

Coulomb, and viscous friction, respectively. Obviously, there exist positive con-

stants fc = maxi∈n{si + ci} and fv = maxi∈n{vi} such that ‖τif (q̇i)‖ ≤
fc + fv‖q̇i‖.

The mobile platform is subjected to nonholonomic constraints. The l non-

integrable and independent velocity constraints can be expressed as

Ai(qiv)q̇iv = 0[l,1], Ai(qiv) ∈ R
l×nv (7.53)

Assume that the annihilator of the co-distribution spanned by the co-vector

fields Ai1(qiv), . . . , Ail(qiv) is an (nv − l)-dimensional smooth nonsingular

distribution Δi on R
nv . This distribution Δi is spanned by a set of (nv − l)

smooth and linearly independent vector fields H1(qiv), . . . , Hnv−l
(qiv), i.e.,

Δi = span{Hi,1(qiv), . . . , Hi,nv−l(qiv)}. Thus, we have

HT
i (qiv)A

T
i (qiv) = 0, Hi(qiv) = [Hi,1(qiv), . . . , Hi,nv−l(qiv)] ∈ R

nv×(nv−l)

Note thatHTH is of full rank. Constraint (7.53) implies the existence of vector

η̇i ∈ R
nv−l, such that

q̇iv = H(qiv)η̇i (7.54)

Considering the nonholonomic constraints (7.53) and (7.54) and their deriva-

tives, the dynamics of a mobile manipulator (7.51) can be expressed as

M1
i ζ̈i + C1

i ζ̇i +G1
i + d1i = ui − τ1if + JTiefie (7.55)
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where ζi = [ηTi , q
T
ia]
T and

M1
i =

[
HT
i MivHi HT

i Miva

MiavHi Mia

]
, B1

i =

[
HT
i Biv 0

0 Bia

]

G1
i =

[
HT
i Giv

Gia

]
, τ1if = B1

i τif (q̇),

JTie =

[
0 0

JivHi Jia

]T
, d1i =

[
HT
i div

dia

]
, ui = B1

i τi,

C1
i =

[
HT
i MivḢi +HT

i CivHi HT
i Civa

MiavḢi + CiavHi Cia

]

Remark 7.4 From Assumption 7.5 and Fig. 7.11, the contact force between

the ith mobile manipulator and object in (7.55) can be written as

fie = Kie(xie − xie0) + Cieẋie (7.56)

where Kie is the ith spring coefficient and Cie is the ith damper coefficient,

xie ∈ R
ne with ne = n − l is the end effector position, and xie0 is the rest

position of the spring.

Assumption 7.7 In Remark 7.4, the parameters Kie and Cie are known be-

forehand.

The dynamics of m mobile manipulators from (7.55) can be expressed in

a compact form as

Mζ̈ + Cζ̇ +G+D = u− τf + JTe Fe (7.57)

where M = diag[M1
i ] ∈ R

m(n−l)×m(n−l); ζ = [ζT1 , . . . , ζTm]T ∈ R
m(n−l);

u = [u1, . . . , um]T ∈ R
m(n−l), τf = [τ1f , . . . , τmf ]

T ∈ R
m(n−l), with

B1 = diag[B1
i ]; G = [G1T

1 , . . . , G1T
m ]T ∈ R

m(n−l); Fe = [fT1e, . . . , fTme]
T ∈

R
m(n−l); C = diag[C1

i ] ∈ R
m(n−l)×m(n−l); D = [d11, . . . , d1m]T ∈ R

m(n−l);
and JTe = diag[JTie] ∈ R

m(n−l)×m(n−l).
The coordinate vector of object center of mass is denoted by xo ∈ R

no and

it is assumed that ẋo and the object tip velocity vector χ̇t ∈ R
no are related

by

ẋo = R(χt)χ̇t (7.58)

where R(χt) ∈ R
no×no is assumed invertible. The motion of the object is

described by

Mo(xo)ẍo + Co(xo, ẋo)ẋo +Go(xo) = Fo +R−T ft (7.59)
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where Mo(xo) ∈ R
no×no is the symmetric positive definite inertial matrix of

the object, Co(xo, ẋo) ∈ R
no×no is the Coriolis and centrifugal matrix, and

Go(xo) ∈ R
no is the gravitational force vector, Fo ∈ R

no is the resultant

force vector acting on the center of mass of the object applied by the robots,

and ft = JTt λt ∈ R
no is the external force vector from the nonrigid surface,

JTt ∈ R
no×nt is the constraint Jacobian matrix of the contact point and the

Lagrange multiplier λt = Kt(χt − χt0) + Ctχ̇t ∈ R
nt with the spring initial

position χt0, the known spring and damper coefficients Kt and Ct, respec-

tively, which physically presents a impedance force from nonrigid contact.

The constraint Jacobian matrix of the nonrigid surface JTt satisfies Jtχ̇t = 0

so that there always exists a matrix A ∈ R
no×(no−nt) satisfying AT JTt = 0

and moreover,

χ̇t = Aẋt (7.60)

with the free motion sub-vector xt of χt.

Considering (7.58), we can rewrite (7.60) as

ẋo = Sẋt (7.61)

where S = R(χt)A ∈ R
no×(no−nt), integrating (7.61) into (7.59), and multi-

plying ST , we have

Mo(xo)ẍt + Coẋt + Go(xo) = Fo (7.62)

λt = Zo(Coẋt +Go − Fo) (7.63)

where

Mo(xo) = STMo(xo)S

Co = STMo(xo)Ṡ + STCo(xo, ẋo)S

Zo = [JtR
−1Mo

−1R−TJTt ]
−1JtR

−1Mo
−1

Go(xo) = STGo(xo)

Fo = STFo (7.64)

Define Jo(xo) ∈ R
m(n−l)×no as Jo(xo) = [JT1o(xo), . . . , J

T
mo(xo)]

T , where

Jio(xo) ∈ R
(n−l)×no is the Jacobian matrix from the object frame OoXoYoZo

to the ith mobile manipulator’s end-effector frame OeiXeiYeiZei. Then Fo is

given by

Fo = −JTo (xo)Fe (7.65)



Coordination Control 193

Considering the definition of Fo, we can rewrite (7.65) as

Fo = −STJTo (xo)Fe (7.66)

Given the resultant force Fo, the end-effector force Fe that satisfies (7.65)

can be decomposed into two orthogonal components, one that contributes to

the motion of the object, and one that produces the internal force. This is

clearly represented by the following equation [177]

Fe = −(STJTo (xo))
+Fo − F (7.67)

where (JTo (xo))
+ ∈ R

m(n−l)×no is the pseudo-inverse matrix of STJTo (xo),

F ∈ R
m(n−l) is the internal force vector in the null space of STJTo (xo), i.e.,

satisfying

STJTo (xo)F = 0 (7.68)

and F can be parameterized by the vector of Lagrangian multiplier

F = J
TλI (7.69)

where JT is Jacobian matrix for the internal force and satisfies STJTo (xo)J
T =

0. Substituting Fo of (7.62) into (7.67) yields

Fe = −(STJTo (xo))
+(Mo(xo)ẍt + Coẋt + Go(xo))−F (7.70)

Let us put the end-effector position and orientation vector, xie ∈ R
ne , of

every robot together to form a vector xe = [x1e, . . . , xme]
T ∈ R

mne . Denote

the Jacobian matrix as Jie(ζi) which relates xie with ζi, e.g.,

ẋie = Jie(ζi)ζ̇i (7.71)

and the relationship between ẋie and ẋo is given by

ẋie = Jio(xo)ẋo (7.72)

After combining (7.71) and (7.72), the following relationship between the joint

velocity of the ith manipulator and the velocity of the object is obtained

Jie(ζi)ζ̇i = Jio(xo)ẋo (7.73)

We define Je(ζ) = diag[Jie] such that

ẋe = Je(ζ)ζ̇ (7.74)
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On the other hand, from (7.61), the relationship between ẋe and ẋt is given

by

ẋe = Jo(xo)Sẋt (7.75)

After combining (7.74) and (7.75), the following relationship between the joint

velocity of the ith manipulator and the velocity of the tip is obtained Je(ζ)ζ̇ =

Jo(xo)Sẋt. As it is assumed that the manipulators work in a nonsingular

region, the inverse of the Jacobian matrix Jie(ζi) exists. Considering all the

manipulators acting on the object at the same time yields

ẋt = (Jo(xo)S)
+Je(ζ)ζ̇ (7.76)

Differentiating (7.76) with respect to time leads to

ẍt = (Jo(xo)S)
+Je(ζ)ζ̈ +

d

dt
[(Jo(xo)S)

+Je(ζ)]ζ̇ (7.77)

Let Jo(xo) = Jo(xo)S, using equations (7.76) and (7.77). The dynamics of

multiple manipulator systems (7.57), coupled with the object dynamics (7.62),

are then given by

Mo(xo)(Jo(xo))+Je(ζ)ζ̈

+

(
Mo

d

dt
[(Jo(xo))+Je(ζ)] + Co(Jo(xo))+Je(ζ)

)
ζ̇

+Go = Fo (7.78)

M(ζ)ζ̈ + C(ζ, ζ̇)ζ̇ +G+D + JTe (ζ)(J T
o (xo))

+Fo + JTe (ζ)F = u− τf

(7.79)

Let LT = JTe (ζ)(J T
o (xo))

+. Integrating the above equations, we have

M1ζ̈ + C1ζ̇ +G1 +D1 + JTe (ζ)F = u− τf (7.80)

where

M1 =M(ζ) + LTMoL

G1 = G+ LTGo

C1 = C(ζ, ζ̇) + LT
(
Mo

d

dt
[L] + Co(xo, ẋo)L

)

D1 = D

Let ΥT = J T
o (xo)J

−T
e (ζ). By introducing ζ̇ = Υξ̇, we can rewrite (7.80)

as

M1Υξ̈ + (C1Υ+M1Υ̇)ξ̇ +G1 +D1 + JTe (ζ)F = u− τf (7.81)
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Multiplying both sides of (7.81) by ΥT = J T
o (xo)J

−T
e (ζ), and using (7.68),

we have

M2ξ̈ + C2ξ̇ +G2 +D2 = ΥT (u− τf ) (7.82)

Considering (7.69), we have

λI = Z1

(
C1ζ̇ +G1 +D − (u − τf )

)
(7.83)

where M2 = ΥTM1Υ, C2 = ΥT (C1Υ+MΥ̇), G2 = ΥTG1, D2 = ΥTD1, and

Z1 = (JJe(ζ)(M1)
−1JTe (ζ)J

T )−1Je(ζ)J(M1)
−1.

The dynamics (7.82) have the following structure properties, which can be

exploited to facilitate the control design.

Property 7.5 The matrix M1 is symmetric, positive definite, and is bounded

from below and above, i.e., λmin(M1)I ≤ M1 ≤ λmax(M1)I, where λmin and

λmax denote the minimum and maximum eigenvalues of M2.

Property 7.6 The matrix Ṁ1 − 2C1 is skew-symmetric.

Property 7.7 All Jacobian matrices are uniformly bounded and uniformly

continuous if ζ and xo are uniformly bounded and continuous, respectively.

Remark 7.5 The matrix Z1 is uniformly bounded and uniformly continuous

from Property 7.5 and Property 7.7.

Property 7.8 There exists a finite positive vector C = [c1, c2, . . . , c7]
T with

ci > 0, such that ∀ζ, ζ̇ ∈ R
m(n−l), ‖M1‖ ≤ c1, ‖C1‖ ≤ c2 + c3‖ζ̇‖, ‖G1‖ ≤ c4,

supt≥0‖D1‖ ≤ c5, and according to Remark 7.3, ‖τf‖ ≤ c6 + c7‖ζ̇‖.

7.2.3 Decentralized Adaptive Control

Assume a desired motion trajectory xdt (t) and a bounded internal force Fd.
Since the system is inter-connected, we can obtain the desired corresponding

motion trajectory ζd(t), ζ̇d(t) from xdt and ẋ
d
t ; therefore, the trajectory control

and internal force tracking control is to determine a control law such that for

any ζ(0), ζ̇(0) converges to a manifold specified as Ω where Ωd = {(ζ, ζ̇)|ζ =

ζd, ζ̇ = ζ̇d} and internal force F track Fd to the satisfaction of the design.

Assumption 7.8 The desired reference trajectory ξd(t) is bounded and uni-

formly continuous, and has bounded and uniformly continuous derivatives up

to the third order.
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Let the control u take the form:

u = ua − JTe (ζ)J
Tub (7.84)

Then, (7.82) and (7.83) can be rewritten as

M1ζ̈ + C1ζ̇ +G1 +D1 = ua + τf (7.85)

Z1(ua − C1ζ̇ −G1 −D)− ub = −λI (7.86)

To facilitate the robust control formulation, the following lemma and as-

sumption are required.

Lemma 7.1 For x > 0, y > 0 and δ ≥ 1, we have ln(cosh(x)) + δ ≥ x and

ln(cosh(x))− ln(cosh(y)) ≥ x− y.

Proof: If x ≥ 0, we have
∫ x
0

2
e2s+1ds <

∫ x
0

2
e2s ds = 1− e−2x < 1 Therefore,

ln(cosh(x))+δ ≥ ln(cosh(x))+
∫ x
0

2
e2s+1ds with δ ≥ 1. Let f(x) = ln(cosh(x))+∫ x

0
2

e2s+1ds−x, we have ḟ(x) = tanh(x)+ 2
e2x+1 −1 = ex−e−x

ex+e−x + 2
e2x+1 −1 = 0.

From the mean value theorem, we have f(x) − f(0) = ḟ(x)(x − 0). Since

f(0) = 0, we have f(x) = 0, that is, ln(cosh(x)) +
∫ x
0

2
e2s+1ds = x, then, we

have ln(cosh(x))+δ ≥ x. From the above, we have ln(cosh(x))− ln(cosh(y)) =

ln(cosh(x)) + δ − ln(cosh(y))− δ ≥ ln(cosh(x)) + δ − y ≥ x− y.

Let e = ζ−ζd, ζ̇r = ζ̇d − Λe, r = ė + Λe with Λ being a diagonal positive

definite constant matrix, we can rewrite (7.82) as

M1ṙ + C1r = ua − Ξ (7.87)

where Ξ =M1ξ̈r + C1ξ̇r +G1 +D1 − τf .

According to the definition of Ξ ∈ R
m(n−l), we denote Ξik, i = 1, 2, . . . ,m,

and k = 1, 2, . . . , n − l as the ((i − 1)(n − l) + k)th elements of Ξ, which

corresponds to the kth equation in the dynamics of the ith robot. Similarly,

we denote rik as the ((i − 1)(n − l) + k)th element of r ∈ R
m(n−l), and in

addition, denote ri = [ri1, ri2, . . . , ri(n−l)]T . We define the jkth component of

ith mobile manipulator in (7.87) as

n−l∑
j=1

mikj ṙij +

n−l∑
j=1

cikj(q, q̇)rij = uaik − Ξik (7.88)

Lemma 7.2 Considering Property 7.8, the upper bound of Ξ satisfies

‖Ξik‖ ≤ ln(cosh(‖Φik‖)) + δ (7.89)

where δ is a small constant, Φij = αTikϕi with ϕi = [1, sup ‖ri‖, sup ‖ri‖2]T

and αik = [αik1, αik2, αik3]
T is a vector of positive constants defined below.
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Proof: According to Property 7.8, the upper bound of Ξik satisfies

‖Ξik‖ ≤ c1‖ζ̈dik − Λėik‖+
(
c2 + c3‖ζ̇dik + ėik‖

)
‖ζ̇dik − Λeik‖

+c4 + c5 + c6 + c7‖ζ̇dik + ėik‖
≤ c1‖ζ̈dik‖+ c1‖Λ‖‖ėik‖+ c2‖ζ̇dik‖+ c2‖Λ‖‖eik‖

+c3‖ζ̇dik‖2 + c3‖ζ̇dik‖‖Λ‖‖eik‖+ c3‖ėik‖‖ζ̇dik‖
+c3‖Λ‖‖eik‖‖ėik‖+ c4 + c5 + c6 + c7‖ζ̇dik‖+ c7‖ėik‖

≤ c1‖ζ̈dik‖+ c2‖ζ̇dik‖+ c3‖ζ̇dik‖2 + c4 + c5 + c6 + c7‖ζ̇dik‖
+(c2‖Λ‖+ c3‖ζ̇dik‖‖Λ‖)‖eik‖+ c3‖Λ‖‖eik‖‖ėik‖
+(c1‖Λ‖+ c3‖ζ̇dik‖+ c7)‖ėik‖

≤ β1 + β2‖eik‖+ β3‖ėik‖+ β4‖eik‖2 + β5‖ėik‖2 (7.90)

where β1 = c1‖ζ̈dik‖+ c2‖ζ̇dik‖+ c3‖ζ̇dik‖2+ c4+ c5+ c6+ c7‖ζ̇dik‖, β2 = c2‖Λ‖+
c3‖ζ̇dik‖‖Λ‖, β3 = c1‖Λ‖+ c3‖ζ̇dik‖+ c7, β4 = 1

2c3‖Λ‖,β5 = β4.

Consider the linear system defined by ėik = −Λeik+rik, eik(0) = e0. Since

the matrix −Λ is Hurwitz, we see there exist constants a1, a2, a3 and a4 such

that ‖eik(t)‖ ≤ a1‖eik0‖+ a2 sup ‖rik‖ and ‖ėik(t)‖ ≤ a3‖eik0‖+ a4 sup ‖rik‖.
Substitute these two equations into (7.90) to finally obtain ‖Ξik‖ ≤ αik1 +

αik2 sup ‖rik‖+αik3 sup ‖rik‖2. We propose the following decentralized control

for the multiple mobile manipulators

uaik = −kikrik − ln(cosh(Φ̂ik)) sgn(rik)− δ sgn(rik) (7.91)

where Φ̂ik = α̂Tikϕik,
˙̂αik = −Σα̂ik + Γϕik‖rik‖, kik > 0, δ > 1, if

rik ≥ 0, sgn(rik) = 1, else sgn(rik) = −1, and Γ = diag[γikι] > 0,

Σ = diag[σik1, σik2, σik3] is a diagonal matrix whose each element σikι sat-

isfies limt→∞σikι = 0, and limt→∞
∫ t
0
σikι(ω)dω = bikι < ∞ with the finite

constant bikι, ι = 1, 2, 3. It is observed that the controller (7.91) only adopts

the local feedback information.

Theorem 7.3 Consider the mechanical system described by (7.82) and its de-

centralized dynamics model (7.88). Using the control law (7.91), the following

hold for any (ζ(0), ζ̇(0)):

(i) rik converges to a set containing the origin as t→ ∞;

(ii) eik and ėik converge to 0 as t → ∞; and τ is bounded for all

t ≥ 0; and

(iii) ef = λI − λId is bounded.



198 Fundamentals in Modeling and Control of Mobile Manipulators

Proof: Consider a following Lyapunov function with α̃ik = αik − α̂ik as

V =
1

2
rTM1r +

m∑
i=1

n−1∑
k=1

3∑
ι=1

1

2γikι
α̃ikια̃ikι (7.92)

The derivative of V along (7.88) is given by

V̇1 =
1

2

[
rT Ṁ1r + ṙTM1r + rTM1ṙ

]
+

m∑
i=1

n−l∑
k=1

3∑
ι=1

1

γijι
α̃ikι ˙̃αikι

=
1

2

m∑
i=1

n−l∑
k=1

n−l∑
j=1

rikṁikjrij +

m∑
i=1

n−l∑
k=1

n−l∑
j=1

rikmikj ṙij

+
m∑
i=1

n−l∑
k=1

3∑
ι=1

1

γikι
α̃ikι ˙̃αikι

=

m∑
i=1

n−l∑
k=1

rik

⎡
⎣
n−l∑
j=1

1

2
ṁikjrij −

n−l∑
j=1

cikjrij + uik − Ξik

⎤
⎦

+

m∑
i=1

n−l∑
k=1

3∑
ι=1

1

γikι
α̃ikι ˙̃αikι (7.93)

Considering Property 7.6, and integrating (7.91) into (7.93), we have

V̇ ≤
m∑
i=1

n−l∑
k=1

rik [uik − Ξik] +

m∑
i=1

n−l∑
k=1

3∑
ι=1

1

γikι
α̃ikι ˙̃αikι

=
m∑
i=1

n−l∑
k=1

rik[−kikrik − ln(cosh(Φ̂ik)) sgn(rik)− δ sgn(rik)− Ξik]

+

m∑
i=1

n−l∑
k=1

3∑
ι=1

α̃Tikιγ
−1
ikι

˙̃αikι

= −
m∑
i=1

n−l∑
k=1

kikr
2
ik −

m∑
i=1

n−l∑
k=1

δ‖rik‖+
m∑
i=1

n−l∑
k=1

3∑
ι=1

α̃Tikιγ
−1
ikι

˙̃αikι

−
m∑
i=1

n−l∑
k=1

rik ln(cosh(Φ̂ik)) sgn(rik)−
m∑
i=1

n−l∑
k=1

rikΞik
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≤ −
m∑
i=1

n−l∑
k=1

kikr
2
ik −

m∑
i=1

n−l∑
k=1

δ‖rik‖

−
m∑
i=1

n−l∑
k=1

‖rik‖ ln(cosh(Φ̂ik)) +
m∑
i=1

n−l∑
k=1

‖rik‖‖Ξik‖

+

m∑
i=1

n−l∑
k=1

3∑
ι=1

σikι
γikι

α̃ikια̂ikι −
m∑
i=1

n−l∑
k=1

3∑
ι=1

α̃ikιϕikι‖rik‖ (7.94)

Considering Lemmas 7.1 and 7.2 and using α̃ikια̂ikι = α̂ikι(αikι − α̂ikι) =
1
4α

2
ikι − (12αikι − α̂ikι)

2 ≤ 1
4α

2
ikι , we have

V̇ ≤ −
m∑
i=1

n−l∑
k=1

kikr
2
ik −

m∑
i=1

n−l∑
k=1

‖rik‖ ln(cosh(Φ̂ik))

+

m∑
i=1

n−l∑
k=1

‖rik‖ ln(cosh(Φik)−
m∑
i=1

n−l∑
k=1

3∑
ι=1

α̃ikιϕikι‖rik‖

+
m∑
i=1

n−l∑
k=1

3∑
ι=1

σikι
γikι

α̃ikια̂ikι

≤ −
m∑
i=1

n−l∑
k=1

kikr
2
ik +

m∑
i=1

n−l∑
k=1

3∑
ι=1

σikl
γikι

α̃ikια̂ikι

≤ −
m∑
i=1

n−l∑
k=1

kikr
2
ik +

1

4

m∑
i=1

n−l∑
k=1

3∑
ι=1

σikι
γikl

α2
ikι (7.95)

Since 1
4

∑m
i=1

∑n−l
k=1

∑3
ι=1

σikι

γikι
α2
ikι is bounded and converges to zero as t→ ∞

by noting limt→∞γijι = 0, there exists t > t1,
1
4

∑m
i=1

∑n−l
k=1

∑3
ι=1

σikι

γikι
α2
ikι ≤ ε

with a finite small constant ε, when |rik| ≥
√

ε
λmin(kik)

, V̇ ≤ 0; then rik

converges to a small set containing the origin as t→ ∞.

(ii) Integrating both sides of the above equation gives

V (t)− V (0) < −
∫ t

0

m∑
i=1

n−l∑
k=1

kikr
2
ikds+

1

4

m∑
i=1

n−l∑
k=1

3∑
ι=1

bikι
γikι

α2
ikι (7.96)

by noting limt→∞ σikι = 0 and limt→∞
∫ t
0 σikι(ω)dω = bikι < ∞. Thus V is

bounded, which implies that r ∈ L∞. From r = ė + Λe, it can be obtained

that e, ė ∈ L∞. As we have established e, ė ∈ L∞ from Assumption 7.8, we

conclude that ζ, ζ̇, ζ̈, ζ, ζ̇, ζ̈ ∈ L∞.

(iii) Substituting the control (7.91) into the reduced order dynamical sys-



200 Fundamentals in Modeling and Control of Mobile Manipulators

Oei

YeiZei

Xei

z
Ze1Xe1

Ye1
Oe1

Zo

Xo Yo
Oo

x
yo

FIGURE 7.10

Coordinated operation of two robots.

tem yields

λI = Z1

(
C1ζ̇ +G1 +D − ua

)
+ ub

= −Z1M1Υζ̈ + ub (7.97)

We choose ub = λId −Kbef with ef = λI − λId such that we have

(I +Kb)ef = −Z1M1Υζ̈ (7.98)

Since ζ̈ and Z1 are bounded, ζ → ζd, −Z1M1Υζ̈ is bounded and the size of

λI can be adjusted by choosing the proper gain matrix Kb.

Since all the signals on the right hand side of (7.88) are bounded, it is easy

to conclude that τ is bounded from (7.91).

7.2.4 Simulation Studies

Let us consider two same 2-DOF mobile manipulators shown in Fig. 7.12 of

Section 7.1.6. The desired trajectory for the object, the desired internal force,
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The 2-DOF mobile manipulators.
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and the contact force are chosen as
⎡
⎢⎢⎢⎣

ẋ1od

ẋ2od

ẋ3od

ẋ4od

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

cos(0.5 sin t+ π
2 )

sin(0.5 sin t+ π
2 )

0.0

cos t+ 0.01 cos t

⎤
⎥⎥⎥⎦ , λId =

⎡
⎢⎣

5.0

0.0

0.0

⎤
⎥⎦ , λt =

⎡
⎢⎣

0.0

0.0

10.0

⎤
⎥⎦

The spring-damper device is mounted on the tip of the object, and the pa-

rameters of the device are set as Kt = 80N/m, and Ct = 0.01N/m2. We can

obtain the desired trajectory of each mobile manipulator when θi2 is fixed as
3π
2 ,

⎡
⎢⎢⎢⎣

ẏid

θ̇id

θ̇i1d

θ̇i2d

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

sin(0.5 sin t+ π
2 )

cos t

0.01 cos t

0.0

⎤
⎥⎥⎥⎦

The initial positions and velocities are chosen as xo(0) = [0.0, 0.0, 2l1, 0.0]
T ,

[yid(0), θid(0), θi1d(0), θi2d(0)]
T = [0.0, π2 , 0.0,

3π
2 ]T , ẋo(0) = ẏid(0) = θ̇id(0) =

θ̇i1d(0) = θ̇i2d(0) = 0.0, respectively.

Assume that the parameters are selected as mp = 6.0kg, m1 = m2 =

1.0kg,Izp = 19kgm2, Iz1 = Iz2 = 1.0kgm2, d = 0.0, l = r = 1.0m, 2l1 = 1.0m,

2l2 = 0.6m, the mass of the object mo = 1.0kg, Io = 1.0kgm2, lc1 = lc2 =

0.5m.

The friction vector considered is Coulomb and viscous friction, given by

(7.52). However, the discontinuity of the friction characteristics at zero velocity

is required for testing zero velocity; and when the velocity is zero or the

system is stationary, the friction is indefinite and depends on the controlled

torque. In the simulation, to improve the numerical efficiency, we adopt a

revised friction model from [179]. For the ith joint motor, the structure for

the revised friction model is described by the following mathematical model:

τif = p1 sgn(ωi) + p2ωi + (Ti − (p1 sgn(ωi) + p2ωi)) exp(−(ωi

ι )
2) where τif is

the revised friction and ι is a small positive scalar; Ti is given by

Ti =

⎧
⎪⎨
⎪⎩

Υ if τsi > Υ

τsi if −Υ ≤ τsi ≤ Υ

Υ if τsi ≤ −Υ

where Υ = 0.12τmax, ωi is the motor angular velocity, τsi is the motor torque,

and τmax is the maximum motor torque. In the simulation, we choose τmax =

10Nm, p2 = 0.0088Nm/rad/s, and p1 = 1.2Nm/rad/s. When the velocity is
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The joint positions of mobile manipulator I.

near zero, defined by ι = 0.001, the friction is equal to the applied torque τsi.

When the velocity is greater than this, the third term in the above expression

vanishes and the friction given by this revised model is equal to the friction

given by (7.52).

The disturbances d1 = [0.1 sin t,−0.2 sin t,−0.05 sin t, 0, 0]T and d2 =

[0.2 sin t,−0.2 sin t, 0, 0, 0T are introduced into the simulation model. By The-

orem 7.3, the control gains are selected as Λ = diag[0.5], KP = diag[150.0],

and Kf = 80000, Ĉ(0) = [1.0, . . . , 1.0]T , and Γ = diag[1.0], Σ = diag[ 1
(1+t)2 ],

δ = 1.5.

The simulation results for two mobile manipulators are shown in Figs. 7.13-

7.21. Figs. 7.13-7.15 show the motion control for mobile manipulator I, includ-

ing the positions tracking in Fig. 7.13, the velocities in Fig. 7.14, and the input

torques in Fig. 7.15. The internal force is shown in Fig. 7.17. Figs. 7.18 - Fig.

7.21 show the motion control for mobile manipulator II, similarly, including the

position tracking in Fig. 7.18, the velocities in Fig. 7.19 and the input torques

in Fig. 7.21. The contact force with the environments is shown in Fig. 7.22.

Since the two mobile manipulators evenly share the loads, the motor torques

of the joint 2 for every mobile manipulator are both shown in Fig. 7.16. The

simulation results show that the trajectory and internal force tracking errors
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The joint positions of mobile manipulator II.

tend to the desired values, which validates the effectiveness of the control law

in Theorem 7.3. Under the proposed control scheme, tracking of the desired

trajectory and desired internal force is achieved and this is largely due to the

“adaptive” mechanism. The simulation results demonstrate the effectiveness of

the proposed adaptive control in the presence of parametric uncertainties and

external disturbances. Although parametric uncertainties and external distur-

bances are both introduced into the simulation model, the impedance force

and motion control performance of the system under the proposed control,

is not degraded. Different impedance force and motion tracking performance

can be achieved by adjusting parameter adaptation gains and control gains.

7.3 Conclusion

In this chapter, centralized robust adaptive centralized control strategies have

been first presented to control coordinated multiple mobile manipulators car-

rying a common object in the presence of uncertainties and disturbances. All

control strategies have been designed to drive the system motion to the de-
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The input torques for mobile manipulator II.
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The input torque for joint 2 of mobile manipulator II.
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sired manifold and at the same time guarantee the boundedness of the internal

force. The proposed controls are nonregressor based and require no informa-

tion on the system dynamics. Simulation results have shown the effectiveness

of the proposed controls.

Then, a decentralized adaptive control version was presented systemati-

cally to control the coordinated multiple mobile manipulators interacting with

a nonrigid surface in the presence of uncertainties and disturbances. All control

strategies have been designed to drive the system’s motion/force convergence

to the desired manifold and at the same time guarantee the boundedness of

the internal force. The proposed controls are nonregressor based and require

no information on the system dynamics. Simulation studies have verified the

effectiveness of the proposed controls.





8

Cooperation Control

CONTENTS

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

8.2 Description of Interconnected System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

8.2.1 Kinematic Constraints of the System . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

8.2.2 Robot Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

8.2.3 Reduced Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220

8.3 Robust Adaptive Controls Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

8.3.1 Problem Statement and Control Diagram . . . . . . . . . . . . . . . . . . . . . . 222

8.3.2 Control Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

8.3.3 Control Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

8.4 Simulation Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

8.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240

8.1 Introduction

The cooperation control of multiple mobile manipulators presents a signifi-

cant increase in complexity over the single mobile manipulator case. Thus far,

there are only some coordination schemes for multiple mobile manipulators in

the literature: (i) hybrid position force control by a decentralized/centralized

scheme, where the position of the object is controlled in a certain direction

of the workspace, and the internal force of the object is controlled in a small

range of the origin [68], [72], [174]; (ii) leader-follower control for a mobile

manipulator, where one or a group of mobile manipulators or robotic manip-

ulator play the role of the leader tracking a preplanned trajectory, and the

rest of the mobile manipulators form the follower group moving in conjunction

with the leader mobile manipulators [172], [75], [176].

However, in the hybrid position force control of constrained cooperating

multiple mobile manipulator, [68], [72], [174], although the constraint object

211
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Nomenclature

Oc Contact point between the end-effector of mobile manipulator I

and the object

Oh Point where the end-effector of mobile manipulator II holds the

object

Oo Mass center of the object OcXcYcZc frame fixed with the tool of

mobile manipulator I with its origin at the contact point Oc
OhXhYhZh Frame fixed with the end-effector or hand of mobile manipulator

2 with its origin at point Oh
OoXoY oZoFrame fixed with the object with its origin at the mass centre Oo
OXY Z World coordinates

rc Vector describing the posture of frame OcXcYcZc with rc =

[xTc , θ
T
c ]
T ∈ R6

rh Vector describing the posture of frame OhXhYhZh with rh =

[xTh , θ
T
h ]
T ∈ R6

ro Vector describing the posture of frame OoXoYoZo with ro =

[xTo , θ
T
o ]
T ∈ R6

rco Vector describing the posture of frame OcXcYcZc expressed in

OoXoYoZo with rco = [xTco, θ
T
co]

T ∈ R6

rho Vector describing the posture of frame OhXhYhZh expressed in

OoXoYoZo with rho = [xTho, θ
T
ho]

T ∈ R6

q1 Vector of joint variables of mobile manipulator I

q2 Vector of joint variables of mobile manipulator II

n1 Degrees of freedom in mobile manipulator I

n2 Degrees of freedom in mobile manipulator II

xc Position vector of Oc, the origin of frame OcXcYcZc
xh Position vector of Oh, the origin of frame OhXhYhZh
xo Position vector of Oo, the origin of frame OoXoYoZo
xco Position vector of Oc, the origin of frame OcXcYcZc expressed in

OoXoYoZo
xho Position vector of Oh, the origin of frame OhXhYhZh expressed

in OoXoYoZo
θc Orientation vector of frame OcXcYcZc
θh Orientation vector of frame OhXhYhZh
θo Orientation vector of frame OoXoYoZo
θco Orientation vector of frame OcXcYcZc expressed in OoXoYoZo
θho Orientation vector of frame OhXhYhZh expressed in OoXoYoZo
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is moving, it is usually assumed, for the ease of analysis, to be held tightly

and thus has no relative motion with respect to the end-effectors of the mobile

manipulators. These works have focused on dynamics based on pre-defined,

fixed constraints among them. These works are not applicable to some applica-

tions which require both the motion of the object and its relative motion with

respect to the end-effectors of the manipulators, such as sweeping tasks and

cooperating assembly tasks by two or multiple mobile manipulators. The mo-

tion of the object with respect to the mobile manipulators can also be utilized

to cope with the limited operational space and to increase task efficiency. Such

tasks need simultaneous control of position and force in the given direction;

therefore, impedance control like [172], [75], [176] may not be applicable.

In [15], possible kinds of cooperation for the industrial robotic systems were

listed, including arc welding systems for complex contours, paint spraying of

moving work pieces, belt picking and palletizing. In [14], a robotic system

for arc welding was presented, where the cooperation movements are defined

between the robot and the positioner for considerable efficiency at the robot

station. In [13], the cooperation of a part positioning table and a manipulator

for welding purpose was presented. The part positioning table manipulates

the part into a position and orientation under the given task constraints and

the manipulator produces the desired touch motion to complete the weld-

ing. Through this relative motion coordination, the welding velocity and the

efficiency of the task can be significantly improved.

For space, undersea and modern manufacture robotic applications, there

is a demand for performing tasks involving the assembly or disassembly of

two objects without any special equipment, because the environment is not

structured and not a priori known. Assembly and disassembly operations are

decomposed into two types of tasks: independent and cooperative tasks. In-

dependent tasks are characterized by the control of the absolute position and

orientation of the robots to achieve separate but related goals. Cooperative

tasks are characterized by the control of the relative position, orientation and

contact force between the end-effectors. In this case, two robots can be used

for assembling the objects in space, with each object being held by one robot

[24]. It is necessary to develop a certain form of hybrid control scheme in order

to control the relative motion/force between the objects and thus to carry out

the task efficiently. The task of mating two sub-assemblies is a general exam-

ple of a cooperative task that also requires control of the relative motion/force

of the end-effectors.

In this chapter, we consider tasks for multiple mobile manipulators in
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which the following conditions may hold: a) the robots are kinematically

constrained; and b) the robots are not physically connected, but work on

a common object in completing a task, i.e., one robot manipulates a rigid

payload while another spreads adhesive on the edges, with both robots in

motion simultaneously. Conventional centralized and decentralized coordina-

tion schemes have not addressed cooperation tasks adequately, though the

leader-follower scheme may be a solution. Therefore, there exists increasing

demand for developing decentralized/centralized cooperation scheme by the

mobility of multiple mobile manipulators that is applicable to all coopera-

tion tasks mentioned above. Another motivation for developing a cooperation

scheme is incorporating hybrid position and force control architecture with

leader-follower coordination for easy and efficient implementation.

It should be noted that the success of the schemes [68], [69], [172], [173],

[174] for coordinated controls of multiple mobile manipulators relies on knowl-

edge of the complex dynamics of the robotic system. If there are parametric

uncertainties in the dynamic model, such as the payload, the control designed

without considering these uncertainties may lead to degraded performance

and compromise the stability of the system. To deal with the uncertainties,

adaptive and robust coordinated control schemes should be proposed.

Recently, some works have successfully incorporated adaptive controls to

deal with dynamics uncertainty of a single mobile manipulator. In [115], adap-

tive neural network-based controls for the arm and the base had been proposed

for the motion control of a mobile manipulator. Adaptive control was proposed

for trajectory control of mobile manipulators subjected to nonholonomic con-

straints with unknown inertia parameters [103], which ensures the state of the

system to asymptotically converge to the desired trajectory.

In this chapter, we shall investigate situations where one mobile robotic

manipulator (referred as mobile manipulator I) performs the constrained mo-

tion on the surface of an object which is held tightly by another mobile robotic

manipulator (referred as manipulator II) [104]. Mobile manipulator II is to be

controlled in such a manner that the constraint object follows the planned

motion trajectory, while mobile manipulator I is to be controlled such that

its end-effector follows a planned trajectory on the surface with the desired

contact force. We first present the dynamics of two mobile robotic manipu-

lators manipulating an object with relative motion. This will be followed by

centralized robust adaptive control to guarantee the convergence of the mo-

tion/force trajectories tracking of the constraint object under the parameter

uncertainties and the external disturbances.
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8.2 Description of Interconnected System

The system under study is schematically shown in Fig. 8.1. The object is

held tightly by the end effector of mobile manipulator II and can be moved as

required in space. The end effector of mobile manipulator I follows a trajectory

on the surface of the object, and at the same time exerts a certain desired force

on the object.

Assumption 8.1 The surface of the object on which the end-effector of the

mobile arm I moves is geometrically known.

8.2.1 Kinematic Constraints of the System

The closed kinematic relationships of the system are given by the following

equations [104]:

xc = xo +Ro(θo)xco (8.1)

xh = xo +Ro(θo)xho (8.2)

Rc = Ro(θo)Rco(θco) (8.3)

Rh = Ro(θo) (8.4)

Oc

Yc
Zc

Xc

Trajectory

ZhXh

Yh
Oh

Zo

Xo Yo
Oo

rco

rho

Y

Z

X
O

ro

rcrh ( ) 0corΦ =

Mobile Manipulator II Mobile Manipulator I

FIGURE 8.1

Cooperation operation of two robots
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where Ro(θo) ∈ R3×3 and Rco(θco) ∈ R3×3 are the rotation matrices of θo

and θco respectively; Rc ∈ {R}3×3 and Rh ∈ {R}3×3 are the rotation matrices

of frames OcXcYcZc and OhXhYhZh with respect to the world coordinates,

respectively. Differentiating the above equations with respect to time t and

considering that the object is tightly held by manipulator II (accordingly,

ẋho = 0 and ωho = 0), we have

ẋc = ẋo +Ro(θo)ẋco − S(Ro(θo)xco)ωo (8.5)

ẋh = ẋo − S(Ro(θo)xho)ωo (8.6)

ωc = ωo +Ro(θo)ωco (8.7)

ωh = ωo (8.8)

with

S(u) :=

⎡
⎢⎣

0 −u3 u2

u3 0 −u1
−u2 u1 0

⎤
⎥⎦

for a given vector u = [u1, u2, u3]
T . Define vc = [ẋTc , ω

T
c ]
T , vh = [ẋTh , ω

T
h ]
T ,

vo = [ẋTo , ω
T
o ]
T , vco = [ẋTco, ω

T
co]

T , and vho = [ẋho, ω
T
ho]

T . From (8.1) - (8.8),

we have the following relationship:

vc = Pvo + RAvco (8.9)

vh = Qvo (8.10)

where

RA =

[
Ro(θo) 0

0 Ro(θo)

]
, P =

[
I3×3 −S(Ro(θo)xco)
0 I3×3

]
,

Q =

[
I3×3 −S(Ro(θo)xho)
0 I3×3

]

Since Ro(θo) is a rotation matrix, Ro(θo)R
T
o (θo) = I3×3 and RAR

T
A = I6×6.

It is obvious that P and Q are of full rank.

From Assumption 8.1, suppose that the end-effector of the mobile manipu-

lator I follows the trajectory Φ(rco) = 0 in the object coordinates. The contact

force fc is given by

fc = RAJ
T
c λc (8.11)

Jc =
∂Φ/∂rco

‖∂Φ/∂rco‖
(8.12)
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where λc is a Lagrange multiplier related to the magnitude of the contact

force. The resulting force fo due to fc is thus derived as follows:

fo = −PTRAJTc λc (8.13)

8.2.2 Robot Dynamics

Consider two cooperating n-DOF mobile manipulators with nonholonomic

mobile platforms as shown in Fig. 8.1. Combining (8.11) and (8.13), the dy-

namics of the constrained mobile manipulators can be described as

M1(q1)q̈1 + C1(q1, q̇1)q̇1 +G1(q1) + d1(t) = B1τ1 + JT1 λ1 (8.14)

M2(q2)q̈2 + C2(q2, q̇2)q̇2 +G2(q2) + d2(t) = B2τ2 + JT2 λ2 (8.15)

where

Mi(qi) =

[
Mib Miva

Miab Mia

]
, Ci(qi, q̇i) =

[
Cib Ciba

Ciab Cia

]

Gi(qi) =

[
Gib

Gia

]
, di(t) =

[
dib(t)

dia(t)

]
(i = 1, 2)

JT1 (q1) =

[
AT1 JT1b
0 JT1a

][
I 0

0 RAJ
T
c

]
,

JT2 (q2) =

[
AT2 JT2b
0 −JT2aPT

][
I 0

0 RAJ
T
c

]

λ1 =

[
λ1n

λc

]
, λ2 =

[
λ2n

λc

]

Mi(qi) ∈ {R}ni×ni is the symmetric bounded positive definite inertia matrix,

Ci(qi, q̇i)q̇ ∈ {R}ni denotes the centripetal and Coriolis forces; Gi(qi) ∈ {R}ni

are the gravitational forces; τi ∈ {R}pi is the vector of control inputs;

Bi ∈ {R}ni×pi is a full rank input transformation matrix and is assumed

to be known because it is a function of the fixed geometry of the sys-

tem; di(t) ∈ {R}ni is the disturbance vector; qi = [qTib, q
T
ia]
T ∈ {R}ni, and

qib ∈ {R}niv describes the generalized coordinates for the mobile platform;

qia ∈ {R}nia are the coordinates of the manipulator, and ni = niv + nia;

Fi = JTi λi ∈ {R}ni denotes the vector of constraint forces; the niv−m nonin-

tegrable and independent velocity constraints can be expressed as Aiq̇ib = 0;

λi = [λTin, λ
T
c ]
T ∈ {R}pi with λin being the Lagrangian multipliers with the

nonholonomic constraints.
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Assumption 8.2 There is sufficient friction between the wheels of the mobile

platforms and the surface such that the wheels do not slip.

Proposition 8.1 Consider the drift-free nonholonomic system

q̇v = r1(qv)ż1 + ...+ rm(qv)żm

where ri(qv) are smooth, linearly independent input vector fields. There ex-

ist state transformation X = T1(qv) and feedback ż = T2(qv)ub on some

open set U ⊂ {R}n to transform the system into an (m − 1)-chain, single-

generator chained form, if and only if there exists a basis f1, ..., fm for

Δ0 := span{r1, ..., rm} which has the form

f1 = (∂/∂qv1) +

nv∑
i=2

f i1(qv)∂/∂qvi

fj =

n∑
i=1

f ij(qv)∂/∂qvi, 2 ≤ j ≤ m

such that the distributions

Gj = span{adif1f2, ..., ad
i
f1fm : 0 ≤ i ≤ j}, 0 ≤ j ≤ nv − 1

have constant dimensions on U and are all involutive, and Gnv−1 has dimen-

sions nv − 1 on U [84].

Under Assumption 8.2, we have Aiq̇ib = 0 with Ai(qib) ∈ {R}(niv−m)×niv ,

and it is always possible to find a m rank matrix Hi(qib) ∈ {R}niv×m formed

by a set of smooth and linearly independent vector fields spanning the null

space of Ai, i.e.,

HT
i (qib)A

T
i (qib) = 0m×(niv−m) (8.16)

Since Hi = [hi1(qib), . . . , him(qib)] is formed by a set of smooth and linearly

independent vector fields spanning the null space of Ai(qib), we can define an

auxiliary time function vib = [vib1, . . . , vibm]T ∈ {R}m such that

q̇ib = Hi(qib)vib = hi1(qib)vib1 + · · ·+ him(qib)vibm (8.17)

which is the so-called kinematics of a nonholonomic system. Let via = q̇ia.

One can obtain

q̇i = Ri(qi)vi (8.18)

where vi = [vTib, v
T
ia]
T , and Ri(qi) = diag[Hi(qib), Inia×nia ].
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Differentiating equation (8.18) yields

q̈i = Ṙi(qi)vi +Ri(qi)v̇i (8.19)

Substituting (8.19) into (8.14) and (8.15), and multiplying both sides with

RTi (qi) to eliminate λin, yields:

Mi1(qi)v̇i + Ci1(qi, q̇i)vi +Gi1(qi) + di1(t) = Bi1(qi)τ + JTi1λi (8.20)

where Mi1(qi) = Ri(qi)
TMi(qi)Ri, Ci1(qi, q̇i) = RTi (qi)Mi(qi)Ṙi(qi)

+RTi Ci(qi, q̇i)Ri(qi), Gi1(qi) = RTi (qi)Gi(qi), di1(t) = RTi (qi)di(t), Bi1 =

RTi (qi)Bi(qi), J
T
i1 = RTi (qi)J

T
i , λi = λc.

Assumption 8.3 There exists some diffeomorphic state transformation

T2(q) for the class of nonholonomic systems considered in this paper such that

the kinematic nonholonomic subsystem (8.18) can be globally transformed into

the chained form.

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ζ̇ib1 = ui1

ζ̇ibj = ui1ζib(j+1)(2 ≤ j ≤ nv − 1)

ζ̇ibnv = ui2

ζ̇ia = q̇ia = uia

(8.21)

where

ζi = [ζTib, ζ
T
ia]
T = T1(qi) = [T T11(qib), q

T
ia]
T (8.22)

vi = [vTib, v
T
ia]
T = T2(qi)ui = [(T21(qib)uib)

T , uTia]
T (8.23)

with T2(q) = diag[T21(qiv), I] and u = [uTib, u
T
ia]
T , uia = q̇ia.

Remark 8.1 This assumption is reasonable and examples of a nonholonomic

system which can be globally transformed into the chained form are the differ-

entially driven wheeled mobile robot and the unicycle wheeled mobile robot [25].

A necessary and sufficient condition was given for the existence of the trans-

formation T2(q) of the kinematic system (8.18) with a differentially driven

wheeled mobile robot into this chained form (single chain) [10, 25]. For the

other types of mobile platform (multichain case), the discussion on the exis-

tence condition of the transformation is given in Proposition 8.1.

Considering the above transformations, the dynamic system (8.14) and

(8.15) could be converted into the following canonical transformation, for i =

1, 2

Mi2(ζi)u̇i + Ci2(ζi, ζ̇i)ui +Gi2(ζi) + di2(t) = Bi2τi + JTi2λi (8.24)
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where

Mi2(ζi) = T T2 (qi)Mi1(q)T2(qi)|qi=T−1
1 (ζi)

Ci2(ζi, ζ̇i) = T T2 (qi)[Mi1(qi)Ṫ2(qi) + Ci1(qi, q̇i)T2(qi)]|qi=T−1
1 (ζi)

Gi2(ζi) = T T2 (qi)Gi1(qi)|qi=T−1
1 (ζi)

di2(t) = T T2 (qi)di(t)|qi=T−1
1 (ζi)

Bi2 = T T2 (qi)Bi1(qi)|qi=T−1
1 (ζi)

JTi2 = T T2 (qi)J
T
i1|q=T−1

1 (ζi)

8.2.3 Reduced Dynamics

Assumption 8.4 The Jacobian matrix Ji2 is uniformly bounded and uni-

formly continuous, if qi is uniformly bounded and uniformly continuous.

Assumption 8.5 Each manipulator is redundant and operating away from

any singularity.

Remark 8.2 Under Assumptions 8.4 and 8.5, the Jacobian Ji2 is of full rank.

The vector qia ∈ {R}nia can always be properly rearranged and partitioned

into qia = [q1Tia , q
2T
ia ]T , where q1ia = [q1ia1, . . . , q1ia(nia−κi)

]T describes the

constrained motion of the manipulator and q2ia ∈ {R}κi denotes the remaining

joint variables which make the arm redundant such that the possible breakage

of contact could be compensated.

Therefore, we have

Ji2(qi) = [Ji2b, J
1
i2a, J

2
i2a] (8.25)

Considering the object trajectory and relative motion trajectory as holo-

nomic constraints, we can obtain

q̇2ia = −(J2
i2a)

−1[Ji2buib + J1
i2aq̇

1
ia] (8.26)

and

ui =

⎡
⎢⎣

uib

q̇1ia
−(J2

i2a)
−1[Ji2buib + J1

i2aq̇
1
ia]

⎤
⎥⎦ = Liu

1
i (8.27)
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where

Li =

⎡
⎢⎣

Im×m 0

0 I(nia−κi)×(nia−κi)

−(J2
i2a)

−1Ji2b −(J2
i2a)

−1J1
i2a

⎤
⎥⎦

u1i =
[
uib q̇1ia

]T

where u1i ∈ {R}(nia+m−κi), and Li ∈ {R}(nia+m)×(nia+m−κi). From the defi-

nition of Ji2 in (8.25) and Li above, we have LTi J
T
i2 = 0.

Combining (8.24) and (8.27), we can obtain the following compact dynam-

ics:

Mu̇1 + Cu1 +G+ d = Bτ + JTλ (8.28)

where

M =

[
M12L1 0

0 M22L2

]
, L =

[
L1 0

0 L2

]

C =

[
M12L̇1 + C12L1 0

0 M22L̇2 + C22L2

]

G =

[
G12

G22

]
, B =

[
B12 0

0 B22

]
, λ = λc

d =

[
d12(t)

d22(t)

]
, τ =

[
τ1

τ2

]
, JT =

[
JT12
JT22

]

Property 8.1 Matrices M = LTM , G = LTG are uniformly bounded and

uniformly continuous if ζ = [ζ1, ζ2]
T is uniformly bounded and continuous,

respectively. Matrix C = LTC is uniformly bounded and uniformly continuous

if ζ̇ = [ζ̇1, ζ̇2]
T is uniformly bounded and continuous.

Property 8.2 ∀ζ ∈ {R}n1+n2 , 0 < λminI ≤ M(ζ) ≤ βI where λmin is the

minimal eigenvalue of M, and β > 0.
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8.3 Robust Adaptive Controls Design

8.3.1 Problem Statement and Control Diagram

Let rdo(t) be the desired trajectory of the object, rdco(t) be the desired trajec-

tory on the object and λdc(t) be the desired constraint force. The first con-

trol objective is to drive the mobile manipulators such that ro(t) and rco(t)

track their desired trajectories rdo(t) and rdco(t) respectively. Accordingly it

is only necessary to make q track the desired trajectory qd = [qdT1 , qdT2 ]T

since q = [qT1 , q
T
2 ]
T completely determines ro(t) and rco(t). Under Assump-

tion 2.4, with the desired joint trajectory qd, there exists a transformation

q̇d = R(qd)vd, ζd = T1(q
d) and ud = T−1

2 (qd)vd where vd = [vdT1 , vdT2 ]T ,

v = [vT1 , v
T
2 ]
T , ζd = [ζdT1 , ζdT2 ]T , ζ = [ζT1 , ζ

T
2 ]
T , ud = [uT1d, u

T
2d]

T and

u = [uT1 , u
T
2 ]
T . Therefore, the tracking problem can be treated as formulating

a control strategy such that ζ → ζd and u→ ud as t→ ∞. The second control

objective is to make λc(t) track the desired trajectory λdc(t).

Definition 8.1 Consider time-varying positive functions δk and ας which

converge to zero as t → ∞ and satisfy limt→∞
∫ t
0
δk(ω)dω = ak < ∞

, limt→∞
∫ t
0 ας(ω)dω = bς < ∞, with finite constants ak and bς, where

k = 1, . . . , 6 and ς = 1, . . . , 5. There are many choices for δk and ας that

satisfy the above condition, for example, δk = ας = 1/(1 + t)2.

8.3.2 Control Design

The complete model of the coordinated nonholonomic mobile manipulators

consists of the two cascaded subsystems (8.21) and the combined dynamic

model (8.28). As a consequence, the generalized velocity u cannot be used

to control the system directly, as assumed in the design of controllers at the

kinematic level. Instead, the desired velocities must be realized through the

design of the control inputs τ (8.28). The above properties imply that the

dynamics (8.28) retain the mechanical system structure of the original system

(8.15), which is fundamental for designing the robust control law. In this

section, we will develop a strategy so that the subsystem (8.21) tracks ζd

through the design of a virtual control z, defined in (8.29) and (8.30) below,

and at the same time, the output of mechanical subsystem (8.28) is controlled

to track this desired signal. In turn, the tracking goal can be achieved.
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For the given ζd = [ζdT1 , ζdT2 ]T , the tracking errors are denoted as e =

ζ − ζd = [eT1 , e
T
2 ]
T , ei = [eTib, e

T
ia]
T , eib = [ei1, ei2, . . . , einv ]

T = ζib − ζdib,

eia = ζia− ζdia, and eλ = λc− λdc . Define the virtual control z = [zT1 , z
T
2 ]
T and

zi = [zTib, z
T
ia]
T as follows:

zib =

⎡
⎢⎢⎢⎢⎣

uid1 + ηi

uid2 − si(niv−1)uid1 − knivsiniv

+
∑niv−3
j=0

∂(einiv
−siniv

)

∂u
(j)
id1

u
(j+1)
id1

+
∑niv−1
j=2

∂(einiv
−siniv

)

∂eij
ei(j+1)

⎤
⎥⎥⎥⎥⎦

(8.29)

zia = q̇1dia −K1a(q
1
ia − q1dia ) (8.30)

si =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ei1

ei2
...

einiv + si(niv−2) + kniv−1si(niv−1)u
2l−1
id1

− 1
uid1

∑niv−4
j=0

∂(ei(niv−1)−si(niv−1))

∂u
(j)
id1

u
(j+1)
id1

−
∑niv−2
j=2

∂(ei(niv−1)−si(niv−1))

∂eij
ei(j+1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.31)

η̇i = −k0ηi − k1si1 −
niv−1∑
j=2

sijζi(j+1)

+

niv∑
k=3

sik

k−1∑
j=2

∂(eik − sik)

∂eik
ζi(k+1) (8.32)

and l = niv − 2, u
(l)
id1 is the lth derivative of uid1 with respect to t, and kj is

a positive constant and Kia is diagonal positive.

Denote ũ = [ũb, ũa]
T = [ub− zb, ua− za]

T and define a filter tracking error

σ =

[
ub

ũa

]
+Ku

∫ t

0

ũds (8.33)

with Ku = diag[0m×m,Ku1] > 0, Ku1 ∈ {R}(nia−κi)×(nia−κi). We could ob-

tain σ̇ =

[
u̇b
˙̃ua

]
+Kuũ and u = ν + σ with ν =

[
0

za

]
−Ku

∫ t
0 ũds.

We could rewrite (8.28) as

Mσ̇ + Cσ +Mν̇ + Cν +G+ d = Bτ + JTλ (8.34)

If the system is certain, we could choose the control law given by

Bτ =M(ν̇ −Kσσ) + C(ν + σ) +G+ d− JTλh (8.35)

with diagonal matrix Kσ > 0 and the force control input λh as

λh = λd −Kλλ̃−KI

∫ t

0

λ̃dt (8.36)
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where λ̃ = λc − λdc , Kλ is a constant matrix of proportional control feedback

gains, and KI is a constant matrix of integral control feedback gains.

However, since M(ζ), C(ζ, ζ̇), and G(ζ) are uncertain, to facilitate the

control formulation, the following assumption is required.

Assumption 8.6 There exist some finite positive constants b, cς > 0 (1 ≤
ς ≤ 4), and finite non-negative constant c5 ≥ 0 such that ∀ζ ∈ {R}2n, ∀ζ̇ ∈
{R}2n, ‖ΔM‖ = ‖M−M0‖ ≤ c1, ‖ΔC‖ = ‖C − C0‖ ≤ c2 + c3‖ζ̇‖, ‖ΔG‖ =

‖G − G0‖ ≤ c4, and supt≥0||dL(t)|| ≤ c5, where M0, C0 and G0 are nominal

parameters of the system [12, 11].

Let B = LTB, the proposed control for the system is given as

Bτ = u1 + u2 (8.37)

where u1 is the nominal control

u1 = M0(ν̇ −Kσσ) + C0(ν + σ) + G0 (8.38)

and u2 is designed to compensate for the parametric errors arising from esti-

mating the unknown functions M, C and G and the disturbance, respectively.

u2 = u21 + u22 + u23 + u24 + u25 + u26 (8.39)

u21 = − β

λmin

ĉ21‖Kσσ − ν̇‖2σ
ĉ1‖Kσσ − ν̇‖‖σ‖+ δ1

(8.40)

u22 = − β

λmin

ĉ22‖σ + ν‖2σ
ĉ2‖σ + ν‖‖σ‖+ δ2

(8.41)

u23 = − β

λmin

ĉ23‖ζ̇‖2‖σ + ν‖2σ
ĉ3‖ζ̇‖‖σ + ν‖‖σ‖+ δ3

(8.42)

u24 = − β

λmin

ĉ24σ

ĉ4‖σ‖+ δ4
(8.43)

u25 = − β

λmin

ĉ25‖L‖2σ
ĉ5‖L‖‖σ‖+ δ5

(8.44)

u26 = −β ‖ũb‖‖Λ‖2σ
‖Λ‖‖σ‖+ δ6

(8.45)

where δk (k = 1, . . . , 6) satisfies the conditions defined in Definition 8.1, and

ĉς denotes the estimate cς , which are adaptively tuned according to

˙̂c1 = −α1ĉ1 +
γ1
λmin

‖σ‖‖Kσσ − ν̇‖, ĉ1(0) > 0 (8.46)

˙̂c2 = −α2ĉ2 +
γ2
λmin

‖σ‖‖σ + ν‖, ĉ2(0) > 0 (8.47)
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˙̂c3 = −α3ĉ3 +
γ3
λmin

‖σ‖‖ζ̇‖‖σ + ν‖, ĉ3(0) > 0 (8.48)

˙̂c4 = −α4ĉ4 +
γ4
λmin

‖σ‖, ĉ4(0) > 0 (8.49)

˙̂c5 = −α5ĉ5 +
γ5
λmin

‖L‖‖σ‖, ĉ5(0) > 0 (8.50)

with ας > 0 satisfying the condition in Definition 8.1 and γς > 0, (ς =

1, . . . , 5), and

Λ =
[
Λ1 Λ2

]T
(8.51)

Λi =

⎡
⎢⎢⎢⎣

k1si1 +
∑nv−1
j=2 sijζi(j+1)

−
∑nv

j=3 sj
∑j−1

k=2
∂(eik−sik)

∂eik
ζi(k+1)

sinv

0

⎤
⎥⎥⎥⎦ (8.52)

Remark 8.3 The variables u21, . . . ,u26 are to compensate for the paramet-

ric errors arising from estimating the unknown functions M, C and G and

the disturbance. The choice of the variables in (8.40)-(8.45) is to avoid the

use of sign functions which will lead to chattering. Based on the definition of

δk in Definition 8.1, the denominators in (8.40)-(8.45) are non-negative and

will only approach 0 when δk → 0. However, when δk = 0, we can rewrite the

equations in (8.40)-(8.45) as:

u21 = − β

λmin
ĉ1‖Kσσ − ν̇‖sgn(σ)

u22 = − β

λmin
ĉ2‖σ + ν‖sgn(σ)

u23 = − β

λmin
ĉ3‖ζ̇‖‖σ + ν‖sgn(σ)

u24 = − β

λmin
ĉ4sgn(σ)

u25 = − β

λmin
ĉ5‖L‖sgn(σ)

u26 = −β‖ũb‖‖Λ‖sgn(σ)

From the above expressions, we can see that the variables u21, . . . ,u26 are

bounded when ĉς , ζ, σ, v, v̇, ζ̇, Λ are bounded. As such, there is no division

by zero in the control design.

Remark 8.4 Noting equations (8.40)-(8.45), and the corresponding adaptive

laws (8.46)-(8.50), the signals required for the implementation of the adaptive
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robust control are σ, ν̇, ν, ζ̇ and Λ. Acceleration measurements are not required

for the adaptive robust control.

Remark 8.5 For the computation of the control τ , we require the left inverse

of the matrix B to exist such that B+B = BT (BBT )−1B = I. The matrix B
can be written as

B =

[
LT1 T

T
2 R

T
1 B1 0

0 LT2 T
T
2 R

T
2 B2

]

The definition of Li, in the equation below (30) is given by

Li =

⎡
⎢⎣

Im×m 0

0 I(nia−κi)×(nia−κi)

−(J2
i2a)

−1Ji2b −(J2
i2a)

−1J1
i2a

⎤
⎥⎦ ∈ {R}(nia+m)×(nia+m−κi)

LTi is full row ranked and the left inverse of LTi exists. The matrix Ri is defined

as

Ri =

[
Hi 0

0 Inia×nia

]
∈ {R}ni×(nia+m)

Since Hi ∈ R
niv×m is formed by a set of m smooth and linearly independent

vector fields, RTi is full row ranked and the left inverse of RTi exists.

Since the matrices LTi and RTi are full row ranked, Bi is a full ranked in-

put transformation matrix and T2 is a diffeomorphism and there exists a left

inverse of the matrix B such that B+B = BT (BBT )−1B = I.

Remark 8.6 Application of sliding mode control generally leads to the in-

troduction of the sgn function in the control laws, which would lead to the

chattering phenomenon in the practical control [23]. To reduce the chattering

phenomenon, we introduce positive time-varying functions δj, with properties

described in Definition 8.1, in the control laws (8.40)-(8.45), such that the

controls are continuous for δj �= 0.

8.3.3 Control Stability

Theorem 8.1 Consider the mechanical system described by (8.24), under As-

sumption 8.2. Using the control law (8.37), the following can achieved:

(i) eζ = ζ − ζd, ėζ = ζ̇ − ζ̇d, eλ = λc − λdc converge to a small set

containing the origin as t→ ∞; and
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(ii) all the signals in the closed-loop are bounded for all t ≥ 0.

Proof 8.1 Combining the dynamic equation (8.34) together with (8.31),

(8.32) and (8.37), the close-loop system dynamics can be written as

ṡi1 = ηi + ũi1 (8.53)

ṡi2 = (ηi + ũi1)ζi3 + si3uid1 − k2si2u
2l
id1 (8.54)

ṡi3 = (ηi + ũi1)(ζi4 −
∂(ei3 − si3)

∂ei2
ζi3) + si4uid1

−si2uid1 − k3si3u
2l
id1 (8.55)

...

ṡi(niv−1) = (ηi + ũi1)ζiniv − (ηi + ũi1)(

niv−2∑
j=2

∂(ei(niv−1) − si(niv−1))

∂eji
ζi(j+1))

+sinivuid1 − si(niv−2)uid1 − k(niv−1)si(niv−1)u
2l
id1 (8.56)

ṡiniv = (ηi + ũi1)

niv−2∑
j=2

∂(einiv − siniv )

∂eij
ζi(j+1)

−knivsiniv − si(niv−1)uid1 + ũi2 (8.57)

η̇i = −k0ηi − Λi1 (8.58)

Mσ̇ = −Mν̇ − C(ν + σ)−G− d+Bτ + JTλ (8.59)

Let D = LTd. Multiplying LT on both sides of (8.59), using (8.37), one can

obtain

Mσ̇ = −M0Kσσ + (M0 −M)ν̇ + (C0 − C)(ν + σ) + (G0 − G)−D + u2

= −MKσσ + (M−M0)Kσσ + (M0 −M)ν̇

+(C0 − C)(ν + σ) + (G0 − G)−D + u2

= −MKσσ +ΔM(Kσσ − ν̇)−ΔC(ν + σ)−ΔG

−D +

6∑
i=1

u2i (8.60)

we have

σ̇ = −Kσσ +M−1ΔM(Kσσ − ν̇)−M−1ΔC(ν + σ)

−M−1ΔG−M−1D +M−1
6∑
i=1

u2i (8.61)

Let

c̃ς = ĉς − cς (8.62)
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Consider the following positive definite functions:

V = V1 + V2 (8.63)

V1 =
1

2

2∑
i=1

niv∑
j=2

s2ij +
1

2

2∑
i=1

ki1s
2
i1 +

1

2

2∑
i=1

η2i

V2 =
1

2
σTσ +

5∑
ς=1

1

2γς
c̃2ς

Taking the time derivative of V1 with (8.53)-(8.58) yields,

V̇1 =

2∑
i=1

niv−1∑
j=2

sij ṡij +

2∑
i=1

ki1si1ṡi1 +

2∑
i=1

ηiη̇i

= −
2∑
i=1

niv−1∑
j=2

kijs
2
iju

2l
id1 −

2∑
i=1

kinivs
2
iniv

−
2∑
i=1

k0η
2
i + ũTb Λ (8.64)

Taking the time derivative of V2 and integrating (8.61) yields,

V̇2 = −σTKσσ

+

[
σTM−1ΔM(Kσσ − ν̇) + σTM−1u21 +

1

γ1
c̃1 ˙̂c1

]

+

[
−σTM−1ΔC(σ + ν) + σTM−1u22 +

1

γ2
c̃2 ˙̂c2

]

+

[
σTM−1u23 +

1

γ3
c̃3 ˙̂c3

]

+

[
−σTM−1ΔG+ σTM−1u24 +

1

γ4
c̃4 ˙̂c4

]

+

[
−σTM−1D + σTM−1u25 +

1

γ5
c̃5 ˙̂c5

]

+σTM−1u26 (8.65)

Considering Property 8.2, Assumption 8.6 and (8.40), the second right

hand term of (8.65) is bounded by

σTM−1ΔM(Kσσ − ν̇) + σTM−1u21 +
1

γ1
c̃1 ˙̂c1

≤ 1

λmin
c1‖Kσσ − ν̇‖‖σ‖

− 1

λmin
ĉ21

‖Kσσ − ν̇‖2‖σ‖2
ĉ1‖Kσσ − ν̇‖‖σ‖+ δ1

+
1

γ1
c̃1 ˙̂c1
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=
1

λmin
ĉ1‖Kσσ − ν̇‖‖σ‖

− 1

λmin
ĉ21

‖Kσσ − ν̇‖2
ĉ1‖Kσσ − ν̇‖+ δ1

+c̃1

[
1

γ1
˙̂c1 −

1

λmin
‖Kσσ − ν̇‖‖σ‖

]

≤ 1

λmin
δ1 −

α1

γ1
c̃1ĉ1

≤ 1

λmin
δ1 −

α1

γ1
(ĉ1 −

1

2
c1)

2 +
α1

4γ1
c21 (8.66)

The last inequality arises from −c̃1ĉ1 = −(ĉ1 − 1
2c1)

2 + 1
4c

2
1.

Similarly, considering Property 8.2, Assumption 8.6 and (8.41), and

(8.42), the third right hand term of (8.65) is bounded by

−σTM−1ΔC(σ + ν) + σTM−1u22 + σTM−1u23

+
1

γ2
c̃2 ˙̂c2 +

1

γ3
c̃3 ˙̂c3

≤ 1

λmin
(c2 + c3‖ζ̇‖)‖σ + ν‖‖σ‖

− 1

λmin
ĉ22

‖σ + ν‖2‖σ‖2
ĉ2‖σ + ν‖‖σ‖+ δ2

+
1

γ2
c̃2 ˙̂c2 −

1

λmin
ĉ23

‖ζ̇‖2‖σ + ν‖2‖σ‖2

ĉ3‖ζ̇‖‖σ + ν‖‖σ‖+ δ2
+

1

γ3
c̃3 ˙̂c3

=
1

λmin
ĉ2‖σ + ν‖‖σ‖ − 1

λmin
ĉ22

‖σ + ν‖2‖σ‖2
ĉ2‖σ + ν‖‖σ‖+ δ2

+c̃2

[
1

γ2
˙̂c2 −

1

λmin
‖σ + ν‖‖σ‖

]

+
1

λmin
ĉ3‖ζ̇‖‖σ + ν‖‖σ‖

− 1

λmin
ĉ23

‖ζ̇‖2‖σ + ν‖2‖σ‖2

ĉ3‖ζ̇‖‖σ + ν‖‖σ‖+ δ3

+c̃3

[
1

γ3
˙̂c3 −

1

λmin
‖ζ̇‖‖σ + ν‖‖σ‖

]

≤ 1

λmin
δ2 −

α2

γ2
c̃2ĉ2 +

1

λmin
δ3 −

α3

γ3
c̃3ĉ3

≤ 1

λmin
δ2 −

α2

γ2
(ĉ2 −

1

2
c2)

2 +
α2

4γ2
c22

+
1

λmin
δ3 −

α3

γ3
(ĉ3 −

1

2
c3)

2 +
α3

4γ3
c23 (8.67)

Similarly, considering Property 8.2 and Assumption 8.6 and (8.43), the
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fourth right hand term of (8.65) is bounded by

σTM−1ΔG+ σTM−1u24 +
1

γ4
c̃4 ˙̂c4

≤ 1

λmin
c4‖σ‖ −

1

λmin
ĉ24

‖σ‖2
ĉ4‖σ‖+ δ4

+
1

γ4
c̃4 ˙̂c4

=
1

λmin
ĉ4‖σ‖ −

1

λmin
ĉ24

‖σ‖2
ĉ4‖σ‖+ δ4

+c̃4

[
1

γ4
˙̂c4 −

1

λmin
‖σ‖
]

≤ 1

λmin
δ4 −

α4

γ4
c̃4ĉ4

≤ 1

λmin
δ4 −

α4

γ4
(ĉ4 −

1

2
c4)

2 +
α4

4γ4
c24 (8.68)

Similarly, considering Property 8.2, Assumption 8.6 and (8.44), the fifth

right hand term of (8.65) is bounded by

σTM−1D + σTM−1u25 +
1

γ5
c̃5 ˙̂c5

≤ 1

λmin
c5‖L‖‖σ‖ −

1

λmin
ĉ25

‖L‖2‖σ‖2
ĉ5‖L‖‖σ‖+ δ5

+
1

γ5
c̃5 ˙̂c5

=
1

λmin
ĉ5‖L‖‖σ‖ −

1

λmin
ĉ25

‖L‖2‖σ‖2
ĉ5‖L‖‖σ‖+ δ5

+c̃5

[
1

γ5
˙̂c5 −

1

λmin
‖L‖‖σ‖

]

≤ 1

λmin
δ5 −

α5

γ5
c̃5ĉ5

≤ 1

λmin
δ5 −

α5

γ5
(ĉ5 −

1

2
c5)

2 +
α5

4γ5
c25 (8.69)

Combining (8.64) and (8.65), we obtain

V̇ ≤ −
2∑
i=1

niv−1∑
j=2

kijs
2
iju

2l
id1 −

2∑
i=1

kinivs
2
iniv

−
2∑
i=1

k0η
2
i

+ũTb Λ− σTKσσ −
5∑
ς=1

ας
γς

(ĉς −
1

2
cς)

2

+
1

λmin

5∑
k=1

δk +
5∑
ς=1

ας
4γς

c2ς + σTM−1u26 (8.70)

Considering Property 8.2 and (8.45), the fourth and ninth right-hand terms
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of (8.70) are bounded by

ũTb Λ + σTM−1u26 ≤ ‖ũb‖‖Λ‖ −
‖ũb‖‖Λ‖2‖σ‖2
‖Λ‖‖σ‖2 + δ6

≤ δ6 (8.71)

Therefore, we can rewrite (8.70) as

V̇ ≤ −
2∑
i=1

niv−1∑
j=2

kijs
2
iju

2l
id1 −

2∑
i=1

kinvs
2
iniv

−
2∑
i=1

k0η
2
i

−σTKσσ −
5∑
ς=1

ας
γς

(ĉς −
1

2
cς)

2 +
1

λmin

5∑
k=1

δk

+δ6 +

5∑
ς=1

ας
4γς

c2ς (8.72)

Noting Definition 8.1, we have F = 1
λmin

∑5
k=1 δk +

∑5
ς=1

ας

4γς
c2ς + δ6 → 0

as t→ ∞.

We define A =
∑2

i=1 k0η
2
i +

∑2
i=1 kinivs

2
iniv

+
∑2
i=1

∑niv−1
j=2 kijs

2
iju

2l
id1 +

λmin(Kσ)‖σ‖2 +
∑5

ς=1
ας

γς
(ĉς − 1

2cς)
2, and from the definition, we have A > 0

∀ ηi, siniv , sij , uid1, σ, cς , i = 1, 2 and ς = 1, . . . , 5.

Integrating both sides of (8.72) gives

V (t)− V (0) ≤ −
∫ t

0

Ads+
∫ t

0

Fds

< −
∫ t

0

Ads+ C (8.73)

where C =
∑5

k=1
ak
λmin

+
∑5

ς=1
bς
4γς

c2ς + a6 is a finite constant from Definition

8.1, we have V (t) < V (0)−
∫ t
0
Ads+ C. Thus V is bounded and subsequently

ηi, si, σ, ĉi, ν are bounded. From the definition of si in (8.31), it is concluded

that [ei1, ei2, . . . , einv ]
T is bounded, which follows that η is bounded. From

(8.73), we have sijuid1, siniv , ηi, σ ∈ L2, which implies that ũb ∈ L2
2. Since

σ = u− z is bounded and considering (8.22), (8.27), (8.30) and the definition

of eia, ėia +K1aeia is bounded and can be rewritten as

ėia ≤ −K1aeia + P

Ve =
1

2
eTiaeia

V̇e ≤ −eTia(K1a −Ke)eia +
1

4
(nia − ki)λmax(Ke)‖p‖2
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where P = [p, . . . , p]T ∈ {R}nia−ki is a constant vector, p > ‖σ(t)‖ ∀
t, Ke ∈ {R}nia−ki×nia−ki is a constant diagonal matrix chosen such that

λmin(K1a −Ke) > 0, λmax(Ke) denotes the maximum eigenvalue of Ke, and

λmin(K1a−Ke) denotes the minimum eigenvalue of K1a−Ke. From the above

equations, we can conclude that eia is bounded. Since q1dia , the desired tra-

jectory, is bounded, q1ia and q̇1ia are bounded, which implies that ζia and ũia

are bounded as well. From (8.53)-(8.58), d(sijuid1)/dt, ṡiv, η̇i, ˙̃u are bounded.

Thus, from (8.33), ν̇ is bounded and σ̇ is bounded as well. Therefore, from

Remark 8.3, we can conclude that u21, . . . ,u26 are bounded.

Differentiating ulid1ηi yields

d
dtu

l
id1ηi = −k1ulid1si1 + lul−1

id1 u̇
l
id1ηi − k0u

l
id1η

−ulid1
{∑v−1

j=2 sijζi(j+1) −
∑v
j=3 sij

∑j−1
k=2

∂(eik−sik)
∂eik

ζi(k+1)

}

where the first term is uniformly continuous and the other terms tend to zero.

Since d
dtu

l
id1η converges to zero [23], si and ṡi converge to zero, ζi → ζid and

ζ̇i → ζ̇id as t→ ∞.

Substituting the control (8.37) into the reduced order dynamics (8.28)

yields

JT [(Kλ + 1)eλ +KI

∫ t

0

eλdt]

=M(σ̇ + ν̇) + C(ν + σ) +G+ d

−L(LTL)−1(u1 + u2)

Since σ̇, σ, ν̇, ν, ci, αi, ζ̇, γi, Λ, δi are all bounded, the right hand side of (8.74)

is bounded, i.e., JT [(Kλ + 1)eλ +KI

∫ t
0
eλdt] = Γ(σ̇, σ, ν̇, ν, ci, αi, ζ̇, γi,Λ, δi),

Γ(∗) ∈ L∞.

Let
∫ t
0 eλdt = Eλ, then Ėλ = eλ. By appropriately choosing Kλ =

diag[Kλ,i], Kλ,i > −1 and KI = diag[KI,i], KI,i > 0 to make Ei(p) =
1

(Kλ,i+1)p+KI,i
, p = d/dt a strictly proper exponential stable transfer function,

it can be concluded that
∫ t
0 eλdt ∈ L∞, eλ ∈ L∞, and the size of eλ can be

adjusted by choosing the proper gain matrices Kλ and KI .

Since σ̇, σ, ν̇, ν, ci, αi, ζ̇, γi, Λ, δi, eλ and
∫ t
0 eλdt are all bounded, we

have τ bounded as well.
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FIGURE 8.2

Cooperating 3-DOF mobile manipulators.
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Tracking trajectories of both mobile platforms.
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Tracking of θ for mobile manipulator I.
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Tracking of arm joint angles of mobile manipulator I.
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Input torques for mobile manipulator I.
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Tracking of θ for mobile manipulator II.
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Tracking of arm joint angles of mobile manipulator II.
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Torques of mobile manipulator II.
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Contact force of relative motion.

8.4 Simulation Studies

To verify the effectiveness of the proposed control algorithm, we consider two

similar 3-DOF mobile manipulators systems shown in Fig 8.2. Both mobile

manipulators are subjected to the following constraint:

ẋi cos θi + ẏi sin θi = 0, i = 1, 2

Using the Lagrangian approach, we can obtain the standard form for (8.14)

and (8.15) with (9.51).

The parameters of the mobile manipulators used in this simulation are:

m1p = m2p = 5.0kg, m11 = m21 = 1.0kg, m12 = m22 = m13 = m23 = 0.5kg,

I1w = I2w = 1.0kgm2, I1p = I2p = 2.5kgm2, I11 = I21 = 1.0kgm2, I12 = I22 =

0.5kgm2, I13 = I23 = 0.5kgm2, d = l = r = 0.5m, 2l11 = 2l21 = 1.0m, 2l12 =

2l22 = 0.5m, 2l13 = 0.05m, 2l23 = 0.35m. The mass of the object is mobj =

0.5kg. The parameters are used for simulation purposes only, are assumed to

be unknown and are not used in the control design. The desired trajectory

of the object is rod = [xod, yod, zod]
T where xod = 1.5 cos(t), yod = 1.5 sin(t),

zod = 2l1. The corresponding desired trajectory of mobile manipulator II is
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q2d = [x2d, y2d, θ2d, θ21d, θ22d]
T with xd = 2.0 cos(t), yd = 2.0 sin(t), θd = t,

θ22d = π/2rad, and θ21d, θ23 to control force and compensate for task space

errors. The end-effector holds tightly on the top point of the surface. The

constraint relative motion by the mobile manipulator I is an arc with the

center on the joint 2 of the mobile manipulator I, angle = π/2 − π/6 cos(t),

and constraint force set as λdc = 10.0N . Therefore, from the constraint relative

motion, we can obtain the desired trajectory of mobile manipulator I as q1d =

[x1d, y1d, θ1d, θ11d, θ12d]
T with the corresponding trajectories x1d = 1.0 cos(t),

y1d = 1.0 sin(t), θ1d = t, θ11d = π/2 − π/6 cos(t), and θ12 = π/2, θ13 used to

compensate for position errors of the mobile platform.

For each mobile manipulator, by transformations similar to (8.22) and

(8.23), T1(q) is defined as

ζi1 = θi

ζi2 = xi cos θi + yi sin θi

ζi3 = −xi sin θi + yi cos θi

ζi4 = θi1

ζi5 = θi2

ζi6 = θi3

ui1 = vi2

ui2 = vi1 − (xi cos θi + yi sin θi)vi2

ui3 = θ̇i1

ui4 = θ̇i2

ui5 = θ̇i3

and we obtain the kinematic system in the chained form

ζ̇i1 = ui1

ζ̇i2 = ζi3ui1

ζ̇i3 = ui2

ζ̇i4 = ui3

ζ̇i5 = ui4

ζ̇i6 = ui5

The robust adaptive control (8.37) is used and the tracking errors for both
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mobile manipulators are, respectively,

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

e11

e12

e13

e14

e15

e16

eλc

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ζ11 − ζ1d1

ζ12 − ζ1d2

ζ13 − ζ1d3

ζ14 − ζ1d4

ζ15 − ζ1d5

ζ16 − ζ1d6

λc − λcd

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

s11

s12

s13

s14

s15

s16

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

e11

e12

e13 + k12e12u1d1

0.0

0.0

0.0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

e21

e22

e23

e24

e25

e26

eλc

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ζ21 − ζ2d1

ζ22 − ζ2d2

ζ23 − ζ2d3

ζ24 − ζ2d4

ζ25 − ζ2d5

ζ26 − ζ2d6

λc − λcd

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

s21

s22

s23

s24

s25

s26

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

e21

e22

e23 + k22e22u2d1

0.0

0.0

0.0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

The initial conditions selected for mobile manipulator I are x1(0) = 1.15m,

y1(0) = 0.0m, θ1(0) = 0.0rad, θ11(0) = 1.047rad, θ12(0) = π/2rad, θ13(0) =

0.0rad, λ(0) = 0.0N and ẋ1(0) = 0.5m/s, ẏ1(0) = θ̇1(0) = θ̇11(0) = θ̇12(0) =

θ̇13(0) = 0.0, and the initial conditions selected for mobile manipulator II are

x2(0) = 2.15m, y2(0) = 0m, θ2(0) = 0.0rad, θ21(0) = 1.57rad, θ22(0) =

π/2rad, θ23(0) = 0.0rad, and ẋ2(0) = ẏ2(0) = θ̇2(0) = θ̇12(0) = θ̇22(0) =

θ̇23(0) = 0.0.

In the simulation, the design parameters for each mobile manipulator are

set as k0 = 5.0, k1 = 180.0, k2 = 5.0, k3 = 5.0, η(0) = 0.0, Ka1 = diag[2.0],
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Kλ = 0.3, KI = 1.5, Kσ = diag[0.5], Ku = diag[1.0]. The design parameters

in u2 of (8.39) are γi = 0.1, αi = δi = 1/(1 + t)2, and ĉi(0) = 1.0. The

disturbances on each joint of each mobile manipulator are set to a time-varying

form as 0.5 sin(t), 0.5 sin(t), 0.1 sin(t) and 0.1 sin(t), respectively. By using the

control law (8.37) [167], we can obtain Fig. 8.3 to describe the trajectory of the

mobile platforms of both mobile manipulators. Fig. 8.4, Fig. 8.7, Fig. 8.5 and

Fig. 8.8 show the trajectory tracking (ζ−ζd) of the joints with the disturbances

for both mobile manipulators, and the corresponding input torques for them

are shown in Fig. 8.6 and Fig. 8.9. Fig. 8.10 shows the contact force tracking

λc−λdc . Since the joint 3 makes the manipulator redundant in the force space,

from Fig. 8.10, we can see that the contact force is always more than zero,

which means that the two mobile manipulators always keep in contact, and

the force error quickly converges to 0 by adjusting Kλ and KI . Therefore, the

validity of the proposed controls is confirmed by these simulation results.

8.5 Conclusion

In this chapter, dynamics and control of two mobile robotic manipulators

manipulating a constrained object have been investigated. In addition to the

motion of the object with respect to the world coordinates, its relative motion

with respect to the mobile manipulators is also taken into consideration. The

dynamics of such system is established and its properties are discussed. Robust

adaptive controls have been developed which can guarantee the convergence

of positions and boundedness of the constraint force. The control signals are

smooth and no projection is used in parameter update law. Simulation results

showed that the proposed controls work quite well.
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9.1 Example of 2-DOF Mobile Manipulator

For better understanding, an example mobile manipulator is used to show the

derivation of the actual structures of robot dynamics. The robot models are

used for simulation as well as experimental studies.

Consider a two-link manipulator with two revolute joints mounted on a

two wheeled-driven mobile base as follows.

The following variables have been chosen to describe the vehicle (see also

Fig. 9.1):

τl, τr: the torques of two wheels;

τ1, τ2: the torques of the joint 1 and the joint 2;

θl, θr: the rotation angle of the left wheel and the right wheel of the

mobile platform;

v: the forward velocity of the mobile platform;

θ: the direction angle of the mobile platform;

ω: the rotation velocity of the mobile platform, and ω = θ̇;

θ1, θ2: the joint angle of the link 1 and the link 2;

m1,m2: the mass of links of the manipulator;

Iz1, Iz2: the inertia moment of the link 1 and the link 2;

l1, l2: the link length of the manipulator;

241
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FIGURE 9.1

2-DOF mobile manipulator.

r: the radius of the wheels;

2l: the distance of the wheels;

d: the distance between the manipulator and the driving center of

the mobile base;

mp: the mass of the mobile platform;

Ip: the inertia moment of the mobile platform;

Iw : the inertia moment of each wheel;

mw: the mass of each wheel;

g: gravity acceleration.

The positions of the mass center for the mobile base are given by x and y.

which lead to the corresponding velocities as ẋ and ẏ.
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The positions of the mass center for two wheels are given by

xr = x+ l sin θ (9.1)

yr = y − l cos θ (9.2)

xl = x− l sin θ (9.3)

yl = y + l cos θ (9.4)

which lead to the corresponding velocities as

ẋr = ẋ+ lθ̇ cos θ (9.5)

ẏr = ẏ + lθ̇ sin θ (9.6)

ẋl = ẋ− lθ̇ cos θ (9.7)

ẏl = ẏ − lθ̇ sin θ (9.8)

The positions of the mass center for the 2-DOF manipulator are given by

x1 = x+ d cos θ (9.9)

y1 = y + d sin θ (9.10)

x2 = x+ d cos θ − l2 sin θ2 cos(θ + θ1) (9.11)

y2 = y + d sin θ − l2 sin θ2 sin(θ + θ1) (9.12)

z2 = 2l1 − l2 cos θ2 (9.13)

which lead to the corresponding velocities as

ẋ1 = ẋ− dθ̇ sin θ (9.14)

ẏ1 = ẏ + dθ̇ cos θ (9.15)

ẋ2 = ẋ− dθ̇ sin θ − l2θ̇2 cos θ2 cos(θ + θ1)

+l2 sin θ2 sin(θ1 + θ2)(θ̇ + θ̇1) (9.16)

ẏ2 = ẏ + dθ̇ cos θ − l2θ̇2 cos θ2 sin(θ + θ1)

−l2 sin θ2 cos(θ + θ1)(θ̇ + θ̇1) (9.17)

ż2 = l2θ̇2 sin θ2 (9.18)

The total kinetic energy is

K = kp + k1 + k2 + kr + kl (9.19)
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where

kp =
1

2
mp(ẋ

2 + ẏ2) +
1

2
Ipθ̇

2

k1 =
1

2
m1(ẋ

2
1 + ẏ21) +

1

2
I1(θ̇ + θ̇1)

2

k2 =
1

2
m2(ẋ

2
2 + ẏ22 + (l2θ̇

2 sin θ2)
2) +

1

2
Iz2(θ̇ + θ̇1)

2 +
1

2
Iy2θ̇

2
2

kr =
1

2
mw(ẋ

2
r + ẏ2r) +

1

2
Izw θ̇

2 +
1

2
Iyw θ̇

2
r

kl =
1

2
mw(ẋ

2
l + ẏ2l ) +

1

2
Izw θ̇

2 +
1

2
Iyw θ̇

2
l

Since the nonholonomic constraints exist, x, y, θ is not independent as follows
⎡
⎢⎣
ẋ

ẏ

θ̇

⎤
⎥⎦ =

⎡
⎢⎣

cos θ 0

sin θ 0

0 1

⎤
⎥⎦
[
v

ω

]
=

⎡
⎢⎣

r
2 cos θ

r
2 cos θ

r
2 sin θ

r
2 sin θ

r
2l − r

2l

⎤
⎥⎦
[
θ̇r

θ̇l

]
(9.20)

we have
⎡
⎢⎢⎢⎣

v

ω

θ̇1

θ̇2

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

r
2

r
2l 0 0

r
2 − r

2l 0 0

0 0 1 0

0 0 0 1

⎤
⎥⎥⎥⎦

[
θ̇r

θ̇l

]
(9.21)

Therefore, we choose q = [θr, θl, θ1, θ2]
T as generalized coordinations. Con-

sidering (9.20), we could obtain the dynamics of the mobile manipulator as

M(q)q̈ + C(q, q̇)q̇ +G(q) = Bτ (9.22)

where

M(q) =

⎡
⎢⎢⎢⎣

m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

m41 m42 m43 m44

⎤
⎥⎥⎥⎦ , C(q, q̇) =

⎡
⎢⎢⎢⎣

c11 c12 c13 c14

c21 c22 c23 c24

c31 c32 c33 c34

c41 c42 c43 c44

⎤
⎥⎥⎥⎦

m11 = p0 − p1 cos θ1 sin θ2 + p2 sin
2 θ2 + p3 sin θ1 sin θ2

m12 = q0 + p1 cos θ1 sin θ2 − p2 sin
2 θ2

m13 = q1 sin θ1 sin θ2 − q2 cos θ1 sin θ2 + q23 sin θ2 + q4

m14 = −q1 cos θ1 cos θ2 − q2 sin θ1 cos θ2

m21 = q0 + p1 cos θ1 sin θ2 − p2 sin
2 θ2

m22 = p0 − p1 cos θ1 sin θ2 + p2 sin
2 θ2 − p3 sin θ1 sin θ2

m23 = q1 sin θ1 sin θ2 + q2 cos θ1 sin θ2 − q3 sin
2 θ2 − q4
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m24 = −q1 cos θ1 cos θ2 + q2 sin θ1 cos θ2

m31 = q1 sin θ1 sin θ2 − q2 cos θ1 sin θ2 + q3 sin
2 θ2 + q4

m32 = q1 sin θ1 sin θ2 + q2 cos θ1 sin θ2 − q3 sin
2 θ2 − q4

m33 = Iz1 + Iz2 +m2l
2
2 sin

2 θ2

m34 = 0

m41 = −q1 cos θ1 cos θ2 − q2 sin θ1 cos θ2

m42 = −q1 cos θ1 cos θ2 + q2 sin θ1 cos θ2

m43 = 0

m44 = q4

p0 =
1

4
(mp +m1 +m2 + 2mw)r

2 +
1

4
(Ip + 2Iw +m1d

2 +m2d
2 + 2mwl

2)r2

+(Iz1 + Iz2)r
2/4

p1 = m2l2dr
2/2

p2 = m2l
2
2r

2/4

p3 = m2l2r
2/2

q0 = (mp +m1 +m2 + 2mw)r
2/4− 1

4
(Ip + 2Iw +m1d

2 +m2d
2 + 2mwl

2)r2

−(Iz1 + Iz2)r
2/4

q1 = m2l2r/2

q2 = m2l2dr/2

q3 = m2l2r
2/2

q4 = (Iz1 + Iz2)r/2

c11 = (p1 sin θ1 sin θ2 + p3 cos θ1 sin θ2)θ̇1/2

+(2p2 sin θ2 cos θ2 + p3 sin θ1 cos θ2 − p1 cos θ1 cos θ2)θ̇2/2

c12 = −p1 sin θ1 sin θ2θ̇1 + (p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇2

c13 = (p1 sin θ1 sin θ2 + p3 cos θ1 sin θ2)θ̇r/2− p3 sin θ1 sin θ2θ̇l

+(q1 cos θ1 sin θ2 + q2 sin θ1 sin θ2)θ̇1

+(q1 sin θ1 cos θ2 − q2 cos θ1 cos θ2 + q3 sin θ2 cos θ2)θ̇2

c14 = (−p1 cos θ1 cos θ2 + 2p2 sin θ2 cos θ2 + p3 sin θ1 cos θ2)θ̇r/2

+(p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇l

+(q1 sin θ1 cos θ2 − q2 cos θ1 cos θ2 + q3 sin θ2 cos θ2)θ̇1

+(q1 cos θ1 sin θ2 + q2 sin θ1 sin θ2)θ̇2

c21 = −p1 sin θ1 sin θ2θ̇1/2 + (p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇2/2

c22 = (p1 sin θ1 sin θ2 − p3 cos θ1 sin θ2 − p3 cos θ1 sin θ2)θ̇1/2
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+(2p2 sin θ cos θ2 − p3 sin θ1 cos θ2 − p1 cos θ1 cos θ2)θ̇2/2

c23 = −p1 sin θ1 sin θ2θ̇r/2 + (p1 sin θ1 sin θ2 − p3 cos θ1 sin θ2)θ̇l/2

+(q1 cos θ1 sin θ2 − q2 sin θ1sinθ2)θ̇1

+(q1 sin θ1 cos θ2 + q2 cos θ1cosθ2 − q3 sin θ2cosθ2)θ̇2

c24 = (p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇r/2

+(2p2 sin θ2 cos θ2 − p1 cos θ1 cos θ2 − p3 sin θ1 cos θ2)θ̇l/2

+(q1 sin θ1 cos θ2 + q2 cos θ1 cos θ2 − q3 sin θ2 cos θ2)θ̇1

c31 = −(p1 sin θ1 sin θ2 + p3 cos θ1 sin θ2)θ̇r/2

+(p1 sin θ1 sin θ2 − p3 cos θ1 sin θ2)θ̇l/2

+q3 sin θ2 cos θ2θ̇2

c32 = (p1 sin θ1 sin θ2 − p3 cos θ1 sin θ2)θ̇r/2 + (p3 cos θ1 sin θ2 − p1 sin θ1 sin θ2)θ̇l/2

−q3 sin θ2 cos θ2θ̇2
c33 = 0

c34 = q3 sin θ2 cos θ2θ̇r − q3 sin θ2 cos θ2θ̇l +m2l
2
2 sin θ2 cos θ2θ̇1

c41 = p1 cos θ1 cos θ2 − wp2 sin θ2 cos θ2 − p3 sin θ1 cos θ2)θ̇r/2

−(p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇l/2 + qe sin θ2 cos θ2θ̇1

c42 = −(p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇r/2

+(p1 cos θ1 cos θ2 − Iwp2 sin θ2 cos θ2 + p3 sin θ1 cos θ2)θ̇l/2

+q3 sin θ2cosθ2θ̇1

c43 = q3 sin θ2 cos θ2θ̇r + q3 sin θ2 cos θ2θ̇l −m2l
2
2 sin θ2 cos θ2θ̇1

c44 = 0

G(q) =
[
0 0 0 −m2gl2 sin θ2

]

B(q) =

⎡
⎢⎢⎢⎣

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

⎤
⎥⎥⎥⎦

From (9.21), it is easy to have

⎡
⎢⎢⎢⎣

θ̇r

θ̇l

θ̇1

θ̇2

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

1
r

l
r 0 0

1
r − l

r 0 0

0 0 1 0

0 0 0 1

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

v

ω

θ̇1

θ̇2

⎤
⎥⎥⎥⎦ (9.23)
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FIGURE 9.2

3-DOF robotic manipulator mounted on a mobile platform.

Since r is a fixed parameter for the system, R can be treated as a constant

matrix.

Considering (9.23), let ζ̇ = [v, w, θ̇1, θ̇2]
T and we can rewrite the dynamics

as

RTM(q)Rζ̈ +RTC(q, q̇)Rζ̇ +RTG(q) = RTBτ (9.24)

with

R =

⎡
⎢⎢⎢⎣

1
r

1
r 0 0

1
r − 1

r 0 0

0 0 1 0

0 0 0 1

⎤
⎥⎥⎥⎦ (9.25)

9.2 Example of 3-DOF Mobile Manipulator

Consider a 3-DOF robotic manipulator with two revolute joints and one pris-

matic joint mounted on a two-wheeled mobile platform shown in Fig. 9.2.

The following variables have been chosen to describe the system.

τl, τr: the torques of two wheels;

τ1, τ2, τ3: the torques of the joint 1, the joint 2 and the joint 3;
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θl, θr: the rotation angle of the left wheel and the right wheel of the

mobile platform;

v: the forward velocity of the mobile platform;

θ: the direction angle of the mobile platform;

ω: the rotation velocity of the mobile platform, and ω = θ̇;

θ1, θ2, θ3: the joint angle of the link 1, the link 2 and the link 3;

m1,m2,m3: the mass of links of the manipulator;

Iz1, Iz2, Iz3: the inertia moment of the link 1, the link 2 and the link

3;

l1, l2, l3: the fixed link length of the manipulator;

r: the radius of the wheels;

2l: the distance of the wheels;

d: the distance between the manipulator and the driving center of

the mobile base;

mp: the mass of the mobile platform;

Ip: the inertia moment of the mobile platform;

Iw : the inertia moment of each wheel;

mw: the mass of each wheel;

g: gravity acceleration.

The positions of the mass center for the mobile base are given by x and y,

which lead to the corresponding velocities as ẋ and ẏ.

The positions of the mass center for two wheels are given by

xr = x+ l sin θ (9.26)

yr = y − l cos θ (9.27)

xl = x− l sin θ (9.28)

yl = y + l cos θ (9.29)

which lead to the corresponding velocities as

ẋr = ẋ+ lθ̇ cos θ (9.30)

ẏr = ẏ + lθ̇ sin θ (9.31)

ẋl = ẋ− lθ̇ cos θ (9.32)

ẏl = ẏ − lθ̇ sin θ (9.33)
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The positions for the mass center for the 3-DOF manipulator are given by

x1 = x+ d cos θ (9.34)

y1 = y + d sin θ (9.35)

x2 = x+ d cos θ − l2 sin θ2 cos(θ + θ1) (9.36)

y2 = y + d sin θ − l2 sin θ2 sin(θ + θ1) (9.37)

z2 = 2l1 − l2 cos θ2 (9.38)

x3 = x+ d cos θ − (2l2 + θ3) sin θ2 cos(θ + θ1) (9.39)

y3 = y + d sin θ − (2l2 + θ3) sin θ2 sin(θ + θ1) (9.40)

z3 = 2l1 − (2l2 + θ3) cos θ2 (9.41)

which lead to the corresponding velocities as

ẋ1 = ẋ− dθ̇ sin θ (9.42)

ẏ1 = ẏ + dθ̇ cos θ (9.43)

ẋ2 = ẋ− dθ̇ sin θ − l2θ̇2 cos θ2 cos(θ + θ1)

+l2 sin θ2 sin(θ1 + θ2)(θ̇ + θ̇1) (9.44)

ẏ2 = ẏ + dθ̇ cos θ − l2θ̇2 cos θ2 sin(θ + θ1)

−l2 sin θ2 cos(θ + θ1)(θ̇ + θ̇1) (9.45)

ż2 = l2θ̇2 sin θ2 (9.46)

ẋ3 = ẋ− dθ̇ sin θ − θ̇3 sin θ2 cos(θ + θ1)− (2l2 + θ3)θ̇2 cos θ2 cos(θ + θ1)

+(2l2 + θ3) sin θ2 sin(θ + θ1)(θ̇ + θ̇1) (9.47)

ẏ3 = ẏ + dθ̇ cos θ − θ̇3 sin θ2 sin(θ + θ1)− (2l2 + θ3)θ̇2 cos θ2 sin(θ + θ1)

−(2l2 + θ3) sin θ2 cos(θ + θ1)(θ̇ + θ̇1) (9.48)

ż3 = −θ̇3 cos θ2 + (2l2 + θ3)θ̇2 sin θ2 (9.49)

The total kinetic energy is

K = kp + k1 + k2 + k3 + kr + kl (9.50)

where

kp =
1

2
mp(ẋ

2 + ẏ2) +
1

2
Ipθ̇

2

k1 =
1

2
m1(ẋ

2
1 + ẏ21) +

1

2
I1(θ̇ + θ̇1)

2

k2 =
1

2
m2(ẋ

2
2 + ẏ22 + (l2θ̇

2 sin θ2)
2) +

1

2
Iz2(θ̇ + θ̇1)

2 +
1

2
Iy2θ̇

2
2
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k3 =
1

2
m3(ẋ

2
3 + ẏ23 + ż23) +

1

2
(Iz3 +m3θ

2
3)(θ̇ + θ̇1)

2 +
1

2
(Iy3 +m3θ

2
3)θ̇

2
2

kr =
1

2
mw(ẋ

2
r + ẏ2r) +

1

2
Izw θ̇

2 +
1

2
Iyw θ̇

2
r

kl =
1

2
mw(ẋ

2
l + ẏ2l ) +

1

2
Izw θ̇

2 +
1

2
Iyw θ̇

2
l

which is subjected to the following constraints: ẋ cos θ + ẏ sin θ = 0. Us-

ing the Lagrangian approach as in the above section, we can choose q =

[θr, θl, θ1, θ2, θ3]
T as a generalized coordination as

M(q)q̈ + C(q, q̇)q̇ +G(q) = Bτ (9.51)

where

M(q) =

⎡
⎢⎢⎢⎢⎢⎢⎣

m11 m12 m13 m14 m15

m21 m22 m23 m24 m25

m31 m32 m33 m34 m35

m41 m42 m43 m44 m45

m51 m52 m53 m54 m55

⎤
⎥⎥⎥⎥⎥⎥⎦
,

C(q, q̇) =

⎡
⎢⎢⎢⎢⎢⎢⎣

c11 c12 c13 c14 c15

c21 c22 c23 c24 c25

c31 c32 c33 c34 c35

c41 c42 c43 c44 c45

c51 c52 c53 c54 c55

⎤
⎥⎥⎥⎥⎥⎥⎦

m11 = p0 − p1 cos θ1 sin θ2 + p2 sin
2 θ2 + p3 sin θ1 sin θ2

m12 = q0 + p1 cos θ1 sin θ2 − p2 sin
2 θ2

m13 = q1 sin θ1 sin θ2 − q2 cos θ1 sin θ2 + q23 sin θ2 + q4

m14 = −q1 cos θ1 cos θ2 − q2 sin θ1 cos θ2

m15 = −q5 cos θ1 cos θ2 − q6 sin θ1 cos θ2

m21 = q0 + p1 cos θ1 sin θ2 − p2 sin
2 θ2

m22 = p0 − p1 cos θ1 sin θ2 + p2 sin
2 θ2 − p3 sin θ1 sin θ2

m23 = q1 sin θ1 sin θ2 + q2 cos θ1 sin θ2 − q3 sin
2 θ2 − q4

m24 = −q1 cos θ1 cos θ2 + q2 sin θ1 cos θ2

m25 = −q5 cos θ1 cos θ2 + q6 sin θ1 cos θ2
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m31 = q1 sin θ1 sin θ2 − q2 cos θ1 sin θ2 + q3 sin
2 θ2 + q4

m32 = q1 sin θ1 sin θ2 + q2 cos θ1 sin θ2 − q3 sin
2 θ2 − q4

m33 = Iz1 + Iz2 +m2l
2
2 sin

2 θ2

m34 = 0

m35 = 0

m41 = −q1 cos θ1 cos θ2 − q2 sin θ1 cos θ2

m42 = −q1 cos θ1 cos θ2 + q2 sin θ1 cos θ2

m43 = 0

m44 = q4

m45 = 0

m51 = m15

m52 = m25

m53 = m35

m54 = m45

m55 = q7

p0 =
1

4
(mp +m1 +m2 +m3 + 2mw)r

2

+
1

4
(Ip + 2Iw +m1d

2 +m2d
2 +m3d

2 + 2mwl
2)r2

+(Iz1 + Iz2 + Iz3 +mθ23)r
2/4

p1 = m2l2dr
2/2

p2 = m2l
2
2r

2/4

p3 = m2l2r
2/2

q0 = (mp +m1 +m2 + 2mw)r
2/4− 1

4
(Ip + 2Iw +m1d

2 +m2d
2 + 2mwl

2)r2

−(Iz1 + Iz2)r
2/4

q1 = m2l2r/2

q2 = m2l2dr/2

q3 = m2l2r
2/2

q4 = (Iz1 + Iz2)r/2

q5 = m3(2l2 + θ3)r/2

q6 = m3(2l2 + θ3)dr/2

q7 = m3
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c11 = (p1 sin θ1 sin θ2 + p3 cos θ1 sin θ2)θ̇1/2

+(2p2 sin θ2 cos θ2 + p3 sin θ1 cos θ2 − p1 cos θ1 cos θ2)θ̇2/2

c12 = −p1 sin θ1 sin θ2θ̇1 + (p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇2

c13 = (p1 sin θ1 sin θ2 + p3 cos θ1 sin θ2)θ̇r/2− p3 sin θ1 sin θ2θ̇l

+(q1 cos θ1 sin θ2 + q2 sin θ1 sin θ2)θ̇1

+(q1 sin θ1 cos θ2 − q2 cos θ1 cos θ2 + q3 sin θ2 cos θ2)θ̇2

c14 = (−p1 cos θ1 cos θ2 + 2p2 sin θ2 cos θ2 + p3 sin θ1 cos θ2)θ̇r/2

+(p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇l

+(q1 sin θ1 cos θ2 − q2 cos θ1 cos θ2 + q3 sin θ2 cos θ2)θ̇1

+(q1 cos θ1 sin θ2 + q2 sin θ1 sin θ2)θ̇2

c15 = (−p1 cos θ1 cos θ2 + 2p2 sin θ2 cos θ2 + p3 sin θ1 cos θ2)θ̇r/2

+(p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇l

+(q1 sin θ1 cos θ2 − q2 cos θ1 cos θ2 + q3 sin θ2 cos θ2)θ̇1

+(q1 cos θ1 sin θ2 + q2 sin θ1 sin θ2)θ̇2

c21 = −p1 sin θ1 sin θ2θ̇1/2 + (p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇2/2

c22 = (p1 sin θ1 sin θ2 − p3 cos θ1 sin θ2 − p3 cos θ1 sin θ2)θ̇1/2

+(2p2 sin θ cos θ2 − p3 sin θ1 cos θ2 − p1 cos θ1 cos θ2)θ̇2/2

c23 = −p1 sin θ1 sin θ2θ̇r/2 + (p1 sin θ1 sin θ2 − p3 cos θ1 sin θ2)θ̇l/2

+(q1 cos θ1 sin θ2 − q2 sin θ1sinθ2)θ̇1

+(q1 sin θ1 cos θ2 + q2 cos θ1cosθ2 − q3 sin θ2cosθ2)θ̇2

c24 = (p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇r/2

+(2p2 sin θ2 cos θ2 − p1 cos θ1 cos θ2 − p3 sin θ1 cos θ2)θ̇l/2

+(q1 sin θ1 cos θ2 + q2 cos θ1 cos θ2 − q3 sin θ2 cos θ2)θ̇1

c25 = (p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇r/2

+(2p2 sin θ2 cos θ2 − p1 cos θ1 cos θ2 − p3 sin θ1 cos θ2)θ̇l/2

+(q1 sin θ1 cos θ2 + q2 cos θ1 cos θ2 − q3 sin θ2 cos θ2)θ̇1

c31 = −(p1 sin θ1 sin θ2 + p3 cos θ1 sin θ2)θ̇r/2

+(p1 sin θ1 sin θ2 − p3 cos θ1 sin θ2)θ̇l/2

+q3 sin θ2 cos θ2θ̇2

c32 = (p1 sin θ1 sin θ2 − p3 cos θ1 sin θ2)θ̇r/2 + (p3 cos θ1 sin θ2 − p1 sin θ1 sin θ2)θ̇l/2

−q3 sin θ2 cos θ2θ̇2
c33 = 0
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c34 = q3 sin θ2 cos θ2θ̇r − q3 sin θ2 cos θ2θ̇l +m2l
2
2 sin θ2 cos θ2θ̇1

c35 = q3 sin θ2 cos θ2θ̇r − q3 sin θ2 cos θ2θ̇l +m2l
2
2 sin θ2 cos θ2θ̇1

c41 = p1 cos θ1 cos θ2 − wp2 sin θ2 cos θ2 − p3 sin θ1 cos θ2)θ̇r/2

−(p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇l/2 + qe sin θ2 cos θ2θ̇1

c42 = −(p1 cos θ1 cos θ2 − 2p2 sin θ2 cos θ2)θ̇r/2

+(p1 cos θ1 cos θ2 − Iwp2 sin θ2 cos θ2 + p3 sin θ1 cos θ2)θ̇l/2

+q3 sin θ2cosθ2θ̇1

c43 = q3 sin θ2 cos θ2θ̇r + q3 sin θ2 cos θ2θ̇l −m2l
2
2 sin θ2 cos θ2θ̇1

c44 = 0

c45 = 0

G(q) =
[
0 0 0 −m2gl2 sin θ2 −m3g(2l2 + θ3) sin θ2

]

B(q) =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦
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