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Foreword

It is always possible to dispute exactly when a new technique was introduced
because inventions that bear no resemblance at all to what has gone before
are very rare. However, there is a reasonable argument that AC calorime-
try (a technique where a measurement is made of the amplitude and phase
of the response of a sample to temperature modulation) was first used in
the 1960s [1], as was the modern form of the more commonly used tech-
nique, differential scanning calorimetry (DSC) [2]. In 1972, a brief paper
was published demonstrating the use of sinusoidal temperature modulation
with a DSC coupled to an electromechanical lock-in amplifier to obtain the
amplitude and phase of the sample’s response [3]. Amplitude and phase
data (expressed as a complex quantity) were given for four frequencies
at one temperature. These authors neither demonstrated nor proposed that
anything more than the AC signals could be obtained, and it was not un-
til 1992 that Reading and co-workers introduced a method that provided
both the AC signals (amplitude and phase) and the total heat flow signal
equivalent to that given by DSC simultaneously in a single experiment [4–
8]. The method used a conventional DSC, and the signals were produced
by a deconvolution procedure carried out by computer. The name modu-
lated temperature DSC was proposed, but this became copyrighted by TA
Instruments, and so the term modulated temperature DSC (MTDSC) was
coined. In addition to the technique, these workers introduced a simple the-
ory and method of interpretation that focused on the differences between
the AC and the DC signals (often expressed by the ‘non-reversing’ signal).
It was shown how ‘hidden’ glass transitions could be seen and why this was
important for understanding cure behaviour [5] (independently Cassettari

xi
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Calorimetry, xi–xiii.
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et al. [9] also developed a technique for doing this on the basis of a modified
isothermal calorimeter), how glass transitions could be analysed in far more
detail for polymer blends [10,11] and how useful additional information
about melting could be gleaned [6]. All of these themes have been much fur-
ther developed by a variety of workers and the leaders in each of these fields;
curing, blends and semi-crystalline polymer systems have contributed to this
book.

At the heart of the deconvolution procedure proposed by Reading and
co-workers was the idea that it is important to disentangle the sample re-
sponse that depends on temperature from the response that depends on
rate of change of temperature. Others had been exploring a related theme
in dielectric response [12]. Since the introduction of MTDSC, exactly
the same principles have been applied to thermomechanical analysis by
Price [13].

As soon as it was introduced, MTDSC became a controversial technique.
This was is large part because, unusually for a new method of characterisa-
tion, it was launched as a commercial product with no ‘gestation’ period in
an academic laboratory. Commercial rivalries inevitably led to conflict and
a certain amount of misrepresentation. There was also confusion because
the first commercial version did not include the ability to use the phase
angle to separate the response to the modulation into in- and out-of-phase
components. Despite this omission, the fact that this was an option was
demonstrated and discussed at the time MTDSC was first described [1–3].
Some workers leapt to the conclusion that this had not been considered and
criticised the technique for this reason proposing the ‘alternative’ method
of deriving a complex heat capacity [14] (like Goldbrecht et al. [3]). The
debate became polarised into advocacy of one or the other approach when,
in reality, this conflict was entirely artificial and the use of the phase an-
gle is completely compatible with the practise and theory of MTDSC [15].
Unfortunately, even today this fallacy persists.

Another reason for controversy was the unexpected nature of some of the
first results, especially in the melt region. Without going into all the details,
the disinclination to accept these data as valid has largely been overcome
and important new insights have been gained in the process.

Introducing MTDSC to an often sceptical world was not easy. The au-
thors of these chapters have all played their part. Another notable contributor
in this respect was Len Thomas whose tireless efforts made an enormous
contribution to wider acceptance and understanding in the early years. Now,
the ‘dust has settled’ and MTDSC has almost passed into routine use, this
book is intended to be the collection of all the information an experimenter
might need to make the best use of this technique when applying it to
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polymers. By concentrating it all into one place, we hope to make matters
simpler for the user and to promote a better understanding of the benefits
and dangers of modulation in DSC.

M Reading and D J Hourston 17/10/2005
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Chapter 1

THEORY AND PRACTICE OF MODULATED
TEMPERATURE DIFFERENTIAL
SCANNING CALORIMETRY

Andrew A. Lacey*, Duncan M. Price¶, Mike Reading**
*Department of Mathematics, Heriot-Watt University, Riccarton, Edinburgh EH14 4AS, UK

¶Institute of Polymer Technology & Materials Engineering, Loughborough University,
Loughborough LE11 3TU, UK

**School of Chemical Sciences and Pharmacy, University of East Anglia, Norwich, NR4 7TJ,
UK

1 Introduction

There are two different literatures on the subject of DSC and calorimetry
in general. The first deals mainly with its applications, the second primarily
with the technique itself. The latter includes, amongst other things, com-
mentary on instrument calibration, the limits of sensitivity and resolution,
the details of modelling the response of the calorimeter and separating the
effects of the measuring system from those due to the phenomenon being
studied. Certainly there is overlap between these two bodies of work. How-
ever, it is also true that it is not necessary to understand fully the details
of the equations that can be used to model heat flow in a DSC cell in or-
der to measure and interpret a glass transition successfully. In this book,
we attempt to strike a balance between satisfying both audiences. In this
chapter, in particular, we attempt, in the first part, to provide sufficient in-
formation to enable the polymer scientist to interpret correctly his or her
results while not burdening the reader with details that might ultimately
obscure the central meaning. This is intended for those more interested in
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2 A. A. Lacey et al.

the results themselves than the process by which they are derived. There is a
discussion of theory, but this is confined to the important results rather than
the details of their derivation. In the second part, a more extended discussion
is offered on the considerable complexities of understanding the details of
modulated temperature calorimetry in its modern form (i.e. an experiment
where both the response to the modulation and underlying heat flow are
obtained simultaneously and compared for a wide range of transitions). The
first part is called ‘Practical MTDSC’, the second ‘Detailed Discussion of
the Theory of MTDSC’.

It is not the intention of this chapter to be a review of the literature (if
the reader is looking for this, Ref. [1] is a recent example). Its purpose is
to serve as an introduction to the technique of MTDSC starting with fairly
basic and practical matters than progressing onto more advanced levels. It
is also intended to serve as a guide to understanding the remaining chapters
that deal with three principal classes of polymeric materials, thermosets,
thermoplastic polymer blends and semi-crystalline polymers.

The use of a modulated temperature profile with DSC, combined with a
deconvolution procedure in order to obtain the same information as conven-
tional DSC plus, at the same time, the response to the modulation, was first
proposed by Reading and co-workers [2–17]. In this section, we describe
the basic deconvolution procedure i.e. how that data are processed and pre-
sented for a typical polymer sample. We then consider how these data are
interpreted.

2 The Basics of Modulated Temperature Differential
Scanning Calorimetry

2.1 SOME PRELIMINARY OBSERVATIONS ON HEAT
CAPACITY

Heat capacity can be defined as the amount of energy required to increase
the temperature of a material by 1 degree Kelvin or Celsius. Thus,

Cp = Q/�T (1)

where Cp = the heat capacity
�T = the change in temperature

Q = amount of heat required to achieve �T .

Often, it would be considered that this is the heat stored in the molec-
ular motions available to the material, that is the vibrational, translational
motions etc. It is stored reversibly. Thus, the heat given out by the sample
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when it is cooled by 1◦C is exactly the same as that required to heat it by
the same amount. This type of heat capacity is often called vibrational heat
capacity. Where temperature is changing, the rate of heat flow required to
achieve this is given by

dQ/dt = CpdT/dt (2)

where t = time

This is intuitively obvious. Clearly, if one wishes to increase the temper-
ature of the material twice as fast, twice the amount of energy per unit time
must be supplied. If the sample has twice the heat capacity, this also doubles
the amount of heat required per unit time for a given rate of temperature rise.
Considering a linear temperature programme, such as is usually employed
in scanning calorimetry

T = T0 + βt (3)

where T = temperature
T0 = starting temperature
β = the heating rate, dT/dt.

This leads to

dQ/dt = βCp (4)

or
Cp = (dQ/dt)/β (5)

This provides one way of measuring heat capacity in a linear rising
temperature experiment: one simply divides the heat flow by the heating rate.
If the temperature programme is replaced by one comprising a linear tempe-
rature ramp modulated by a sine wave, this can be expressed as

T = T0 + βt + B sin ωt (6)

where B = the amplitude of the modulation
ω = the angular frequency of the modulation.

The derivative with respect to time of this is

dT/dt = β + ωB cos ωt (7)

Thus, it follows

dQ/dt = Cp(β + ωB cos ωt) (8)
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For the special case where β is zero, this yields

dQ/dt = CpωB cos ωt (9)

For the simplest possible case, from Eq. (2), the resultant heat flow must
also be a cosine wave. Thus,

AHF cos ωt = CpωB cos ωt (10)

where AHF = the amplitude of the heat flow modulation

It follows that ωB = the amplitude of the modulation in the heating rate.
Thus,

Cp = AHF/AHR (11)

where AHR = amplitude of modulation in heating rate (= ωB).

This provides a second method of measuring heat capacity, by looking at
the amplitude of the modulation. The same relationship applies even if there
is an underlying heating ramp.

In essence, MTDSC is based on simultaneously measuring the heat ca-
pacity of the sample using both methods, the response to the linear ramp and
the response to the modulation, and comparing them. When the sample is
inert and there are no significant temperature gradients between the sample
temperature sensor and the centre of the sample, both methods should give
the same value. The interest lies in the fact that during transitions, these two
methods give different values.

2.2 THE MTDSC EXPERIMENT AND
DECONVOLUTION PROCEDURE

Although many different forms of temperature programme are possible, a
sinusoidal temperature modulation is most often used, as illustrated in Fig-
ure 1.1. Figure 1.2 shows data for amorphous poly(ethylene terephthalate),
PET, from below its glass–rubber transition temperature (Tg) to above its
melting temperature. The modulation in heating rate and the resultant heat
flow is shown as well as one of the signals derived from the deconvolution
procedure, the phase lag between the modulation in the heating rate and that
in the heat flow. As the first step in the deconvolution process, the raw data
are averaged over the period of one oscillation to remove the modulation.
This then gives the total signal, which is equivalent to the signal that would
have been obtained had the modulation not been used, i.e. a conventional



Figure 1.1. Typical temperature–time curve for an MTSC experiment (top) with resultant
heating rate modulation and heat flow response (underlying heating rate: 2◦C/min, period: 60 s,

amplitude: 0.32◦C under nitrogen).

Figure 1.2. Raw data from an MTDSC experiment for quenched PET plus one signal resulting
from the Fourier transform, the phase lag (underlying heating rate: 2◦C/min, period: 60 s,

amplitude: 0.32◦C under nitrogen).
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DSC experiment (see below). The averaged signal is subtracted from the
raw data and the modulation is then analysed using a Fourier transform
procedure to obtain the amplitude and phase difference of the heat flow
response at the frequency of the imposed modulation.

In contrast to the very simple treatment outlined above in section 2.1, one
can allow for the situation that the heat flow modulation might not always
follow exactly the cosine modulation in the heating rate (for reasons that
will become clear in the discussions on various transitions). Thus, the heat
flow may lag behind.

The heat flow modulation = AHF cos (ωt − φ) (12)

where φ = the phase difference between the modulation in the heat flow
and the heating rate, also termed the ‘phase lag’.

The basic output from the first stage of the deconvolution procedure is
therefore,

〈dQ/dt〉 = the average or total heat flow

where 〈〉 denotes the average over one or more periods.
Q = heat,

AHF = amplitude of the heat flow modulation,
AHR = amplitude of modulation in the heating rate,

φ = the phase lag.

Having obtained the amplitudes of the modulations in heating rate and
heat flow, the next step is to use these quantities to calculate a value for the
heat capacity as in Eq. (11).

AHF/AHR = C ∗ (13)

where C ∗ = the reversing heat capacity (also called the cyclic heat capacity
or modulus of complex heat capacity. See below).

There are then two alternative ways of proceeding with the deconvolution
– both of which were originally proposed by Reading and co-workers [2–5].

2.2.1 The Simple Deconvolution Procedure
If the results are to be expressed as heat capacities, then the average total
heat flow is divided by the underlying heating rate β. Thus,

〈dQ/dt〉/β = CpT = the average or total heat capacity (14)



Theory and Practice of MTDSC 7

Figure 1.3. Results from simple deconvolution procedure for the data shown in Figure 1.2.

Having obtained the reversing heat capacity, then one can calculate the
non-reversing heat capacity. Viz

〈dQ/dt〉/β − C ∗ = the non-reversing heat capacity = CpNR (15)

This is illustrated in Figure 1.3 using the data shown in Figure 1.2. Note
that in non-transition regions, for example below the glass transition and
in the molten state, the reversing and total heat capacities are the same.
As should be clear from the discussion in section 2.1, and the theoretical
arguments advanced below, this is exactly what we would expect. If measure-
ments were made on an inert material such as sapphire, then the reversing
and total signals should be coincident and the reversing signal would be
zero. However, all measurements contain errors and so exact agreement is
difficult to achieve. It requires careful calibration (see below) and good ex-
perimental practice. Where there are minor discrepancies, it is useful to use
non-transition regions as a kind of internal calibration and use a linear base-
line correction such as is illustrated in Figure 1.4. The two signals are forced
to be the same where it is known that they should be. Whether the total or
the reversing heat capacity is taken to give the ‘correct’ value is a matter of



8 A. A. Lacey et al.

Figure 1.4. Total and reversing Cp before baseline correction applied to data in Fig. 1.3.

judgement given the experimental conditions used (and may well be irrele-
vant depending on what information is being sought from the experiment).
This is discussed below in the sections dealing with selection of experi-
mental conditions and calibration. The non-reversing signal is calculated
after any shift to make the non-transition reversing and total signals the
same.

It can be argued that enthalpies associated with, for example, crystallisa-
tion, should not be expressed as changes in heat capacity in the way shown
in Figure 1.3. Perhaps this term is best reserved for the reversible storage
of heat in the motions of the molecules such as we see in the non-transition
regions. This is a moot point. In practice, results are often expressed in terms
of heat capacity, regardless of any transitions that occur, and this convention
is followed in this book.

Although all of these signals in Figure 1.3 are expressed as heat capaci-
ties, they can equally well be expressed as heat flows.

〈dQ/dt〉 = average or total heat flow

C∗β. = reversing heat flow (16)
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This is then subtracted from the total heat flow to obtain the non-reversing
heat flow. Viz

〈dQ/dt〉 − C ∗β = non-reversing heat flow (17)

The convention often adopted for heat flux DSCs means that exotherms
go up and so, in addition to changing the units on the y-axis, expressing the
signals as heat flows also sometimes means inverting the curves compared
to Figure 1.3. However, it is not uncommon to express exotherms as going
down even when plotting the data as heat flow. The reader simply needs to
be careful in regard to what units and conventions are being used.

Note that the simple deconvolution procedure makes no use of the phase
lag signal.

2.2.2 The Complete Deconvolution Procedure
In this procedure, the phase lag is used to calculate the in- and out-of-phase
components of the cyclic heat capacity. Viz

C ∗cos φ = phase-corrected reversing heat capacity = CpPCR (18)

C ∗sin φ = kinetic heat capacity = CpK (19)

In reality, the phase angle cannot usually be used directly. A baseline
correction is required. This is dealt with in the calibration section below.

The complete deconvolution then proceeds in the same way as for the
simple deconvolution, except that the phase-corrected reversing heat capac-
ity is used instead of the reversing heat capacity. Thus

〈dQ/dt〉/β − CpPCR = phase-corrected non-reversing heat flow

= CpPCNR (20)

The results of this deconvolution applied to the data in Figure 1.2 are given
in Figure 1.5.

Again, all of the signals can also be expressed as heat flows.

〈dQ/dt〉 = average or total heat flow

CpPCRβ = phase-corrected reversing heat flow (21)

〈dQ/dt〉 − CpPCRβ. = phase-corrected non-reversing heat flow (22)

CpKβ = kinetic heat flow (23)
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Figure 1.5. Results of complete deconvolution procedure for the data shown in Figure 1.2.

Thus, in general, all signals can equally well be expressed as heat ca-
pacities or heat flows simply by multiplying or dividing by the underlying
heating rate, β, as appropriate. Often both types of signals are mixed, so
reversing heat capacity is co-plotted with non-reversing heat flow.

2.2.3 Comments on the Different Deconvolution Procedures
In Figure 1.6, a comparison is made between the reversing and the phase-
corrected reversing and non-reversing signals. It can be seen that there is
only a significant difference in the melt region. In reality, the simple decon-
volution is an approximate form of the complete deconvolution procedure.
The phase correction is, in most polymer transitions, except melting, negli-
gible, as illustrated in Figure 1.6. Thus,

C ∗ ≈ CpPCR (24)

A quantitative interpretation of results in the melt region, with or without
the use of the phase lag, is often problematic. As a consequence of this, it
often does not matter whether the phase correction has been applied or not
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Figure 1.6. Co-plot of reversing and non-reversing heat capacity arising from the simple and
full deconvolution procedures applied to the raw data from Figure 1.2.

unless the kinetic heat flow is specifically of interest. In many of the appli-
cations described in this book, no phase correction has been used. However,
it must be stressed that there is no conflict between the simple and complete
deconvolution procedures. Perhaps because of an initial misunderstanding
in the literature [2,15,17,18], even today authors present the deconvolution
into reversing and non-reversing as an alternative to using the phase cor-
rection (to derive the phase-corrected reversing and kinetic heat capacities
or complex heat capacity. See below). It is sometimes even presented as
a rival method. This confusion in the literature is an obstacle to a proper
understanding of the technique and it is to be hoped that in future it will
cease. The use of the phase lag is an optional refinement that has always
been part of MTDSC from the time it was first introduced [2]. The full
deconvolution does provide the maximum information and workers who
prefer this are encouraged to pursue it. If it is not used routinely, it is simply
because the phase lag is sensitive to non-ideal behaviour of the combination
of the sample, pan and measuring system and correcting for this requires
additional effort (see the calibration section below) often with little prac-
tical benefit. However, improvements in instrumentation and software will
probably make the full deconvolution routine in future.
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2.2.4 Comments on Nomenclature
The reason for the nomenclature reversing and non-reversing will be given
below as part of the discussion on practical MTDSC in the section on
chemical reactions and related processes. It was the original intention of
Reading and co-workers that the term reversing should mean what is re-
ferred to above as the phase-corrected reversing [19], while accepting that
in most cases the phase lag correction would not be used because it is very
small. However, the de facto current practice is that reversing applies to the
non-phase-corrected signal and this is the convention that we use in this
book.

It is also possible, and often helpful, to use complex notation. The ra-
tio of the amplitudes of the modulations of the temperature rise and heat
flow gives one useful piece of information: C ∗ = AHF/AHR. The phase
lag gives another. These two bits of information are equivalent to know-
ing both CpPCR and CpK, or the single complex quality Ĉ = CpR − iCpK

where i = the square root of −1. Since the temperature rise and heat
flow modulations can be written as Re{ωBei� t} and Re{AHFei(ωt−φ)} =
Re{(AHF cos φ − i AHF sin φ)eiωt}, respectively, (AHR = ωB), the complex
heat capacity can be defined directly.

Ĉ = AHFe−iφ

AHR
= C ′ − iC ′′ (25)

where CpPCR = C ′ = the real component,
CpK = C ′′ = the imaginary component.

Manipulations needed to relate heat flow AHR to temperature changes
through theoretical models for transitions, or through properties of calorime-
ters, are usually more conveniently done via such complex qualities. The
value Ĉ can then lead directly to evaluations of real specific heat and pa-
rameters controlling kinetics. However, the use of complex notation does
not imply a different theoretical treatment or method. It is simply a more
convenient mathematical formalism. The terms ‘real’ and ‘imaginary’ heat
capacity and ‘phase-corrected reversing’ and ‘kinetic’ heat capacities are
interchangeable.

It is regrettable that such a proliferation of names is in common use and
this must be confusing to many workers. However, by paying close attention
to the above text, it should be possible to deduce the correct signal in almost
all cases.
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3 Practical Modulated Temperature DSC

3.1 THE IMPORTANCE OF LINEARITY

One point that needs to be mentioned is that the analysis described above
assumes that the sample’s response to the modulation can be approximated
as linear. Clearly, the processes such as those that follow Arrhenius kinetics
or related kinetics of a glass transition are not linear with temperature.
However, over a small temperature interval they can be approximated as
linear. Where this cannot be said to be true, the above analysis fails because
it assumes a linear response.

Where a multiplexed sine wave or saw-tooth modulation is used the
deconvolution procedure can be used to extract the response at a series
of frequencies [4,10,19,20]. However, current commercial products restrict
themselves to using the first component of the Fourier series, which is then,
with the assumption of linearity, equivalent to using a single sinusoidal
modulation. It is true that looking at the whole Fourier series, rather than just
the first component, offers scope for increasing the amount of information
that can be obtained from an MTDSC experiment. This applies even to single
sinusoidal modulations (because non-linearities produce harmonics) as well
as multiple simultaneous sine waves or saw-tooth modulations. This will be
considered in greater detail below in the section on advanced MTDSC.

3.2 SELECTION OF EXPERIMENTAL PARAMETERS

A fundamental consideration that always applies is the requirement that
there be many modulations over the course of any transition. Stated simply,
the deconvolution procedure described above can only make sense if the un-
derlying heat flow is changing slowly and smoothly under the modulation.
If this is true, averaging the modulated signal over the period of the mod-
ulation will provide, to a good approximation, the same information as an
un-modulated experiment. The averaging will usually mean the modulated
experiment looks ‘smoothed’ to some extent. Thus, the tops of peaks may
be a little ‘rounder’, but the areas under the peaks and all of the essential
features will be the same. If a significant part of a transition occurs over the
course of a single modulation, this invalidates the assumptions behind the
use of the Fourier series. As the reader proceeds through the sections on the-
ory and typical results, it is hoped that these points will become intuitively
obvious. As a general rule of thumb for most polymer applications, where the
transition is a peak in dQ/dt , then there should be at least five modulations
over the period represented by the width at half height. Where the transition



14 A. A. Lacey et al.

Figure 1.7. Reversing Cp for sapphire as a function of period in helium and air
(quasi-isothermal measurement at 50◦C, amplitude 1◦C). Literature value from ref. 38.

is a step change, there should be at least five modulations over that part of
the transition where change is most rapid. Where there is doubt, the number
of modulations should be increased by reducing the underlying temperature
ramp to check whether this significantly changes the reversing signal.

There is the question of what period should be used. As mentioned above,
for an inert material the reversing heat capacity should provide an accurate
measure of the specific heat capacity (= heat capacity/mass) of the sample
when the calorimeter is calibrated in the conventional way (see below). This
is true when the period is long, typically over 100 s or more. As the period
becomes shorter, the apparent reversing heat capacity becomes smaller as
illustrated in Figure 1.7. This happens because there are thermal resistances
between the pan and the temperature sensor, the pan and the sample and
within the sample itself. A long period implies a slow underlying heating
rate that is undesirable because this means a long time for the experiment and
a reduction in the signal-to-noise in the total signal. A typical compromise
is 60 s used with a calibration factor determined using a calibrant with an
accurately known heat capacity. (This is described in the calibration sections
below). In Figure 1.7, it can be seen that the effects of the thermal resistances
are smaller when helium is used and a reasonable compromise is 40 s (again
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with a calibration factor). While it is true that considerable progress has
been made by some workers in characterising and compensating for these
non-ideal experimental conditions [12,21–27], for most experimentalists,
the best approach is to use longer periods that avoid the complications
engendered by these thermal resistances. It should be noted that, if helium
is used, the concentration of helium in the actual cell will generally not be
100% and will vary with flow rate. This means that the flow rate must be
accurately controlled (usually with a mass flow controller).

Once the period is chosen, the requirement that there be many modu-
lations over the course of all transitions then sets limits on the maximum
heating rate that can be used. A typical heating rate with a 60-s period would
be 2◦C/min, or 3◦C/min for a 40-s period. A lower rate might be used if a
transition is particularly sharp or more resolution is required. Alternatively,
there will be circumstances when a faster underlying heating rate might be
used. Generally, in current instruments, which usually use a nitrogen purge,
a 60-s period with a 2◦C/min ramp is a reasonable starting point, but as in
conventional DSC the conditions will vary according to the sample and the
specific information being sought.

The choice of modulation amplitude is firstly governed by the signal-to-
noise ratio. If the amplitude is too small, then it will be difficult to detect and
so the signal-to-noise will degrade. A few tenths of a degree should normally
be sufficient. If the amplitude is too large then this will ‘smear’ the transition.
Consider a glass transition that is 10◦C wide. If the modulation amplitude
is also 10◦C, then when the average temperature is 5◦C below its onset,
the modulation will already be significantly influenced by the transition.
There is also the problem of linearity. If the amplitude it too large, then the
response will be significantly non-linear. A check is to change the amplitude
and it should be possible to find a range of values where the result remains
invariant. An amplitude of 0.5◦C will often give satisfactory results for the
kinds of applications considered in this book.

It is possible to select a programme for a rising temperature experiment
such that the minimum heating rate is always positive or zero (this is the case
in Figure 1.2), or the heating rate is sometimes negative. In the next section,
the various different types of transition that can be studied by MTDSC are
discussed. In general, any type of heating programme can be used except
when it is the melting behaviour that is of interest. In the case of melting,
it has been shown that the material that melts while the temperature is
increasing will not crystallise when the temperature is decreased [8,10].
This then gives rise to a highly asymmetrical and, therefore, non-linear
response to the modulation. Consequently, when melting is being studied,
conditions should be chosen so that the heating rate is never negative. (This
is sometimes referred to as ‘heat-only’ conditions).
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In reality, it is not possible to recommend experimental conditions that
will apply very generally to a wide range of materials and types of study.
The above comments are intended as a simple guide for the novice. These
guidelines are often contravened in this this book! There is no substitute
for gaining a good understanding of the basic theory of MTDSC and then
building experience through practical study.

3.3 COMMON TRANSFORMATIONS STUDIED BY
MTDSC

In the next part of this chapter, we will consider the most commonly encoun-
tered types of processes that are studied by MTDSC in polymeric materials.
The types of results they give and the appropriate specific kinetic functions
will be discussed. The categories are as follows.
1) Chemical reactions and related processes.
2) Glass transitions.
3) Melting.

3.4 CHEMICAL REACTIONS AND RELATED
PROCESSES

3.4.1 Characteristics of MTDSC Results for Chemical Reactions and
Related Processes

In this section, the discussion will begin with the simplest case that can
realistically be considered—a zero-order irreversible chemical reaction. In
this example, the reaction rate is a function only of temperature until all
reactant is consumed and the reaction stops. The exact function governing
the temperature dependence of the reaction rate is not defined in this initial
analysis, but it can be, it is assumed, approximated to be linear over the small
temperature interval of the modulation. The more general case where the
chemical reaction can be considered to be a function of time (and therefore
conversion) and temperature is then treated. Finally, the Arrhenius equation
is dealt with, as this is the most relevant case to the subject of this book.

In the case of a zero-order reaction, the rate of the reaction is dependent
only on the temperature. Thus, it produces heat at a rate given by some
function of temperature. Taking the heating programme given above in
equation 6,

dQ/dt = Cp(β + ωB cos ωt) − h(T0 + βt + b sin ωt) (26)

where h(T ) = some function that determines how the heat output from the
reaction changes with temperature.
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Note that the contribution to the heat flow from the sample’s heat capacity
is included. As discussed above, the heat capacity can be considered as
the energy contained in the various vibrational, translational etc. modes
available to the sample. In this section, these processes are considered to be
very fast and can normally be treated as instantaneous when compared to
the frequency of the modulation that typically has a period of several tens
of seconds. This means that any heat flow deriving from the heat capacity
will not depend on the heating rate or frequency of the modulation. The
energy contained in these molecular motions is stored reversibly. This can
be contrasted with the enthalpy associated with the zero-order chemical
reaction being considered in this case, which is irreversible.

It can be shown (see section 4.3 on detailed MTDSC theory) that to a
good approximation under realistic conditions

dQ/dt = Cpβ − h(T0 + βt) + ωBCpcos ωt + C sin ωt (27)

For clarity, this can be rewritten as:

dQ/dt = Cpβ − h(T0 + βt) . . . the underlying signal

+ ωBCp cos ωt + C sin ωt . . . the response to the modulation (28)

where C = Bdh(T0 + βt)/dT = the derivative of h(T0 + βt) with respect
to temperature.

Note that the underlying signal is the same as would be obtained in a
conventional non-modulated experiment. Averaging over the period of a
modulation will suppress the modulation. Thus,

〈dQ/dt〉 = Cpβ − h(T0 + βt) (29)

Also,

CpPCR = Cp (30)

CpK = (dh(T0 + βt)/dT )/ω (31)

Thus, it follows that

〈dQ/dt〉 − CpPCRβ = h(T0 + βt) = the phase-corrected
non-reversing heat flow (32)

In other words, it is possible to separate the contribution in the total heat
flow from the heat capacity and which arises from the zero-order reaction. It
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is this ability that is one of the main advantages of MTDSC. In most cases,
it is not necessary to use the phase lag correction in order to achieve this.
So, the simple deconvolution procedure is adequate.

The above is intuitively satisfactory when one considers that, in a zero-
order reaction, the reaction rate will change only with temperature and
will thus follow the B sin ωt of the modulation. The contribution from the
heat capacity, on the other hand, follows the derivative of temperature and
thus follows ωB cos ωt. The in-phase contribution arises from a signal that
depends only on the heat capacity. Thus, this provides a means of separating
or deconvoluting these two different contributions to the heat flow.

We now consider a more general process that gives rise to a heat flow and
is governed by a kinetic function that is dependent on temperature and time,
f (t , T ). The derivation of this result given below is provided in section 4.3
on advanced theory. In effect, we come to essentially the same conclusion
as for the zero-order case.

dQ/dt = βCp + f (t, T0 + β) . . . the underlying signal

+ ωBCp cos ωt + C sin ωt . . . the response to modulation

(33)

where C = B(∂ f/∂T ) (as defined above) to some approximation, but may be
considered to include other terms depending on the experimental conditions
and the nature of the f (t ,T ) term. (See the section on detailed theory).

By analogy with the case considered above,

〈dQ/dt〉 − CpPCRβ = f (t, T0 + βt)

= the phase-corrected non-reversing heat flow (34)

Thus, as also demonstrated in Eq. (32), by carrying out this deconvo-
lution procedure it is possible to separate the two fundamentally different
contributions to the total heat flow: the reversible contribution that derives
from the heat capacity (the phase-corrected reversing heat flow) and the
contribution that derives from f (t,T ) which is, on the time-scale of the
modulation, irreversible. In most cases, the phase-corrected reversing heat
flow will be the same as the reversing heat flow to an accuracy greater than
that of the measurement being made.

In the description given above, essentially represented in Eqs. (26)–(34),
the ‘reversing’ signal was truly reversible and the ‘non-reversing’ signal
came from a nominally irreversible process. However, the non-reversing
signal can also be the heat from a crystallisation or from the loss of volatile
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material. Both of these processes are reversible in the sense that, with large-
scale temperature changes, crystals can be melted and, on cooling, moisture
can be reabsorbed. For this reason, the term non-reversing was coined to
denote that at the time and temperature the measurement was made the
process was not reversing although it might be reversible.

Most of the transitions being considered in this section will follow, to
some approximation, the Arrhenius equation, viz

dx/dt = f (x)Ae−E/RT (35)

where x = the extent of the reaction,
t = time,

f (x) = some function of the extent of reaction,
A = the pre-exponential constant,
E = the activation energy,
R = the gas constant,
T = absolute temperature.

This type of behaviour is associated with the well-known energy barrier
model for thermally activated processes. In this model, a material changes
from one form to another more thermodynamically stable form, but must
first overcome an energy barrier that requires an increase in Gibbs free en-
ergy. Only a certain fraction of the population of reactant molecules have
sufficient energy to do this and the extent of this fraction and the total num-
ber of reactant molecules determine the speed at which the transformation
occurs. The fraction of molecules with sufficient energy is dependent upon
the temperature in a way given by the form of the Arrhenius equation. Thus,
this must also be true for the transformation rate. The types of process that
can be modelled using this type of expression include chemical reactions,
diffusion controlled processes such as the desorption of a vapour from a
solid and some phase changes such as crystallisation. There will be some
constant of proportionality, H , such that the rate of heat flow can be directly
related to the rate of the process, viz

(dQ/dt)r = Hdx/dt = H f (x)Ae−E/RT (36)

One can derive the following equation. (See the advanced theory section)

dQ/dt = βCp + H f (〈x〉)Ae−E/RT . . . the underlying signal

+ BωCp cos ωt + C sin ωt . . . the response to modulation

(37)
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where C = B f (〈x〉)d(HAe−E/R〈T 〉)/dT = B f (〈x〉)(HAE/R〈T 〉2)e−E/R〈T 〉.

A typical form of f (x) might be

f (x) = (1 − x)n

where n = the reaction order.
However, there are many other possibilities that are already well estab-

lished in the literature 28. Some of these are considered in detail in Chapter 2.
Again, one can say

〈dQ/dt〉 = βCp + H f (〈x〉)Ae−E/RT (38)

〈dQ/dt〉 − CpPCRβ = H f (〈x〉)Ae−E/RT

= the non-reversing signal (39)

Thus, it is possible to conclude that the non-reversing heat flow contains
that part of the underlying signal that comes from the chemical reaction. In
most cases, it is also true to a very good approximation that C ∗ = CpPCR.

Thus, it is not necessary to use the phase correction in order to measure
the heat capacity and then calculate the non-reversing signal. So, the simple
deconvolution can be used.

Also since CpK = (HAE f (〈x〉)/ωR〈T 〉2)e−E/R〈T 〉 and a comparison with
the phase-corrected non-reversing signal shows that the activation energy
is given by

E = (ωR〈T 〉2CpK)/(〈dQ/dt〉 − CpPCR) (40)

Toda et al. have shown that Eq. (40) can be used to determine E [29].
Above, the simplest possible case (a zero-order reaction) has been con-

sidered. Here, the results are intuitively easy to understand. The general
case, f (t ,T ), where the kinetics are a function of both time and temperature
is then considered and essentially the same result is achieved. Finally, for
completeness, the most commonly encountered case (the Arrhenius equa-
tion) is dealt with. In all of these examples, we came to the same conclusions
(mathematical details are given in section 4.3 on MTDSC theory).

Figure 1.8 shows results for a curing sample. In the reversing signal, a
glass transition is observed during the course of the cure reaction, which pro-
vides the enthalpy change that appears in the non-reversing signal. Clearly,
it is not possible to obtain the same information from a conventional DSC
experiment, which would not be able to separate these two contributions to
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Figure 1.8. Isothermal cure of an epoxy resin showing a glass transition during cure. Data from
Ref. [5].

the total heat flow. The advantages that this affords for the study of reacting
systems are illustrated extensively in Chapter 2.

Figure 1.9 shows an example of detecting a glass transition beneath a cold
crystallisation exotherm. The total heat flow corresponds to a conventional
DSC experiment. It is not possible from inspection of the distorted peak
in this curve to conclude that it is formed from an exotherm (from the
crystallisation of PET) superimposed on a glass–rubber transition (from the
polycarbonate). The additional signals of MTDSC make this interpretation
clear. In this case, the crystallisation acts like a chemical reaction: once
formed the crystals remain as the temperature increases through the peak.
Thus, the process is non-reversing.

Inspection of Figure 1.3 shows there is a decrease in reversing heat ca-
pacity as initially purely amorphous PET crystallises. This effect is present,
but cannot be seen easily in Figure 1.9, in part because the change is cor-
respondingly smaller in this sample as there is a large amount of second
amorphous material present and also due to the increase in heat capacity
through Tg. The results in Figure 1.3 are an accurate reflection of the fact
the crystals have a lower heat capacity than the amorphous material that
proceeded them. Note also that, during the cold crystallisation, the peak in
the phase lag is negative (and so, therefore, is the kinetic heat capacity).
This is exactly what theoretical analysis predicts.
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Figure 1.9. Crystallisation of PET:PC bilayer film showing detection of PC glass transition
during crystallisation of PET. Data from Ref. [3].

This ability to measure changes in vibrational heat capacity that occur
during the course of a process that gives rise to a heat flow such as a chemical
reaction or crystallisation is a very useful aspect of MTDSC. It applies
equally well to the loss of volatile material, for example, that can mask a
glass transition.

Often the deconvolution into reversing and non-reversing is most useful
when there is a ‘hidden’ glass transition such as in Figures 1.8 and 1.9.
For reasons that are discussed in the section below on glass transitions,
the presence of a glass transition in the reversing signal implies an error
in the non-reversing signal. This is because not all of the energy changes
associated with a glass transition is to be found in the reversing signal. At Tg,
there is always a (usually) small non-reversing contribution. In most cases,
this can be neglected. Where it is important to account for this, it can be
done by measuring the non-reversing signal of the relevant glass transition
when other processes are not present (see Ref. [38]).

3.4.2 Summary
� By averaging the modulated heat flow signal, one can recover results that

are equivalent to conventional DSC. This is important because DSC is
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a highly successful technique for the good reason that the information it
provides is very useful.

� One can measure the sample’s vibrational heat capacity independently
of any other process that is occurring, such as a chemical reaction, by
looking at the in-phase response to the modulation. This signal gives Cp

directly.
� The out-of-phase response can be expressed as the kinetic or, in complex

notation, the imaginary heat capacity or simply as C in many of the above
equations. It can take a variety of forms depending on the details of the
experiment conditions and the form of f (t ,T ). However, it is generally
approximated by taking the derivative with respect to temperature of the
heat flow generated by the reaction or other process. This signal can be
used to determine the activation energy for a reaction.

� Very often the out-of-phase component C is small, so the reversing heat
capacity (modulus of the complex heat capacity) is the same as the in-
phase component (phase-corrected reversing or real heat capacity). So,
the phase correction can be neglected. This means that the simple decon-
volution defined above can be used.

� The non-reversing signal gives a measure of the energy that arises from
the chemical reaction.

� Where a glass transition is present underneath a non-reversing peak due
to a cure reaction or a similar transformation, then this does imply an error
in the non-reversing signal because there is a non-reversing component
arising from devitrification. This can usually be neglected or corrected for.

3.5 THE GLASS TRANSITION

3.5.1 Characteristics of MTDSC Results for Glass Transitions
Figure 1.10 shows typical MTDSC results for a glass transition for a
polystyrene sample that has been annealed for different lengths of time.
It can be seen that, as expected, the total signal is the same as that observed
for a conventional DSC experiment. As annealing increases, the character-
istic endothermic peak at the glass transition increases. At low levels of
annealing, there are noticeable changes in the total signal as the characteris-
tic relaxation peak is seen to develop. However, the changes in the reversing
and kinetic signals are small. It follows that the non-reversing signal shows
an increasing peak with annealing time. The use of MTDSC seems to elim-
inate the influence of annealing and enables the relaxation endotherm to
be separated from the glass transition itself. To a first approximation, this
is true, but this must be understood within the context of the frequency
dependence of the glass transition.
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Figure 1.10. Typical results for a glass transition with different degrees of annealing
(polystyrene annealed at 90◦C and re-heated at 2◦C/min, period: 40 s, amplitude 0.21◦C

under helium).

It is well known that the temperature of the glass transition is frequency
dependent from measurements made with dynamic mechanical and dielec-
tric measurements. This same frequency dependence is seen in MTDSC
[30]. Figure 1.11 shows the results for polystyrene at a variety of frequen-
cies. For a cooling experiment with MTDSC, there is both a cooling rate,
β, and a frequency (the frequency of the modulation, ω). If the cooling
rate is kept the same and the frequency is varied, the underlying signal re-
mains constant, while the reversing signal changes. The underlying signal
will always give a lower Tg than the reversing signal because the underlying
measurement must, in some sense, be slower (i.e. on a longer time-scale)
than the reversing measurement. This is because of the requirement that
there be many modulations over the course of the transition. As the cooling
rates become slower, in other words as the time-scale of the measurement
becomes longer, Tg moves to a lower temperature. Similarly, as the frequency
decreases, Tg moves to lower temperatures. As a consequence of this, there
is a peak in the non-reversing signal as the sample is cooled that is clearly
not related to annealing, but is a consequence of the difference in effective
frequency between the average measurement and that of the modulation.
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Figure 1.11. Experimental results that illustrate the effect of frequency on the total, reversing
and non-reversing Cp for the glass transition of polystyrene in cooling (period: 20, 40, 80 and

160 s, underlying rate: 1◦C/min, ‘cool-only’ under helium).

Thus, the non-reversing signal changes with cooling rate and modulation
frequency. This is shown in Figure 1.11.

On heating, the non-reversing signal, as can be seen from Figure 1.10, is
related to the amount of annealing and also must contain the effects of the
different effective frequencies used in the measurement. These effects can
be treated as additive. Thus, the non-reversing signal gives a measure of the
enthalpy loss on annealing with an offset due to the frequency difference.
This is intuitively satisfactory, as the enthalpy that is regained by the sample
on heating after annealing cannot be lost again on a short time-scale at the
time and temperature at which the measurement is made. In this sense, it is
non-reversing in the same way as a chemical reaction or crystallisation event.
This simple picture is only a first approximation, but it will be adequate in
many cases. In particular, the non-reversing peak at the glass transition can
be used to rank systems in terms of degree of annealing.

In the discussion above it is assumed that, as indicated in Figure 1.10, the
reversing signal is not affected by annealing. In reality, this is not correct. At
higher degrees of annealing, the reversing signal becomes sharper. Thus, the
simple relationships outlined in the previous paragraph break down. This
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Figure 1.12. Effect of long annealing times on the total and reversing signals (polystyrene
unaged and aged at 90◦C for 40 h, re-heated at 2◦C/min, 40s period, amplitude: 0.21◦C under

helium).

is illustrated in Figure 1.12, which compares the behaviour of a sample of
polystyrene that has been subjected to a low and a high level of annealing.
Figure 1.13 shows that slower cooling rates also lead to sharper reversing
transitions. In both cases, the sample is closer to equilibrium when it under-
goes the transition in the reversing signal and this leads to a narrowing of
the temperature range over which it occurs. How this can be allowed for is
discussed below.

At first sight, the step change in Cp that occurs at the glass transition
might be interpreted as a discontinuity: that would mean that it would be
a second-order transition. In fact, the transition is gradual as it occurs over
about 10◦C or more. Its position also varies with heating rate (and with
frequency in MTDSC), which reveals that it is a kinetic phenomenon. The
co-operative motions that enable large-scale movement in polymers have
activation energies in a way that is similar to (but not the same as) the
energy barrier model mentioned above for Arrhenius processes. Thus, as
the temperature is decreased, they become slower until they appear frozen.
There is a contribution to the heat capacity that is associated with these
motions. Therefore, as the temperature is reduced, these large-scale motions
are no longer possible and consequently the material appears glassy (rigid)
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Figure 1.13. Experimental results that illustrate the effect of cooling rate on the total and
reversing Cp for the glass transition of polystyrene (period: 20s, underlying rate: 1, 2 and

5◦C/min, ‘cool-only’ under helium).

and the heat capacity decreases. In reality, whether a polymer appears glassy
or rubbery depends the time-scale of the observation. Thus, if the polymer
is being vibrated at a frequency of several times a minute, it may be springy
and return to its original shape when the stress is removed. If it is being
deformed and released over a period of a year, it may well behave like a
pliable material that creeps under load, thus retaining a permanent distortion
in dimensions when unloaded. There is a parallel dependence of the heat
capacity on how rapidly one is attempting to put heat into or take it out of
the sample. Thus, the position of Tg changes with heating and cooling rates.

Figures 1.14 and 1.15 give the enthalpy and heat capacity diagrams for
glass formation. The enthalpy gained, or lost, by a sample is determined
by integrating the area under the heat capacity curve. Above Tg, the sam-
ple is in equilibrium (provided no other processes such as crystallisation
are occurring). Consequently, this line is fixed regardless of the thermal
treatment of the sample and a given temperature corresponds to a unique
enthalpy stored within the sample. As the sample is cooled, there comes
a point at which the Cp changes as it goes through the glass transition.
Thus, dQ/dt changes and so does the slope of the enthalpy line. At different
cooling rates, the temperature at which this occurs changes. Thus, a different



Figure 1.14. Enthalpy diagrams for the glass transition – original data obtained on polystrene.
The change in Cp between the glass and rubber has been exaggerated for clarity.

Figure 1.15. Schematic heat capacity plot that corresponds to the enthalpy diagram shown in
Figure 1.14 showing the peak in Cp arising from annealing.
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glass with a different enthalpy is created. Above the transition, the sample
is at equilibrium. Below Tg, it is at some distance from this equilibrium line,
but is moving towards it very slowly. Thus, glasses are metastable. If the
glass is annealed at temperatures a little below the glass transition, it looses
enthalpy relatively rapidly and becomes a different glass as it moves toward
the equilibrium line. At temperatures far below Tg, the rate of enthalpy loss
becomes very slow and effectively falls to zero. When the sample is heated,
the enthalpy lost on annealing must be regained and this gives rise to the
characteristic peak at the glass transition as seen in Figure 1.10.

From a simple model [31] of the glass transition, it is possible to derive
approximate analytical expressions that model the response to the modula-
tion at the glass transition. (See the discussion in section 4.4). Viz

�CpPCR = �Cp/
(
1 + exp

(− 2Qω�h∗(T − Tgω)/RT 2
gω

))
(41)

CpK = q�CpPCR exp
(− Qω�h∗(T − Tgω)/RT 2

gω

)
/(

1 + exp
(− 2Qω�h∗(T − Tgω)/RT 2

gω

))
(42)

where �C p = the change in heat capacity at the glass transition,
Qω and q = shape factors related to the distribution of relaxation

times and mechanism of the relaxation process,
�h∗ = the apparent activation energy,
Tgω = the glass transition temperature (at half height) at

frequency ω.

The Tgω is given by relating the period of oscillation to the time-scale asso-
ciated with the Arrhenius relationship, viz

ω = Ae−�h∗/RTgω (43)

The change in the average or total signal for heating or cooling rate β can
be approximately modelled using the following relationship which simply
combines a step change (first term on rhs of the equation which is based on
the equation for the reversing signal, see equation 41) with a peak (second
term on rhs of the equation and which is zero on coling) viz:

�CpTβ = �Cp(
1 + exp

(− 2Qβ�h∗(T − Tgβ)/RT 2
g

))

+ h exp(T − Tgp)

(1 + a exp(T − Tgp))n
(44)
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Here, Tgβ = the apparent glass transition temperature for the total signal,
Qβ = shape factor for the underlying measurement at heating/

cooling rate, β, where this would generally be different
on heating and cooling.

Tgp, h and n are all fitted parameters that change with the degree of
annealing (see Fig. 17).

Equation (44) is an ad-hoc model that is used here for illustrative pur-
poses because it is often useful to think of the glass transition as a combina-
tion of a step change in heat capacity with an additional peak that increases
in size with increasing enthalpy loss. This is illustrated in Fig. 17. However,
it must be stressed that at higher levels of annealing this model cannot be
applied. There is no simple analytical expression that can be used and one is
forced to use numerical solutions to models such as that given in equation 94.

Tgβ would normally show an Arrhenius dependence on cooling rate:

β = z Ae−Dh∗/RTgβ (45)

where z is some constant with units of ◦C−1. In fact, this pre-exponential
factor can be considered to be a function of heating rate, but this is beyond the
scope of this discussion. For any frequency, there must be a cooling rate that
would give the same transition temperature (taken at the half height of the
step change) and so there should be a frequency–cooling rate equivalence.

These must of course be obtained from two separate experiments as
these signals can never give the same Tg in a single experiment. One way of
looking at this is to think in terms of the time taken to traverse the transition
as (with suitable weighting) a measure of the time-scale of the linear cooling
rate measurement. This then is related to the period that gives a measure of
the time-scale of the cyclic measurement. Thus, β and ω can be related by

zω = β (46)

The concept of a reversing response can be extended to the total signal
by considering a heating and cooling experiment at the same rate. The
vibrational heat capacity of a purely inert sample should be exactly the
same at any temperature and so completely reversing (and reversible). An
experiment where the sample is cooled through a glass transition, and then
heated at the same rate, will give a similar, but not identical, result in both
directions. Because of this, it is convenient to define a hysteresis factor
hβ(t,T ) describing this difference

hβ(t,T ) = �CpTβH − �CpTβC (47)
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where �CpTβC = the change in heat capacity on cooling

�CpTβH = the change in heat capacity on heating without annealing

It is possible to raise objections to this approach on the basis that change
below Tg never ceases. Thus, there is no end to the transition region on
cooling and so any choice of temperature at which to reverse the cooling
programme is arbitrary. This implies that the shape of the heating curve
cannot be fixed. However, in reality, the rate at which the sample approaches
the equilibrium line decreases very rapidly below the glass transition. Thus,
a few tens of degrees below the mid-point of the step change, the transition
can be said to have come to an end.

To a reasonable approximation

�CpTβC = �Cp/
(
1 + exp

(− 2QCβ�h∗(T − TgCβ)/RT 2
gCβ

))
(48)

�CpTβH = �Cp/
(
1 + exp

(− 2QHβ�h∗(T − TgHβ)/RT 2
gHβ

))
+ h exp(T − Tp)

(1 + a exp(T − Tp))n
(49)

Where �CpTβH = the change in heat capacity on heating with or without
annealing.

It is also convenient to define a function for the enthalpy recovery at Tg

due to any annealing.

Nβ(t, T ) = �CpTβH − �CpTβH ω (50)

so that
∫ Nβ(t , T ) dt = enthalpy loss on annealing.
Combining these equations, we obtain

�CpTβH = �CpTβC + hβ(t, T ) + Nβ(t, T ) (51)

Note that Eqs. (41), (42), (44), (47)–(49) and (51) give the behaviour
of the step change at the glass transition. For a more complete model, the
change in heat capacity as a function of temperature must be taken into
account above and below Tg. To deal with this, all equations that feature �Cp

can be adapted to follow real world behaviour by assuming a linear function
above and below the glass transition. Taking Eq. (41) as an example, yields

CpPCR = ((a2 − a1)T + (b2 − b1))/
(
1 + exp

(−2Qω�h∗(T − Tgω)/RT 2
gω

))
+ (a1T + b1) (52)



32 A. A. Lacey et al.

Figure 1.16. Results of modelling the glass transition behaviour of polystyrene in cooling at
80 s period shown in Figure 1.11 by applying Eqs. (41), (42) and (44) (�h* = 690 kJ/mol,

Tgω = 105.5◦C, Qβ = 0.3, Tgβ = 93◦C, Qω = 0.45, q�C p = 0.0078 J/◦C/mol).

where Cpg = a1T + b1 belowTg, a1 and b1 being constants and
Cpl = a2T + b2 above Tg, a2 and b2 being constants.

This modification can also be applied to Eqs. (42), (44), (47)–(49) and
(51). Figure 1.16 provides an example of fitting with this expression for
all of the signals on cooling, while Figure 1.17 gives examples of fitting to
heating curves with different degrees of annealing.

If we return to the general expression for heat flow for MTDSC, we can
express the response at the glass transition as follows.

dQ/dt = βCpCβ + 〈 f (t, T )〉 . . . the underlying signal
+ Cpω Bω cos ωt + C sin ωt . . . the response to modulation

(53)

where Cpω = the heat capacity at the frequency ω, given approximately by
Eq. (41). The transition temperature and shape factor change
slightly with high levels of annealing or very slow cooling.

CpCβ = the ‘reversing’ heat capacity implied by the heating or cooling
rate, β, given approximately by Eq. (51).
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Figure 1.17. Results for modelling the glass transition for low and high levels of annealing by
combining a step change in Cp with a peak (first and second terms, respectively, of equation

44). The difference between these peaks arising from the second term of equation 44 is a
measure of the enthalpy loss. This approach breaks down at long annealing times.

C = the kinetic response = BωCpK where CpK is given by Eq. (42).
This signal becomes higher and narrower and occurs at a
higher temperature with high levels of annealing.

〈 f (t, T )〉 = βhβ(t, T ) + βNβ(t, T ) This expresses changes below Tg that
give rise to the hysteresis when heating with no annealing plus
the enthalpy recovery at Tg caused by any annealing. This can
be represented by equations (47) and (50).

The value of the approximate analytical expressions given in Eqs. (41)–
(52) is that they enable the experimenter to gain an intuitive understanding
of the phenomenology of the glass transition simply by inspection. The
form of CpK in Eq. (29) may be very different from the case of a chemical
reaction as given in Eqs. (28), (33) and (37). However, it is still basically
a manifestation of the kinetics of the glass transition. Thus, the concept
that this signal is a measure of the kinetics of the transition, remains valid.
An exact description of the non-reversing signal at Tg is complex because
of the influence of the time-scale dependence of all measurements at the
glass transition. However, for a sample cooled at a certain rate, annealed
then heated at the same rate, the non-reversing signal contains the enthalpy
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recovery necessitated by the annealing. Although reversible on a sufficiently
long time-scale, the enthalpy recovery due to annealing is non-reversing
under the conditions of the measurement. In this way, it is similar to the
non-reversing signal obtained during, for example, a reversible chemical
reaction. In the discussion on advanced theory, models are discussed that
are also phenomenological, but they have fewer variables and provide for
a more fundamental insight into the underlying mechanisms governing the
glass transition. However, they have to be solved numerically and thus cannot
by simple inspection provide a guide to thought. The model expressed in
Eqs. (41)–(52) is in part based on these models, but it is principally designed
as an aid to understanding the behaviour (rather than its causes). A detailed
discussion of the fundamental nature of the glass transition is beyond the
scope of this chapter.

MTDSC has several significant practical advantages for studying glass
transitions. The first is that the limit of detection is increased. The effect
of using a Fourier analysis to eliminate all responses not at the driving
frequency of the modulation reduces unwanted noise. The second is that
it increases resolution. A high signal from the heat capacity is assured by
a high rate of temperature change over the course of a modulation a high
resolution can be assured by using a low underlying rate of temperature
increase. The third is that it makes the correct assignment more certain.
When a glass transition is weak, and set against a rising baseline due to
the gradual increase in heat capacity of other components, the presence of
a relaxation endotherm can give the impression of a melt or some other
endothermic process rather than a glass transition. A clear step change in
the reversing signal makes a correct assignment unequivocal in most cases.
A fourth advantage is that quantification of amorphous phases is made
more accurate. The increase in signal to noise already discussed above is
obviously helpful in this respect. In addition, the suppression of annealing
effects makes it easier to quantify the increase in heat capacity correctly.
Examining the derivative of the reversing heat capacity with respect to
temperature is the best approach to doing this. This approximates very well
to a Gaussian distribution and numerical fitting procedures can be used to
quantify multiple phases. This is explored in detail in Chapter 3 on polymer
blends.

3.5.2 The Fictive Temperature and Enthalpy Loss on Annealing
The fictive temperature (Tgf) can be obtained by extrapolation of the linear
portions of the enthalpy lines above and below the glass transition as illus-
trated in Figure 1.18. This can be calculated in the case of MTDSC from
the following approximate relationship.

Tgf = Tgr + �HNR/�Cp (54)
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Figure 1.18. Schematic diagram illustrating the relationships between fictive temperatures,
enthalpy and heat capacity.

where Tgf = the fictive temperature
Tgr = the glass transition at the mid-point of the reversing signal

�HNR = the area under the non-reversing curve (i.e. the area
between the reversing and total curves)

�Cp = the heat capacity change at the glass transition.

The geometric relations illustrating this equation are given in Figure
1.18. If enthalpies are required relative to some reference glass, then one
approach is to use the following equation.

�H = (Tgfr − Tgfm)�Cp (55)

where �H = difference in enthalpy between reference state and the
measured sample

Tgfr = fictive temperature of the reference state
Tgfm = fictive temperature of the measured sample.

Equations (54) and (55) can be criticised because they assume a unique
value for �Cp whereas this varies slightly as the liquid and glass heat capac-
ities have different slopes. (For highest accuracy �Cp should be determined
for the mean of Tgf and Tgr). Alternatively, enthalpy loss on annealing is
often measured by using a result from a sample with low annealing (say
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Figure 1.19. Relationship between enthalpy change on annealing obtained from total Cp and
non-reversing Cp for polystyrene aged for different times at 85, 90 and 95◦C.

cooled at a specified rate then immediately heated again at that rate) as
the baseline that is subtracted from an annealed sample. At low degrees
of annealing there should be an approximately linear relationship between
this measurement and the area under the non-reversing signal because the
reversing signal is not greatly affected by low small amounts of annealing.
This is illustrated in Figure 1.19.

The early points show that the scatter in the data is greater than the de-
viation from the linear relationship, then there is a clear positive deviation
as annealing increases, which can exceed 20% [16], as we would expect.
This observation has also been made by Hutchinson [32,33] and Monser-
rat [34] who confirmed the earlier work of Reading et al. [16], but drew
the overly pessimistic conclusion that the non-reversing signal could not be
used for measuring enthalpy loss. Figure 1.19 here, Figure 4 in [34] and [35]
demonstrate that, while there are problems for highly annealed samples, for
low degrees of annealing a linear relationship can be assumed. In reality, a
deviation of the order of 5–10%, which is what is found at moderate anneal-
ing, is within the scatter that would typically be expected with two different
operators making ostensibly the same measurements. Experimenters must
judge for themselves whether this is adequate for their needs. Certainly it
is good enough to make comparisons between samples.
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Figure 1.20. As Figure 1.19 following correction due to change in reversing Tg.

However, any debate on this subject is redundant for two reasons. The
first is that the changes in the reversing signal can easily be compensated
for using the following correction.

�H = �HNR + �Tgr�Cpa (56)

where �Tgr = the change in the reversing glass transition temperature.
Figure 1.20 illustrates how applying this correction excellent agreement

with the more conventional approach is achieved. The second is that, whilst
it is useful to understand the relationships between the results given by
MTDSC and the kind of parameters often determined by conventional DSC
(such as fictive temperature and enthalpy loss), MTDSC does not afford
any advantages over conventional DSC for such studies. Conventional DSC
measurements are to be preferred in this case due to shorter measurement
times and less data processing [36].

3.5.3 Summary
In summary, the important concepts that should be born in mind when
considering glass transitions are as follows.
� The glass transition temperature (Tg), as measured by the reversing heat

capacity, is a function of frequency.
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� Tg as measured by the total heat capacity on cooling is a function of
cooling rate.

� Broadly, there is equivalence between these two observations because both
changing the frequency of the modulation and the cooling rate changes
the time-scale over which the measurement is made. This means that there
is always, in the non-reversing signal, a contribution from β(Cpβ − Cpω)
which is present regardless of annealing. (For example, it is present when
cooling.)

� Ageing below the glass transition produces an enthalpy loss that is recov-
ered as a peak overlaid on the glass transition. However, this ageing does
not, at low degrees of annealing, have a great effect on the reversing signal
and this is intuitively satisfactory as the ageing effect is not reversible on
the time-scale of the modulation. This means that the non-reversing signal
includes a contribution from the different time-scales of the cyclic and
underlying measurements, plus a contribution from annealing expressed
as N (t , T ) in Eq. (50). This implies that the relationship between the en-
thalpy loss on annealing and the area under the non-reversing peak should
be linear.

� At high degrees of annealing, the reversing signal is affected and the non-
reversing signal no longer increases linearly with enthalpy loss. However,
this can be compensated for by use of the fictive temperature and associ-
ated equations such as Eq. (56).

� The fact that the reversing signal is largely unaffected by annealing and
its derivative provides an approximately Gaussian peak makes it a much
better signal for assessing the structure of blends as described in Chap-
ter 3.

3.6 MELTING

3.6.1 Characteristics of MTDSC Results for Polymer Melting
A first-order phase transition is characterised as a change in specific volume
accompanied by a latent heat. The most common example studied by DSC is
melting. Typically, at the melt temperature, the sample will remain isother-
mal until the whole sample has melted. The factor that determines the speed
of the transition is the rate at which heat can be supplied by the calorimeter.
Normally this is fast compared with the overall rate of rise of temperature
so the transition is very sharp with a little ‘tail’, the length of which is deter-
mined by the speed with which the calorimeter can re-establish the heating
programme within the sample. The area under the peak is a measure of the
latent heat of the transition.

Pure, low molecular weight organic materials generally produce very nar-
row melting peaks. Because this narrow temperature range inevitably lies,
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either entirely or to a significant extent, within the course of only one modu-
lation, it means that the response to the modulation will not be linear and the
deconvolution procedure we have described above cannot be used. It is possi-
ble to obtain useful information by looking at the Lissajous figures generated
by the modulation. This is dealt with in Chapter 4, which covers melting.

Polymers, in contrast, produce a range of crystallites with different melt-
ing temperatures [44]. Typically, semi-crystalline polymers will contain a
distribution of crystals with differing degrees of perfection and thus different
melting temperatures. The melting transition in these materials is broad, as
a succession of crystallite populations melts one after the other, as the sam-
ple temperature reaches their melting temperatures. The amount of energy
required to melt these crystallites is fixed as is their melting temperature.
This means that if one wants to melt them twice as fast (i.e. the heating rate
is doubled) the rate of energy input must be twice as fast. It follows from
this that the heat flow required to melt the crystallites is a linear function of
heating rate. Therefore, the enthalpy of melting will be seen in the reversing
signal. In a simple case, this type of melting behaviour closely mimics heat
capacity. This is discussed in more detail in [12] and the advanced section.

It should be noted that this simple picture breaks down if cooling occurs
during the modulation. As we can see from Figure 1.1, it is not necessary
to have a negative heating rate at any point in an MTDSC experiment: there
can simply be faster and slower rates of heating. Having cooling at any
point is an option. If cooling does occur then, to maintain linearity, the
crystallites must crystallise instantly to form the same structure as before,
something that is generally unlikely both because super-cooling is common
and crystallisation to form exactly what was present before is uncommon.

Figure 1.21 shows some typical results for a semi-crystalline PET. It
can be seen that there is a strong frequency dependence of the results in the
melt region. The simple model discussed above (from [12]) does not predict
that this will occur. Figure 1.22 shows how the peak in the melt region is
also significantly affected by the underlying heating rate which is again in
contradiction to the simple model. In both cases, the simple model predicts
that the reversing signal should be invariant.

In Figure 1.3 it can be seen that, above the cold crystallisation tempera-
ture, the reversing signal is greater than the average until very near the end
of the melting peak. This means that the non-reversing signal is exothermic
over most of the melt region. This can be observed in more detail in Figure
1.23, which is an enlargement of a selected region of the raw data shown in
Figure 1.2. Here, at the lowest heating rates (approximately equal to zero),
an exotherm is observed within the modulation along with an endotherm
at the highest heating rates. At zero heating rate, where the contribution to
heat flow from the vibrational heat capacity must be zero, the heat flow is



40 A. A. Lacey et al.

Figure 1.21. Effect of period (heating rate 2◦C/min) on reversing heat capacity for
semi-crystalline PET (‘heat-only’ conditions under helium).

Figure 1.22. Effect of heating rate (period: 40 s, ‘heat-only’ under helium) on reversing heat
capacity for semi-crystalline PET.
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Figure 1.23. Enlargement of raw data from Figure 1.2 illustrating the exothermic crystal
perfection during melting when the heating rate is zero.

exothermic. This is symptomatic of a rearrangement process. The molten
material produced by melting the crystallites with lower melting temper-
atures can crystallise to form more perfect crystals with a higher melting
temperature. This is seen because, at the lower heating rate, the rate of melt-
ing is lowest, thus the exothermic process can predominate. At the higher
heating rates the reverse is true. In conventional DSC, which provides the
same curve as the average signal, there is little or no indication that this
rearrangement process is occurring—as the exothermic and endothermic
processes cancel each other out. Thus, one benefit from using MTDSC
is simply the qualitative one that it can make the occurrence of this phe-
nomenon far more apparent.

Turning to some simple mathematical representation of melting be-
haviour, we can express this as follows.

dQ/dt = β(Cp + g(t, T )) (57)

where g(t, T ) = some function that models the contribution to the heat flow
from the melting process.

When the melting is rapid with respect to the measurement, g(t, T ) will
be simply a function of temperature, g(T ). This means that, in the case of
the distribution of crystallites, the melting contribution to heat flow will
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scale with heating rate exactly like heat capacity if no other process occurs.
Taking this simple model gives

dQ/dt = β[Cp + 〈g(T )〉] . . . the underlying signal

+ (Cp + E )Bω cos ωt +C sin ωt . . . the response to modulation (58)

where, approximately, E = 〈g(T )〉 and C = 0 for this simple case.

Frequently, what is encountered is a complex process that involves melt-
ing a population of crystallites with a range of melting temperatures to
form molten material which then recrystallises (following some kinetics,
thus involving some f (t , T )) to form a further population of crystallites
which then, in their turn, melt and possibly undergo further rearrangement.
The data shown in Figure 1.23 illustrate this process. To complicate matters
further, some workers have suggested that melting is often not rapid with
respect to the frequency of the modulation. Thus, there is a time dependency
in g(t , T ) [25] and C is not zero even without taking account of crystalli-
sation (see the advanced theory section). To allow for this complex range
of possibilities it is convenient to define a composite kinetic function that
includes all terms other than the heat capacity and models both melting and
the kinetics of crystallisation, viz

f (t, T ) = g(t, T ) dT/dt + f2(t, T ) (59)

Under modulated conditions with no cooling

f (t, T ) = 〈 f (t, T )〉 + D sin ωt + E Bω cos ω (60)

Equation (58) now becomes

dQ/dt = βCp + 〈 f (t, T )〉 . . . the underlying signal

+ Bω(Cp + E) cos ωt + D sin ωt . . . the response to

modulation (61)

Note that the ‘reversing’ signal during the melt no longer has the same
meaning as for an Arrhenius process and the glass transition because it
contains a contribution, E , from the melting of the crystallites which will
typically not be fully reversible due to super-cooling. As noted above, this
gives rise to the requirement that there be no cooling at any point during
the modulation so that the response does not become asymmetric and thus
strongly non-linear.
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The question arises as to what might be the form of f2(t, T ) and hence
E and D. At the current state of development, there are no well-established
candidates although this may well change in the near future. This point is
further discussed in the section dealing with details of the theory.

The situation becomes even more complex when we consider that, even
for Eq. (61) to be true, there must be no significant temperature gradients
in the sample. We can reasonably expect that, in the melt region, this will
generally not be true. Taking all of these factors into consideration, the
melt region is significantly more complex than the other transitions we have
considered and it is generally true that a quantitative interpretation of melting
behaviour, particularly during experiments with a non-zero underlying heat
rate, is not generally possible at present.

3.6.2 The Measurement of Polymer Crystallinity
A problem encountered frequently in determining the crystallinity of a poly-
mer using DSC is that, as illustrated in Figures 1.3 and 1.22, the sample
changes its crystallinity during the experiment. The problem becomes one
of establishing the initial crystallinity before the experiment started.

An understanding of the problem is best approached from the perspec-
tive of enthalpy diagrams [31]. Figure 1.24 shows an enthalpy-temperature
diagram for completely amorphous PET, 100% crystalline PET and a 50%
crystalline PET. In the molten state, all of these samples must have the same
enthalpy, so the curves obtained for each example are aligned to make this
the case. As the diagram indicates, below the melting temperature, the en-
thalpies are different due to contributions from the latent heat of fusion
and the different vibrational heat capacities of the crystal and/or glass com-
pared to that of the liquid.

The distance between the 100% amorphous and 100% crystalline en-
thalpy line is the enthalpy required to melt a 100% crystalline sample. This
changes with temperature. Consequently there is no unique enthalpy of
fusion for a given degree of crystallinity. This must be considered to be
function of temperature. A 50% crystalline material will follow an enthalpy
curve approximately half way between the lines defined by 0 and 100%
crystallinity. If one measures the enthalpy change between the equilibrium
melting temperature and just above the glass transition temperature, this can
be broken down into two contributions: one derived from the latent heat,
�Hm, and a contribution from the integral of the vibrational heat capacity,
�Hvib. The total change in enthalpy can always be measured. If one can
estimate the contribution for the vibrational heat capacity of the sample, the
difference between this value and the total change in enthalpy will be a mea-
sure of the latent heat of melting at the equilibrium melting temperature.
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Figure 1.24. Enthalpy diagram for 100% amorphous, 100% crystalline and 50% crystalline
PET (data from AThAS databank: http://web.utk.edu/∼athas/).

The reversing signal can be used to estimate this quantity. It should be
noted that this approach solves the problem of the temperature dependence
of enthalpy of melting. This is because the total enthalpy (equals latent heat
of melting plus the enthalpy required to account for the vibrational heat
capacity) must be the same when integrating over the whole of the rele-
vant temperature interval regardless of at which temperature the melting (or
crystallisation on cooling) occurs.

Starting by considering the simplest case of a purely amorphous polymer,
Figure 1.25 shows again the results for quenched PET. The simple decon-
volution procedure has been used (thus, the phase lag has been neglected)
and the non-reversing signal has not been calculated. One can consider the
reversing signal in isolation as shown in Figure 1.26. The broad peak that is
seen from about 150◦C is not due to vibrational heat capacity, but arises from
the contributions made by the melting and rearrangement processes that oc-
cur as the sample is heated as discussed above. In Figure 1.26, an attempt
is made to correct for this by interpolating a baseline to approximate the
vibrational heat capacity that would have been measured had crystallisation
not occurred. This ‘corrected’ signal can then be re-plotted with the total
signal and difference between them (Figure 1.27). This difference, when
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Figure 1.25. MTDSC results for quenched PET showing the peak in the reversing signal that
comes from the reorganisation process that occurs after the cold crystallisation (underlying

heating rate: 2◦C/min, period: 60 s, amplitude: 0.32◦C under nitrogen).

Figure 1.26. The reversing Cp from Figure 1.25 with the interpolation that seeks to approximate
the true vibrational heat capacity of the material before crystallisation and rearrangement.
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Figure 1.27. Co-plot of total heat capacity with the approximated vibrational heat capacity
obtained from the reversing Cp together with the difference between these two signals. The

integral of the difference gives the enthalpy associated with the latent heat of melting.

integrated, provides a measure of the enthalpy of melting which is, in this
example, zero (to within experimental error). This simple case does not
require the use of modulation to estimate the appropriate baseline heat
capacity. However, in more complex cases the use of modulation can provide
a distinct advantage. Note that, because the peak in the reversing signal
is eliminated, the use of the phase lag is irrelevant. Furthermore, had a
different frequency or heating rate been used, thus changing the area under
the reversing peak during melting, this would also have made no difference
to the calculation of crystallinity for the same reason.

Mathematically, we can express these measurements as follows.

�Hu = (1 − Xc(T1))
∫

Cp,adT + Xc(T1)
∫

Cp,x dT + Xc(T1)�H o(T2) (62)

where T1 = some temperature before melting begins
T2 = the equilibrium melting temperature of a 100% crystalline

sample
�Hu = the enthalpy of melting of the unknown sample

Xc = fraction crystallinity before heating.
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Figure 1.28. MTDSC results for a blend of PET and polycarbonate (underlying heating rate:
2◦C/min, period: 60 s, amplitude: 0.32◦C under nitrogen).

Cp,a = the heat capacity of the amorphous material
Cp,x = the heat capacity of the crystalline sample

�H o = the enthalpy of fusion of a 100% crystalline sample at T2.

With the interpolation procedure, we are attempting to estimate the quan-
tity �Hvib = (1 − Xc(T1)) ∫Cp,adT + Xc(T1) ∫Cp,xdT . When this is sub-
tracted from the total signal (i.e. to calculate the non-reversing signal), this
gives Xc(T1)�H o(T2)f and so, provided �H (T2)f is known, the crystallinity
at the start of the experiment.

Figure 1.28 shows a blend of polycarbonate (PC) with PET. The glass
transition of the amorphous PC occurs beneath the crystallisation peak of
the PET and this complicates the interpretation of the data considerably.
Again, the contribution from the rearrangement and melting of the PET can
be removed by interpolation to produce the approximated vibrational heat
capacity baseline shown in Figure 1.29. The difference signal estimates
the crystallinity of the PET as 2.5%, close to the correct value of zero.
There is an error that arises from the difference between the reversing and
total signal at the glass transition (see above). If this is corrected for, then
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Figure 1.29. Data from Figure 1.28 with interpolated approximation for the vibrational heat
capacity and the difference between them.

the apparent crystallinity becomes 1% i.e. the correct answer to within the
typical accuracy for this kind of measurement. In this example, �Hvib is
the vibrational heat capacity of everything except the component that can
crystallise and/or melt in the temperature range of interest. For an absolute
value for crystallinity the mass fraction of this component must be known.
Failing this relative crystallinity can be assessed.

There are assumptions in this approach. Probably the most important is
that the interpolation assumes the value for the heat capacity of the sam-
ple at the upper temperature is the same as the amorphous polymer. For
a 50% crystalline sample, for example, the vibrational heat capacity at T2

would not be the same as a 100% amorphous sample, which is, in effect, the
assumption that is made in this method. When the level of crystallinity is
low, then the error from this source will be small. As crystallinity increases
the potential error increases, but the fact that, for most polymers, the liquid
and crystalline vibrational heat capacities converge around the equilibrium
melting temperature tends to reduce this problem. For PET at 48% crys-
tallinity the error from this source has been estimated to be 1.5%. A fuller
description of this method can be found in [37].
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There are other approaches to measuring polymer crystallinity based
on conventional DSC [31]. They use database values for the crystalline and
amorphous heat capacity sometimes in combination with extrapolation pro-
cedures. Where they can be applied, these methods might be preferred as
they make fewer assumptions than the MTDSC approach described above.
However, industrially useful systems are often blends and/or contain fillers
or other additives, so complex samples are frequently encountered. When
this is the case, the more conventional approaches will either produce sig-
nificant errors or will simply be inapplicable. Under these circumstances
MTDSC can offer very real advantages.

3.6.3 Summary
� Because polymer melting is the result of a distribution of species all

melting at their equilibrium melting temperature, the enthalpy of melting
is found in whole or in part in the reversing signal. In principle, where there
is no cooling during the modulation cycle, this type of melting behaves
in a similar manner to heat capacity. Consequently, the reversing signal
no longer has the same meaning as it does when considering chemical
reactions and glass transitions because the reversing signal contains a
contribution from an essentially non-reversing process. Clearly, it could
be argued that this means the nomenclature for the different signals should
be changed. However, this nomenclature is now so well established that
it seems better to accept it, while bearing in mind that it is somewhat
misleading in the case of melting and rearrangement.

� When, during an experiment that has an underlying heating rate, part of
the modulation cycle causes cooling to occur, super-cooling will often
mean that the response to the modulation is distorted. Consequently, this
type of experiment is generally inadvisable. Conditions should be selected
that are ‘heat-only’.

� Quasi-isothermal experiments in the melt region can often reveal a wealth
of information and this is dealt with in detail in Chapter 4.

� When rearrangement is occurring as the sample is heated, the lower heat-
ing rates cause an exothermic response balanced by the endothermic re-
sponse at the higher heating rates. This causes the reversing heat capacity
to be higher than the total heat capacity. This behaviour is a good indi-
cation that rearrangement is occurring whereas conventional DSC often
provides little indication that this is happening. This is because the en-
dothermic and exothermic processes largely cancel each other out.

� The additional information given by MTDSC, compared to conventional
DSC, can help in quantifying crystallinity more accurately.
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3.7 CALIBRATION

3.7.1 Calibration of the Total and Reversing Signals
The calibration of the average, or total heat flow, or heat capacity is car-
ried out in the same way as conventional calorimetry because this signal
is the same as that normally obtained in conventional un-modulated DSC
(see [19]). Briefly, an empty-pan baseline run is carried out where the DSC
contains empty pans. This is then subtracted from a run in which sapphire
is used as the sample. Sapphire is a good calibrant because it undergoes no
transitions in the temperature range covered by most DSC’s used to study
polymers. The apparent heat capacity of the sample can then be calculated by
dividing the empty-pan corrected heat flow by the average heating rate. The
heat capacity of sapphire as a function of temperature has been established
to high accuracy [38]. Thus, these known values can be compared with the
apparent values calculated in the foregoing experiment. Correction factors
can then be calculated as a function of temperature. In this way, errors that
arise from an imperfect baseline and those derived from inaccuracies in the
calibration can be corrected for. In subsequent experiments, the sapphire is
replaced by a sample in a pan of matched weight. Note that the weight of
the pan is matched to that used during the calibration, not necessarily that
of the reference pan (see below the discussion on calibrating the revers-
ing signal). The same empty-pan baseline is subtracted and the correction
factors are applied to calculate the sample heat capacity as a function of
temperature.

The calibration of the reversing heat capacity is also carried out using a
heat capacity standard such as sapphire. The procedure is basically the same
as that used for calibrating for heat capacity in a conventional DSC experi-
ment described above. A baseline run is carried out with empty pans, then
the sapphire calibrant is used. After applying a correction for the empty-
pan baseline (see below) to the heat capacity measurements, comparisons
are made between the apparent values for the heat capacity calculated from
Eq. (13) and the known heat capacity of sapphire. Correction factors can
then be derived as a function of temperature. Sometimes a one point (i.e. at
one temperature) calibration is offered in commercial software. This then
applies the same correction factor over the whole temperature range. This
approach should be used with caution as the correction factors can change
significantly with temperature. Note, as shown in Figure 1.7, correction fac-
tors can be strongly influenced by the period of the modulation. The reasons
for this and methods of overcoming them are dealt with in the discussion
on advanced theory. Here one is considering the best, simple approach
that will work with comparatively long periods. In MTDSC, both of the
above calibrations are carried out simultaneously using the same empty-pan
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baseline and sapphire experiments. Any change to the experimental condi-
tions such as modulation period, heating rate etc. necessitates re-calibration.

The empty-pan baseline correction is somewhat more complex for the
reversing measurement than for the conventional measurement. This is be-
cause, if the cell-plus-pan asymmetry is such that the reference side has an
apparent heat capacity that is greater than the sample side, then this rep-
resents a heat capacity deficit that must be added to, not subtracted from,
the measured value for the sample heat capacity. Because the cyclic heat
capacity is derived from a ratio of amplitudes there can never be a negative
value. Thus, the problem is posed, how does one know when to subtract
and when to add the empty pan baseline? In principle, the phase lag will be
180◦ out-of-phase when the reference pan has a higher heat capacity than
the sample pan. However, many factors can affect the phase lag and, in gen-
eral, relying on this signal is inadvisable. Probably the simplest approach
is to use a lighter-than-average pan in the reference position and measure
the sample pan weight in order to ensure that it is heavier. In this way, the
empty-pan baseline can be systematically subtracted from any measure-
ment. Note that the sample pan weight must be matched to that used during
the calibration.

Sometimes the empty-pan baseline correction for heat capacity is omit-
ted for the reversing signal because, when closely matched sample and
reference pans are used, it is usually small. Whether this is adequate de-
pends on the type of information being sought. For example, if all that is
required is the glass transition temperature, then a full heat capacity cali-
bration may be excessive. However, as an absolute minimum, a calibration
must be performed to obtain a correction factor for the cyclic heat capacity
at one temperature in the range of interest.

It has become common practice to present MTDSC results both as heat
flow and heat capacity within the same data set. Typically, the greatest source
of error is that from the empty-pan baseline for the average signal. Many
workers, in order to save time, choose not to make this correction and then,
almost by default, the total signal is presented as heat flow rather than heat
capacity, because this correction has not been made. This is not necessarily
bad practice. The experimenters may well be able to obtain the information
they require without this additional calibration step. Consequently, one must
take care when reading the literature to ascertain what types of data reduction
and calibration have been carried out. The questions that must be asked are
as follows.
� Has an empty-pan baseline correction been carried out on the reversing

and/or total measurement?
� Has the heat capacity calibration constant been determined at a single

temperature or as a function of temperature?
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� Has the phase lag correction been applied when calculating the reversing
signal?

� What type of baseline correction has been applied to the phase lag signal?
If some, or all, of the answers to the above questions are absent, this

implies that a less than optimal procedure has been adopted. One must form
one’s own judgement as to whether this lack undermines the conclusions
that are drawn for a particular case.

It has been discussed in section 2.1.1 and illustrated in Figure 1.4, how
it can be useful to force the reversing signal to be equal to the total signal
in non-transition regions. When doing this, one must decide which signal
to take as the accurate one. If no empty-pan correction has been made on
the total signal, then the reversing signal would usually give the more re-
liable value. However, it should be noted that an empty-pan correction is
generally desirable to avoid the effect of baseline curvature which can signif-
icantly confuse interpretation even when forcing agreement, as illustrated in
Figure 1.4, is used because this method assumes a linear offset.

Where empty-pan corrections have been made, and long periods (60 s
or more) are used, this implies low underlying heating rates – as there must
be many modulations over each transition. Generally these conditions would
still mean the reversing signal is more accurate, as low heating rates give
poorer quantification in the total signal. However, a very thick sample would
mean the reversing signal could be significantly in error, because of the
effects of sample thermal conductivity (see the advanced theory section),
while the accuracy of the total signal is improved because the sample is
large. Shorter periods make the reversing signal less quantitative and mean
higher heating rates can be used – thus making the total signal more reli-
able. Where accurate values for the heat capacities are needed (rather than
differences between the total and the reversing) there is, in reality, no simple
answer to suit all cases. Experimenters are encouraged to gain experience
with their particular materials. Making accurate heat capacity measurements
in non-transition temperature regions using long periods (typically 100 s)
can do this. Although there is evidence that MTDSC can be used to obtain
more accurate heat capacity measurements than conventional methods (see
Chapter 4), the benefits of MTDSC are mostly achieved through the addi-
tional signals it provides through the reversing and non-reversing signals.

3.7.2 Comments on Methods of Phase Lag Correction
In much of the practical section on MTDSC it is assumed that the calorime-
ter behaves ideally. In other words, the sample and sensor can respond
instantaneously and there are no significant thermal lags in any part of the
system including the sample. In reality, this is clearly not true and there is a
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Figure 1.30. Constructions showing baseline correction of phase angle during glass transition
(PET).

discussion of this in the advanced section. The signal that is, in some ways,
most affected by non-ideality is the phase signal. In an ideal calorimeter,
it would be zero except in a transition region. However, this is never the
case in practice. The first and simplest solution to this was first proposed
by Reading who used a simple interpolation between the start and end of
a transition region to provide the baseline that is subtracted from the phase
angle to provide the ‘true’ phase angle [16].

In modelling the non-ideal calorimeter, the simplest non-ideality that we
might consider is the thermal resistance that exists between the sensor and
the sample pan. It has been shown that when this resistance is significant,
the phase angle is affected by heat capacity changes in the sample. Thus, not
only is the phase non-zero, it changes with changing sample heat capacity
[12]. This poses a problem that can most clearly be seen in the glass-rubber
transition. The baseline phase lag before and after the transition are not the
same. After the transition, the phase can be greater because the heat capacity
is greater. See Figure 1.30. One solution is to construct a baseline that takes
its shape from the reversing heat capacity [39] using the idea that it tracks the
phase shift due purely to changes in heat capacity rather than the kinetics
of the transition. It is these kinetics which, as discussed below, are what
dictates the ‘true’ value of the phase angle during a transition under ideal
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conditions. This method of baseline construction is well founded except that
in ‘real’ samples other things are often changing during the course of the
transitions. For example, changing contact resistance between the sample
and the pan. Consequently it is often observed that the change in the phase
angle between the start and end of the transition goes the opposite way to
that dictated by this simple model [16].

By extension of the original method proposed by Reading, the construc-
tion of an interpolated sigmoidal baseline, using the well-established inte-
gral tangential method normally adopted for constructing baselines under
peaks in DSC experiments [40], can also be applied to the phase angle. This
has been found to give reliable results even in cases where the phase shift
‘goes the wrong way’. The two different approaches to deriving a baseline
are shown in Figure 1.30 for the case of a ‘well behaved’ glass transition. In
this case, the shift in-phase lag baseline follows the expected trend. The two
baselines are almost identical. Consequently, either approach can be used.
The interpolation method has the advantage that it is more robust to non-
ideal behaviour. Both methods are, in fact, equivalent if it is considered that
the fractional area under the phase angle peak is a measure of the extent to
which the transition is complete. In some cases, the phase angle correction
is applied over a large temperature range, as, for example in Figure 1.2. In
such circumstances, a simple linear interpolation is advisable.

The simplest approach, and one that in practice is often justified, is to not
carry out the phase lag correction and make the approximation as has already
been mentioned above, i.e. C ∗ = CpR. In many practical cases, knowing CpK

or C (= CpKβ) is not of any value. Thus, it can simply be neglected.

3.8 OVERVIEW

The results of the deconvolution process shown in Figure 1.4 can now be
discussed in terms of the simple theory offered above. Outside of transition
regions, the total signal and the reversing signal should be the same and the
kinetic heat capacity should be zero. At the cold crystallisation, the revers-
ing signal is not greatly affected, thus the non-reversing peak contains the
enthalpy of crystallisation and one observes a negative peak in the kinetic
heat capacity. This is in accordance with the simple theory outlined above.
At the glass transition, the reversing signal shows the step change in heat
capacity expected at Tg. The non-reversing signal shows a peak. This is, at
first glance, in accordance with the simple theory because the enthalpy loss
on annealing is recovered during the transition, but not quickly lost again.
Thus, this aspect of the glass transition is non-reversing. However, this in-
terpretation must be made within the context of the frequency dependence
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of the glass transition as would be expected from dynamic mechanical and
dielectric measurements. Over the melt region there is a complex behaviour
that cannot be accounted for by a simple theory for melting. However, a qual-
itative description allows one to identify crystalline rearrangement when it
occurs in the reversing signal, even when it is not easily discerned in the total
signal (equivalent to conventional DSC). One can also exploit the additional
information provided by the modulation to enable a more accurate measure
of initial crystallinity to be made in complex samples. In all cases, whether
studying kinetic processes like cure or crystallisation, investigating blends
by looking at their glass transitions or measuring polymer crystallinity, the
modulation offers significant advantages. The remaining chapters of this
book illustrate this point very well.

4 Detailed Discussion of the Theory of MTDSC

4.1 INTRODUCTION

Under the heading of this more detailed discussion of the theory of MTDSC,
we will again consider the following types of transitions and phenomena.
� Chemical reactions and related processes.
� Frequency-dependent heat capacity and glass transitions.
� First-order phase transitions.

In each case, the full derivations of the expressions used in the more
practical exposition above will be given. The discussion will also look more
closely at some of the simplifying assumptions and the problems that arise
when these no longer apply. Before this some comments are made on alter-
native modulations and deconvolution methods.

4.2 MODULATION AND DECONVOLUTION

It is possible to use multiple sine waves [10] and so extract as a Fourier series
(or other deconvolution procedure) the response to several frequencies
simultaneously, as illustrated in Chapter 4. An extension of this is the use of
saw-tooth temperature modulations [20]. These can be considered to be a
combination of an infinite series of sine waves (though only a limited range
will be available in practice). A symmetric saw-tooth (same heating and
cooling rate) only has odd harmonics, but an asymmetric saw-tooth (differ-
ent heating and cooling rates) is equivalent to a broad range of frequencies.

The use of averaging combined with a Fourier transform is by no means
the only possible deconvolution procedure [17]. Details of a linear fitting
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approach have been published that could easily be adapted to deal with
some forms of non-linear behaviour [10]. Other multi-parameter fitting ap-
proaches are possible. However, overwhelmingly, the current practice is to
use a single sinusoidal modulation and a Fourier transform so this will be
the focus of this Chapter and this book.

4.3 CHEMICAL REACTIONS AND RELATED
PROCESSES

For a zero-order chemical reaction (including a term for the contribution to
the heat flow from heat capacity), the rate of the reaction is dependent only
on temperature. Thus, it produces heat at a rate given by some function of
temperature h(T ). Taking the heating programme given in Eq. (6)

dQ/dt = Cp(β + ωB cos ωt) − h(T0 + βt + b sin ωt) (63)

For an exactly linear case, h(T ) = h1 + h2T

dQ

dt
= (C pβ −h1 −h2T0 −h2βt)+ B(C pω cos ωt −h2 sin ωt). (64)

More generally, h(T0 + βt + B sin ωt) can be expanded as a power series

h(T0 + βt) + Bh′(T0 + βt) sin ωt + B2

2
h′′(T0 + βt) sin2 ωt + · · ·

So,

dQ

dt
= (Cpβ − h(T0 + βt)) + B(Cpω cos ωt − h′(T0 + βt) sin ωt)

− 1

2
B2h′′(T0 + βt) sin2 ωt + · · · (65)

Should β be small enough for terms in B2, B3, to be negligible in com-
parison with B, the response of the heat flow is effectively linear, and
dQ/dt agrees with that for the exactly linear case. In the event that the
amplitude of the temperature modulation B is not so small, the terms in
B2 sin2 ωt, B3 sin3 ωt are significant and the higher harmonics cos 2ωt,
sin 3ωt, . . . appear in the modulation and the heat flow dQ/dt . These can,
in principle, give information about the kinetic law h through its derivatives
h′, h′′ . . .
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Returning to the linear case

〈dQ/dt〉 = C pβ − h1 − h2T0 − h2βt (66)

Modulation of the heat flow = B(C pω cos ωt − h2 sin ωt) = AHF

cos(ωt − φ)

where AHF = BCpω

√
1 + h2

2/C2
pω

2, φ = − tan−1(h2/Cpω) and

AHF = ωB

In the absence of the kinetic process (h = 0) a measurement of the heat
capacity is

Cp = AHF/AHR. (67)

This indicates that

AHF/AHR = C ∗

C ∗ cos φ = CpR

C ∗ sin φ = CpK

could all be useful measured quantities as indicated above. For the general

zero-order linear reaction, C ∗ = Cp

√
1 + h2

2/C2
pω

2 differs from the true

heat capacity, although not significantly if the frequency is high enough. The
phase-corrected reversing heat capacity, however, is given by the following
relation.

CpPCR = C∗ cos φ = Cp. (68)

At the same time, the non-reversing heat flow is simply

〈
dQ

dt

〉
− βC ∗ cos φ = Average heat flow − βCpPCR = h(T ) (69)

Thus, it is possible to separate the contribution in the total heat flow from
the heat capacity and that which arises from the zero order reaction.

Considering a more general process that gives rise to a heat flow, and is
governed by a kinetic function that is dependent on temperature and time,
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viz for some process;

dQ/dt = f (t, T ) (70)

By analogy with the simpler case considered above

dQ/dt = βCp + BCpω cos ωt + f (t, T )


 (Cpβ − f (t, T0 +βt))

+ B

(
Cpω cos ωt − ∂ f

∂T
(t, T0 +βt) sin ωt

)
(71)

neglecting the non-linear (higher order) terms. Following the above proce-
dure leads to an average heat flow

〈dQ/dt〉 = Cpβ + f (t, T0 + βt) + O(B2)

= Cpβ + f (t, T ) + O(B2) (72)

an amplitude of the heat flow modulation

AHF = BCpω

√
1 +

(
∂ f

∂T

/
Cpω

)2

+ O(B2) (73)

and a phase lag

φ = tan−1

(
∂ f

∂T

/
Cpω

)
+ O(B) (74)

Neglecting the higher order terms

CpPCR = Cp, CpK = ∂ f

∂T

/
ω and C ∗ = Cp

√
1 +

(
∂ f

∂T

/
Cpω

)2

(75)

where ∂ f/∂T means (∂ f/∂T )(t, T0 + βt). So, it is the average value.
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Also, using the complex notation, the heat flow modulation is just

BωRe

{(
Cp − i

∂ f

∂t

/
ω

)
eiωt

}
= BωRe

{
Ĉeiωt

}
(76)

where Ĉ = Cp − i
∂ f

∂T
/ω.

Thus,

CpPCR = Cp and CpK = (∂ f/∂T ) /ω. (77)

Considering the Arrhenius equation, viz

dQ

dt
= βCp + H f (x)Ae−E/RT + Cp Bω cos ωt, (78)

where

HAe−E/RT = HAe−E/(RT0+βt) +
(

d

dT

(
HAe−E/RT

))∣∣
T =T0+βt B sin ωt

+ higher order terms

and the reaction extent satisfies Eq. (79)

dx

dt

/
f (x) = Ae−E/R(T0+βt+B sin ωt) (79)

This last equation, because the temperature variation is taken to be suf-
ficiently small, leads to

x = 〈x〉 + oscillatory term

where 〈x〉 is the same as the reaction extent during conventional DSC and
the oscillatory term takes the form

xc(t)B

ω
cos ωt + higher order terms and terms in

B

ω

the coefficient xc being independent of the modulation.
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The combination of all of these eventually results in a total heat flow
signal

dQ

dt
= Cpβ + 〈

H f (x)Ae−E/RT
〉

. . . the underlying signal

+ B

(
(ωCp cos ωt + f (〈x〉)

(
d

dT

(
HAe−E/RT

))
T =T0+βt

sin ωt

+ d f

dx
(〈x〉)HAe−E/R(T0+βt) xc

ω
cos ωt

)
+ higher order terms . . . the

response to the modulation

= Cpβ+ H f (〈x〉)Ae−E/R〈T 〉+higher order terms . . . the underlying signal

+ B

(
ωCp cos ωt + ωCpK sin ωt + D

ω
cos ωt

)
. . . the response to

the modulation

+ higher harmonics and other higher order terms. (80)

The higher order terms are those in B2, B3, etc. which appear because
of the non-linearity of the kinetic process.

Under usual operation, the temperature variation should be small enough
and the frequency high enough for terms involving B2 or 1/ω to be negligi-
ble. The various signals can then be related to the heat capacity and kinetics
according to

Average heat capacity = Cp + H f (〈x〉)e−E/R〈T 〉/β (81)

Phase-corrected reversing heat capacity = CpPCR = Cp (82)

Non-reversing heat capacity = 〈dQ/dt〉/β−CpR

= H f (〈x〉)e−E/R〈T 〉/β (83)

Kinetic heat capacity = CpK = f (〈x〉)
ω

d
(
H Ae−E/RT

)
T =〈T 〉

dT
(84)

Of course, with ω large, the last is small compared with the reversing heat
capacity and the response of the sample is dominated by the heat capacity
of the sample.
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The above analysis of MTDSC data in terms if kinetics has been pro-
posed and developed by Lacey and Reading and co-workers [2,5,9,12,14]
and also by Toda and co-workers [42,43]. It is essentially a kinetic ap-
proach to MTDSC theory and this is the basis of the theory throughout this
chapter.

4.4 FREQUENCY DEPENDENT HEAT CAPACITY AND
THE GLASS TRANSITION

Heat content stored in molecular motions, such as vibration, is assumed to
be rapid when compared with the modulation of the temperature; kinetic
effects influence heat flow, but only through reaction rates. This contrasts
with cases where the heat in molecular vibrations itself is not rapid and
some sort of kinetics plays a role in the heat capacity, or at least in some
of the heat taken up and released. A relaxation time appears in the rate of
change of enthalpy.

Perhaps the simplest example of how a time-scale can be involved in
heat flow to and from a sample, and thereby give an (apparent) dependence
of heat capacity upon frequency, is where the thermal conductivity of the
sample is in some sense poor (or, equivalently, the sample’s specific heat
is very large). For simplicity, we may look at the case of a homogeneous
spherical sample inside a locally uniform part of the calorimeter. More
realistic cases are less easy to analyse, but the qualitative effects are much the
same.

Using complex notation, the cyclic part of the temperature can be written
as

T̃ = Re
{
T̂ (r )eiωt

}
(85)

where r = distance from the centre of the sample and T̂ (R) = T̂s on the
sample’s surface r = R. By Ts we now must be quite precise and here we
mean the temperature on this surface. From consideration of heat flow inside
the sample

d2T̂

dr2
+ 2

r

dT̂

dr
= iωρc

κ
T̂ (86)

where ρ = density
c = specific heat
κ = thermal conductivity
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(All assumed constant here.) This complex temperature T̂ can then be found
to be

T̂ = T̂s R sinh

(√
ωρc

2κ
(1 + i)r

)/
r sinh

(√
ωρc

2κ
(1 + i)R

)
(87)

and the total power flow into the sample is

dQ

dt
= Re

{
4π R2 × κ

∂ T̃

∂r

}
(area × heat flow/unit area)

= Re

{
4π Rκ

(√
ωρc

2κ
(1+i)R coth

(√
ωρc

2κ
(1+i)R

)
−1

)
T̂se

iωt

}
(88)

This gives rise to a complex heat capacity of

Ĉ = −4iπ
Rκ

ω

(√
ωρc

2κ
(1 + i)R coth

(√
ωρc

2κ
(1 + i)R

)
−1

)
(89)

For sufficiently small samples, R
√

ωρc
κ

� 1, this expression simplifies
to the true specific heat

Ĉ 
 Cp = 4πR3

3
ρc (90)

If the frequency is insufficiently small, Ĉ will deviate significantly from
Cp, as indicated. Estimates on how large the frequency may be taken for
specific sizes of samples, still with desired accuracy, can be found in papers
by Hatta [24] and Toda [25]. These effects can be used to measure the
specimen’s thermal conductivity.

In the rest of the discussions on transitions throughout this chapter, such
size-dependent effects are taken to be negligible. Interpretation of results is
easiest if the sample is small enough for its temperature to be uniform,Ts(t).

A more interesting case of where heat capacities, cyclic, phase-corrected
reversing, etc., vary with frequency ω is of a material undergoing a phase
transition. This time, the size of sample is not so important – the phenomenon
is an intrinsic property of the material – and the underlying temperature
〈T 〉 = T0 + βt plays a key role.
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With a relaxation time that decreases rapidly as temperature increases,
heat is gained and lost more easily at higher temperatures. In particular, for
temperature T > Tg, the glass transition temperature, dQ/dt = CpldT/dt,
where Cpl is the liquid heat capacity. For lower temperatures, relaxation is
slow and the heat capacity is Cpg, the heat capacity of the glass, which is
smaller than Cpl. This observed heat capacity depends on how the relaxation
time compares with the time-scale of the changing temperature. Roughly
speaking, time-scale > relaxation time (Tg < T ) leads to Cpl, while time-
scale < relaxation time (Tg > T ), gives Cpg. As a consequence, even for
standard DSC, Tg depends on the temperature ramp β. More specifically
the glass transition temperature increases with β.

This carries over to the cyclic measurements. Provided that the re-
laxation time is small enough compared with the period of oscillation,
2π/ωC∗ 
 Cpl, while if the period of oscillation is too short, C∗ 
 Cpg.

The change occurs at a glass transition temperature dependent on the fre-
quency of modulation, ω. By the same reasoning as for standard DSC, and
consequently the total signal in MTDSC, this cyclic-glass transition tem-
perature increases with ω. Moreover, because the oscillations must in some
sense be fast as noted above, in MTDSC the cyclic Tg is higher than the
underlying Tg [32].

How this Tg varies with ramp β and frequency ω depends upon the nature
of the relaxation process. A specific model with the enthalpy of a specimen
changing according to a single ordinary differential equation and affected
by both temperature and its rate of change is given in Eq. (42). Such models
lead to predictions of not just the glass transition temperatures, but also
the profiles of C∗, CpPCR and CPK in the transition regimes. MTDSC offers
a way of determining key physical parameters related to the material, not
just Cpl and Cpg, from comparing the variation of Tgs with β and ω and
transition profiles with those predicted by such models.

A more general approach to materials exhibiting frequency-dependent
heat capacities is that of Schawe and co-workers [18]. For some linear (or at
least, for temperature not varying too much, approximated linear) process,
the rate of heat intake and rate of change of temperature can be related
through a convolution.

dQ

dt
=

t∫
−∞

ψ(t − t ′)
dT

dt
(t ′)dt ′ =

∞∫
−∞

ψ(t − t ′)
dT

dt
(t ′)dt ′ (91)

taking ψ(t ′) ≡ 0 for t ′ < 0, for some kernel ψ which is fixed by the
underlying physical process. For a simple material with Q = CpT and
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Cp = constant, ψ(t ′) = Cpδ(t ′), where δ(t ′) is the ‘Dirac delta function’
(δ(t ′) = 0, for t ′ �= 0,

∫ a
−a δ(t ′)dt ′ = 1 for a > 0.)

Taking the Fourier transform of this convolution leads to

F

(
dQ

dt

)
(ω′) = F(ψ)(ω′)F

(
dT

dt

)
(ω′) (92)

where F( f )(ω′) = ∫ ∞
−∞ f (t)eiω′t dt .

Writing ω = −ω′ leads to

F

(
dQ

dt

)
(−ω)

/
F

(
dT

dt

)
(−ω) = Ĉ(ω) = F(ψ)(−ω) (93)

The Fourier transform of the rates of change of enthalpy and temperature
are related through that of the kernel function, which can be identified with
the complex heat capacity. By carrying out a succession of experiments to
determine Ĉ(ω) and then doing a Fourier inversion it is then possible, in
principle, to recover the function ψ , and hence gain information about the
physical kinetics. However, to be useful this approach must refer to more
specific models of realistic behaviour, which then brings us back to the kinds
of results discussed in this chapter.

The basic model used for the glass transition is that of Hutchinson and
Kovacs [41] (see also [31]).

dδ

dt
= −�Cp

dT

dt
− δ

τ0
e−�h∗/RT (94)

Here, δ = enthalpy − equilibrium enthalpy = enthalpy − CplT . This
equation can be rewritten in terms of the difference between the enthalpy
and that for the glass.

η = enthalpy − CpgT = δ + T �Cp (95)

Near the average glass transition, the Arrhenius term can be approximated
as

e−�h∗/RT = e−�h∗/RTgβ · e�h∗(T −Tgβ )/RT 2
gβ (96)
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and the equation for η becomes, on making use of this ‘large activation
energy’ approximation (�h∗ � RTgβ , so terms in RTgβ/�h∗ can be ne-
glected)

dη

dt
=

(
1

τ0
exp

(−�h∗

RTgβ

))
exp

(
�h∗(T − Tgβ)

RT 2
gβ

) (
Tgβ�Cp − η

)
(97)

This equation indicates that η is the size of Tgβ�Cp, while T changes by
an amount of size RT 2

gβ/�h∗ and does so, for the averaged measurements,
at rate β. Balancing the terms in this equation leads to an expression for the
glass transition temperature

β�h∗

RT 2
gβ

= 1

τ0
exp

(−�h∗

RTgβ

)
(98)

The solution of the approximate equation for η leads, eventually, to an
ageing term as well as an integral term which is independent of ageing.
In section 3.5, an ad hoc model is used for the average signal in order to
illustrate points more directly with regard to the phenomenology of this
measurement.

Looking at the cyclic parts of η, Re{η̂eiωt} and of temperature, Re{T̂ eiωt}
it is seen that

iωη̂ =
(

1

τ0
exp

(
− �h∗

RTgω

))
exp

(
�h∗(T − Tgω)

RT 2
gω

)(
�h∗�CpT T̂

RT 2
gω

+ T̂ �Cp − η̄�h∗T̂

RT 2
gω

− η̂

)
(99)

where the averaged temperature, written at T is within the order of magni-
tude RT2

gω/�h* of the cyclic transition temperature Tgω. For high frequen-
cies, so that the cyclic transition temperature is significantly greater that the
averaged one, the averaged enthalpy difference η̄ is exponentially close to
T . Thus,

(
1 + iωτ0 exp

(
�h∗

RTgω

)
· exp

(
−�h∗(T − Tgω)

RT 2
gω

))
η̂ = T̂ �Cp (100)
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The location of the glass transition is then fixed by

ωτ0 exp

(
�h∗

RTgω

)
= 1 (101)

while the response to the modulation is

η̂

T̂
= �Cp

1 + i exp
(−�h∗(T − Tgω)

/
RT 2

gω

)
Taking the real and imaginary part predicts according to this model

�CpPCR = �Cp

1 + exp
(−2�h∗(T − Tgω)

/
RT 2

gω

) (102)

and

CpK = �Cp exp
(−�h∗(T − Tgω)

/
RT 2

gω

)
1 + exp

(−2�h∗(T − Tgω)
/

RT 2
gω

) , (103)

respectively. To fix real behaviour (multiple relaxation times) it is necessary
to include ‘shape factors’. See equations 41 and 42.

A slightly more general formulation of this Hutchinson–Kovacs model
[41] is given in Chapter 4. In that model, for Cpg and Cpl assumed constant,
the equilibrium enthalpy is given by CplT = CpgT + εh N ∗ with N ∗(T ) the
equilibrium number of configurations of energy εh. More generally, the
enthalpy is Q = CplT + δ = CpgT + εh N , with N (t) the instantaneous
number of configurations. Using the relation between N ∗ and T , the re-
laxation law dN/dt = (N ∗ − N )/τ (see Chapter 4) gives, on eliminating
N in favour of δ, the above equation for excess enthalpy δ.

4.5 MELTING

One simple model for melting, which has shown good agreement with ex-
perimental results, is to represent it in the same way as an irreversible, en-
dothermic chemical reaction (see above). For a polymer consisting (partly)
of crystals with a range of melting temperatures, Tm, at any time t the crys-
talline mass distribution can be given in terms of a density function m(t, Tm)
(so the total mass fraction of crystals is x(t) = ∫

m(t, Tm)dTm). During
melting (and ignoring possible recrystallisation), the crystalline density
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reduces according to a rate law of the form

∂m

∂t
= F(T, Tm)m (104)

Cf. eqns (38) and (39) [23]. As in the above consideration of Arrhenius
kinetics, the cyclic signal then takes the approximate form shown in Eq.
(105).

Cyclic signal = ωB(Cp cos ωt + CPK sin ωt) (105)

Thus, the reversing heat capacity gives a good estimate of Cp. The kinetic
heat capacity, which decreases as the reciprocal of modulation frequency,
is determined by how the melting rate depends upon temperature.

CPK = L

ω

∫ (
m(t, Tm)

∂ F(T, Tm)

∂T

)
dTm (106)

where L is the latent heat for the transition × mass of sample.

A more accurate consideration of the reversing heat capacity (still fol-
lowing the Arrhenius analysis, or again see Toda et al. [23,25]) will give its
variation with frequency (the difference CpPCR − C decreases as 1/ω2 for
‘large’ frequency ω).

A very different approach to polymer melting stems from the detailed
description by Wunderlich [31,44]. In this, for the time-scales involved
in the calorimetry, melting is considered as instantaneous. The fraction
m(t, Tm) drops to zero as T (t) increases through Tm. (Melting is not ki-
netically hindered; or if it is, its time-scale is very short compared with
that of the MTDSC.) Nucleation of crystals (which take the form of lamel-
lae) is still taken to be negligible (the time-scale for this is long compared
with an experiment), but now existing crystals (with Tm > T ) grow when
either there is available melt or melt is being made available through the
melting of smaller lamellae (with lower values of Tm). In this model, a
simple version of which has been formulated and discussed in Lacey and
Nikolopoulos [45], the number densities n(t, Tm) of lamellae stays fixed
until T exceeds Tm, while initially the mass fraction m(t, Tm) increases in a
well-determined way, again until T exceeds Tm, when both n and m fall to
zero.

In the particular model considered by Lacey and Nikolopoulos [45],
there were three distinct phases:
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1) the small initial rate of melting of crystals allows instant recrys-
tallisation of the melted polymer, so there is no net melting. Both the
average and the phase-corrected reversing heat capacities remain equal
to Cp;

2) there is now sufficient crystalline material being melted for net melting
to occur for part of each cycle, but insufficient for recrystallisation not to take
up the excess melt before the cycle is complete. Thus, there is no melting on
average. So, the average signal only manifests the heat capacity while the
cyclic heat capacity is now increased due to the melting and crystallisation
in each cycle;

3) an increased crystalline fraction (and reduced number of surviv-
ing lamellae for melt to recrystallise onto) means that net melting occurs
throughout each cycle and both average and phase-corrected heat capacities
exceed Cp.

A more quantitative analysis of the model for this third phase shows that,
if the amplitude of modulation is sufficiently small for the temperature to
be always increasing:

Average heat capacity = Cp + latent heat × mass × (m(t, T0 + βt)
− fractional recrystallization rate/β)

Phase-corrected heat capacity = cyclic heat capacity
= Cp + latent heat × mass × m(T0βt, T0 + βt)

(to leading order). So, the average heat capacity is less than the phase-
corrected heat capacity. (With a larger amplitude, with temperature de-
creasing for a part of each cycle, the expression for the phase-corrected
heat capacity is rather more complicated due to the melting rate not be-
ing sinusoidal – it is zero whenever the temperature falls. In this case, the
phase-corrected heat capacity can drop below the average heat capacity to-
wards the end of the phase.) The above relation for small amplitude agrees
with the observation that the phase-corrected reversing heat capacity is
higher than the average heat capacity. The model, as currently constituted,
does not allow for the fact that real polymers almost never achieve 100%
crystallinity. Thus, there is always a substantial amorphous fraction that,
in effect, cannot crystallise. This could be accounted for by describing a
‘background’ amorphous fraction that participates to a lesser extent than
the fraction closer to the lamellae and thus is more able to crystallise. The
apparent frequency dependence of the melting and rearrangement peak in,
for example, PET shown in Figure 1.21 has its origins, in our view, in ther-
mal transport difficulties within the sample. This could be accounted for by
allowing for either the sample temperature dropping below the programme
T0 + βt + B sin ωt when melting occurs or for the sample to have an inter-
nal temperature that varies significantly during the phase change. Each of
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these effects will act to hinder the melting and produce the crossing of the
underlying and phase-corrected heat capacities. Toda’s concept of kinetic
hindering of melting [23,25] can also be interpreted in the same way (i.e.
as arising from temperature differences rather than true kinetics of melt-
ing), and so this approach might be combined with that of [45] particularly
near the end of melting where the phase-corrected reversing heat capacity
is below that of the average signal.

4.6 CALIBRATION

About the simplest model for an ideal calorimeter, i.e. one which is unbi-
ased and has perfect measurements of both sample and reference (but which
nevertheless allows for direct heat transfer between sample and reference),
is due to Wunderlich et al. [46]. Heat flow to the sample is given by the tem-
perature difference between the reference and the sample and that between
block and sample.

(CR + Cp)
dTs

dt
= K1(TR − Ts) + K2(TF − Ts) (107)

where CR is the heat capacity of the actual pan and its environs. Similarly,

CR
dTR

dt
= K1(Ts − TR) + K2(TF − TR) (108)

The similarity between these two equations is associated with the lack of
bias. This sort of ordinary differential equation model relies on the calorime-
ter being adequately represented by a finite number of parts (here two) each
of which has a uniform temperature. The heat transfer coefficients will be
independent of temperature for a truly linear system (but the device can be
regarded satisfactorily as linear as long as their values do not change sig-
nificantly over the temperature range inside the calorimeter at any instant
or from the minimum to the maximum of a modulation). Eliminating TF,

the model reduces to

CR
d�T

dt
+ K�T = Cp

dTs

dt
(109)

where �T = TR − Ts and K = 2K1 + K2.
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For Ts = T0 + βt + Bsin ωt = T0 + βt + Re{−iBeiωt},

�T = βCp/K + Re
{
ωBCpeiωt/(K + iωCR)

}
= βCp/K + ωBCp

K 2 + ω2C2
R

(K cos ωt + ωCR sin ωt)

= βCp

K
+ ωBCp√(

K 2 + ω2C2
R

) cos(ωt − ϕ) (110)

where ‘phase lag’ ϕ = tan−1(CR/K ).

A single calibrating run with a specimen of known heat capacity in a
sample pan then suffices to find:

the value of K used in the average signal, underlying heat capacity =
K 〈�T 〉/β;

the value of CR used, for instance, in obtaining the cyclic heat capacity =√(
K 2 + ω2C2

R

) × amplitude of �T/ωB.

It is apparent that there are three pieces of data available for finding just

two device unknowns, K and CR. The calibrating factor
√(

K 2 + ω2C2
R

)
and phase lag ϕ are fixed by K , CR and the frequency ω. So, even if the
calorimeter is to be used with different modulation periods further calibra-
tion is unnecessary—according to this model.

More sophisticated models, with a greater number of calorimeter parts,
their temperatures and interconnections lead to similar relationships be-
tween �T and Cp but involve more internal device parameters. It follows
that if a more complicated model of the calorimeter is required, a greater
number of calibrating runs are needed to fix the calorimeter constants before
the calibrating factor for the cyclic heat capacity, and the phase lag will be
known for any frequency.

Allowances for bias or for imperfect temperature measurement can be
made with simple variations of the Wunderlich model [46].

Considering first imperfect measurements, the temperatures registered
by the thermocouples are

TsM = (1 − η)Ts + ηTF = T0 + βt + B sin ωt (111)

TRM = (1 − η)TR + ηTF (112)

where Ts and TR are the true sample and reference temperatures.
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The parameter η, 0 < η < 1, gives a measure of the imperfection of the
device. Manipulations similar to those by the basic model lead, taking a
very simple case of

K1 = 0, K = K2

to

〈�T 〉 = β(1 − η)Cp/K (113)

and

�T̃ = cyclic part of �T

= ωK (1 − η)CpRe

{
Beiωt

(K + iωCR)(K + iωη(CR + Cp))

}
(114)

where now �T = TRM − TSM.

Writing �T̃ = Re{�T̂ eiωt},

�T̂ = K (1 − η)ωBCp

(K + iωCR)(K + iωη(CR + Cp))
(115)

This indicates a non-linear relation between the modulation of the tem-
perature difference and the heat capacity. However, a single calibration can
again be sufficient. The average measurement fixes k ≡ K/(1 − η). Use
of the in-phase and the out-of-phase parts of the modulated measurements
determines the real and imaginary parts of

ωBCp

(K/(1 − η))�T̂
≡ a1 + ia2 = (1 + ib1)(1 + ib2) (116)

where b1 = ωCR/K and b2 = ωη(CR + Cp)/K

Then, this means that it is possible to find b1 (hence CR/K ) by solving
a quadratic equation and b2. This leads to a second quadratic equation this
time, for η.

All this determines η, K and CR from the single calibration provided it
is clear, e.g. from past experience, which roots of the quadratic equations
are appropriate. If this were not the case, a second run would be necessary.
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Although the relationship between Cp and �T̂ is more awkward than
the simpler, ideal case, the evaluation of the (complex) cyclic heat capacity
is not a particular problem (once η, K and CR are known):

Cp = Ĉ = (K + iωCR)(K + iωηCR)(�T̂ /B)

ω[K (1 − η) − (K + iωCR)(iωη�T̂ /B)]
(117)

Bias can result either from an asymmetric distribution of heat capacity
or from asymmetric thermal conductivities. The simple case of no direct
thermal connection between sample and reference, symmetric heat capacity,
but uneven heat transfer can be modelled by

(CR + Cp)
dTs

dt
= λK (TF − Ts), CR

dTr

dt
= K (TK − TR) (118)

where λ �= 1. (Good temperature measurement is assumed in this model.)

In the present case

〈�T̂ 〉 = β

Kλ
(Cp + (1 − λ)CR) (119)

�T̂ = Bω

λ

(Cp + (1 − λ)CR)

K + iωCR
(120)

The bias is apparent from the offset term (1 − λ)CR, so that �T �= 0
even when Cp = 0. Now two calibrating runs are needed. For instance, with
an empty sample pan, a first run fixes (1 − λ)CR/Kλ from the average
signal. In a second run, with Cp > 0, the average signal gives Kλ and the
cyclic signal determines CR/K . In a subsequent experiment, the (complex)
cyclic heat capacity measurement is then

Cp = λ(K + iωCR)�T̂

Bω
− (1 − λ)CR (121)

Although these two departures from ideality are themselves somewhat
specialised, much more general models lead to rather similar results as will
be seen below.

The models based on ordinary differential equations, such as those above,
vary in simplicity and accuracy. Some allow for bias and/or temperature
measurements differing from true temperatures. All are linear. This is the
key fact which can be exploited to get general results relating temperature
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measurements to heat capacities, without making detailed assumptions on
heat transfer within the calorimeter. Once linearity holds, calibration, of
some type, can be done. (The only drawback in such a general considera-
tion is that how calibration factors depend on frequency is no longer clear.
Calibration should be done at the particular frequency ω of the experiment
or at least at similar frequencies so interpolation can be employed.)

The calorimeter (and its contents) can be considered as a body which
contains heat (specific heat of its parts and heat capacity of the pans and
sample) and which is capable of transferring heat, through forced convec-
tion and conduction, in some linear way. Flow of heat is proportional to
temperature or temperature gradient. Significant non-linear heat transport,
for instance due to natural convection or through thermal properties of the
calorimeter varying noticeably over the range of temperatures found within
the device during a few oscillations, would have a major effect on the ease
of use of the method and interpretation of experimental results.

Assuming that the calorimeter does behave linearly, the temperature
T (x, t) satisfies some linear heat equation. The underlying part T̄ (or the
actual temperature if conventional DSC is being done) then takes the form
T̄ = S(x) + βt for a linear ramp β, provided that the heating of the calorime-
ter is controlled through its external underlying temperature being some
T̄f = Sf + βt . The same goes for the underlying forcing temperature being
position dependent, of the form T̄f = Sf(x) + βt on part of the calorimeter
surface, with the remaining part being perfectly insulated. If the tempera-
ture on part of the surface were ambient, say T̄f = T̄ 0 = constant for some
points x, the temperature ramp in the calorimeter would be position depen-
dent, T̄ = S (x) + b(x)t , and the following discussion of calibration would
need to be modified. Should this be the case, there would tend to be a steady
linear drift between the temperatures at two points in the calorimeter, for
example, the sample and reference temperatures.

Because of the linear equation satisfied by temperature inside the
calorimeter and outside the sample and its pan, the temperature at any point,
in the case of the steady rise, can be given as a linear combination of T̄f and
the sample’s temperature T̄s . In particular, the underlying temperatures as
measured for the sample and the reference pan are given by:

T̄m = JmsT̄s + JmfT̄f (122)

T̄r = JrsT̄s + JrfT̄f, (123)

respectively. All the coefficients J are independent of the ramp β (but might
be weakly dependent on temperature so the characteristics of a calorimeter
might be rather different at the finish of a run from what they are at start). The
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J s also satisfy Jms + Jmf = Jrs + Jrf = 1 (if T̄ (x) = S(x) + βt is a possible
temperature distribution then so is S(x) + βt + S0 for any constant S0).
Solving these, T̄s and T̄f can instead be determined in terms of T̄m and T̄r.

T̄s = JsmT̄m + JsrT̄r (124)

T̄f = JfmT̄m + JfrT̄r (125)

where, again, Jsm + Jsr = Jfm + Jfr = 1 and, what is more, T̄f =
(Jsm − Jfm)�T̄ + T̄s, where �T̄ = T̄r − T̄m is the underlying measured
temperature difference.

The underlying rate of heating of the sample and its pan (and possibly
of its environs) β(CR + Cp) is of course proportional to the temperature
difference T̄f − T̄s , so

β(CR + Cp) = K (T̄f − T̄s) (126)

and

βCp =
〈

dQ

dt

〉
= J1�T̄ + J2β (127)

for some constants (or weakly temperature-dependent functions) J1 and J2.
(Equivalently, solving a (linear) heat equation throughout the interior of the
calorimeter with the sample absent, Cp = 0, gives �T̄ ∝ β. Now including
the sample gives the same heat equation, but with a heat sink βCp and so an
extra contribution to the temperature difference, one proportional to βCp,
must be included. This again gives:

βCp = 〈dQ/dt〉 = J1�T̄ + J2β.)

The calorimeter can now be calibrated by doing an empty run to find
J2/J1, and then a run with a sample of known heat capacity, for example
some sapphire, which will determine J1 and hence J2.

The cyclic signal can be looked at in a very similar way. Taking the cyclic
parts of the temperature, for a purely sinusoidal modulation (or any harmonic
for a less simple wave form) to be of the form T̃ (x, t) = T̃ 1(x) cos ωt +
T̃2(x) sin ωt = Re

{
T̂ (x)eiwt

}
for

T̂ = T1 − iT2 (128)
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The measured temperatures and those of the sample and in the exterior
are related via

T̂m = amsT̂s + amfT̂f (129)

T̂r = arsT̂s + arfT̂f (130)

or equivalently

T̂s = asmT̂m + asrT̂r (131)

T̂f = afmT̂m + afrT̂r (132)

(For the modulation, it is not too important that no part of the calorimeter’s
surface be fixed at ambient.) As with the J s, the as should be at most weakly
dependent upon temperature, but they will depend upon frequency and no
simple relation between pairs should be expected. (For very high frequency,
ars and arf, for example, will both be small).

The rate of intake of heat by the sample and its surroundings,
dQ̃
dt = Re{Q̂Teiωt} = Re{ d

dt (CR + Cp)T̂seiωt} = Re{iω(CR + Cp)T̂seiωt}, is
again going to be proportional to the complex cyclic temperature difference
T̂f − T̂s, but now with a factor of proportionality which varies with angular
frequency:

Q̂T = Q̂ + iωCrT̂s = iω(Cp + Cr)T̂s = k(ω)(T̂f − T̂s) (133)

Here, Q̂ = iωCpT̂s gives the rate of heat intake by the sample and
iωCrT̂s by its environs.

Because the as do not satisfy the same identities as the J s and because
the different temperatures have rather different rates of change (amplitude
and phase vary with position) the expression relating to Q̂ to T̂m and T̂r is
not quite as simple as the formula for 〈dQ/dt〉:

Q̂ = iωCpT̂s = iωCp
(
asmT̂m + asrT̂r

)
= k

(
(afm − asm)T̂m + (afr − asr)T̂r

) − iωCr
(
asmT̂f + asrT̂s

)
(134)
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This leads, after a little manipulation, to:

�T̂ = K1 + K2Cp

1 + K3Cp
T̂m (135)

where the K s vary with angular frequency ω (and possibly depend weakly
upon temperature).

To do the calibration for a required frequency in finding the three K s,
it is now necessary to carry out three runs: one with an empty sample pan
to fix K1, and then two more with different heat capacities for the sample
to determine K2 and K3. Once these have been established, the calorimeter
can be used to determine the Cp (or rather the complex heat capacity Ĉ) for
a sample by:

Ĉ = Q̂

T̂s

= K1T̂m − �T̂

K3�T̂ − K2T̂m

= K1 − (�T̂ /T̂m)

K3(�T̂ /T̂m) − K2

(136)

(Note that K1, K2 and K3 are complex quantities, and therefore this relation
contains information about the phase lag φ as well as the cyclic heat capacity
C ∗.)

For a standard modulation T̃m = B sin ωt . So T̂m = −iB, and

Ĉ = i(�T̂ /B) − K1

K2 − i K3(�T̂ /B)
(137)

With a biased calorimeter, one which indicates non-zero �T even with-
out a sample, both K1 and J2 are non-zero. Without bias, only the calibrations
with known samples need to be done. Rather more of a problem with de-
vices deviating from the ideal is the inaccuracy of the measurement of the
sample’s temperature: Tm �= Ts. For the ideal case, Tm = Ts, in the above
Jms = Jsm = ams = asm = 1 and Jmf = Jsr = amf = asr = 0. The form of
the underlying measurement remains unchanged:

Ca = average heat capacity = J1(�T̄ /β) + J2 (138)

but the cyclic measurement simplifies to

Ĉ = complex heat capacity = B1(T̂ /B) + B2 (139)

That is, K3 = 0, B1 = i /K2 and B2 = −K1/K2. Regarding calibration, in
such a case, one of the runs for the cyclic calibration could be dispensed
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with. (For a truly ideal calorimeter, it will also be unbiased, so J2 = B2 = 0.

Then, only a single run with known Cp �= 0 is needed to find J1 and B1.)
The lack of accuracy for the measurement of the temperature of the

sample has three possible drawbacks.
� The cyclic heat flow, i.e. Q̂, is given by Ĉ T̂s(= CpT̂s for the standard inert

case) and is then only known if T̂s is known. This is a minor difficulty
as it tends to be Ĉ = Q̂/T̂s which is of interest, as this gives informa-
tion about heat capacities and temperature dependencies of kinetic pro-
cesses.

The relation between Ĉ and �T̂ is non-linear, because it can be ex-
pected that K3 is non-zero. Again, this should cause no real problems
because K3 is determined through the extra calibration run and a cyclic
measurement such as

Ĉ = (�T̂ /B) + (i K1)

(−i K2) − K3(�T̂ /B)
(140)

can then be used.
� For measurements of temperature-dependent properties of a sample, it is

how things vary with Ts 
 T̄s, not with Tm or T̄m, which are really im-
portant. It can generally be expected that the difference is small enough
for events that occur when Tm = T ∗ to be interpreted as happening when
Ts = T ∗ but in the case of a phase transition this is not so clear. (In these
more extreme processes, it is obviously important that no significant vari-
ation of the thermal properties of the calorimeter occur over the range of
temperatures during the events.) To allow for this, how the actual underly-
ing temperature of the sample relates to T̄m = T0 + βt and the measure-
ment �T̄ needs to be found. With T̄s = T̄m + J3�T̄ , some form of cali-
bration is needed to determine J3. One possibility is to use a sample with
known transition, for instance a glass transition: J3 = (Tg − Tgm)/�T̄ if
a glass transition, which is known to occur at Tg appears to take place
at Tgm. A variant of this might be to use a sample which, although free
of transition, does have significant but known variation of heat capac-
ity with temperature (the properties of the calorimeter should vary less
significantly). Now,

βCp(T̄s) = J1�T̄ + J2β with T̄s = T̄m + J3�T̄ (141)

(neglecting any modulation) and for a ‘slow’ ramp (so temperature varia-
tions in the device are small enough for Cp to be assumed to have locally
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linear dependence upon temperature),

βCp(T̄m) + β
dC

dT
(T̄m)J3T̄ ∼= J1�T̄ + J2β (142)

The bias J2/J1 can be found, as before, by an empty run, and then from
two further runs, with different sized samples, J1 and J3 may be determined.
It might be noted that should the first derivative, dCp/dT , be noticeable,
improved accuracy in a cyclic calibration should be given by replacing Cp

by Ĉ = Cp − (iβ/ω)(dCp/dT ), since

dQ

dt
= (β + Bω cos ωt)Cp(T0 + βt + B sin ωt) 
 βCp

+ B

(
ωCp cos ωt + β

dCp

dT
sin ωt

)
(143)

All the as appearing in the relationships between heat flows and temper-
atures depend, as noted earlier, upon frequency in some generally unknown
way which means that ideally calibrations should be done at the frequency
of an experiment. One thing, however, is clear, as ω is reduced towards zero
(so the modulation gets more like a ramp), the coefficients in the equations
for T̂ approach those in the earlier equations involving T̂ (scaled by an ap-
propriate power of ω). This means that the calibration factors and constants
tend to limiting values as ω is reduced to zero: extrapolation of uncorrected
results can lead to measurements for Cp improved over the basic (uncor-
rected) values.

One further difficulty is the variation in thermal contract between
calorimeter and pan (and/or between pan and sample) from run to run. Hatta
and co-workers [21,22] produced a method to account for varying thermal
resistance taking an inert sample (Cp real and positive) and a simple model
for a calorimeter. The same method can be extended and combined with the
above general model to account for an uncertain heat transfer coefficient
between the sample and its pan, but assuming good thermal contact between
the pan and the calorimeter. (If heat transfer coefficients between the pan and
its contents and between the pan and its environs are both unknown—and
finite—correction will be significantly harder.)

Replacing Ts by the pan’s temperature Tp, the above procedure using
cyclic temperature measurements can be used to obtain an overall heat
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capacity measurement for the sample and its pan:

Cps = (�T̂ /B) + iK1

(−iK2) − K3(�T̂ /B)
(144)

Now focusing on the pan and sample,

Cp
dTs

dt
= KI(Tp − Ts), Q̇ = Csp

dTp

dt
+ Cp

dTs

dt
, (145)

where Q̇ is the heat flow into the pan from the calorimeter, Csp is the heat
capacity of the pan and KI is the heat transfer coefficient between sample
and pan. The modulated parts are then related through:

(KI + iωCp)T̂s = KIT̂ p, iωCpsT̂ p = iωCspT̂ p + iωCpT̂s

So,

1

Cps − Csp
= 1

Cp
+ iω

KI
(146)

where the sample is inert (before, after and between transitions), Cp is real
and positive, as is Csp, the heat capacity of the actual pan (also assumed
known). The real and imaginary parts can then be used to determine Cp and
KI. During a transition Cp is no longer real, but could still be found if KI

were known. One approach is then to interpolate for KI between its values
before and after the transition.

Of course, during calibration the KI might again vary (and be finite).
This complicates the initial determination of K1, K2, K3. It seems likely
that now 6 runs could be needed: giving a total of 12 (real) pieces of data
(from the real and imaginary parts) to fix the three complex constants K1,
K2 and K3 (6 real bits of information) and 6 different KIs, all real—although
these are not really wanted.

The above discussion outlines how it is possible, in principle, to deal
with almost all of the non-idealities of real world DSC cells with sufficient
ingenuity and effort. It is probable that commercial instruments will gradu-
ally implement these procedures so that they will become available to many
scientists. However, not considered above are the problems that arise from
poor thermal conductivity within the sample. Once calibrated, the different
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thermal resistances within the calorimeter should behave in a predictable
way. Of course, this is not true of the sample. We are not talking about
measuring the thermal conductivity of the sample while no transition is oc-
curring, which has already been done [47] by MTDSC, but doing so while
a transition is occurring and, preferably, also measuring the reversing and
non-reversing signals as well. This remains a challenge for the future. For
the present, most workers are best advised to use relatively long periods, of
the order of 60 s, as this reduces the effects of thermal resistances.
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Chapter 2

THE APPLICATION OF MODULATED
TEMPERATURE DIFFERENTIAL
SCANNING CALORIMETRY FOR THE
CHARACTERISATION OF CURING SYSTEMS

Bruno Van Mele, Hubert Rahier, Guy Van Assche, Steven Swier
Department of Physical Chemistry and Polymer Science, Vrije Universiteit Brussel,
Pleinlaan 2, 1050 Brussels, Belgium

1 Introduction

Modulated temperature differential scanning calorimetry (MTDSC, also
called temperature modulated DSC or TMDSC) is an extension of conven-
tional DSC in which a modulated temperature input signal is used. This
modern technique has proven to be very beneficial for the thermal charac-
terisation of many materials, especially polymers [1–5].

The simultaneous measurement of the amplitude (modulus) of the com-
plex heat capacity, the heat flow and the phase angle between heat flow
and heating rate (termed heat flow phase) enables a more detailed study of
complicated material systems, both in quasi-isothermal and non-isothermal
conditions. The extraction of the signals is briefly summarised below. More
details on theory and applications are given in dedicated special issues of
Thermochimica Acta [6,7] and Journal of Thermal Analysis and Calorime-
try [8] and in other chapters of this book.

In MTDSC, a sample is subjected to a modulated temperature pro-
gramme that is obtained by superimposing a sine wave on the conventional
isothermal or linearly changing temperature:

T = T0 + β

60
t + AT sin (ωt) (1)

where T is the temperature, T0 is the initial temperature, β is the (linear)
heating rate (in K min−1), AT is the temperature modulation amplitude, ω
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is the modulation angular frequency and t is the time (in s). This modu-
lated temperature input gives rise to a modulated heat flow response, which
consists of an underlying and a cyclic heat flow signal. Assuming that the
temperature modulation and the heating rate are sufficiently small so that
over the temperature interval of one modulation the response of the rate of
the kinetic processes to the temperature can be approximated as linear, the
heat flow response can be written as [1,3]:

φ = dQ

dt
= Cp

(
β

60
+ ATω cos (ωt)

)
+ f (t,T ) + AK sin (ωt) (2)

where φ is the modulated heat flow, which equals the amount of heat
transferred to the sample Q per unit of time, f (t,T ) is the average response
of a kinetic phenomenon to the underlying temperature programme and AK

is the amplitude of the kinetic response to the temperature modulation.
The extraction of the signals from the modulated heat flow and temper-

ature is done by a continuous integration, averaging and smoothing over
more than one modulation period. The underlying signals for both temper-
ature and heat flow are calculated by an averaging process that subtracts the
effects of the perturbation. The resulting underlying or ‘total’ heat flow, φtot,
and underlying temperature reconstitute quantitatively the thermoanalytical
curve measured by conventional DSC. Using a discrete Fourier transform
algorithm, the amplitude and the phase of the cyclic component of both
temperature input and heat flow response is extracted. The ratio of the am-
plitudes of the cyclic heat flow output, AHF, and the heating rate input, AT ω,
results in an additional signal: the modulus of the complex heat capacity,
|Cp|, also termed ‘cyclic’ heat capacity (in J K−1):

|Cp| =
(

AHF

AT ω

)
(3)

In other thermal analysis techniques that use an oscillating excitation
of the material, for example dynamic mechanical analysis, torsional braid
analysis, dynamic rheometry and dielectric thermal analysis, a phase angle
is defined between the modulated input and the resulting output signal.
Since MTDSC is a dynamic technique as well, a heat flow phase is defined
as the phase angle of the modulated heat flow output (with the convention
of a negative heat flow for exothermic events) with respect to the modulated
heating rate input. One of the major differences with other dynamic analysis
techniques, however, is the large instrument contribution to the heat flow
phase. It can be corrected by shifting the heat flow phase curve to the zero
level for reference points where no transition occurs [3,5,9].
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Using the corrected heat flow phase (material contribution) and the mod-
ulus of the complex heat capacity, |Cp|, the components in-phase (C ′

p) and
out-of-phase (Cp

′′) with the modulated heating rate can be calculated using
Eq. (4) (for more detailed approaches see Refs. [3,9,10]):

C ′
p = |Cp| cos ϕ

C ′′
p = −|Cp| sin ϕ (4)

Multiplying C ′
p by the (measured) underlying heating rate gives the ‘re-

versing’ heat flow, φR in W; the ‘non-reversing’ heat flow, φNR in W, is the
difference between the total heat flow and the reversing heat flow:

φR = C ′
pβ

∼= |Cp|β
φNR = φtot − φR (5)

It should be noted that the corrected heat flow phase is very small in most
cases, so that the difference in value between C ′

p and |Cp| is negligible. For
isothermal experiments, the reversing heat flow equals zero because of a
zero underlying heating rate and consequently the non-reversing heat flow
equals the total heat flow.

For quantitative MTDSC measurements, it is necessary to calibrate tem-
perature and heat flow as in a conventional DSC. The heat capacity signal
is calibrated at a single temperature or as a function of temperature using a
reference material.

In this chapter, the major benefits of MTDSC to characterise reacting
polymer systems are highlighted, with a special focus on polymer network
formation. All MTDSC experiments shown are performed on TA Instru-
ments 2920 DSC equipment with the MDSCTM accessory. Dynamic rheom-
etry measurements were made with a TA Instruments AR1000-N rheometer
in parallel plates mode using disposable aluminium plates.

2 Polymer Networks and General Nature of Curing

2.1 GENERAL ASPECTS OF POLYMER NETWORK
FORMATION

Polymer networks, such as thermosets and elastomers, constitute a ma-
jor class of polymeric materials. Their properties differ in many aspects
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from those of linear and branched thermoplastic polymers. Thermosets are
usually very rigid and insoluble three-dimensional network structures in
which chain motion is greatly restricted by a high degree of crosslinking.
Thermosetting materials are produced by polymerisation in situ since they
cannot flow and be reshaped upon the application of heat after formation.
Their insolubility, together with the amorphous nature of the network, re-
stricts the applicability of diffraction and other morphological techniques
to characterise the final structure.

Thermosets can be divided into several classes depending on the chemi-
cal composition of the monomers or pre-polymers (resins). Important ther-
mosetting resins in current commercial applications are the condensation
products of formaldehyde with phenol (phenolic resins), urea or melamine
(amino resins). Other major classes are epoxy resins, unsaturated polyester
resins, allyl resins and isocyanate resins.

The in situ polymerisation or cure process implies an irreversible change
under influence of heat and/or pressure from a low molecular weight and
soluble material (the resin) into one which is insoluble through the formation
of a covalently crosslinked, thermally stable network. During this chemical
curing process, many physical properties change remarkably. One of the
most obvious changes concerns the ‘chemorheology’ of the system evolving
from viscous flow for the resin to energy elasticity for the cured thermoset.
Simultaneously with the change in mechanical properties, such as the elastic
modulus increasing from almost zero to more than 109 Pa, the glass transition
temperature, Tg, usually increases from a value below room temperature for
the resin formulation up to a final value far beyond room temperature for
the cured thermoset.

A basic requirement for the overall transformation from a liquid reaction
mixture to a solid amorphous three-dimensional network is the involve-
ment of monomers of which at least one type possesses a functionality
greater than two. Initially, somewhat larger molecules or ‘oligomers’ are
produced. Subsequently, even larger and branched molecules are formed.
As cure further progresses, highly branched structures develop and when
these structures extend throughout the whole sample ‘gelation’ is attained.
The point of gelation, corresponding to the incipient formation of an infinite
network, marks the end of macroscopic flow of a curing resin. From this
point on, the mixture is divided into gel and sol fractions. The gel fraction
is insoluble and increases at the expense of the sol content as cure proceeds
beyond gelation. The sol fraction remains soluble and can be extracted from
the gel. The moment that the weight average molecular weight diverges to
infinity is referred to as chemical gelation. According to Flory’s theory
of gelation for step-growth polymerisation [11], the conversion at chemi-
cal gelation is constant. As cure continues, the sol is further incorporated
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into the three-dimensional network causing an increase of the crosslink
density.

As the cure progresses, Tg increases with the increasing molecular weight
and/or crosslink density. While curing isothermally, Tg will often rise up to
or beyond the cure temperature, Tcure. When Tg becomes equal to Tcure, the
material gradually transforms from a liquid or rubbery state to a glassy state.
This process is called ‘vitrification’, solidification or hardening. Vitrification
determines the ultimate degree of reaction conversion of the thermosetting
system because it dramatically affects the progress of the cure reaction.
The reaction rate slows down due to mobility restrictions and eventually is
almost quenched [12,13]. The slow diffusion-controlled curing at Tcure lower
than Tg is accompanied by a structural relaxation or physical ageing process
due to the fact that the glassy state is not an equilibrium thermodynamic
state. Due to structural relaxation, volume, entropy and enthalpy decrease
with reaction time. In addition to the decrease in the enthalpy [14,15], the
mechanical [16,17] and the dielectric properties [18,19] of thermosetting
systems are also affected.

To obtain a thermosetting material with optimum properties, it is neces-
sary to understand the chemorheology of cure. The above-mentioned rhe-
ological events, i.e. gelation and vitrification, are conveniently assembled
in a time–temperature–transformation (TTT) or a continuous heating trans-
formation (CHT) cure diagram, both proposed by Gillham [12,13,20–29].
Since gelation impedes macroscopic flow and vitrification retards chemical
reaction, many applications can be devised where gelation and vitrification
are exploited to reach optimum properties [22,25]. TTT and CHT diagrams
provide for every specific combination of processing time and temperature
the state of the reactive mixture, allowing to design time/temperature cure
paths for optimum processing and final material properties. Cure paths can
be isothermal, non-isothermal or a combination of both. To construct these
important diagrams in an accurate and quantitative manner, the cure mech-
anism and reaction kinetics of the reactive mixture need to be known. A rate
law taking into account chemical and diffusion effects has to be modelled
according to a mechanistic or an empirical approach.

2.2 CURE REACTION MECHANISM

The important classes of polymerisation mechanisms are also used in ther-
mosetting systems. The cure reaction mechanism will be one determining
factor for the evolution of the system. Results for several polymerisation
systems will be discussed in this chapter, and some background information
about the reaction mechanisms is given in this section.
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2.2.1 Step-Growth Polymerisation
Addition and condensation polymerisation belong to this class of poly-
merisation mechanisms. The specific feature is that all species with re-
active groups can take part in the curing process (also called ‘polymer
coupling’).

Epoxy–amine systems follow an addition step-growth polymerisation
mechanism. The two principal reactions of primary and secondary amines
with epoxy oligomers are shown in Reaction scheme 1 [30]. These reactions
are catalysed by acids, phenols and alcohols (e.g. impurities in commercial
epoxy resins). The presence of water causes a tremendous acceleration,
but does not alter the network structure. The hydroxyl groups formed by
the amine–epoxy addition steps are also active catalysts, so that the cur-
ing reaction usually shows an accelerating effect in its early stage (auto-
catalysis).

Reaction scheme 1

Primary amine–epoxy reaction:

Secondary amine–epoxy reaction:

Melamine–formaldehyde resins cure according to a condensation poly-
merisation. Starting from a fresh mixture of melamine and formaldehyde,
methylol groups are initially formed. By subsequent condensation reac-
tions of the methylol groups, methylene bridges (MB) and methylene–ether
bridges, in short termed ether bridges (EB) are formed (Reaction scheme 2).
Water is released in each of these reactions. These thermosetting systems
are widely applied in current commercial applications such as decorative
laminates and moulding powders.

Reaction scheme 2

Methylene bridge formation:

M NRH + M NR′ CH2OH −−→ M NR CH2 NR′ M + H2O
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Ether bridge formation:

M NR CH2OH + M–NR′ CH2OH

−−→ M NR CH2O CH2 NR′ M + H2O

with R, R′ H, CH2OH or bridge; M triazine moiety.

2.2.2 Chain-Growth Polymerisation without Termination
Typical examples are living anionic polymerisations. In general terms, the
complicated cure of catalysed epoxy–anhydride systems is interpreted ac-
cording to this mechanism (Reaction scheme 3). When no free hydroxyl
groups are present, the reaction can only take place in the presence of an
initiator, which opens the epoxy ring. The initiation by tertiary amines pro-
ceeds through formation of a zwitterion with the epoxide group, creating a
hydroxylate. This hydroxylate reacts with an anhydride to form a carboxy-
late (acylation), which in turn reacts with an epoxy to generate a hydroxylate
again (esterification). The tertiary amine seems to be irreversibly bound to
the epoxide [31]. Etherification, only interfering at elevated temperatures
or when epoxy is present in excess with aliphatic or aromatic amine curing
systems, is more readily observed in catalysed epoxy–anhydride systems
[32,33].

In contrast to epoxy–amines, water really participates in the cure chem-
istry of the epoxy–anhydride system and alters the living polymerisation
mechanism because of interfering termination reactions [34]. A less dense
network structure with altered properties results [35].

Reaction scheme 3

Initiation:

Acylation:
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Esterification:

2.2.3 Chain-Growth Polymerisation with Termination
A major exponent of this class of polymerisations are free radical poly-
merisations in the presence of a radical initiator. A classic example is the
crosslinking (co)polymerisation of unsaturated polyester resins with sty-
rene, initiated by the decomposition of a peroxide initiator. Some impor-
tant reaction steps involved in free radical polymerisations are sketched in
Reaction scheme 4.

Reaction scheme 4

Dissociation:

ROOR′ �−→ RO· +·OR′

Chain Initiation:

RO· + CH2 CXY −−→ RO − CH2 ĊXY

Chain propagation:

RO (CH2 CXY )i−1 CH2
·CXY + CH2 CXY

−−→ RO (CH2 CXY )i CH2
·CXY

Chain termination:

Ri CH2
·CXY + ·CXY CH2 R j

−−→ Ri CH2 CXY CXY CH2 R j + Ri CH CXY + CHXY CH2 R j

While for step-growth polymerisations (section 2.2.1) and chain-growth
polymerisations without termination (section 2.2.2) an overall distribution
of reacting species or one type of reacting species (the monomer) is mecha-
nistically characterising the observed reaction rate, the balance between two
distinct and mechanistically different species (the monomer and a macro-
molecular radical) is determining the observed rate of chain-growth poly-
merisations with termination.
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A different evolution of molar mass distribution is noticed, depending
on whether the underlying reaction mechanism is step-growth or chain-
growth polymerisation. The average molecular size in step-growth poly-
merisation remains small even if a large part of reactive groups has reacted.
In chain-growth polymerisation with termination, high molar mass species
are already produced in an early stage of the reaction. Chain-growth poly-
merisation without termination gives rise to an intermediate situation.

2.2.4 Heterogeneous Polymerisation
Next to homogeneous reaction conditions, multi-phase or heterogeneous
polymerisation conditions frequently occur. Suspension and emulsion poly-
merisation are examples, but also condensation polymerisation with phase
separation of water during cure. The low-temperature production of inor-
ganic polymer glasses (IPGs) is a special case of suspension polymerisation
involving clay particles in a reactive silicate solution.

2.3 MECHANISTIC VERSUS EMPIRICAL CURE
RATE LAW

Starting from the cure reaction mechanism, a proper cure rate law, describ-
ing the evolution of the system from initial to final state, can be proposed. In
the case of a mechanistic approach, in which the reaction model consists of
a set of chemical reaction steps, a set of (stiff) coupled differential equations
has to be solved to describe the evolution of the important reacting species
of the system. In this case, effects of the composition of the fresh reaction
mixture (such as a stoichiometric unbalance of resin and hardener, the con-
centration of accelerator, initiator or inhibitor) and the influence of additives
(such as moisture and fibres in composites) can be studied. Because this set
of equations may be rather complex and/or even partly unknown, various
simplifications have to be made.

A simplified mechanistic model for the epoxy–anhydride cure of Reac-
tion scheme 3 is given in Reaction scheme 5.

Reaction scheme 5

Initiation reaction:

R3N + Ep
ki−→ Ep∗

Propagation reactions:
Acylation reaction:

Ep∗ + An
kp1−→ An∗



92 B. Van Mele et al.

Esterification reaction:

An∗ + Ep
kp2−→ Ep∗

Etherification reaction:

Ep∗ + Ep
ke−→ Ep∗

where R3N is the tertiary amine initiator, Ep is the epoxy group and Ep∗
is the hydroxylate, An is the anhydride molecule and An∗ is the carboxy-
late.

In this reaction mechanism, the initiation step is slow, whereas the acy-
lation step is much faster than the esterification step [36,37]. Based on this
reaction scheme, the concentration dependence of initiator, anhydride and
epoxy are described.

For the free radical copolymerisation of unsaturated polyester resins
containing an inhibitor, the following simplified mechanism could be used.

Reaction scheme 6
Initiation reaction:

I2
ki−→ 2 f R·

Propagation reactions:

R· + St
kp1−→ R·

R· + UP
kp2−→ R·

Inhibition reaction:

R· + Z
kZ−→ P

Termination reaction:

2R· kt−→ P

where I2 is the free radical initiator, f is the chain initiation efficiency,
R· is the growing radical, St and UP represent reactive C C units from
the polyester macromonomer and styrene, Z is an inhibitor and P is
polymer formed.

For many cure conditions, a detailed mechanistic approach is unreal-
istic, so that an empirical approach might be preferred for modelling the
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in situ conversion process of a thermosetting material in practical condi-
tions. An empirical rate law only describes the time/temperature evolution
of the overall reaction conversion, x , ranging from x = 0 for the unreacted
stoichiometric mixture (Tg = Tg0), to x = 1 for the fully-cured network
(Tg = Tg∞). Only one differential equation has to be solved. An empirical
rate equation of the type proposed by Kamal [38] can be applied for the
conversion rate of any epoxy resin cure showing auto-catalytic behaviour:

dx

dt
(x,T ) = (k1 + k2xm) (1 − x)n (6)

with x the conversion1 of epoxy groups, k1 and k2 rate constants, m and n
reaction orders.

2.4 SPECIFIC VERSUS OVERALL DIFFUSION
CONTROL [39]

As chemical, mechanical and electrical properties attain their ultimate val-
ues during the last stages of cure, the diffusion-controlled regime appears to
be a very important part of the curing process. An accurate quantitative de-
scription of the impact of mobility restrictions on cure is therefore essential.
Diffusion control can be specific or non-specific (overall).

Specific diffusion control concerns translational diffusion of individual
species (or reactive groups) and is characteristic for dilute solutions (e.g. free
radical (co)polymerisation with the monomer as diluent). The diffusion rate
of the active centres then depends on the molecular weight of the molecules
to which they are attached, on their symmetry, on the composition and on the
interactions. For example, in free radical polymerisations, a large difference
between the size of polymer and monomer molecules (which remains the
case along the entire cure path) is found and so a large difference in their
diffusion coefficients is observed.

For step-growth reactions (or in dense systems), the diffusion becomes
rather non-specific because of the continuous size distribution of reactive
species with a gradual transition from monomer to polymer during the cure
process. Experimental evidence of overall diffusion control is found in prop-
erties correlated to structure growth, like gel point conversion or equilibrium
elastic modulus, which are independent whether or not the crosslinking re-
actions partially occur in the glassy state. These observations suggest that
the reactivity of species is uninfluenced by the size of the molecules to
which they are attached. Gel point conversion would otherwise be shifted
to higher values when partially cured in the glassy state since the reaction

1Instead of x , the symbol α is also often used for denoting the reaction conversion.
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between small oligomers would be favoured over reaction between larger
molecules [40]. Non-specific or overall diffusion control is governed by
segmental mobility and is associated with the glass transition region. A
tremendous deceleration of the reaction rate near vitrification is expected
because of the reduced segmental mobility.

Note that some ionic reactions involving smaller scale mobilities might
remain unaffected below the main (glass) transition. An example is the
production of low-temperature IPGs [41,42].

2.5 GLASS TRANSITION–CONVERSION
RELATIONSHIP

To develop a cure rate law suitable in both chemically and diffusion-
controlled conditions, the glass transition–conversion relationship is also
important. Many Tg − x models have been reported in the literature [23,43–
48]. Those with a sound physical background take into account that the
increase in Tg of a polymeric system undergoing cure is the result of several
processes: (i) a reduction in the concentration of chain ends by chemical
reactions to form linear polymers and by crosslinking reactions consuming
end groups and sites along the linear polymer; (ii) the formation of branch
points and crosslinks restricting the movement of the chains at these points;
(iii) a further decrease in the conformational entropy due to the departure
from Gaussian behaviour, affecting systems with relatively short chains
between crosslinks.

3 Experimental Procedures to Monitor the Cure
Process

3.1 GELATION

Macroscopic gelation is characterised by the strong increase in viscosity,
the beginning of elasticity and the formation of an insoluble gel fraction.

With dynamic rheometry, the measurement of the dynamic moduli G ′
and G ′′ in small amplitude oscillatory shear is exploited. The gelation point
is reported to be the intersection point of the curves of storage and loss mod-
uli, i.e. the moment at which tan δ equals one [49]. However, the crossover
is observed to correspond to the gel point only for stoichiometrically bal-
anced network polymers and networks with excess crosslinking agent at
temperatures much above Tg [50].

Alternative approaches are based on (dc)conductivity measurements
with dielectric thermal analysis (DETA) [51], the cessation of flow measured
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by rotational viscometry [52], an iso-viscosity method and the determina-
tion of the insoluble fraction by extraction and weighing [20].

3.2 VITRIFICATION AND THE GLASS TRANSITION

Techniques measuring the (thermo)mechanical properties as cure proceeds
are very appropriate for the assessment of vitrification. One of the most
important changes upon vitrification is the increase in modulus by two or
three orders of magnitude (from 106 Pa in the rubbery state to 109 Pa in the
glassy state), together with a change in cure shrinkage.

With thermomechanical analysis (TMA), the expansion or shrinkage of
the sample under constant stress is monitored against time or temperature.
It is also possible to measure dilatometric changes [53]. Near vitrification,
the change in volume contraction versus isothermal reaction time will be
reduced due to diffusion control.

Dynamic mechanical thermal analysis (DMTA, also called dynamic me-
chanical analysis or DMA) enables the measurement of the storage and loss
modulus of the sample under an oscillating load against time, temperature or
frequency of oscillation. The instrument design may allow fixed frequency
or resonant frequency operation. A convenient technique operating in the
latter mode is torsional braid analysis (TBA) [25,26,54]. Passing through
the region of vitrification, the storage modulus increases, whereas tan δ and
the loss modulus show a maximum. The vitrification time or temperature
can be evaluated as the midpoint or inflection point of the transition in the
storage modulus or at the peak position in tan δ or the loss modulus [53,55].

DETA is a complementary dynamic method for the evaluation of vitrifi-
cation. The advantage of DETA is that the dynamic range is large, e.g. from
about 0.1 Hz to 100 kHz. Vitrification can be assessed either as the midpoint
or as the inflection point in the stepwise decrease of the permittivity, ε′, or
as the peak in the loss factor, ε′′ [56,57].

For the calculation of Tg, measured in cooling or heating experiments by
DMTA, TMA or DETA, similar calculation procedures as for the vitrifica-
tion point are valid [58].

One of the easiest and most widely practised methods of determining
Tg is to follow the change in heat capacity, Cp, as a function of temperature
by differential scanning calorimetry (DSC). This calorimetric method has
the advantage of requiring the least amount of sample and can usually be
carried out in much less time than most of the other methods. A plot of Cp or
heat flow against temperature shows a more or less abrupt stepwise increase
in the glass transition region and remains almost constant below and above
the transition (Figure 2.1).
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Figure 2.1. DSC heat flow signal as a function of temperature representing the non-isothermal
cure of a thermosetting system: 1st and 2nd heating.

3.3 CONVERSION AND CONVERSION RATE

The changes in the concentration of the reactive groups or the products
formed can be followed during cure either by measuring the individual
components with spectroscopic techniques or chromatographic methods
(mechanistic approach) [59–61] or by measuring an overall extent of con-
version (empirical approach). DSC is the most widely applied and useful
technique for the latter approach. It is a very elegant and extensively used
technique and it is not as time-consuming as the above-mentioned direct
analysis methods [55,62,63].

If the exothermic heat evolved during chemical reaction is proportional
to the extent of consumption of reactive groups, the overall conversion, x ,
and the overall rate of conversion, dx /dt , can be calculated as:

x = �Ht

�Htot
(7)

and

dx

dt
= 1

�Htot

dH

dt
(8)
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with �Ht the overall reaction enthalpy evolved up to time t and �Htot the
overall reaction enthalpy for full reaction (x =1) or total reaction enthalpy.

Figure 2.1 displays a typical DSC heat flow signal of an initially unreacted
sample submitted to a non-isothermal curing. The first heating is recorded
from −70 to 250◦C. It shows first a stepwise shift of the baseline around
−40◦C, which is assigned to the glass transition temperature of the fresh
reaction mixture, Tg0. The exothermic cure reaction starts near 25◦C and
ends at about 225–250◦C. The theoretical overall conversion attained at this
point is one. The area underneath the exothermic peak is a measure of the
total heat released. The shift in the second heating curve around 145◦C
represents the glass transition temperature of the fully-cured system, Tg∞.
Due to the polymerisation, Tg increased more than 150◦C.

An alternative evaluation of the progress of the cure process by DSC
can be achieved by performing partial and residual cure experiments. In a
partial cure experiment, at a predetermined time or temperature (for isother-
mal or non-isothermal cure conditions) the sample is quenched to a much
lower temperature in order to stop the chemical reactions. In a subsequent
heating experiment, termed the residual cure experiment, Tg and the resid-
ual reaction enthalpy, �Hres, are measured. The overall conversion at the
predetermined time or temperature is then calculated as:

x = �Htot − �Hres

�Htot
(9)

Because of the existence of a one-to-one relationship between Tg and x
[13], it is often more adequate to use Tg instead of �Hres, especially towards
complete conversion as the �Hres is small and difficult to quantify in these
conditions. It should be noted that any method that involves increasing the
temperature of a partially cured sample may allow cure reactions to proceed.
Thus, Tg may increase while it is being measured.

3.4 DIFFUSION EFFECTS DURING CURE

There are few reports on the direct measurement of diffusion during cure.
Although conventional DSC has been extensively used to study chemi-
cally controlled cure kinetics, the opposite is true for diffusion-controlled
cure kinetics [64]. Cure reactions under mobility-restricted conditions are
largely reduced in rate. The use of heat flow for the estimation of diffusion-
controlled cure kinetics is therefore often unsuccessful because of the small
size of the heat flow signal. Moreover, the effect of diffusion is generally
neglected under non-isothermal conditions. Wisanrakkit and Gillham [47]
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suggested the use of Tg to analyse the diffusion-controlled regime. The
evolution of Tg with reaction temperature or time is then determined from
a residual cure of a number of partially reacted samples. Although Tg is
easily measured, and although a considerable increase in Tg accompanies a
small change in chemical conversion in the later stages of cure, the inter-
ference of enthalpy recovery might obstruct an accurate Tg determination
[14]. Moreover, it is not always possible to determine Tg throughout the
entire range of cure for high-Tg thermosetting systems. Besides, to use this
procedure to estimate the effect of diffusion control on cure kinetics is very
time-consuming.

An extensive study of the effect of molecular weight, branching and free
volume on long-range self-diffusion in epoxies during cure was performed
using a pulsed-gradient spin-echo NMR method [65]. The decrease in the
diffusion coefficient of the reactive species as cure proceeds was shown to
be dependent on the decrease in free volume by measuring the diffusion of a
plasticiser taken as a tracer. The free volume-corrected diffusion coefficient
thereby obtained was then correlated to molecular weight. No effect of
gelation on the diffusivity could be observed.

Recently, an approach was used based on dielectric measurements of
the mobility-related properties, including ion conductivity and relaxation
time, to estimate the diffusion coefficient [66,67]. The effect of diffusion
on cure kinetics appeared to be insignificant in the pre-gel stage, but close
to vitrification, the curing reaction became significantly slower.

Note that although the results reported by Yu and von Meerwall [65] and
by Deng and Martin [66,67] showed a dependency of diffusion coefficient
on molecular weight, the diffusion of reactive groups toward each other con-
cerned with epoxy cure reactions (step-growth polymerisation reactions) is
only controlled by segmental diffusion irrespective of the size of molecules
to which they are attached. Neither molecular weight nor symmetry or com-
position play any role within overall diffusion control.

4 Procedures for (MT)DSC Cure Measurements
[68–70]

4.1 GENERAL CONSIDERATIONS FOR ACCURATE
KINETIC ANALYSIS

4.1.1 Sample Preparation, Sample Size and Storage
During sample preparation, precautions have to be taken that no, or very lit-
tle, reaction occurs prior to the (MT)DSC experiment. One procedure might
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be to mix all components at room temperature and to store this mixture at
low temperature (e.g. −20◦C) before analysis. The recommended proce-
dure, however, is to use freshly prepared reaction mixtures for which the
initial conversion approaches zero.

An adequate sample size has to be chosen, e.g. a flat sample of 5–10 mg,
as a compromise between the thermal detection limit and the existence of
thermal gradients in the sample.

4.1.2 Case of Volatile Reaction Products
A cure reaction yielding volatile products, such as water in step-growth
condensation reactions, should always be examined in sealed pans with-
standing high internal pressure to obtain accurate kinetic data. In pans with
loose fitting lids, the endothermic evaporation of volatile products is some-
times sufficiently large to compensate for the exothermic heat of reaction.
Moreover, it is impossible to obtain quantitative data when sample mass is
continuously changing by loss of volatile products.

4.1.3 (Quasi-)isothermal (MT)DSC Cure Experiments
The interval of appropriate isothermal cure temperatures is limited. At too
low cure temperatures, the reaction time is too long and the corresponding
heat flow data may not exceed baseline noise. At too high cure temperatures,
the reaction time is too short, so that a significant degree of conversion is
unrecorded in the equilibration period at the start of the experiment.

The sample can be immediately inserted into the DSC furnace, which
is previously equilibrated at the desired curing temperature, or the sample
can be placed into the DSC furnace at room temperature and then heated
to the required temperature at a rapid but controlled rate. With both meth-
ods, however, some heat of reaction might remain unrecorded in the initial
equilibration period and an extrapolation to zero time is needed for accurate
kinetic data.

4.1.4 Isothermal or Non-Isothermal Data for Kinetic Analysis?
Fundamental kinetic studies are by preference performed in isothermal
rather than in non-isothermal reaction conditions because frequently, as
cure proceeds, parallel reactions with different activation energies occur,
changing the relative rates of reactions with temperature. In theory, one
non-isothermal experiment comprises all the kinetic information normally
enclosed in a series of isothermal experiments, which makes the kinetic
analysis of non-isothermal DSC data very attractive. The criteria for judging
the kinetic parameters derived from non-isothermal experiments must be its
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ability to describe the isothermal experiments as well. Yet, in practice, the
parameters derived from the kinetic analysis of one non-isothermal experi-
ment are inaccurate; the activation energy and the pre-exponential factor are
generally overestimated. If several non-isothermal experiments are consid-
ered, more accurate values for the activation energy and the pre-exponential
factor are obtained [71,72]. A lot of discrepancies among the parameters
derived from isothermal and non-isothermal experiments are ascribed to
the thermal lag of the instrument when a heating rate is applied [73]. How-
ever, a lot of the unreliability comes from attempting to fit measured data
to a kinetic equation that does not truly describe the real course of the
reaction.

To enlarge the experimental temperature window, a combination of iso-
thermal and non-isothermal experiments is preferred in this work.

4.1.5 Baseline for Isothermal and Non-Isothermal (MT)DSC Cure
The calculation of conversion [Eq. (7)] and conversion rate [Eq. (8)] requires
the numerical integration of the (partial) areas of exothermic reaction peaks
(Figure 2.1) and therefore the need to draw a baseline.

For isothermal DSC data, the heat flow signal goes asymptotically to
a plateau value when the reaction is completed. Because it is difficult to
separate residual reaction from instrumental instability at this final stage,
it is useful to let any reaction that appears to be completed at time t , con-
tinue for a time 2t . The baseline is a horizontal at this final steady state
signal.

For non-isothermal DSC data, the baseline can be approximated as linear.
However, if there is a significant change in heat capacity between reactants
and products, �Cp,react, a better approach might be to assume a baseline
proportional to the reaction conversion [62]. In this context, MTDSC is
extremely useful because both heat capacity and heat flow are measured.
Therefore, one can consider the change in heat flow due to chemical reaction
only (associated with the non-reversing heat flow signal). A re-run or second
heating curve (for the fully-cured resin) provides additional indications for
the beginning and the end of the baseline.

4.1.6 Total Reaction Enthalpy
The overall reaction enthalpy at full conversion or total reaction enthalpy
is an important parameter in Eqs. (7–9). Because during an isothermal
cure well below Tg∞, reactivity is frozen out and full conversion is never
reached, an accurate value of �Htot is calculated from non-isothermal ex-
periments and preferably at more than one heating rate (e.g. between 5
and 20◦C min−1). For too low heating rates, some initial and final reaction
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may remain unrecorded because of insufficient instrument sensitivity. For
too high heating rates, the later stages of cure may interfere with thermal
decomposition processes.

At advanced conversions, functional groups can no longer meet and react
because of the progressively increasing topological complexity of a reacting
system. Therefore, the complete conversion of functional groups, i.e. full
overall chemical conversion, may never be attained. Even in the complete
absence of any diffusion hindrance, this topological constraint cannot be
removed by a simple temperature rise. This is in contrast to reactions con-
trolled by mobility restrictions, i.e. an isothermal cure at temperatures well
below Tg∞, where heating the sample above Tg∞ removes the mobility re-
strictions. In the case of a topological limit, the experimental value of �Htot

is always lower than the theoretical limit, as calculated from reactions of
model compounds.

It should be noted that each reaction enthalpy, �H , depends on the aver-
age temperature of the experiment. If the change in heat capacity between
reactants and products, �Cpr, is significant, a temperature-dependent value
of �H might be necessary.

4.2 MTDSC PARAMETERS

In an MTDSC experiment, a repeated temperature modulation is superim-
posed on the normal linear temperature programme [1–5,74]. The modula-
tion amplitude and frequency, and the underlying heating rate can be chosen
independently.

4.2.1 Modulation Amplitude
For non-isothermal experiments, ‘heating only’ conditions, with the modu-
lation amplitude chosen so that no cooling occurs over one complete cycle,
are of no use in cure studies. On the contrary, for experiments with very low
underlying heating rate, or when Cp should be measured as accurately as
possible, it is advisable to use a larger modulation amplitude. Of course, the
amplitude of the temperature modulation has to be limited, since its effect
on the cure kinetics has to be negligible. Typical amplitudes are between
0.1 and 1◦C.

4.2.2 Modulation Period
The range of frequencies that can be used in practice is limited to about
one decade, so that no strong frequency effects are expected, as opposed to
the conditions of DETA where frequencies can easily be changed from 1
to 105 Hz. The modulation frequency in all MTDSC experiments shown is
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always fixed at 0.017 or 0.01 Hz (corresponding to a modulation period of
60 or 100 s, respectively). The frequency dependence of the heat capacity
during cure is discussed in section 6.4.

4.2.3 Temperature-Dependent Heat Capacity Calibration
Commonly, the heat capacity signal is calibrated at a single temperature.
However, the experimental error on the heat capacity can further be re-
duced by a ‘dynamic’ calibration over the entire temperature range instead
of at a single temperature. The heat capacity calibration constant, KCp ,
shows a gradual evolution over the entire temperature range, with a to-
tal variation of 4% between −50 and 300◦C. Below −50◦C, the deviation
increases.

For the cure studies in this work, this deviation is not so important. Firstly,
because most of the MTDSC experiments are performed above −50◦C, and
secondly, because for quantitative analyses a mobility factor is calculated by
normalising the heat capacity between reference heat capacities determined
at the same temperature. Thus, changes in KCp with temperature have no
effect on this result (section 5.8).

5 MTDSC Characterisation of Cure: Experimental
Observations

5.1 EXPERIMENTAL SYSTEMS

5.1.1 Epoxy Systems
Different types of epoxies, such as monofunctional phenyl glycidyl ether
(PGE), bifunctional epoxy (DGEBA LY 564 or 556, Ciba-Geigy) and tetra-
functional epoxy (MY 720, Ciba-Geigy) have been studied. The curing
agents are anhydride hardener (HY 917, Ciba-Geigy) using 1 wt% of an
accelerator (1-methyl imidazole DY 070, Ciba-Geigy), or different types
of amines, such as bifunctional aniline or N ,N ′-dimethylethylenediamine,
and tetrafunctional methylenedianiline (MDA) or 3,3′-dimethyl-4,4′-
diaminodicyclohexylmethane (Araldite HY 2954, Ciba-Geigy). The molar
ratios of amine/epoxy functional groups, r , are varied. Stoichiometric mix-
tures (r = 1.0) and mixtures with an excess of amine (r > 1.0) or epoxy
(r < 1.0) are used.

5.1.2 Polyester–Styrene Systems
A mixture of unsaturated polyester resin with ca. 45 wt% of styrene
(Polylite P51383, Reichhold), methyl ethyl ketone peroxide as initiator
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(Butanox M-60, AKZO) and 1% cobalt 2-ethylhexanoate in styrene as ac-
celerator (NL 49S, AKZO) in a w/w mixing ratio of 100/2/1 was used. A
weight fraction of 200 ppm 2-methylhydroquinone inhibitor was added to
delay the reaction for cure experiments above room temperature.

5.1.3 Melamine–Formaldehyde Resins
Melamine–formaldehyde (MF) resins of a molar ratio F/M = 1.70 were
prepared at 95◦C by dissolving 505 g melamine in 592 g formalin (34.5 wt%
aqueous formaldehyde with a pH of 9.2). The reaction was stopped when
the reaction mixture reached the cloud point [75]. At 25◦C, the pH of the
MF resin was adjusted to 7.5 and 9.5. These resins were spray-dried using
a Büchi spray dryer and further dried for half an hour in a vacuum oven at
60◦C before each MTDSC experiment. Liquid 13C-NMR spectra showed
that more methylene bridges and ether bridges and fewer residual methylol
groups (see section 2.2.1 were present in MF pH 7.5 compared to MF
pH 9.5.

5.1.4 Inorganic Polymer Glasses
The IPG in this study was an amorphous aluminosilicate formed by the
low-temperature reaction of an alkaline sodium silicate solution (Sil) and
a dehydroxylated clay (metakaolinite, Mk) [41,76]. The molar ratio Sil/Mk
is one.

5.2 REMARKS CONCERNING MTDSC SIGNALS

5.2.1 Non-Reversing MTDSC Heat Flow Versus Conventional
DSC Heat Flow

The total heat flow obtained in quasi-isothermal MTDSC experiments
agrees very well with the heat flow evolution obtained in a conventional
DSC experiment, performed under the same conditions without of the mod-
ulation (Figure 2.2a). Neither changing the modulation amplitude nor the
period had an effect on the reaction exotherm seen in the non-reversing heat
flow. This illustrates the negligible effect of the perturbation on the cure
reaction.

For a correct calculation of the non-reversing heat flow in non-isothermal
experiments, attention has to be paid to the heat capacity and heating rate
used to obtain the reversing heat flow. Firstly, the dynamic heat capacity cal-
ibration should be used in order to correct for the temperature dependence of
KCp (section 4.2.3). However, for the curing experiments the gradual change
in KCp (when using a dynamic calibration instead of a single point calibra-
tion) results only in minor baseline variations for the reaction exotherm in the
non-reversing heat flow. Secondly, one should use the measured underlying
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Figure 2.2. Quasi-isothermal cure of an epoxy–anhydride at 100◦C: (a) comparison of the
non-reversing heat flow obtained in MTDSC to the heat flow obtained in conventional DSC

(arrow), (b) heat capacity and (c) corrected heat flow phase.

heating rate to subtract correctly the heat capacity contribution (reversing
heat flow) from the total heat flow. In general, the corrections are much
smaller than the experimental error, which is due to small differences in
the mixing ratios (a fresh epoxy–hardener mixture is made for each ex-
periment) and the influence of small (irreproducible) amounts of moisture
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on the reaction kinetics. Because the effect of the dynamic heat capacity
calibration and the heating rate corrections on the non-reversing heat flow
is small, the chemical rate of reaction can be obtained quantitatively from
the non-reversing heat flow.

5.2.2 Heat Flow Phase
Figure 2.2c shows the corrected heat flow phase for the epoxy–anhydride
system cured at 100◦C; the heat flow phase measured quasi-isothermally at
100◦C for the fully cured resin was used as a reference point. The evolutions
will be discussed in detail in the following section. In this paragraph, the
magnitude of the signal is considered.

For the systems and conditions studied in this work, the corrected heat
flow phase always remains small: the maximum difference with respect to
the fully-cured reference state (in the absence of any transition) is 10◦ and in
most cases much smaller. The cosine and sine for this angle equals 0.98 and
0.17, respectively. Thus, for all experiments shown, C ′

p and |C∗
p | coincide

within 2% and C ′′
p is always close to zero. This implies that the reversing

and non-reversing heat flows calculated using C ′
p (according to the complete

deconvolution) or |C∗
p | (cyclic Cp according to the simple deconvolution)

are virtually identical. Hence, the use of the phase angle is not necessary
for the quantitative interpretation of heat capacity and non-reversing heat
flow for the cure experiments discussed. Nevertheless, the evolution of the
phase angle over the course of the reaction contains valuable information
on the reaction and the mechanism (see further discussion).

Recently, a (semi-)quantitative use of the heat flow phase was discussed.
From the contribution of the temperature dependence of the reaction rate to
the heat flow phase signal, an overall activation energy was estimated for
an epoxy cure without vitrification [77]. If vitrification occurs, one obtains
the phase shift due to thermal relaxation only by removing the contributions
of the temperature dependence of the reaction rate and of the heat transfer
conditions from the heat flow phase signal [78].

5.3 ISOTHERMAL CURE WITH VITRIFICATION

5.3.1 Epoxy Systems
The experiment of Figure 2.2 will now be considered in more detail as
a typical example of isothermal cure with vitrification. It shows the non-
reversing heat flow (Figure 2.2a), the heat capacity (Figure 2.2b) and the
heat flow phase (Figure 2.2c) as a function of reaction time for the quasi-
isothermal cure of an epoxy–anhydride resin at 100◦C for 200 min. The re-
action exotherm obeys an auto-catalytic behaviour: the heat flow increases at
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first and passes through a maximum. The heat capacity, Cp, first decreases
slightly. Subsequently, a stepwise decrease in Cp is observed, simultane-
ously with a sharp decrease in heat flow. The heat capacity change, �Cp,
equals 0.33 J g−1 K−1. The time at half of the change in heat capacity,
t1/2�Cp , equals 86 min. The glass transition temperature at this instant, mea-
sured in a partial cure experiment, amounts to ca. 100◦C. Therefore, the
stepwise decrease in Cp corresponds to the transition of the polymerising
system from the liquid or rubbery state to the glassy state. The time t1/2�Cp

obtained in an MTDSC experiment can be used to quantify the time of vit-
rification. This time can be interpreted as the time that half of the material
has transformed to the glassy state (on the time-scale of the modulation)
[42,68].

Figure 2.2c shows the evolution of the corrected heat flow phase, ϕ. The
fully-cured glass state is always used as a reference (zero value) for the
instrument correction [68, 69]. The phase angle corrected in this way has
a small negative value, tending to more positive values due to the chemi-
cal reactions. Indeed, in Figure 2.2c the corrected heat flow phase, ϕ, ini-
tially amounts to −2.0◦ and then slowly evolves toward zero as the reaction
proceeds. Relaxation phenomena are superimposed as local (downward)
extremes. Thus, the (downward) local extreme in ϕ observed at 83 min con-
firms the vitrification process observed in Cp in Figure 2.2b. At the end of
the quasi-isothermal experiment, ϕ equals −0.6◦.

5.3.2 Unsaturated Polyesters
Although the auto-acceleration or ‘gel effect’ in free radical polymerisa-
tion is well understood in general terms of a decrease in the mobility of
growing chains, quantitative results on detailed aspects to develop more
predictive models are still scarce. One of the major reasons is the difficulty
of maintaining isothermal conditions in bulky samples, and the lack of truly
isothermal conversion–time data and reliable rate constants [79]. The ben-
efits of MTDSC in this respect are illustrated with the isothermal free rad-
ical copolymerisation of an unsaturated polyester–styrene system [80–82].
The combined use of MTDSC and dynamic rheometry is very beneficial
for an isothermal study of gelation, vitrification and auto-acceleration (gel
effect) in terms of reaction conversion. In Figure 2.3a, the non-reversing
heat flow at 30◦C is compared with rheological information. The typical
auto-acceleration, observed as a second maximum in the heat flow signal,
coincides with the ultimate increase of the complex viscosity, η∗ (beyond 105

Pa s), and occurs just before the onset of vitrification observed in MTDSC
by the start of the final decrease in heat capacity and the decrease in the
heat flow phase signal (Figure 2.3b). The onset of vitrification occurs at a
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Figure 2.3. Quasi-isothermal cure of an unsaturated polyester at 30◦C: (a) non-reversing heat
flow and complex viscosity (logarithmic scale); (b) heat capacity and heat flow phase; the
symbol (o) denotes the point at maximum auto-acceleration in the non-reversing heat flow.

conversion close to 80% and coincides with the point of maximum auto-
acceleration (if the decreasing monomer concentration is taken into account
[81]).

The conversion at the onset of auto-acceleration (the heat flow minimum)
is close to 60%. Because it occurs at a much more advanced conversion than
gelation, the term gel effect for indicating the auto-acceleration is somewhat
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misleading and should be avoided in this case. Since the phenomenon oc-
curs closely before the onset of vitrification, it is not likely it is due to
the sharp increase in bulk viscosity at gelation, but rather it is caused by a
change in molecular mobilities at higher conversion. This effect of changing
(decreasing) molecular mobilities on the (increasing) reaction rate of the un-
saturated polyester system is caused by the specific features of a free radical
chain-growth polymerisation mechanism and is in contrast with thermo-
setting systems, such as epoxy–amines, obeying an addition step-growth
polymerisation mechanism.

It is interesting to point out that the observed evolution of the complex
viscosity is quite different for both polymerisation types (Figure 2.4). In a
step-growth (bifunctional) epoxy–(tetrafunctional) amine system, η∗ rises
continuously with extent of polymerisation: gelation occurs near 60% con-
version [83]. In the polyester system, η∗ rises more sharply and at a much
lower conversion.

The different conversion-dependence of η∗ is related to the molecular
weight evolution and network development. For addition step-growth poly-
merisation systems, the molecular weight of the polymer chains gradually
increases, while for (linear) free radical chain-growth polymerisations the

Figure 2.4. Comparison of the evolution of complex viscosity with conversion for the
isothermal cure of an epoxy( f = 2)–amine( f = 4) system at 60◦C and of an unsaturated

polyester at 40◦C (logarithmic scale).
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highest average degree of polymerisation of the polymer chains is attained
at the start of the reaction (section 2.2).

It also should be pointed out that the auto-acceleration at high conversion
closely before the onset of vitrification is not observed for step-growth
polymerisation thermosetting systems [42,68,80,83–85].

A model including initiation, propagation, transfer, inhibition and ter-
mination steps should be used to describe the auto-acceleration. Such a
mechanistic model should deal with termination and propagation rates con-
trolled in a different way by the decreasing mobility or diffusion. In fact, at
a high monomer conversion, almost all elementary reactions, including the
termination of growing radical chains, propagation of the growing chain
and even chemical initiation reactions, can become diffusion-controlled
and cause several effects: the gel effect (an auto-acceleration), a glass effect
(slow down) and a cage effect, respectively [86–90]. Since entities of very
different sizes are involved, from single styrene units to reactive groups
that are part of the network, these free radical polymerisations are typical
examples of systems where a specific diffusion control should be taken into
account.

5.3.3 Melamine–Formaldehyde Resins
Step-growth condensation copolymerisations give rise to additional exper-
imental difficulties, with respect to the former reactions studied, due to the
continuous release of e.g. water. Indeed, the evaporation of water produced
by the reaction may obscure the detection of the cure process and prohibit
a reliable quantification of the reaction heat and the reaction conversion. To
illustrate how condensation polymerisations can be studied by MTDSC, the
post-cure condensation reactions of melamine–formaldehyde (MF) resins
will be discussed [91].

Two main steps are to be distinguished in the production and further
conversion of melamine–formaldehyde resins: (i) the addition reaction of
formaldehyde and melamine to form methylolated melamine compounds,
and (ii) methylene and ether bridge formation via condensation reactions
releasing water (section 2.2.1). Since spray-dried methylolated melamine
resins (MF resins) are studied (see experimental), the cure of MF resins is
confined to the condensation reactions of the latter step.

Experimental Requirements and Reproducibility
of Condensation Reactions

In order to study the kinetics of the condensation reactions with (MT)DSC,
evaporation of water must be suppressed, because this strongly endothermic
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process (2257 J g−1 at 100◦C [92]) masks the exothermic cure reaction
completely. Pressurisation or encapsulation of the sample can solve this
problem. However, high-pressure DSC is not available in the modulated
DSC mode. For this reason, reusable high-pressure stainless steel pans (HPS
pans, volume 30 µl), withstanding an internal pressure up to 150 bar are
more convenient. In order to minimise the heat of evaporation, the HPS pans
are (nearly) entirely filled with sample. The remaining free volume is small
(10–15 µl), so the heat required for evaporation of water in this volume
can be neglected and does not disturb the exothermic effect of the ongoing
condensation reactions.

Figure 2.5a shows the MDSC results on MF pH 9.5 cured isothermally
at 119◦C in closed and open reaction conditions. In open conditions, due
to the evaporation of more than 9 wt% of water and the continuous loss of
mass, a large decrease in Cp is observed, going from the beginning till the
end of cure. The heat flow signal shows an irregular and mainly endothermic
effect. Initially, the exothermic cure effect dominates the heat flow, but at
the maximum cure rate with a maximum release of water around 50 min,
the evaporation of water takes over and sharp endothermic peaks appear.
In closed conditions, on the other hand, exothermic curing can be observed
during the entire experiment. Instead of a continuous decrease in Cp, the
heat capacity displays a slight increase up to about 150 min, followed by a
more pronounced stepwise decrease.

The results of Figure 2.5a clearly demonstrate the requirement of closed
reaction conditions to study these condensation reactions in a reproducible
way. The reusable high-pressure steel pan guarantees the indispensable
closed reaction conditions and enables a reliable study of the character-
istic features of MF condensation reactions. The general trends in heat flow
and heat capacity can be related to the effects of pH and vitrification on MF
cure (see discussion below).

Vitrification During MF Cure
The final stepwise decrease in Cp is related to a vitrification process along
the isothermal cure path. Simultaneously with the stepwise change in Cp,
the heat flow signal further decreases toward zero. During vitrification, the
mobility of the reactive functional groups becomes more and more restricted,
and cure finally ceases, even in the presence of remaining functionalities.
Similar to the results obtained for the cure of epoxy thermosetting systems,
a slight increase in the phase angle, ϕ, is seen due to the proceeding reaction
and the heat capacity change during vitrification (Figure 2.5b). Moreover,
a relaxation peak associated with vitrification is superimposed [68,69,83].
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Figure 2.5. Quasi-isothermal cure of a melamine–formaldehyde (MF) resin
(pH 9.5 F/M = 1.7) at 119◦C in closed high-pressure steel (HPS) and open Al pans:

(a) non-reversing heat flow and heat capacity; (b) heat flow phase.

The local minimum of φ, at a time of 196 min, coincides with the inflection
point of the stepwise decrease in Cp.

5.3.4 Inorganic Polymer Glasses
The formation of IPG will be discussed to illustrate that different chemical
systems are influenced differently by the proceeding reaction. These IPGs
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are formed by the heterogeneous reaction of an alkaline Sil with dehydrox-
ylated clays (metakaolinite). The properties of the final amorphous alumi-
nosilicates depend on the low-temperature reaction conditions [76,83,93].

The heat flow, heat capacity and heat flow phase signals during produc-
tion of IPG at 35◦C starting from 1.8 µm Mk particles are shown in Fig-
ure 2.6. The reaction exotherm shows a typical behaviour with the maxi-
mum rate of reaction at the start of the experiment followed by a shoulder
of more or less constant rate of reaction. The heat capacity remains nearly
constant up to ca. 20% conversion, then a gradual decrease is observed.
The rate of reaction stays more or less the same over the first half of the
change in Cp and decreases slowly over the second half. The concurrent
hardening process is independently measured by dynamic mechanical anal-
ysis. The onset of the steep increase in storage modulus (DMA) coincides
with the onset of the heat capacity decrease (MTDSC), and a local mini-
mum in the heat flow phase relaxation peak is observed at this early stage
of the reaction. Whereas the DMA set-up employed is limiting the window
of moduli to follow experimentally the hardening process (both the low and
high modulus values are not uniquely related to the IPG properties [41]),
the MTDSC heat capacity curve enables one to investigate the entire pro-
cess. This is important for studying these low-temperature IPG reactions,
since vitrification is not slowing down the reaction rate and the largest
part of the reaction enthalpy (more than 50%) is set free in the solidifying
state.

5.4 NON-ISOTHERMAL CURE WITH VITRIFICATION
AND DEVITRIFICATION

5.4.1 Epoxy–Anhydride [68,84]
Figure 2.7 shows the non-reversing heat flow and heat capacity as a function
of temperature for the cure of the epoxy–anhydride at a heating rate of 0.2–
0.7◦C min−1 (curves 1–3). The heat capacity evolution for the completely
cured resin is also shown (curve 4). First the experiment at 0.2◦C min−1 will
be considered. The reaction exotherm shows a maximum around 90◦C, and
is followed by a shoulder of more or less constant heat flow. The shoulder’s
height is 7% of the peak height or ca. 50 µW, and it spans a temperature
interval of 40◦C. In the heat capacity curve of the first heating, three transi-
tions are observed. The first transition is Tg0 of the uncured resin at −37◦C
(not shown). The second transition, a decrease in Cp, occurs at the instant
the heat flow decreases. Near the end of the heat flow shoulder, Cp increases
again. In between the transitions, Cp rises slowly with temperature. In the
second heating (curve 4), Tg∞ of the fully cured network amounts to 135◦C.
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Figure 2.6. Production of an inorganic polymer glass (IPG) for a metakaolinite (Mk) particle
size of 1.8 µm at 35◦C; (a) non-reversing heat flow and storage modulus; (b) heat capacity and

heat flow phase.

Measured against this second heating reference line, the temperatures at half
of the heat capacity difference, T1/2�

Cp, equal −37 (Tg0), 104 and 131◦C,
respectively.

Comparison of the evolutions of Cp and Tg with reaction temperature
clearly shows that the three transitions in heat capacity, characterised by
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Figure 2.7. Non-isothermal cure of an epoxy–anhydride at 0.2 (1), 0.4 (2), and 0.7◦C min−1

(3) and for the fully-cured material (4): non-reversing heat flow and heat capacity.

the temperatures T1/2�
Cp, subsequently correspond to (i) devitrification at

Tg0, (ii) vitrification due to a more rapid increase of Tg during cure (up to
10 times faster than the applied heating rate of 0.2◦C min−1) and (iii) a
final devitrification process near the end of reaction because the conversion
of reactive groups nears completion and Tg ceases to increase. In between
the vitrification and the final devitrification process, the rate of reaction is
diffusion-controlled and the Tg evolution runs more or less parallel with T ,
with a maximum difference (Tg − T ) of 7◦C.

5.4.2 Epoxy–Amine [68,84]
The results for the amine-cured epoxy for the same heating rate of
0.2◦C min−1 are shown in Figure 2.8 (curve 1). The overall picture is similar
to the result for the epoxy–anhydride (Figure 2.7). Tg0 equals −25◦C (not
shown). The non-reversing heat flow passes through a maximum at 70◦C,
and then decreases sharply. Simultaneously, a sharp decrease in heat capac-
ity occurs. The cure of another sample was stopped at this point. The glass
transition temperature measured in a second heating is 81◦C. Considering
the reactivity of this resin, these data confirm the occurrence of vitrifica-
tion at the instant that heat flow and heat capacity decrease. Between 85
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Figure 2.8. Non-isothermal cure of an epoxy( f = 4)-amine( f = 4) at 0.2 (1), 1 (2), and 2.5◦C
min−1 (3), and for the fully-cured material (4): non-reversing heat flow and heat capacity.

and 235◦C, a temperature interval of 150◦C, a small heat flow is still ob-
served (25–60 µW). A second (low) maximum is attained around 200◦C,
then the heat flow decreases to reach the baseline level near 235◦C. Over
the 150◦C wide interval, the Cp of the curing network (curve 1) and the Cp

of the fully cured, vitrified resin (curve 4) slowly converge. The first and
second heating both show a small increase in Cp ending at ca. 255◦C. Since
the reaction is completed near 235◦C, this change in Cp corresponds most
probably to devitrification. Both this transition and Tg∞ cannot unambigu-
ously be determined because the step change in heat capacity is small, and
because degradation of the polymer network becomes prominent at 275◦C.
The smallness of �Cp(Tg∞) can be attributed to the high crosslink density
of the fully cured resin: little mobility will be freed beyond Tg∞ due to the
restrictions of the tight network. For the tetrafunctional epoxy–amine, the
final crosslink density is higher than for the bifunctional epoxy–anhydride,
causing a higher Tg∞ (ca. 255◦C) and a smaller �Cp(Tg∞).

5.4.3 Effect of Heating Rate [68]
Figures 2.7 and 2.8 show the influence of the heating rate on the vitrification–
devitrification behaviour of the anhydride and amine-cured epoxies, re-
spectively. For the epoxy–anhydride system, no vitrification is observed
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at heating rates of 0.7◦C min−1 or higher (curve 3). In contrast, for the
epoxy–amine system even at a heating rate of 2.5◦C min−1 (curve 3)
a strong vitrification can be seen. The heating rate has to be at least
20◦C min−1 to avoid vitrification (section 8). This indicates that attention
needs to be paid when using non-isothermal experiments to study the reac-
tion kinetics: the reaction is not de facto occurring in chemically controlled
conditions, even at higher heating rates.

At a higher heating rate, it takes less time to reach a certain temperature.
Consequently, a lower conversion and Tg are attained at that temperature. As
a result vitrification is shifted to higher temperatures. This shift is obviously
limited by Tg∞, the devitrification temperature of the fully-cured resin. For
the epoxy–anhydride, when the heating rate is increased, the minimum level
of Cp in between Tvit and Tdevit is closer to Cp of the liquid state (Figure 2.7).
This implies that less mobility is frozen out and that a smaller fraction of the
material transforms to the glassy state. This is a condition of non-isothermal
‘partial vitrification’. For the amine-cured epoxy, even at 2.5◦C min−1

the interval between vitrification and devitrification is at least 100◦C wide.
In this interval, Cp converges to Cp of the fully-cured (glassy) network
(Figure 2.8), indicating that the material vitrifies almost completely during
non-isothermal diffusion-controlled cure.

5.5 COMBINED CURE PATHS [80]

Examples of non-isothermal post-cure experiments after a preceding partial
cure with mobility restrictions are given for the epoxy–anhydride system
in Figure 2.9, and for the epoxy–amine system in Figure 2.10. The combi-
nations of partial cure time and temperature are chosen in a way that both
systems (partially) vitrify before the final non-isothermal cure stage. For
the epoxy–anhydride system, up to the isothermal onset of vitrification af-
ter 165 min of reaction at 85◦C, no enthalpy relaxation is observed in the
non-reversing heat flow signal of the subsequent heating (Figure 2.9). As
vitrification proceeds, due to the decreasing reaction rate (controlled to an
increasing extent by diffusion) and the slow variation of Tg in these condi-
tions, the structural relaxation effect is getting more pronounced [15,16].
Figure 2.9 also shows that the residual reaction exotherms become more
asymmetrical and are delayed to higher temperatures. The (increasing) Tg

of the system is acting as a physical barrier to the final cure: the residual
reaction only starts when the necessary mobility is regained upon going
through the glass transition. Nevertheless, at a heating rate of 2.5◦C min−1,
this final cure always proceeds with a chemically controlled rate (once T >
Tg). Note that Tg is still increasing considerably, even in mobility-restricted
isothermal partial cure conditions, whereas the small residual reaction



Figure 2.9. Post-cure of an epoxy–anhydride at 2.5◦C min−1: 1st heating after partial cure at
85◦C for 165 min (1), 230 min (2), 500 min (3), 800 min (4), 3300 min (5) and 2nd heating in

same conditions (6): non-reversing heat flow and heat capacity.

Figure 2.10. Post-cure of an epoxy( f = 4)-amine( f = 4) at 2.5◦C min−1 after partial cure at
70◦C for 0 min (1), 25 min (2), 50 min (3), 75 min (4), 90 min (5), 110 min (6) and partial cure

at 1.0◦C min−1 to 116◦C (= Tvit) (7): non-reversing heat flow and heat capacity.
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enthalpy is only slightly decreasing. Curve 6 shows Tg∞ measured in a
(second) heating after post-cure.

For the epoxy–amine system of Figure 2.10, a different behaviour is
observed. No relaxation effects are noticed in the non-reversing signal of the
post-cure. In this case, even in diffusion-controlled isothermal conditions,
the variation of Tg with reaction time is high enough to avoid this effect.
Accordingly, at a heating rate of 2.5◦C min−1, only the initial part of the
post-cure is chemically controlled, as indicated by the heat capacity signals
and the broad tails in the non-reversing heat flow signals of Figure 2.10.
The start of mobility-restricted non-isothermal cure is interfering sooner
with increasing conversion (reaction time) of the preceding isothermal cure.
When the conversion after partial cure is low enough, the residual cure
reaction first proceeds under chemically controlled conditions, followed
by vitrification and a diffusion-controlled reaction regime. The higher the
conversion at the start of the residual cure experiments, the shorter the
part of the chemically controlled residual cure reaction. From a certain
conversion, the heat capacity remains below the full mobility level related
to that conversion (no Tg is observed), and the post-cure occurs under at
least partially diffusion-controlled conditions over the entire range of the
reaction exotherm (curves 4–7).

5.6 SLOW ISOTHERMAL CURE

5.6.1 Unsaturated Polyester
If the polyester–styrene resin, studied above room temperature in Figure
2.3, is cured at lower temperatures, e.g. at 0◦C, the rate of reaction is
too slow for a quantitative analysis of the heat flow. Figure 2.11 shows
that the evolution of heat capacity and heat flow phase, however, can still
be measured accurately. This illustrates an extra benefit of MTDSC for
studying quasi-isothermally slowly reacting systems (notice the extended
time-scale of Figure 2.11). During the slow reaction-induced vitrification
process, the heat capacity shows a stepwise decrease and the heat flow phase
passes through a minimum and increases again to its final, more glassy level
[81].

5.6.2 Inorganic Polymer Glasses: Influence of Particle Size
Since the hardening process of a metakaolinite (Mk)–silicate is a hetero-
geneous reaction, the particle size of the solid reaction component, Mk,
might also influence the reaction kinetics. The formation of the highly
crosslinked aluminosilicate glass (IPG) was followed at 35◦C. Figure 2.12
demonstrates the influence of the Mk particle size on the production rate of
IPG [80].
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Figure 2.11. Quasi-isothermal cure of an unsaturated polyester at 0◦C: heat capacity and heat
flow phase.

The heat flow signal is weak, especially for the largest grains, and there-
fore baseline instabilities are causing the signal to become less accurate.
However, it is clear that the smaller the particle size, the larger the heat
flow at the beginning of the reaction and the faster the reaction tends to
completeness. For the smallest 1.5 µm particles, the heat flow drops to zero
before 500 min of reaction.

In the conditions studied, small heat capacity changes remain accurate
and again allow the reaction to be followed long after the onset of vitrifi-
cation. For the smallest particles, the heat capacity is still decreasing after
3000 min of reaction (not shown in Figure 2.12). The effect of particle size
on the reaction rate can be quantified based on the reaction time to reach a
certain decrease in heat capacity. In Figure 2.12b, the times for a drop in heat
capacity of 10% and 50%, respectively, t(10%) and t(50%), are indicated on
the heat capacity curves. The trends depicted by the interconnecting dashed
lines sketch the effect of the initial reciprocal diameter, d−1 (plotted on
the right Y -axis), which is proportional to the initial specific surface of the
particles. It can be deduced that the reaction rate increases with decreasing
particle size or increasing specific surface. For the largest specific surfaces,
however, this tendency seems to level off. These conclusions are important
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Figure 2.12. Production of inorganic polymer glasses for different Mk particle sizes (indicated
values in µm) at 35◦C: (a) non-reversing heat flow; (b) heat capacity (shifted according to

initial reciprocal particle diameter, d−1 (right Y-axis), with t(10%) (×) and t(50%) (�); dotted
lines are a guide to the eye.
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for a more elaborated model of the heterogeneous reaction kinetics of
IPG.

5.7 PARTIAL VITRIFICATION

As observed in the previous sections, relaxation phenomena are superim-
posed as local (downward) extremes in the heat flow phase. Thus, the heat
flow phase gives an indication of a vitrification or devitrification process
during the thermal treatment. In non-isothermal experiments, conditions of
partial vitrification—a zone where the material is in between the liquid/
rubbery and the glassy state—can occur depending on the heating rate and
the reactivity of the curing system (section 5.4).

In (quasi-)isothermal cure, partial vitrification is also seen if the cure
temperature is chosen close to the glass transition temperature of the fully
reacted polymer network, Tg∞. An illustration is given in Figure 2.13 for the
polyester–styrene cure at 30, 40 and 50◦C [80,81]. With increasing tempera-
ture, the auto-acceleration becomes relatively less important. The maximum
auto-acceleration always occurs just before the onset of vitrification (Fig-
ure 2.13a). Typical for these polyester systems is a broad fully-cured glass
transition domain, in this case of at least 50◦C around a low value of Tg∞ of
ca. 25–28◦C. Because of the width of this broad transition domain, partial
vitrification occurs in all isothermal cure conditions shown, even at 50◦C.
Although the degree of vitrification is decreasing with increasing cure tem-
perature, a stepwise decrease in Cp is still clearly visible at 50◦C (Figure
2.13b). The heat flow phase signal also indicates that the system is remain-
ing in the relaxation regime for all conditions, even at the end of a cure at
30◦C, and the phase angle is not evolving to less negative values (Figure
2.13b). In contrast, if cured at 0◦C, an almost completely vitrified polyester
system is obtained (Figure 2.11). In this case, the heat flow phase evolves
towards zero after reaching the relaxation minimum.

Partial vitrification is also observed in isothermally cured epoxy systems.
However, the effect is less pronounced since the glass transition domain at
Tg∞ is narrower for these networks [80]. An example is given in Figure 2.14
for the system DGEBA–MDA (Tg∞ = 102◦C). At 80◦C, a stepwise decrease
in Cp and a relaxation peak are observed. At 100◦C, the system is partially
vitrifying and the phase angle remains in the relaxation regime at the end
of cure. At 120◦C, no vitrification effect is noticed any more, neither in Cp,
nor in heat flow phase.

More recently, Montserrat and Cima [85] presented similar epoxy cure
experiments, but their interpretation is somewhat misleading because they
did not account for the partial vitrification phenomenon. The way the
mobility factor, DF∗, was calculated in [85] is in contradiction with the
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Figure 2.13. Quasi-isothermal cure of an unsaturated polyester at 30, 40, and 50◦C: (a)
non-reversing heat flow; (b) heat capacity and heat flow phase; the heat flow phase curves were

shifted vertically to avoid overlap. The symbols (o) denote the points at maximum
auto-acceleration in the non-reversing heat flow.
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Figure 2.14. Quasi-isothermal cure of an epoxy( f = 2)-amine( f = 4) at 80, 100, and 120◦C:
(a) heat capacity; (b) heat flow phase (shifted for clarity).

fact that the final state is only partially glassy for cure temperatures that are
within the glass transition of the fully-cured resin.

5.8 MOBILITY FACTOR TO QUANTIFY DEGREE
OF VITRIFICATION

To quantify the degree of vitrification for conditions for which the reacting
network is in between the glassy and the liquid or rubbery state, a mobility
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factor can be defined, based on the experimental heat capacity curves. This
mobility factor, DF*, is calculated by normalising the heat capacity variation
according to [42,68,84]:

DF∗(x,T ) = Cp(x,T ) − Cpg(x,T )

Cpl(x,T ) − Cpg(x,T )
(10)

The equation states that variations in heat capacity, Cp, are normalised
between unity for the liquid or unrestricted state (with heat capacity Cpl),
and zero for a frozen glassy state (with heat capacity Cpg). The evolution of
this factor should mirror the reduction of mobility due to vitrification only,
and not the changes in heat capacity due to changes in temperature or to the
chemical changes themselves. Therefore, the influence of both temperature
and conversion on the reference states, Cpl and Cpg, needs to be taken into
account to obtain quantitative results.

The evolution of the mobility factor based on experimental heat capacity
curves shown in sections 5.4 and 5.5 will be used for modelling the cure
process and the results will be given in section 6.2.

5.9 HEAT CAPACITY CHANGE AS A RESULT OF
REACTION BEFORE VITRIFICATION

If the (specific) heat capacity of the products formed differs from the heat
capacity of the reagents consumed, the heat capacity will gradually change
with reaction conversion.

5.9.1 Mechanistic Information
In Figure 2.15, the quasi-isothermal heat capacity change as a function of
conversion is compared for the different thermosetting systems discussed in
previous paragraphs. The largest (negative) change in Cp is always observed
during the reaction-induced vitrification. The conversion at vitrification is
dependent on the isothermal cure temperature chosen and on the Tg − x
relationship of the system.

Before vitrification, a heat capacity change as a result of chemical reac-
tion, �Cp,react, is noticed. For the anhydride-cured epoxy and the polyester–
styrene resin a minor, but reproducible, and almost linear decrease of Cp

with conversion is observed. The former system is supposed to be an anionic
chain-growth living polymerisation (without termination), the latter is a
chain-growth copolymerisation with termination.

On the contrary, a rather important positive �Cp,react is seen for
the amine-cured epoxy and for the melamine–formaldehyde resin. These
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Figure 2.15. Comparison of the heat capacity change as a function of reaction conversion for
an epoxy( f = 2)-amine( f = 4), epoxy–anhydride, unsaturated polyester and

melamine–formaldehyde system.

systems cure according to an addition and a condensation step-growth poly-
merisation mechanism, respectively.

It is clear that �Cp,react provides information on the reaction mechanism.
Instead of normalising the heat capacity signal in terms of a mobility factor
(DF∗ = 1 if no mobility restrictions before vitrification), the information
available in �Cp,react can be exploited for mechanistic modelling.

5.9.2 Step-Growth Epoxy–Amine Polymerisation: Primary and
Secondary Reactions

The importance for mechanistic investigations of �Cp,react in quasi-
isothermal reaction conditions is further demonstrated in Figure 2.16 for the
addition step-growth polymerisations of epoxy–amine systems with a differ-
ent functionality of the reactive components. In stoichiometric mixing con-
ditions, this leads to small molecules (PGE–aniline), linear macromolecules
(DGEBA–aniline) and a polymer network (DGEBA–MDA), respectively.
The differences in the rate of cure, caused by the nature of the epoxy and the
mixing ratio, r , are visible. It is obvious that the heat capacity increases as
a result of reaction to a maximum value (plateau) in curves 1–4. A similar
evolution can also be observed in other experiments of previous sections
(Figures 2.15 and 2.16), and analogous observations were made in literature
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Figure 2.16. Cure of different epoxy–amine systems at 100◦C; PGE–aniline in molar ratios of
amine/epoxy functional groups r = 0.6 (1) and r = 1.0 (2); DGEBA-aniline with r = 0.7 (3)
and r = 1.0 (4); PGE/N ,N ′-dimethylethylenediamine at 30◦C is given for comparison (5): (a)
non-reversing heat flow per mole of reacted (epoxy–NH) functional groups; (b) heat capacity

change per mole of reacted (epoxy–NH) functional groups.
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[94–96]. It should be noted that in all these experiments, primary amine–
epoxy in combination with secondary amine–epoxy addition reactions are
predominant in the reaction mechanism [30,97–99].

The heat capacity evolution is strikingly different if only secondary
amine functionalities can react, as shown in curve 5 of Figure 2.16b (PGE–
secondary amine system). The ability of MTDSC to make distinction
between primary and secondary amine–epoxy reactions by using the Cp

evolution can be explained in terms of a group additivity estimation method
of thermodynamic properties of organic compounds at 298.15K in the liq-
uid and solid phase [100]. According to this method, primary amine–epoxy
reactions always give rise to positive values of �Cp,react, whereas the pre-
dicted values of �Cp,react for secondary amine–epoxy reactions are almost
zero or even negative (depending on the aliphatic or aromatic nature of the
secondary amine). The experimental values of �Cp,react are in agreement
with these predictions. As expected, the heat capacity curves 1–2 and 3–4
of Figure 2.16b reach a comparable limiting value, both for stoichiometric
mixtures and for mixtures with an excess of epoxy (r ≤ 1.0).

Note that the measurements of �Cp,react at full conversion can be dis-
turbed by vitrification, as already illustrated with the heat capacity and the
heat flow phase signals of the system DGEBA–MDA in Figure 2.14.

5.10 REACTION-INDUCED PHASE SEPARATION

Amorphous high-Tg engineering thermoplastics, introduced as an additive
to the two-component reactive mixture prior to cure, can be expected to
reduce the brittleness of a thermoset, without affecting the other proper-
ties significantly [101]. Starting from a homogeneous mixture, the system
transforms into a phase-separated structure due to the increasing molecular
weight or network formation of the reacting matrix [102]. The competition
between the rates of cure and of phase separation determines the mecha-
nism of this reaction-induced phase separation, i.e. nucleation and growth
or spinodal demixing [101,103].

The potential of MTDSC for the real-time monitoring of reaction-
induced phase separation is demonstrated with the cure of an epoxy—
aniline–polyethersulphone (PES) mixture [80,104]. The epoxy–aniline sys-
tem allows following the isothermal cure accurately above and below Tg∞
(94◦C). Choosing an isothermal cure temperature below Tg∞ will provoke a
combination of phase separation of a PES-rich phase and vitrification of the
epoxy–aniline matrix. Figure 2.17 shows the quasi-isothermal cure at 80◦C
for both modified and unmodified epoxy–aniline systems. The effect of pri-
mary and secondary amine reactions is seen as a positive �Cp,react. In the
unmodified system, vitrification is seen after 91% conversion as a stepwise
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Figure 2.17. Quasi-isothermal cure at 80◦C of an epoxy( f = 2)-amine( f = 2) (unmodified: u)
and epoxy( f = 2)-amine( f = 2)/20% PES (modified: m): (a) non-reversing heat flow; (b)

change in heat capacity and heat flow phase.
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decrease in heat capacity, accompanied by a negative relaxation peak in the
heat flow phase. The PES-modified epoxy–aniline exhibits two subsequent
Cp decreases, which can be associated with the vitrification of a segregating
dispersed PES-rich phase and the vitrification of the epoxy-rich matrix,
respectively. Due to the higher Tg of PES, the PES-rich phase segregates
and vitrifies first, while the epoxy matrix is still mobile. Vitrification of the
epoxy-rich phase is occurring afterwards due to the progressing reaction.
Two clearly separated relaxation peaks can be observed in the heat flow
phase, which is a valuable asset in the analysis of phase separation during
network formation [104].

6 Modelling the Diffusion-Controlled Overall Kinetics
and Cure Rate Law of Epoxy Systems

The experimental MTDSC observations on anhydride-cured and amine-
cured epoxies, described in the previous section, will now be modelled to
illustrate the benefits of the technique to obtain a quantitative law of cure
kinetics for such thermosetting systems. Because cure kinetics are often
complicated by diffusion limitations and/or mobility restrictions, the effect
of diffusion has to be incorporated into the overall reaction rate law. For
this purpose, both heat capacity and non-reversing heat flow signals for
quasi-isothermal and non-isothermal cure experiments are used.

6.1 PROPOSED MODEL

One valuable approach to quantify the effects of diffusion (or mobil-
ity restrictions) on the cure kinetics is via direct estimation of a diffu-
sion factor, DF. The latter is defined as the ratio of the experimentally
measured conversion rate (dx /dt)obs over the predicted conversion rate
at the same reaction conversion x in the absence of mobility restrictions
(dx /dt)kin:

(
dx

dt
(x,T )

)
obs

=
(

dx

dt
(x,T )

)
kin

DF(x,T ) (11)

The left-hand-side part of this equation (dx /dt)obs is proportional to the
non-reversing heat flow according to Eq. (8). For step-growth polymeri-
sation reactions, diffusion control is governed by the vitrification process
(section 5.1.1). Therefore, as a first approximation, the normalised heat
capacity signal or mobility factor, DF∗, [Eq. (10)] is proposed to be an in
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situ measurement (simultaneous and independent of the heat flow) of the
diffusion factor of Eq. (11). This approach will be justified a posteriori.
Thus, the experimental data are:

(
dx

dt
(x,T )

)
obs

= 1

�Htot

dH

dt

∣∣
NRheatflow,obs.

(12)

DF(x,T ) ∼= DF∗(x,T ) = Cp(x,T ) − Cpg(x,T )

Cpl(x,T ) − Cpg(x,T )
(13)

The empirical rate equation proposed by Kamal [38] is applied for the
chemically controlled reaction rate of any epoxy resin cure showing auto-
catalytic behaviour:

(
dx

dt
(x,T )

)
kin

= (k1 + k2xm)(1 − x)n = kkin(1 − x)n (14)

with x the conversion of epoxy groups, k1 and k2 the rate constants and m
and n the reaction orders.

The temperature dependence of any rate constant is given by an Arrhe-
nius relationship:

k = A exp

(
− E

RT

)
(15)

with A the pre-exponential factor, E the activation energy, T the absolute
temperature and R the universal gas constant.

The phenomenological rate constant kkin(x , T ) describes the overall
chemically controlled polymerisation reaction and is incorporating an in-
crease in value due to auto-catalysis. Combining Eq. (11) and Eq. (14)
results in(

dx

dt

)
obs

= DF(x,T )kkin(1 − x)n = kapp(1 − x)n (16)

kapp = kkin DF(x,T ) (17)

with kapp(x ,T ) an apparent rate constant describing the effect of diffusion
on kkin(x ,T ).
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A quantification of DF to describe the transition from chemically-
controlled to diffusion-controlled kinetics is based on the Rabinowitch equa-
tion, which is derived from the activated complex theory [39,105–107].

Whether a chemical reaction is controlled by diffusion depends on the
relative time to diffuse and the time needed for the intrinsic chemical reaction
resulting in bond formation:

treaction = tchem.kinetics + tdiffusion (18)

Two reactive groups diffuse toward each other to form an activated com-
plex with possible creation of a stable bond. As long as diffusion in and out
of the complex occurs more frequently than the process of bond formation,
the reaction is controlled by chemical kinetics.

Consider the formation of a stable bond A–B via the formation of an
activated complex, (AB)*, for an (overall) diffusion-controlled reaction

kC
kD

k-D

*

+ OAO B B B OOOAO A

(19)

where –o means an undefined structure, kD and k−D rate constants for
diffusion-controlled formation and dissociation of the activated complex,
kC the rate constant for transformation of the activated complex into a stable
product.

When a steady state approximation for the activated complex is used,
the rate of formation of A–B is given by:

d[AB]

dt
= kCkD

(kC + k−D)
[A][B] = kapp[A][B] (20)

which gives the Rabinowitch equation for the apparent rate constant of a
bimolecular reaction:

1

kapp
= 1

kD
+ 1

kkin
and kkin = kC

kD

k−D
(21)

with kkin the experimentally measured rate constant under chemically
controlled conditions. The limiting cases are kapp = kkin for kD � kkin

(treaction = tchem.kinetics) and kapp = kD for kD � kkin (treaction = tdiffusion).
In the case of overall diffusion control, the condition kD � kkin is usually

fulfilled prior to vitrification. Near vitrification, kD becomes smaller than kkin

and under these conditions, kapp is temperature and conversion-dependent
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(kkin has generally an Arrhenius-type temperature dependency, kD changes
with temperature and conversion).

The following equation for the diffusion factor is derived from Eqs. (17)
and (21):

DF(x,T ) = kD(x,T )

kD(x,T ) + kkin(x,T )
(22)

The diffusion rate constant, kD, can be expressed in terms of the overall
diffusion coefficient, D [66]:

kD = c(T )D(x,T ) (23)

with c a constant related to local conditions for creation of the chemical
bond.

Since overall diffusion is governed by the diffusion of chain segments,
the overall diffusion coefficient, D, is expected to be inversely proportional
to the relaxation time of polymer segments [108], which enables a model
based on the free volume concept and a description similar to the Williams–
Landel–Ferry (WLF) equation [109–112]:

D = D0 exp

(
C ′

1(T − Tg)

C2 + T − Tg

)
(24)

with C ′
1 a new constant, while C2 is the universal WLF constant.

In the case of a curing system, the value of Tg is not constant but a
function of reaction conversion. The diffusion rate constant, kD, is finally
given by:

kD = kD0 (T ) exp

(
C ′

1(T − Tg(x))

C2 + T − Tg

)
(25)

An Arrhenius temperature dependency of kD0 is considered and the fol-
lowing equation for the diffusion rate constant is deduced:

ln kD(x,T ) = ln AD − ED

RT
+ C ′

1(T − Tg(x))

C2 + T − Tg(x)
(26)

with AD the pre-exponential factor and ED the activation energy for the
diffusion rate constant kD0. A similar Arrhenius dependency is proposed in
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the literature, but instead of the WLF free volume contribution a more
empirical approach was used [64].

The Tg − x model used in Eq. (26) is [44,113]:

Tg(x) = Tgu

1 − KC XC
= Tg0 + ax

1 − KC XC
(27)

with a and KC optimisation parameters, Tg0 the glass transition temperature
of the unreacted mixture and XC the crosslink density. XC equals 0 as long
as x is below xgel and rises up to 1 from xgel to the final conversion of 1.
KC in the denominator describes the effect of crosslinking on Tg. Tgu is the
glass transition temperature of an uncrosslinked system identical in every
respect to the crosslinked system except that the crosslinks are missing. The
parameter a in Tgu describes the effect of the decrease of the concentration
of chain ends on Tg.

6.2 OPTIMISED CURE RATE LAW

To optimise the model parameters, the fitting strategy involves the simul-
taneous treatment of all isothermal and non-isothermal cure experiments
with and/or without mobility restrictions of a thermosetting system of a fixed
initial composition. The temperature range is largely extended to obtain an
accurate estimate for all fitting parameters of the cure rate model.

The modelling was performed using FITME, a version of OPTKIN [114],
a program for the mechanistic modelling of reaction kinetics, modified to en-
able the calculation and fitting of conversion, rate of conversion and reduced
rate of conversion profiles for isothermal, non-isothermal and user-defined
temperature programs. The optimum set of parameters derived corresponds
to the least sum of squares of the differences between experimental and
calculated values. The optimisation strategy is using an algorithm based on
a combination of the methods of Newton–Raphson, Steepest Descent and
Marquardt [115,116]. The method requires no assumptions (apart from the
proposed cure rate law with kinetic and diffusion effects) and can there-
fore be applied to many kinds of cure reactions. The model parameters are
summarised below.

Chemical kinetics [Eq. (14)] A1, E1 (k1), Z2, E2 (k2), m, n

Diffusion model [Eq. (26)] AD, ED (kD0), C ′
1, C2

Tg − x relation [Eq. (27)] Tg0, a, Kc, xgel

Modelling results for the two epoxy systems will be discussed below.



134 B. Van Mele et al.

Figure 2.18. Diffusion factor for the quasi-isothermal cure of an epoxy–anhydride system at
120◦C ( ), 100◦C (♦), 85◦C (�), 70◦C (×), 60◦C (×| ); Data points from MTDSC (DF ∗) and

optimised model (——).

6.2.1 Epoxy–Anhydride System
After optimisation, the agreement between experiment and model is very
satisfactory (Figures 2.18–2.21), considering the wide range of experimen-
tal conditions and the fact that all heat capacity and non-reversing heat
flow profiles are fitted with one parameter set. The sudden decrease in dif-
fusion factor near vitrification is well described for both quasi-isothermal
and non-isothermal conditions (Figures 2.18 and 2.19). In the latter case, a
similar level is reached in between vitrification and devitrification; even the
increase due to devitrification is properly predicted. Moreover, Figures 2.20
and 2.21 illustrate well the effect of mobility limitations on the cure reac-
tion under quasi-isothermal conditions at low temperatures (70 and 85◦C),
and under a non-isothermal condition applying a sufficiently small heating
rate (0.2◦C min−1). The arrow in Figure 2.20 indicates the point where the
reaction rate is still totally chemically controlled. The thin dashed line sim-
ulates a chemically controlled experiment using the same model, but with
DF fixed to unity. From this indicated point, a drop in the reaction rate is
observed, which is again perfectly described. Under non-isothermal condi-
tions at 0.2◦C min−1, a shoulder of more or less constant reaction rate, which



Figure 2.19. Diffusion factor for the non-isothermal cure of an epoxy-anhydride system at
0.04◦C min−1 (×), 0.2◦C min−1 (�), and 0.4◦C min−1 (♦); Data points from MTDSC (DF ∗)

and optimised model (—–).

Figure 2.20. Reaction rate for the quasi-isothermal cure of an epoxy–anhydride system.
Measured rate at 70◦C (•) and 85◦C (o), optimised rate (——) and simulated experiment for a

chemically controlled rate (- - - -).
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Figure 2.21. Reaction rate for the non-isothermal cure of an epoxy–anhydride system at 0.2◦C
min−1. Measured rate (o), optimised rate including diffusion control (——) and simulated

chemically controlled rate (- - - -).

spans a temperature interval of 40◦C, is noticed (Figure 2.21). Simultane-
ously, a low value of the mobility factor is found (Figure 2.19). This shows
that under mobility-controlled conditions the proposed model permits the
estimation of the level of both reaction rate and diffusion (mobility) factor
and thus provides a description of the overall cure kinetics.

More important is that the model clearly demonstrates that the most
critical factor determining whether a reaction is diffusion-controlled or not
is the difference between the reaction temperature and the glass transition
temperature. When Tg rises up to the curing temperature, chain segments
become less mobile, which results in a mobility-restricted reduced reac-
tion rate. Prior to vitrification (when Tg � Tcure) the apparent rate constant
equals the kinetic rate constant, kkin (kD � kkin). The diffusion factor then
equals unity. On the contrary, diffusion becomes a limiting step when kkin �
kD, which is the case when Tg nears the reaction temperature (in the vitri-
fication zone). The reaction becomes diffusion-controlled and DF drops to
0. DF remains unity as long as T − Tg exceeds 25◦C. When Tg becomes
15–20◦C higher than T , DF drops toward 0. The latter condition occurs
during isothermal curing over extended periods of time. For the anhydride–
epoxy system, the isothermal cure temperature chosen has little influence
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Figure 2.22. Diffusion factor for the quasi-isothermal cure of an epoxy( f = 4)-amine( f = 4) at
100◦C (o), 90◦C (∗), 80◦C (×), 70◦C (�), 52◦C (♦), and 25◦C (�); Data points from

MTDSC(DF ∗) and optimised model (——).

on the value of DF as a function of T − Tg. Hence, Tg almost equals T
when DF or DF∗ is 0.5.

6.2.2 Epoxy–Amine System
An analogous approach has been applied to the epoxy–amine system. The
three sets of parameters were derived: one set for the chemical rate equation
[Eq. (14)], one set for the diffusion rate constant according to Eq. (26),
and one set for the Tg − x relation [Eq. (27)]. As seen in Figure 2.22, the
experimental and the calculated DF profiles agree very well for the quasi-
isothermal cure at reaction temperatures ranging from 25 to 100◦C.

Compared to the epoxy–anhydride system, where the deceleration of
reaction rate caused by mobility restrictions was only noticed at the fi-
nal stages of cure (Figures 2.20 and 2.21), a tremendous decrease in the
rate of reaction is already observed early in the epoxy–amine cure process
(Figures 2.23 and 2.24). For the isothermal cure at 90 and 100◦C (Figure
2.23), the deviation from chemical kinetics modelling (dashed line) already
becomes pronounced at the maximum of reaction rate. Looking at the non-
isothermal cure at 0.2◦C min−1 (Figure 2.24), chemical kinetics modelling
predicts a higher reaction rate even at the peak temperature. The remarkable



Figure 2.23. Reaction rate for the quasi-isothermal cure of an epoxy( f = 4)-amine( f = 4)
system; measured rate at 100◦C (o) and 90◦C (•), optimised rate (—–) and the simulated

chemically controlled rate (- - - -).

Figure 2.24. Reaction rate for the non-isothermal cure of an epoxy( f = 4)–amine( f = 4)
system; measured rate at 0.2◦C min−1 (o), optimised rate including diffusion control (——)

and simulated chemically controlled rate (- - - -).
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differences between the observed reaction rate and the calculated chemical
reaction rate demonstrate the importance of the effect of mobility restrictions
in these cases.

The epoxy–amine system is obviously more difficult to treat than the
epoxy–anhydride system. The experimental conditions are more stringent
(temperature interval of more than 200◦C) and the empirical kinetic rate
equation is probably not accurate enough. However, the proposed approach
allows the model to be refined without too much difficulty.

6.3 REMARKS CONCERNING THE PROPOSED MODEL
AND LITERATURE MODELS

The proposed approach has a few remarkable advantages.
(i) MTDSC is the only technique needed to model cure kinetics over

the entire range of cure, as it quantitatively assesses conversion and
reaction rate as well as the mobility factor. The latter allows predicting
the decrease of reaction rate in the vitrification zone.

(ii) The optimisation procedure provides a unique set of kinetic, diffusion
and ‘Tg − x’ model parameters to describe all experimental profiles
in a broad range of isothermal and non-isothermal conditions.

(iii) Experiments occurring in chemically controlled conditions only (for
high cure temperatures or low conversion) can be simulated correctly
using the general cure rate law. This proves that effects of chemical
and diffusion control are well separated, even outside the range of
conditions for which the model was optimised.

(iv) The mobility factor, derived from heat capacity, was proposed as a
direct measurement (generated by MTDSC) of the diffusion factor
for the epoxy resins studied. In other words, the mobility required for
diffusion of reactive groups toward each other corresponds to the chain
segment mobility displayed in the (normalised) heat capacity (see
also section 6.4). In this way, the modelled MTDSC results confirm
the overall diffusion control mechanism in curing systems obeying a
step-growth (or a chain-growth without termination) polymerisation
mechanism (see also section 2.4).

(v) The mobility needed for diffusion of reactive groups toward each other
is not restricted as a result of gelation. This observation is character-
istic of diffusion, which is not influenced by the existence of large-
scale molecular structures until these constitute effective topological
constraints. For the epoxy–anhydride system, gelation occurs at 25%
conversion (determined by dynamic rheometry), corresponding to a
Tg of −20◦C.
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(vi) More elaborated models concerning reaction kinetics, diffusion limi-
tations and Tg − x relationships can be introduced without much effort
and models proposed in literature can be evaluated [39,47,117–119].

For the cure study of radical reactions, such as the unsaturated
polyester resin–styrene copolymerisation, a different and more elabo-
rated approach incorporating a molecular weight dependent diffusion
coefficient, should be employed to take the Trommsdorff, or gel, effect
into account.

(vii) An important advantage of the approach based on MTDSC measure-
ments is the fact that the Tg − x relationship does not need to be known
in advance. The experimental determination of the Tg − x relationship
demands a lot of effort since it comprises Tg − x data derived from a
series of residual cure experiments.

6.4 REMARKS CONCERNING THE FREQUENCY
DEPENDENCE OF HEAT CAPACITY DURING
CURE [120]

The decrease in heat capacity due to vitrification, attributed to the loss of
the co-operative mobility involved in the glass transition, occurs when the
characteristic time-scale of the co-operative movements becomes longer
than the modulation period (or the characteristic time-scale of the experi-
ment) [121]. If the modulation frequency is increased, the corresponding Tg

of the (curing) material will be higher for the same conversion (about 3–7◦C
per decade of frequency). Thus, at a higher frequency the reaction-induced
vitrification will be observed at a lower degree of conversion. Note that the
reaction rate itself depends on the average temperature and remains largely
unaffected by the modulation frequency.

The observed coincidence of DF and DF∗ (at 1/60 Hz) for the amine and
the anhydride-cured epoxy systems indicates that the characteristic times
for the (co-operative) chain segment mobility involved in the glass transition
(region) measured at a frequency of 1/60 Hz, are comparable to those of the
(reaction) rate-determining mobility upon transition to diffusion-controlled
reaction conditions. Since only a limited frequency domain is available for
MTDSC (about 0.01–0.05 Hz) and since a quantitative correspondence was
found for 1/60 Hz, no attempt was made to fine-tune the frequency for
each of the epoxy–hardener systems. However, for other systems with a
different reaction mechanism and rate-controlling mobilities the frequency
of correspondence might be totally different. Examples include unsaturated
polyesters, for which the free radical polymerisation involves molecules
with significantly different mobilities (e.g. monomers and growing polymer
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chains) [81] (see section 5.3.2), and the low-temperature synthesis of IPGs
for which the reaction is unaffected by the main (glass) transition [41] (see
section 5.3.4). Therefore, a study of the effect of frequency on the vitri-
fication of resin systems related to their chemical structure and reaction
mechanism might offer new insights concerning reaction kinetics, vitrifica-
tion and diffusion control effects.

As mentioned above, one problem in studying the frequency dependence
of the heat capacity (during cure) is the limited frequency interval available.
Light (heating) (temperature) modulated DSC (LMDSC) [122–124] offers
the advantage that the frequency range can be extended up to 1 Hz. In this
technique, the temperature modulation is directly applied to the sample and
the reference pans by irradiation with light beams of modulated intensity
(keeping the furnace at a constant temperature). Similarly, frequencies up
to 0.5 Hz were attained by passing an alternating gas flow over the sample
and reference pans [125]. However, each frequency requires a new cure
experiment with a fresh sample. A different approach, the complex saw-tooth
modulation method [126], allows for multiple frequencies to be measured
in a single experiment, thus eliminating effects of sample reproducibility.
Alternative multi-frequency modulation methods for measuring the heat
capacity with higher precision have been developed [127,128].

In an experimental exploration [120], all approaches show the expected
decrease in vitrification time with increasing frequency (LMDSC results
shown in Figure 2.25). However, even with the extended frequency range
(ca. 2 decades for LMDSC) the simultaneously measured heat flow is not
accurate enough to correlate a specific frequency with the reaction kinetics
of the different epoxy thermosetting systems. Indeed, there is a considerable
experimental error (see scatter in Figure 2.25) and the variation of the vit-
rification time and the conversion at vitrification associated with 2 decades
in frequency is only about 15 min and 6%, respectively. The latter is below
the accuracy of the (partial) reaction enthalpy determination (LMDSC).

A further extension of the frequency domain would be desirable in order
to distinguish different kinds of (mobility-controlled) reaction mechanisms.
Indeed, for example for the free radical polymerisation, the ratio of the
(chemical) rate constants for termination and propagation is in the order
of 107–1010. Thus, in order to investigate how the co-operative mobility is
evolving at the instants that either the termination reaction or the propaga-
tion reaction becomes diffusion-controlled, a frequency range of more than
7 orders of magnitude should be studied. Even for less demanding systems,
this would require further developments in the measuring devices. However,
two factors complicate a further extension of the frequency interval. If the
heat flow of the (chemical) transformations needs to be simultaneously and
quantitatively measured, the use of lower frequencies (below 0.01 Hz)
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Figure 2.25. Vitrification times t1/2
�Cp as a function of the modulation frequency (from 0.01

to 1 Hz, logarithmic) for the quasi-isothermal cure of an epoxy–amine system at 80◦C. Results
from LMDSC [120].

is often in conflict with the desired invariance of the sample during at
least one modulation. The use of higher frequencies is limited by thermal
diffusivity effects, which become important for a film thickness of 100 µm
(or more) at frequencies above 0.1 Hz. In this case, the amount of sample
necessary for quantitative measurements restricts a further extension of the
frequency window.

7 Glass Transition–Conversion Relationship

7.1 VALIDATION OF THE Tg− x MODEL

The Tg of a series of partially reacted stoichiometric mixtures of the epoxy–
anhydride system were determined independently. The standard procedure
is to cool the sample at a relatively high rate to avoid further reaction after
partial cure and to determine Tg and the residual reaction enthalpy in a
subsequent heating experiment. Figure 2.26 displays the experimental Tg

values as a function of cure conversion, x , determined after a partial cure at
different cure temperatures. Within the experimental scatter, all the values
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Figure 2.26. Glass transition temperature as a function of cure conversion for an
epoxy–anhydride system. Experimental points were measured in a heating subsequent to a

partial cure. Tg− x and Tgu− x curves [see Eq. (27)] are simulations by means of the optimised
model for diffusion-controlled cure.

collapse to a single curve, indicating that Tg is a function of x only and not
of the cure temperature. Note the sharper increase in Tg at high x , which is
attributed to the increasing crosslink density.

As seen in Figure 2.26, the Tg − x data obtained from the residual cure
(MT)DSC experiments are well described by the optimised Tg− x relation-
ship [Eq. (27)] of the diffusion-controlled cure model (Tg is the solid line
and Tgu is the dashed line). The departure of the experimental data from the
continuous dashed line is due to the effect of increasing crosslinking beyond
the gel point. The conversion at gelation correlates well with the value of
25% measured with dynamic rheometry (using the criterion G ′ = G ′′).

The approach to estimate the Tg − x relationship directly from the
diffusion-controlled cure is especially beneficial for thermosetting systems
with a high functionality of the monomers. For these systems, it is impos-
sible to obtain the Tg − x data during the entire range of cure because of
degradation reactions taking place at high temperatures. Besides, even when
relatively high heating rates are applied, the high ultimate crosslink density
and the high reactivity cause the cure reaction over an extended part to pro-
ceed under diffusion-controlled conditions. As a consequence, the residual



144 B. Van Mele et al.

Figure 2.27. Progress of the glass transition in the heat capacity signal during cure of an
epoxy–anhydride system. Reference lines are indicated (see text).

cure reaction after partial isothermal cure also proceeds under mobility
restrictions and no previous transition from glass to rubber is observed
(Figure 2.10, section 5.5).

7.2 �Cp AND �Tg AT Tg AS A FUNCTION
OF CONVERSION

The power of MTDSC to evaluate �Cp and the width of the glass transition
region (�Tg) during cure is illustrated with an experiment of the epoxy–
anhydride system, consisting of several cooling and subsequent heating runs
after partial cure segments. Figure 2.27 shows the heat capacity signal as
a function of temperature (solid line) together with reference lines (dashed
lines) representing the heat capacity of the glassy state, Cpg, of the liquid
or rubbery state, Cpl and of a state in between where 50% of the material
is in the glassy state. This last reference line is located at half the change
between Cpg and Cpl and is used to calculate Tg. The difference between Cpl

and Cpg gives the value of �Cp as a function of Tg, which can further be
correlated to x by means of the Tg − x model.

The �Cp − x data in Figure 2.28 demonstrate that �Cp remains almost
constant up to 40% conversion, which is beyond the gel conversion, and then
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Figure 2.28. Heat capacity change at the glass transition (�Cp) and its width (�Tg) as a
function of cure conversion for an epoxy–anhydride system.

steadily decreases as a result of further crosslinking. The results indicate that
the �Cp− x relationship should not be considered as linear over the entire
conversion range. A similar decrease of �Cp with x was already observed
for another anhydride cured epoxy network [129].

�Tg, a measure of the width of the glass transition of the epoxy–
anhydride system, is also displayed in Figure 2.28. The broadening of �Tg at
the beginning of cure is attributed to the broadening of the molecular weight
distribution, but because of further crosslinking �Tg decreases again. So,
in the initial stages of cure for the epoxy–anhydride system, �Cp is almost
constant whereas �Tg increases, but as the crosslinking reactions continue,
�Cp and �Tg decrease. These trends cannot be generalised and depend on
the reaction chemistry (mechanism) of the curing system.

8 TTT and CHT Cure Diagrams [12,13,20–29,130]

8.1 MTDSC CALCULATION PROCEDURE

The TTT diagram plots the cure temperature versus the time to reach dif-
ferent important events during ‘isothermal’ cure, e.g. gelation, vitrification,
iso-Tg, iso-conversion, etc. (Figure 2.29).
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Figure 2.29. Schematic TTT cure diagram for a thermosetting system. The gelation and
vitrification lines divide the liquid, rubbery and glassy state. Tg0, and Tg∞ are the glass
transition temperatures of the uncured and fully-cured resin, respectively. gel Tg is the

temperature at which gelation coincides with vitrification.

It is divided into three major parts representing distinct rheological states
encountered on isothermal cure. Before gelation, the material shows a vis-
cous behaviour. In between gelation and vitrification, a sol/gel rubbery state
exists. After vitrification, the material is in the glassy state. The gelation and
vitrification curves intersect at gelTg, a critical temperature of simultaneous
gelation and vitrification in between Tg0 and Tg∞. At a temperature above
gelTg, gelation occurs before vitrification, while below gelTg vitrification oc-
curs first. The vitrification curve is generally S-shaped, passing through a
maximum and a minimum in vitrification time when the temperature is
raised. The gelation line is to be considered as an iso-conversion line [11]
and also as an iso-Tg line if a unique Tg − x relationship exists.

Similar to the TTT cure diagram, the CHT diagram [24,25,28] displays
the temperature–time combinations required to reach the same events during
non-isothermal cure at a series of constant heating rates. Both diagrams are
very useful toward processing technology, since in the vicinity of gelation
the material is loosing flow characteristics, and after vitrification the cure
reactions are greatly reduced in rate.

The latter effect is frequently requested in practical conditions to lower
the exothermic effect released during the cure of large parts. Besides, TTT
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and CHT cure diagrams permit time/temperature cure paths to be designed
in order to improve processing and final material properties.

The experimental determination of the evolution of the mobility factor
by MTDSC during quasi-isothermal cure at different reaction temperatures,
or during non-isothermal cure at several heating rates permits the construc-
tion of lines of equal mobility restrictions on these TTT or CHT diagrams,
including the vitrification line. Nevertheless, a direct experimental determi-
nation of the TTT and the CHT diagrams necessitates multiple independent
experiments, using different techniques, and is very time-consuming. An
alternative approach is to compute the TTT or the CHT cure diagram ac-
cording to a modelling procedure essentially based on two relations: the
conversion–time–temperature relation (x − t − T ) or cure rate law (includ-
ing diffusion control) and the glass transition temperature–conversion re-
lation (Tg − x). It should be noted that no direct method is available to
detect gelation by MTDSC, so information obtained using other techniques
is needed (see section 3.1). Once all relationships are known, the times
to gelation or vitrification are obtained via numerical integration of the
rate equation until at a particular reaction time the specific condition is
fulfilled (x = xgel or Tg = T , respectively). Together with the two key rela-
tions, additional models can be incorporated (e.g. for drawing iso-viscosity
lines).

Based on the optimised parameters for the cure rate law of the bifunc-
tional epoxy–anhydride and the tetrafunctional epoxy–diamine (see previ-
ous section), the TTT and the CHT cure diagrams for both systems can
be calculated. Figures 2.30 and 2.31 represent the TTT diagrams for both
systems.

The CHT diagram for the epoxy–amine system is given in Figure 2.32.
The experimental points (symbols) in Figures 2.30–2.32 are data obtained
with MTDSC and dynamic rheometry. The thick lines are the gelation lines,
the vitrification contour (similar to the line of DF∗

0.5) and the isodiffusion
contours DF∗

0.9 and DF∗
0.1. The thin lines display the Tg evolution as a

function of time for selected isothermal (TTT) or non-isothermal cure paths
(CHT).

For the TTT diagrams in Figures 2.30 and 2.31, and for the experimental
results mentioned in Table 2.1, the following observations can be made.
1) Vitrification during isothermal cure, associated with DF∗

0.5, is attained
at longer reaction times as the isothermal cure temperature is lowered.

2) The extent of conversion at DF∗
0.1, DF∗

0.5 or DF∗
0.9 decreases as the

isothermal reaction temperature is lowered, which can be explained in
terms of the one-to-one relationship between Tg and x . Close to complete
conversion, only small changes in conversion result in large changes in
Tg due to the influence of crosslink density. The conversion attained at



Figure 2.30. TTT cure diagram for an epoxy–anhydride thermosetting system. MTDSC
results: (o) DF ∗

0.9; (•) DF ∗
0.5; (�) DF ∗

0.1. Data obtained with dynamic rheometry: (�);
Calculated profiles: vitrification curve (——); gelation line (– . –); isodiffusion curves (– –); Tg

evolution (——) and their corresponding temperature profiles (- - - -) for the isothermal cure at
120◦C (1), 100◦C (2), 85◦C (3), 70◦C (4) and 60◦C (5).

Figure 2.31. TTT cure diagram for an epoxy( f = 4)-amine( f = 4) thermosetting system.
MTDSC results: (o) DF ∗

0.9; (•) DF ∗
0.5; (�) DF∗

0.1. Data obtained with dynamic rheometry:
(�); Calculated profiles: vitrification curve (——); gelation line (– . –); isodiffusion curves

(– –); Tg evolution (——) and their corresponding temperature profiles (- - - -) for the
isothermal cure at 100◦C (1), 90◦C (2), 80◦C (3), 70◦C (4), 50◦C (5) and 25◦C (6).



Application of MTDSC for the Characterisation of Curing Systems 149

Figure 2.32. CHT cure diagram for an epoxy( f = 4)-amine( f = 4) thermosetting system.
MTDSC results: (•) DF ∗

0.5. Calculated profiles: vitrification curve (——); isodiffusion curves
(– –); Tg evolution (——) and their corresponding temperature profiles (- - - -) for the

non-isothermal cure at 20◦C min−1 (1), 10◦C min−1 (2), 5◦C min−1 (3), 2.5◦C min−1 (4), 1◦C
min−1 (5), 0.2◦C min−1 (6) and 0.1◦C min−1 (7).

vitrification for the epoxy–amine is approximately 20% lower than for
the epoxy–anhydride.

It is worth noting that the experiments given in the TTT diagrams
for the two epoxy systems cover different characteristic regions of the
diagram. For the epoxy–anhydride, the experimental region studied was
relatively closer to Tg∞, well above the gelTg. Thus, gelation occurs first.
Vitrification occurs at an advanced conversion (closer to full cure). For
the epoxy–amine, the cure temperatures are close to the gelTg. Gelation
and vitrification occur close to each other, with gelation occurring after
vitrification for temperatures of 50◦C and lower.

3) The reaction rate at DF∗
0.5 is greatly reduced compared to the reaction

rate at DF∗
0.9, although a relatively small change in conversion is ob-

served. This is an indication for the effect of vitrification on cure kinetics.
For the CHT diagram (Figure 2.32), for heating scans starting from be-

low Tg0 to above Tg∞, devitrification initially occurs when Tcure first passes
through Tg0 of the reaction mixture. Vitrification corresponds to Tg becom-
ing equal to the increasing Tcure. After vitrification, the reaction proceeds in
the glassy state with Tg rising parallel to Tcure. Devitrification occurs when
the rate of Tg-rise slows down (compared to the constant heating rate) due
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Table 2.1. MTDSC and dynamic rheometry results for the epoxy systems studied.
The symbols are defined in the text.

MTDSC: quasi-isothermal cure of the epoxy–anhydrid system

DF∗ = 0.9 DF∗ = 0.5 (vitrification) DF∗ = 0.1

dx/dt dx/dt dx/dt
Tiso (10−5 (10−5 (10−5

(◦C) t (min) x s−1) t (min) x s−1) r t (min) x s−1)

120 32 0.87 5.6 44 0.89 2.2 1:16
100 73 0.85 4.5 89 0.88 2.0 1:8 141 0.91 0.67

84 165 0.78 2.8 196 0.81 1.4 1:5 303 0.85 0.24
70 400 0.75 1.0 475 0.79 0.47 1:6 655 0.82 0.13
60 742 897 1413

MTDSC: quasi-isothermal cure of the tetrafunctional epoxy–diamine system

DF∗ = 0.9 DF∗ = 0.5 (vitrification) DF∗ = 0.1

dx/dt dx/dt dx/dt
Tiso (10−5 (10−5 (10−5

(◦C) t (min) X s−1) t (min) x s−1) r t (min) x s−1)

100 18 0.62 42 21 0.67 23 1:2.4 27 0.71 3.5
90 30 0.61 27 34 0.65 16 1:2.0 42 0.69 3.4
80 48 0.53 16 53 0.56 10 1:1.8 64 0.60 2.3
70 88 0.50 10 97 0.55 6.6 1:1.4 119 0.59 1.6
50 216 0.45 3.8 239 0.50 2.8 1:1.2 286 0.55 0.95
25 1183 1370 1650

MTDSC: non-isothermal cure of the tetrafunctional epoxy–diamine system

Heating DF∗ = 0.9 DF∗ = 0.5 (vitrification)

dx/dt dx/dt
rate(◦C 10−5 10−5

min−1) T(◦C) x s−1) T(◦C) x s−1)

2.5 119.7 0.72 79 123.9 0.78 33
1 100.7 0.66 47 103.5 0.73 22
0.2 71.4 0.51 11 72.9 0.56 8.0

Dynamic rheometry: isothermal cure of epoxy systems

Epoxy–anhydride Epoxy–amine

tG′ = G′′ tG′ = G′′

Tiso Tiso

(◦C) (min) x (◦C) (min) x

100 15.8 0.24 100 15.7 0.56
90 36.3 0.28 90 25.9 0.54

80 46.6 0.54
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to the depletion of reactive groups. Thus, this devitrification is not related
to thermal degradation.

There are two critical heating rates worth mentioning: the lower critical
heating rate and the upper critical heating rate. When material is heated
more rapidly than the upper critical heating rate, cure proceeds entirely in
the kinetically controlled regime because the material does not enter the
glassy state. Curing below Tg, on the contrary, is accomplished by using the
lower critical heating rate. Maximum density and minimum internal stresses
are then achieved because no change of state occurs and because the rate of
physical ageing is maximum just below Tg. Note that in order to retain this
maximum density it is important to end the heating below Tg∞, so that Tg

remains above Tcure at the end of the cure.
The following additional observations can be made.

1) As the heating rate is decreased under non-isothermal conditions, vitrifi-
cation takes place at lower reaction temperatures and lower conversions.
In contrast, devitrification occurs at higher reaction temperatures (see
section 5.4.3).

2) The amount of vitrified material is raised from 10% to 50% over less
than 2◦C in the case of the epoxy–amine cured at 0.2◦C min−1; a more
than 4◦C temperature rise is necessary for the epoxy–anhydride cured at
the same heating rate.

3) For the amine system under non-isothermal cure at 0.2◦C min−1, Tg∞
of 245◦C causes devitrification to occur at a temperature more than
150◦C above vitrification. The importance of this extended mobility-
restricted cure on the final material’s properties should be emphasised.
For this tetrafunctional epoxy-diamine system, an increase in Tg of ca.
170◦C, corresponding with a residual cure of ca. 44% and a reaction
enthalpy of more than 230 J g−1, is caused by diffusion-controlled re-
actions and drastically influences the final network structure (crosslink
density).

4) Heating rates of about 20◦C min−1 are not high enough to prevent
diffusion-controlled curing of the epoxy–amine system, whereas a heat-
ing rate above 0.4◦C min−1 already fulfils this requirement for the epoxy–
anhydride system. The whole cure process proceeds in the glassy state
when a heating rate below 210−6 ◦C min−1 is applied for the epoxy–
anhydride system, compared to 210−4 ◦C min−1 for the epoxy–amine
system.
To evaluate and to compare the extension of the region of vitrifica-

tion or restricted mobility, the mobility factor is plotted as a function of
the reduced time, equal to the ratio t /tDF∗0.5, for the quasi-isothermal cure
at several temperatures for the anhydride and amine–epoxy system (Fig-
ures 2.33a and b). As seen from Figure 2.33, all the experimental profiles
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Figure 2.33. DF ∗ as a function of the reduced time (t/tDF∗0.5): (a) for the isothermal cure at
100, 85, 70 and 60◦C for an epoxy–anhydride system; (b) for the isothermal cure at 100, 90, 80,

70, 50 and 25◦C for an epoxy( f = 4)–amine( f = 4) system.

collapse to one single curve (master curve). For a particular thermosetting
system, the extension of this region varies little over the temperature range
studied. Comparing the two systems, a more expanded vitrification region is
observed for the epoxy–anhydride system than for the epoxy–amine system,
especially toward the end of the vitrification process. This steeper vitrifica-
tion behaviour for the epoxy–amine system is probably due to vitrification
at a relatively low reaction conversion (because the epoxy–amine is cured
closer to gelTg, well below Tg∞) and to more rapid cure kinetics (which is
reflected in a vitrification time that is a fivefold lower at 70◦C compared to
the epoxy–anhydride system).
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8.2 INFLUENCE OF CHEMICAL STRUCTURE ON THE
(DE)VITRIFICATION BEHAVIOUR OF THE
THERMOSETTING SYSTEMS

In the course of the previous sections, several striking differences between
the two epoxy systems were noted concerning the conversion at vitrification,
the diffusion-controlled region in non-isothermal experiments, the critical
heating rates, etc. These differences can be related to the chemical structure
of the monomers, which influence the reactivity and the growing network
structure.

Vitrification (e.g. at 70◦C) takes place at a much lower conversion for the
epoxy–amine system. This can be attributed to a different evolution of Tg

with x . For the amine–epoxy system, both resin and hardener are tetrafunc-
tional, whereas a bifunctional epoxy is used with the anhydride. Therefore,
Tg∞ for the amine–epoxy is higher due to a higher final crosslink density,
and the increasing glass transition temperature while curing this system will
reach the isothermal reaction temperature at a lower conversion than for the
anhydride system. The higher conversion at vitrification, xDF∗0.5, for the an-
hydride system causes the onset of mobility limitations to be seen near the
end of the reaction exotherm, whereas for the amine system the vitrification
process starts near the maximum reaction rate. This influences the shape of
the vitrification transition, as discussed in the previous paragraph (Figure
2.33).

To evaluate, in more detail, the effect of the chemical structure of
the reactants upon isothermal curing, the rate of conversion at vitrifica-
tion (dx /dt)DF∗0.5 can be compared to the average rate before vitrification,
〈dx /dt〉, which equals xDF∗0.5/tDF∗0.5. It is necessary to work with ratios
or relative rates r (Table 2.1) because the amine–epoxy system is much
more reactive than the anhydride–epoxy system. For the latter system, the
ratio r of (dx /dt)DF∗0.5 to 〈dx /dt〉 is lower than 1:5 over the temperature
range considered, which is much smaller than the lowest ratio of 1:2.4 for
the epoxy–amine system. The ratio r also decreases with increasing cure
temperature.

The variations of this ratio correlate to the differences in final isothermal
cure state. Since the rate of conversion at vitrification is non-zero, conversion
and Tg further increase in the (partially) glassy state with a rate dependent
on the relative rate at vitrification. A relatively lower (dx /dt)DF∗0.5 or ratio r
results in a smaller increase in conversion and Tg after vitrification. For ex-
ample, Tg at the end of the isothermal cure at 70◦C for the epoxy–anhydride
system amounts to 85◦C, whereas a value of 103◦C is determined for the
amine system under similar isothermal cure conditions.
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These results seem to indicate that the epoxy–amine reaction is less
hindered by the occurrence of vitrification than the epoxy–anhydride reac-
tion. This can be corroborated from a more chemical point of view. For a
step-growth polymerisation reaction to take place, the two reacting entities
have to move toward each other by translational diffusion and segmental
diffusion and rotation. Besides other parameters, the mobility needed for
reaction is determined by the distances separating the functional groups.
At vitrification, the concentration of reactive units in the epoxy–amine is
approximately 4 times higher compared to the epoxy–anhydride, due to a
higher initial concentration and a lower conversion at vitrification. Postu-
lating an equal distribution of non-reacted units, the mean distance to the
nearest ‘reaction partner’ at vitrification, termed the reaction distance, is
8Å for the epoxy–amine and 13Å for the epoxy–anhydride. In the glass
transition region, a mobility of about 30–50 chain segments is available, de-
pending on the specific chemical structure, allowing for reaction while the
material is vitrifying. The reaction can continue in the glassy state, reach-
ing a Tg higher than Tcure, until the increasing crosslink density restricts
the mobility of shorter chain segments (or until reaction distances become
bigger than mobility allows for). Because of the smaller reaction distances,
the epoxy–amine requires less mobility to react, and, since crosslink density
is coupled to Tg, a relatively higher Tg can be reached before the mobility
is so strongly restricted that the reaction is halted.

Because of the structures of the tetrafunctional epoxy and amine, small
cycles are formed [131]. These short distance intramolecular cyclisation
reactions probably continue while the material is vitrifying. This will de-
crease the number of chain ends, without decreasing the absolute number
of mechanically effective crosslinks already formed. Thus, it will increase
the stiffness of the macromolecules (on a molecular scale) and contribute
to a further increase of conversion and Tg. These points again correlate well
with the higher increase in conversion and Tg of the amine-cured epoxy in
the glassy state.

9 Conclusions and Future Developments

MTDSC is a powerful thermal analysis technique to characterise important
events along the reaction path of reacting polymer systems. An empirical
modelling of both heat flow and heat capacity MTDSC signals in quasi-
isothermal and/or non-isothermal reaction conditions enables the quantifi-
cation of the influence of vitrification and devitrification on the reaction
kinetics. In this way, the cure kinetics can be determined more accurately
than with conventional DSC, even up to high overall reaction conversion.



Application of MTDSC for the Characterisation of Curing Systems 155

The information available in the heat capacity evolution is a key factor
for the correct interpretation of the heat flow signal. The results indicate
that the heat flow phase angle contains interesting information regarding the
rheological state of the reacting material and especially about the occurrence
of relaxation phenomena.

A mobility factor based on heat capacity, DF∗, was proposed in our
work. The points for which DF∗ equals 0.5 can be used to quantify the
times and temperatures of vitrification and devitrification (for the organic
systems studied). Moreover, the DF∗ curve gives information on the degree
of vitrification while the reaction occurs in mobility-restricted conditions.
If an isothermal cure experiment is performed close to the glass transition
of the fully-cured resin, partial vitrification occurs and the fully glassy state
will never be reached at that temperature.

For the epoxy resins studied, the mobility factor based on heat capac-
ity coincides very well with the diffusion factor, calculated from the non-
reversing heat flow via chemical kinetics modelling, and describing the
effects of diffusion control on the rate of conversion of the cure reaction.
Although the two resins behave quite differently, this coincidence between
the mobility factor and diffusion factor is valid for both systems. There-
fore, the mobility factor can be used for a quantitative description of their
altered rate of conversion in the (partially) vitrified state: for the decrease
in rate during vitrification, the increase in rate during devitrification and the
diffusion-controlled rate in the (partially) vitrified region in between both
processes.

For a free radical polymerisation system, an unsaturated polyester
resin, an auto-acceleration was observed close to the onset of vitrification.
To model the curing kinetics for these systems, including the mobility-
controlled regions, a specific diffusion control model will need to be incor-
porated in a mechanistic reaction model. The heat capacity and the mobility
factor can still give information about how vitrification is occurring, and
how it is related to the auto-acceleration effect.

The combined information of heat capacity, heat flow and heat flow
phase also provides an excellent tool for more detailed mechanistic studies
of reacting polymer systems. The change in heat capacity due to chemical
reactions, measured as a function of the conversion and/or the composition
of the initial reaction mixture, gives valuable constraints in determining the
rate constants of important reactive species involved in the mechanism. The
effects of the type of reaction mechanism, e.g. step growth versus radical
chain growth, addition versus condensation or organic versus inorganic, can
be investigated in a systematic way.

MTDSC allows the real-time monitoring of phase separation induced
by cure in epoxy–amine reactive mixtures modified with an amorphous
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high-Tg engineering thermoplastic, such as polyethersulphone. Reaction-
induced phase separation was observed by a vitrification of a segregating
PES-rich phase and of the reacting epoxy–amine rich matrix. If the cure is
performed sufficiently below the full cure glass transition of the unmodified
epoxy–amine, both the vitrification of the dispersed PES-rich phase and
vitrification of the epoxy-rich matrix can be observed. The relaxation peaks
in the heat flow phase signal prove to be very valuable to monitor these
effects, especially in a thermosetting system. Non-isothermal (post-cure)
MTDSC experiments contain information on the in situ formed phases and
on the effect of temperature on phase separation, giving support to the
construction of a phase diagram.

It can be concluded that MTDSC, in combination with other established
techniques for studying multi-phase materials, is an excellent new analytical
tool for the real-time monitoring of morphology development in compli-
cated reacting systems. The excellent control of temperature during cure
enables reproducible and meaningful results on kinetics of phase separation
and cure.

The MTDSC method will further be explored and extended to topics,
such as:

(i) The effect of additives (thermoplastic modifiers, fibres in composites)
on the kinetics of imposed cure schedules via the simultaneous infor-
mation of the non-reversing heat flow.

(ii) The balance between the kinetics of cure, reaction-induced phase sep-
aration and crystallisation of reacting polymer systems in the presence
of crystallisable thermoplastic modifiers.

(iii) The formation of liquid crystalline thermosets is another one. In these
cases, the influence of the dispersed phase on the reaction kinetics of
the matrix can be investigated with an improved sensitivity. This is of
extreme importance when the additive (or reinforcing fibre) itself is
able to react with the matrix components and interphase regions are
developing.

(iv) A very interesting extension is the study of interpenetrating networks.
In this case, not only the final properties of the network structure can
be evaluated using heat capacity and derivative signals, but also the
influence of the in situ production.
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Chapter 3

APPLICATIONS OF MODULATED
TEMPERATURE DIFFERENTIAL SCANNING
CALORIMETRY TO POLYMER BLENDS AND
RELATED SYSTEMS

Douglas J. Hourston and Mo Song
IPTME, Loughborough University, Loughborough LE11 3TU, UK

1 Introduction

The characterisation of multi-component polymer materials [1] has been
pursued vigorously in recent years. Many types of such materials (includ-
ing polymer blends, block copolymers, structured latexes and interpenetrat-
ing polymer networks) are now commercially available [2,3] and their ever
better characterisation remains important. It is necessary to obtain mor-
phological parameters such as the thickness and weight fraction of inter-
faces/interphases1 and to understand the relationships between morphology
and mechanical properties of such multi-component polymeric materials
[2–8]. A common feature across the spectrum of multi-component poly-
meric materials is the presence of interfaces [2,5,7,8]. The properties of
the interface are invariably central to the properties of the composite and
the ability to understand and optimise the interface is recognised as a key
feature in the development of improved polymeric materials. Most polymer
pairs are immiscible [5,6]. Thus, the majority of blends are two-phase and
their morphology depends on the type of molecular interaction, the rheol-
ogy of the components and the processing history. Models used to describe

1The term interface implies a two-dimensional structure. It is clear in nearly all practical cases in
polymer science that the regions between phases are three-dimensional in nature. These regions
are also often likely not to be isotropic, but of a compositionally graded nature which means they
do not meet the strict definition of a phase. In this chapter, the terms interface and interphase
will be used essentially interchangeably.
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multi-component materials show that certain properties can be correlated
with the interphase volume fraction [7,8]. Many techniques have been used
to characterise the morphology of multi-phase polymeric materials. Porod’s
analysis [9] of small-angle X-ray (SAXS) and neutron scattering (SANS)
data has been used to estimate interfacial thickness and domain size [10,11].
Dynamic mechanical thermal analysis (DMTA) data have been modelled
[12] by assuming interfacial profiles. A technique that can yield both interfa-
cial thickness and composition gradient across the interface is transmission
electron microscopy (TEM) [10]. Results that are in good agreement with
SAXS and DMTA [12] have been obtained for highly ordered systems, such
as ABA-type block copolymers.

In the characterisation of the morphology of multi-component polymeric
materials, the glass transition temperature, the composition distribution in
the phases, phase size and shape and the thickness and volume (or weight)
fraction of the interface are clearly important. DMTA and differential scan-
ning calorimetry (DSC) are suitable for the measurements of the glass tran-
sition temperature. It is conventional, simple and rapid to use DSC to study
polymer blends. However, because the sensitivity and resolution of DSC are
usually not good enough, overlapping thermal events, including Tgs from
pure phases and any interface resulting from partial miscibility, cannot usu-
ally be separated [13,14].

A basic limitation exists on the use of glass transition determinations
in ascertaining the extent of polymer–polymer miscibility in blends com-
posed of components which have similar (<15◦C difference) Tgs. In these
cases, resolution by the DSC technique [5] is not possible. Also, for small
concentrations (less than 10%), the transition signal is difficult to resolve
[5,15]. Structural relaxation at the Tg [15] can also distort the shape of the
transition. Although DSC has been used extensively to characterise IPNs
[16–18], it fails when IPNs show complex phase structure. Most researchers
have turned to DMTA to observe the transitions in IPNs, for example, be-
cause it is more sensitive [1,5,6]. An interesting morphological parameter,
the degree of segregation in IPNs can be obtained from DMTA data using
Lipatov’s method [19]. The DMTA characterisation method developed by
Annighofer and Gronskin [12] is only suitable for the study of the mor-
phology of block copolymers with a high degree of orientation. In fact, it
is difficult, quantitatively, to obtain either the weight (or volume) fraction
of each phase or information on composition distribution in multi-phase
polymeric materials from DMTA data. It is always necessary to make some
assumptions regarding the nature of the interface.

Microscopies and scattering techniques [10,12] are used to study the
micro-domain size, shape and interface content. TEM has been used in
many instances in order to determine the miscibility, or phase segregation,
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of IPNs. Detailed information about polymer blend morphology can be
gained from this technique. This includes information about the continuous
phase and the size and shape of the domains and their distribution. At
very high magnifications, domains in the order of 1 nm can, in theory, be
investigated [20]. The preparation of the samples can sometimes be difficult,
since ultra-thin sections have to be cut. Specimen preparation [21] and the
interpretation [22], and possible artefacts caused by electron beam [20] and
sectioning damage [22] have been described.

It is not difficult to study the micro-domain size and the interfacial thick-
ness of block copolymers using SAXS. The volume fraction of interface
in such a multi-phase system [10,12] has been obtained using this tech-
nique. However, it is not easy to determine the fraction of interphase in
partially miscible, or essentially immiscible, polymer blends. Regarding the
application of SAXS to measurements of the morphological parameters of
multi-phase polymeric materials, Ruland [23] has fully analysed the ex-
perimental difficulties. He indicated that the determination of the width of
domain boundaries by the SAXS method can contain substantial errors if
the boundary region is not represented by a smooth homogeneous density
transition, but by a statistical structure of a certain coarseness. It has been
shown that these errors, in general, lead to an under-estimation of the val-
ues of the boundary widths in the case of block copolymers. Samples with
a highly preferred orientation of the interface planes can be used to min-
imise the errors and to obtain information on the coarseness of the domain
boundaries [23].

Although the existence of a diffuse interfacial region in multi-phase
systems has been detected by solid-state NMR spectroscopy [24–27] and
by dynamic relaxation measurements [12,28], to date only SAXS and SANS
are capable of providing interfacial thickness values. Scattering techniques,
especially SANS, are rather specialised and are not widely available. DMTA
can be used to study interfaces [12] by assuming interfacial profiles. TEM
results [10] from highly ordered systems are in good agreement with SAXS
and DMTA [12] data. SANS has been used by McGarey [29] to study IPNs,
but IPNs are far from the ideal system for study by this technique.

To help summarise the above discussion, Table 3.1 gives a comparison
of the applicabilities of the DSC, DMTA, SAXS, SANS, microscopies and
solid-state NMR techniques to the study of multi-component polymeric
materials. It can be seen that if one wants to obtain detailed morphological
information, several characterisation techniques must be used. It is also
obvious that even when the above characterisation techniques are available,
one cannot obtain all the morphological parameters such as the weight
fraction of each phase and the concentration distribution in multi-phase
polymeric materials.
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Table 3.1. Comparison of the abilities of various characterisation methods for
multi-component polymeric materials

DSC SAXS SANS DMTA LM SEM TEM NMR

Resolution (nm) 20 2 1 15 1000 20 1 1
Specimen preparation Easy Easy Difficult Easy Easy Easy Difficult Easy
Tg Quant No No Quant No No No No
Multi-phase information Yes Yes Yes Yes Yes Yes Yes Yes
Interfacial information Yes∗ Yes Yes Yes∗ No No Yes∗ Yes
Interfacial thickness No Quant Quant No No No Qual No
Weight fraction Qual No No No No No No Yes∗

Domain size No Yes Yes No Yes Yes Yes No

LM: light microscopy; Qual = qualitative; Quant = quantitative.
∗Not always possible (1,5,10,26).

It is very desirable to establish widely applicable, and readily available,
methods for the characterisation of multi-phase polymeric materials that
can overcome the disadvantages of the above techniques.

The possibilities arising from the advent of MTDSC will now be dis-
cussed. Complex thermal histories affect the ease with which it is possible to
make determinations of the increment of heat capacity, �Cp, at Tg because
of structure relaxation. If a thermal analysis apparatus that can separate the
structure relaxation part from the total heat flow signal can be developed,
�Cp could be determined accurately. It is well known that �Cp is related
to the weight fraction of each component in a heterogeneous system such
as a polymer blend. In multi-phase polymeric materials, each phase has its
own characteristic glass transition temperature and �Cp. Thus, important
information may be obtained from �Cp and glass transition measurements,
allowing such materials to be analysed quantitatively.

For pure, fully annealed polymers, the glass transition is approximately
symmetrical [5]. For partially miscible systems in which there are inter-
faces, the transition will be asymmetric and become broadened [5]. This
asymmetry and broadening may provide a wealth of information of both
practical and theoretical value that has not yet been fully extracted.

Because modulated temperature DSC (MTDSC) can separate overlap-
ping thermal events and separate the total heat flow into two parts: the re-
versing (proportional to heating rate) and the non-reversing (dependent on
temperature) components, it allows the study of the asymmetry and broad-
ening of the glass transition. Important information can be obtained from the
differential of heat capacity, dCp/dT , signal over the glass transition region.
Using this signal, multi-component polymeric materials may be analysed
quantitatively. In this chapter, we will discuss the dCp/dT signal and its use in
the quantitative characterisation of such materials. The MTDSC technique
leads to an improvement in the detection of the glass transition, readily
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provides a measure of �Cp and indicates the extent of polymer–polymer
miscibility. Based on this new signal, symmetric and asymmetric interdif-
fusion, interface development in bilayer and structured latex films, and the
morphology of IPN materials will be discussed.

2 Heat Capacity and its Differential with Temperature
Signal Over the Glass Transition Region

In chapter 1, a full theoretical treatment of the behaviour of the MTDSC
signals over the glass transition region [30] has been presented.

The following equations arise from this treatment discussed in Chapter 1.

C ′
p = A + BT + �Cp

/(
1 + ω2τ 2

g exp
(−2�h∗/(RTg

2
)
(T − Tg)

)
(1)

C ′′
p = �Cpωτg exp

(−�h∗/RTg
2(T − Tg)

)/
(
1 + ω2τ 2

g exp
(−2�h∗/(RTg

2
)
(T − Tg)

))
(2)

Figures 3.1 and 3.2 compare the dCp/dT versus temperature data from
experiments with theoretical data (using the above equations) and a Gaussian
function for, respectively, polystyrene and a (50/50 by weight) miscible
blend of poly(methyl methacrylate) and poly(styrene-co-acrylonitrile) [30].
Clearly, the experimental data can be described by both the theory, and also
by a Gaussian function, G, of the glass transition temperature, the width

Figure 3.1. Comparison of the dCp/dT versus temperature data for polystyrene from
experiment (square points), theory (solid line) and from the Gaussian function (dots).
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Figure 3.2. Comparison of the dCp/dT versus temperature data for a PMMA/SAN(50:50)
blend from experiment (square points), theory (solid line) and from the Gaussian function

(dots).

of the transition at half height, ωd, the increment of heat capacity and the
temperature.

G = f (T, Tg, ωd, �Cp) = �Cp/
[
ωd(π/2)1/2

]
exp

[− 2(T − Tg)2/ω2
d

]
(3)

In this chapter, the Gaussian function description of the change of
dCp/dT versus temperature at the glass transition will be used in the anal-
ysis of various polymer blend systems. The Gaussian function approach to
modelling the glass transition is chosen over theory [30] because in Eq. (1),
the τg and �h∗ terms are generally unavailable for polymers.

3 Measurements of the Glass Transition Temperature
and Increment of Heat Capacity

As mentioned above, the commonly occurring complex thermal histories
experienced by polymeric artefacts during manufacture affect the ease with
which it is possible to make determinations of the glass transition temper-
ature accurately by conventional DSC. Thermograms with different shapes
in the glass transition region often make the conventional extrapolations
ambiguous. It is also often the case that the measurement of �Cp in the
glass transition region is highly subjective, not to mention time-consuming,
using conventional DSC.
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Figure 3.3. Heat flow, heat capacity and dCp/dT versus temperature data for polystyrene.

Figure 3.3 shows the changes of total heat flow, heat capacity and dCp/dT
with temperature for a PS sample [31]. Because of the effect of thermal
history, the relaxation event appears in the total heat flow signal. It can
be seen that the peak position of the dCp/dT versus temperature signal
corresponds to the point of inflection of the heat capacity curve between the
glassy and liquid states. If the peak position, as is often done for a melting
point, is used to determine the Tg, it will be very easy and reproducible to
use in subsequent analyses.

Figure 3.4 gives another example of MTDSC output. In this case, data
for an interpenetrating polymer network are reported. Obviously, it is very
difficult to obtain the Tg values with any accuracy from the total heat flow
signal, which is very complex. However, it is very easy, using the dCp/dT
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Figure 3.4. Heat flow and dCp/dT versus temperature data for a polyurethane/polystyrene IPN.
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Figure 3.5. dCp/dT versus temperature data for different annealing times at 80◦C for a
SAN/PMMA blend (50/50).

signal, to obtain both of these Tgs accurately and simply. Figure 3.5 again
shows the change of dCp/dT with temperature for a PMMA/SAN (50/50,
wt/wt) compatible blend [31], but for different annealing times at 80◦C.
The peak position is almost constant with time. However, the onset point
shifts to higher temperature with increasing annealing time. Figure 3.6 gives
the result of a heat/cool experiment for polystyrene [31]. The Tg is 85◦C
on cooling and 86◦C on re-heating showing the measurement to be robust.
Figure 3.7 gives another example for polystyrene, this time annealed at
different temperatures for 1 hour. The Tg was 86 ± 1◦C for the different
annealing temperatures. Figure 3.8 shows the changes of Tg with annealing
time for a polyvinyl acetate sample. With increasing time, the value of Tg

Figure 3.6. dCp/dT versus temperature data for polystyrene in a cyclic experiment.
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Figure 3.7. Tg versus annealing temperature for polystyrene. Annealing time was 1 h.

increased. However, even for long times, the difference was only 1.6◦C.
These changes are relatively small. These last few figures illustrate that the
dCp/dT signal is a sensitive, and, therefore, a valuable one with which to
probe the glass transition.

For small concentrations of a given component in a polymer blend (less
than 10 wt%), the resulting weak transition is typically very difficult to
resolve using conventional DSC or DMTA [5,15]. Using MTDSC, Tg de-
terminations were performed [32] on a physical blend containing four com-
ponents: pure PS plus PPO-30 (a PS/polyphenylene oxide (PPO) blend at
a composition ratio of 70/30) plus PPO-70 (a PS/PPO blend at a compo-
sition ratio of 30/70) plus pure PPO. The amount of each component was
44.0:7.1:13.4:34.5, by weight. Figure 3.9 shows both the heat capacity and

Figure 3.8. ln Tg versus annealing time at 30◦C for polyvinyl acetate.



170 D. J. Hourston and M. Song

Figure 3.9. dCp/dT versus temperature data for a PS + PPO-30 + PPO-70 + PPO physical
blend.

the dCp/dT with temperature signals. From the heat capacity signal, not all
the transitions are clear. However, four transitions are clearly evident in the
dCp/dT signal, despite the fact that the PPO-30 is only present at 7.1% by
weight.

In summary, the dCp/dT signal is a very useful tool to determine Tg

values. The benefits of using dCp/dT to measure Tg are as follows.
(i) The position and shape of the glass transition are much less affected

by thermal history and experimental conditions than is the case with
conventional DSC.

(ii) Glass transitions can be represented as Gaussian curves.
(iii) Events such as the loss of small amounts of residual solvent, which

can occur when studying blends, affect the reversing signal very little
(see Chapter 1), but can have significant effects on the heat flow signal
in conventional DSC.

(iv) Resolution is improved in MTDSC because both the step at Tg in the
reversing signal is sharper than that in conventional DSC and low
underlying heating rates can be used while still retaining a high signal-
to-noise ratio in the reversing heat capacity measurement.

The value of apparent heat capacity, Ca
p, (not calibrated) may be written

as follows [31].

Ca
p = A + BT + f (T ) (4)

A and B are constants and f (T ) is a function of temperature. Outside
the glass transition region, f (T ) = 0. The following relation holds for
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the dCa
p/dT value.

dCa
p/dT = B + d f (T )/dT (5)

To obtain the required �Cp values, it is only necessary to integrate the signal
over the region of interest, which in this case is the glass transition.

�Cp =
Cp(e)a∫

Cp(i)a

(
dCa

p/dT
)
dT (6)

Cp(i)a and Cp(e)a are the initial and final values of the apparent heat capacity
in the glass transition region. It is assumed that the integration constant is
independent of temperature. The above equation to calculate�Cp only needs
a one-point calibration for heat capacity selected in the transition region.
The reason for this is that if it is assumed that the calibration constant of
heat capacity is K1 at the onset point of the glass transition and is K2 at the
final point, �Cp is given as follows.

�Cp = K2Cp(e)a − K1Cp(i)a (7)

The value of the one-point calibration constant, K, is given approximately
by Eq. (8)

K = (K1 + K2)/2 (8)

Consider that

K = K1 + δ = K2 − δ (9)

δ is a small increment. Then, Eq. (10) can be rewritten as follows.

�Cp = K
[
�Ca

p + δ/K (Cp(e)a + Cp(i)a)
]

(10)

Table 3.2 lists how the calibration constants change with temperature.
According to the experimental results, it was found that δ/K ∼ 10−3. Thus,

�Cp = K�Ca
p (11)

The difference between the results from Eq. (11) and those from Eq. (7)
is small. The error resulting from using Eq. (11) is about 3%.
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Table 3.2. Change of heat capacity
calibration constant with temperature

Temperature (◦C) Calibration constant

36.85 1.1947
56.85 1.1846
76.85 1.1764
96.85 1.1654

116.85 1.1573
136.85 1.1522
156.85 1.1507
166.85 1.1459

There is considerable interest in the values of �Cp at the Tg and vari-
ous generalisations [33,34] have been suggested either for �Cp or for the
product �CpTg. �Cp measurement is complex and time-consuming by con-
ventional DSC [13,35]. Heat capacity values at Tg from conventional DSC
studies have been obtained [36] by extrapolation of the linear equations
used to describe the glass and liquid states. Based on the new MTDSC
method, the determination becomes very simple and rapid. Later, we will
discuss how this makes it a convenient way to analyse multi-phase polymeric
materials.

Figures 3.10 and 3.11 show the changes of �Cp for PS [31] and for
a 50/50 SAN/PMMA blend at different annealing temperatures and for
different annealing times, respectively. For the PS sample, the annealing
time was 60 min. The results show that the values for PS are almost constant

Figure 3.10. �Cp versus annealing temperature for polystyrene. Annealing time was 1 h.
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Figure 3.11. �Cp versus annealing time at 80◦C for an SAN/PMMA blend (50/50 wt/wt).

for these different thermal histories. The average value of �Cp is 0.293
Jg−1 ◦C−1. Comparison with values in the literature [37] indicates that the
average difference is about 3%.

4 Multi-Component Polymer Materials

4.1 IMPROVEMENT IN THE MEASUREMENT
OF POLYMER–POLYMER MISCIBILITY

Polymer–polymer miscibility is usually characterised [1,5,6] by investigat-
ing the optical appearance, morphology, glass transition temperature or the
crystalline melting behaviour of the blend [38,39]. A blend of two amor-
phous polymers with different refractive indices will be judged to be misci-
ble if it is optically clear. Measurement of the glass transition temperature,
or temperatures, of a polymer blend is the most convenient and popular way
of investigating polymer–polymer miscibility.

Tg is commonly measured by the DSC technique, but the use of Tg

determination for studying polymer–polymer miscibility has its limitations.
The glass transition region for a given polymer can cover at least a 15◦C
range [5,15] and often significantly more. Thus, if the difference of the
glass transition temperatures between the two polymers in a blend is less
than about 15◦C, it has been almost impossible to detect the extent of mixing
by DSC [5,15].

It is known [6] that poly(styrene-co-acrylonitrile), SAN, is miscible with
PMMA when the acrylonitrile content is between 10 and 30 wt%. To check
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Figure 3.12. Heat flow versus temperature data for (a) the miscible blend and (b) the physical
mixture (PMMA/SAN, 50/50 (wt/wt)).

the usefulness of the dCp/dT signal in studying polymer–polymer miscibil-
ity in situations with similar Tgs, miscible and physical blends of SAN and
PMMA were designed.

Figures 3.12 and 3.13 show the heat flow and the heat capacity data
for the blend and for a physical mixture of PMMA and SAN [39]. From
these data, it was not possible to draw any conclusions about miscibility
because only one glass transition was observed for both the miscible blend
and for the physical mixture. The Tg difference between the two constituent
polymers is only about 10◦C. However, it is clear from the dCp/dT versus

Figure 3.13. Heat capacity versus temperature data for the same (a) miscible blend and
(b) physical mixture. The data are shifted vertically for clarity.
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a
b

a: physical mixture
b: miscible blend

Figure 3.14. Differential of heat capacity versus temperature data for the physical mixture
(PMMA/SAN, 50/50 (wt/wt)) and for the blend.

temperature data, shown in Figure 3.14 for both the miscible blend and the
physical mixture, that there are differences. The physical mixture shows two
clearly resolved transitions which appear to be the result of a simple linear
addition of the dCp/dT signals of the constituent polymers. The miscible
blend shows the expected single glass transition.

Figure 3.15 shows the glass transition temperatures plotted versus com-
position for these PMMA/SAN blends. This shows a positive deviation
from linearity often observed for miscible blends and ascribed to specific
interactions between segments [6,38].

Figure 3.15. Glass transition temperature versus composition for PMMA/SAN (18 wt% AN)
miscible blends.
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a

a: miscible blend (50:50)
b: physical mixture

b

Figure 3.16. Comparison of (a) the miscible blend and (b) the physical mixture (PMMA/SAN,
50/50).

Figures 3.16 and 3.17 show results for a miscible blend and its equivalent
physical mixture based on PMMA and a SAN with a 25 wt% AN content.
The Tg difference for PMMA and this SAN is approximately 5◦C. A single
peak in the dCp/dT signal is very clear for the, by definition, phase separated
physical mixture, indicating that it is very difficult to detect miscibility in
blends if the difference of Tgs is around this value. However, it is the case
that the physical blends show broader transitions than do the miscible ones.

For most polymer pairs to be miscible, an exothermic interaction is
required. Nandi et al. [40] studied the miscibility of poly(methyl acrylate)
(PMA) and poly(vinyl acetate) (PVAc) in several solvents by the inverse

a

a: miscible blend (PMMA 25%)
b: physical mixture

b

Figure 3.17. Comparison of (a) the miscible blend with (b) the physical mixture
(PMMA/SAN, 25/75).
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Figure 3.18. dCp/dT versus temperature data for different PMA/PVAc blend compositions.

gas chromatography method. They concluded that the PMA/PVAc blend is
miscible, and that no specific interactions are operative.

Figure 3.18 shows the dCp/dT signal versus temperature for different
PMA/PVAc blend compositions. The dCp/dT signal showed a high degree
of symmetry, which implies that the miscibility level is high. Compare this
with the behaviour of PVC/poly(ethyl methacrylate) (PEMA) blends.

Perrin and Prud’homme [41] studied, by means of conventional DSC,
the miscibility of PVC blended with PEMA. They showed this system to
be miscible. The Tg difference was about 12◦C. Using their experimental
conditions [41], the miscibility of this blend was studied again by means
of MTDSC. Figures 3.19 and 3.20 show, respectively, the changes of heat

Figure 3.19. Heat capacity versus temperature for PVC/PEMA blends.
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Figure 3.20. dCp/dT versus temperature for PVC/PEMA blends.

capacity and dCp/dT versus temperature for the PVC/PEMA blends with
25/75, 60/40 and 75/25 (by weight) compositions. The heat capacity signals
show that this blend system may be miscible. However, the dCp/dT signal for
the 25/75 PVC/PEMA blend showed that this blend was not fully miscible.
The dCp/dT signals show that the levels of miscibility of the 60/40 and 75/25
PVC/PEMA blends were higher than that of the 25/75 PVC/PEMA blend.
This further emphasises that polymer–polymer miscibility can be checked
sensitively using the dCp/dT signal.

Figures 3.21 and 3.22 show the changes of Tgs and �Cp versus compo-
sition for some PMA/PVAc blends. The following relations hold for Tg and
�Cp.

Tg = w1Tg1 + w1Tg2 (12)

�Cp = w1�Cp1 + w1�Cp2 (13)

The �Cp term is a significant parameter because it appears in the Ehrenfest
equation [42]. Perhaps, in polymer blends, the intermolecular contribution
to �Cp plays a more important role than in many common homopolymers
and copolymers.

To date, many supposedly miscible polymer pairs [5,6,13,14,42] have
been reported in the literature. However, in some cases [13,14], the breadth
of the glass transition region, �Tg, taken as the difference between the on-
set and completion temperatures, is quite broad. For some blend systems,
�Tg values approach 100◦C [13,14]. The transition region may also be
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Figure 3.21. Glass transition temperature versus composition for PMA/PVAc blends.

asymmetrical. Because conventional DSC is not sensitive enough and lacks
good resolution, overlapping Tgs and interfaces resulting from partial mis-
cibility, cannot be separated. It is possible that some incorrect conclusions
have been reached [13,14] for polymer blends that have quite large �Tgs
[13,14]. To study this problem, the poly(epichlorohydrin) (PECH)/PMMA
blend system was chosen for further investigation using MTDSC.

Figure 3.22. Plot of �Cp versus composition for PMA/PVAc blends.
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Figure 3.23. Heat capacity (arbitrary scale) versus temperature data for PECH/PMMA blends.

Figure 3.23 shows the change of heat capacity with temperature for five
different compositions. These thermograms appear to offer essentially the
same interpretation as the results presented by Higgins and co-workers [43]
and by Fernandes et al. [13,14]. A single and broad Tg transition is seen
indicating that the blend is miscible. However, SANS results reported by
Higgins and co-workers [43] showed the blend system to possess two phases,
indicating that it is essentially immiscible. The dCp/dT versus temperature
data for PECH/PMMA blends at 100/0, 85/15, 70/30, 50/50, 30/70, 15/85
and 0/100 (wt/wt) compositions were checked. The results are shown in Fig-
ures 3.24(a)–(g). The dCp/dT signals give detailed and clear information
about miscibility. For pure PECH and PMMA, the transitions are highly
symmetrical. For the 85/15 PECH/PMMA blend, the transition peak shows
the same behaviour as PECH, or PMMA, in that it is highly symmetrical.
This implies that at this composition the polymers are miscible. For the 70/30
PECH/PMMA blend, there is a weak transition between 40 and 100◦C. For
the 30/70 PECH/PMMA blend, there is obviously phase separation. The
dCp/dT signal shows two transitions. Because the two components have
very similar refractive indices [43], it is very difficult to check the phase
separation behaviour using optical methods. For the 50/50 blend, the tran-
sition peak is markedly asymmetrical, and exhibits a shoulder. At the 15/85
composition, the dCp/dT signal shows two separated transition peaks clearly
confirming immiscibility. Table 3.3 shows the Tg and the �Tg values, which
were defined as shown in Figure 3.24(g). The correlation lengths shown in
Table 3.3 were obtained from the literature [43]. The value for the 15/85
PECH/PMMA blend was omitted because the dCp/dT signal from this sys-
tem showed two clear transitions indicating that this correlation length had
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(a) (b)

(c) (d)

(e)

(g)

(f)

Figure 3.24. (a–f) dCp/dT versus temperature data for PECH and the PECH/PMMA blends;
(g) definition of �Tg.
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Table 3.3. Glass transition and �Tg for the PECH/PMMA blends

PECH/PMMA Tg (◦C) ∆Tg (◦C) Correlation length (nm) (Ref. [43])

100/0 −26 20 –
85/15 −17 26 –
70/30 – 65 14
50/50 – 80 37
30/70 – 100 47
15/85 Two phase transition signals
0/100 102 40 –

no physical meaning. It can be seen that the �Tg values of the PECH/PMMA
blends are quite large and increase with increasing correlation length.

For the PMMA homopolymer, the onset temperature was about 80◦C. For
PECH, the completion temperature was about −18◦C. Obviously, the large
�Tg values are not due to the fact that the completion of the lower transition
and the onset of the higher transition cannot be resolved [43]. The conclusion
is that these blend systems exhibit interfaces. The PECH/PMMA blends are,
therefore, partially miscible. It is this partial miscibility that causes the large
�Tg values. It is concluded that most of the PECH forms a mixed phase
with PMMA for the 50/50 and 70/30 PECH/PMMA blends. However, for
the 30/70 PECH/PMMA blend, there are predominantly PECH-rich and
PMMA-rich phases.

For fully miscible systems, the deviation, δTg, defined as δTg = �Tg −
(w1�Tg1 − w2�Tg2), is, by definition, very small. Table 3.4 shows δTg

Table 3.4. δTg values for PECH/PMMA,
PS/PPO and PMA/PVAc blends

PECH/PMMA δTg (◦C)

100/0 0
85/15 5
70/30 39
50/50 50
30/70 66
0/100 0

PS/PPO
100/0 0
75/25 1
50/50 −1
25/75 −1
0/100 0

PMA/PVAc
100/0 0
75/25 0.5
50/50 1
25/75 −0.5
0/100 0
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values for PECH/PMMA, PS/PPO and for PVAc/PMA blends over a range
of compositions. Clearly, the immiscible system shows the largest δTg

value.
SANS is able to distinguish between micro-phase separation and con-

centration fluctuations [43]. However, SANS results showed curves for four
blend compositions (PECH/PMMA: 70/30, 50/50, 30/70 and 15/85) which
were very similar (Ref. [43]). There was no obvious trend in scattered inten-
sity with composition. These data were fitted by a two function scattering law
assuming that the sample was phase separated, but that within the domains,
a single-phase scattering law prevailed. Higgins’ results [43] showed that it
is more probable that the very large concentration fluctuations which gives
rise to the Debye–Bueche neutron scattering are also responsible for the ex-
traordinarily broad �Tg in this blend. Because the curves for the four blend
compositions [43] were very similar, it is difficult to obtain more detailed in-
formation about morphology and the concentration distribution in domains
from these SANS results. Checking the dCp/dT signal versus temperature
for the four blend compositions, it was found that the four dCp/dT sig-
nals versus temperature were very different, indicating that this approach
could prove useful in obtaining a fuller understanding of phase morpho-
logy.

For different domains, the concentration distribution will be different.
These different domains will show different glass transition behaviour. The
system may be divided into many sub-systems, 1, 2, 3, . . . , n each with a
corresponding Tg: Tg1, Tg2, Tg3, . . . , Tgn . When the difference in concen-
tration between domains is small, the glass transition may be considered to
arise from a continuous distribution of such sub-systems.

From the above discussion, it is concluded that the dCp/dT signal from
MTDSC can give very useful information about polymer–polymer mis-
cibility more directly than can the scattered intensity signal from SANS
experiments.

4.2 INTERFACE DEVELOPMENT BETWEEN
COMPATIBLE POLYMER FILMS

The interface between two polymers, whether compatible or incompati-
ble, is a region of finite thickness within which the composition varies
continuously from one bulk phase to the other [44]. This interfacial re-
gion is formed by interdiffusion of the two continuous phases, driven by
the chemical potential gradient. In an incompatible system, the equilib-
rium interfacial thickness is attained when the entropy effect equals the
enthalpy effect [45–48], giving a thickness of typically 1–20 nm, depending
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on the degree of compatibility [45–49]. The formation of a diffuse interface
is important in adhesion [45–48,50,51], phase separation and the conse-
quent morphology in polymer blends [52–54], welding and crack healing
[55,56], and co-extrusion [57]. In these applications, the final properties
are determined by the thickness of the interface and the concentration pro-
file of the two polymers across that interface. Interdiffusion at polymer–
polymer interfaces is a strong function of temperature, mutual compatibil-
ity, molecular weight, molecular weight distribution, chain orientation and
the molecular structure of the polymers concerned [58–62]. For example,
Brochard-Wyart and de Gennes [62,63] showed that under asymmetrical
conditions polymers reptate in a set of moving tubes. Brochard-Wyart and
co-workers [64,65] showed that the initial asymmetry in the kinetics in-
duced by the chain end segregation is healed after a characteristic Rouse
time. Jabbari and Peppas [66] showed experimentally that for polymer
pairs with dissimilar physical properties the concentration profile is highly
asymmetric.

To describe the effect of the above parameters on interdiffusion, de
Gennes [67] used the chemical potential gradient as the driving force for
interdiffusion. Assuming that the fluxes of the two components were equal,
but opposite, Brochard-Wyart et al. [68] derived the slow-mode theory for
interdiffusion at polymer interfaces.

D = �A�B/(�A + �B)[1/(NAφA) + 1/(NBφB) + 2χ ] (14)

D is the interdiffusion coefficient, �A and �B are the segment mobilities of
polymers A and B, respectively, NA and NB are the number of repeat units
in each polymer, φA and φB are the molar fractions of each polymer and χ

is the Flory–Huggins interaction parameter. The slow-mode theory predicts
that interdiffusion is dominated by the slow-diffusing polymer. Later, de
Gennes [69] showed that the mobility was directly related to the diffusion
coefficient of each polymer. The limitation of this theory is that it assumes
that the fluxes of the two polymers are equal and opposite, which means
that the interface remains symmetrical as interdiffusion proceeds.

On the other hand, Kramer and co-workers [70,71] showed that, for
polymer pairs with different molecular weights, the interface moves towards
the polymer with the lower molecular weight as interdiffusion proceeds.
Kramer et al. [72] and Sillescu [73] described interdiffusion in systems
with a moving interface by unequal fluxes of polymers A and B, which were
balanced by a net flux of vacancies across the interface. By assuming that
the chemical potential of these vacancies was zero in the melt state, but
the flux of vacancies was finite, they derived the following equation for the
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interdiffusion coefficient.

D = φAφB/(φB/φA�A + φA/φ�B)[1/(NAφA) + 1/(NBφB) + 2χ ] (15)

In the fast-mode theory, the overall mobility is linearly related to the
mobility of each component, indicating that the interdiffusion coefficient is
dominated by the faster-moving component.

Akcasu et al. [74] attempted to identify the fast and slow modes with
the two modes observed in dynamic scattering experiments from ternary
polymer solutions. They defined the vacancies as the third component in a
mixture of A and B polymers and concluded that the slow mode was obtained
when vacancies were gradually removed, resulting in an incompressible
binary mixture of A and B. The fast mode was obtained in the opposite
limit of high vacancy concentration or a matrix with very high mobility.
Since the polymer mobility and the vacancy concentration are small below,
and high above, Tg, this suggested that the slow and fast-mode theories
described interdiffusion below and above Tg, respectively.

In fact, most of the interdiffusion data in the literature [69–72,75,76]
that were collected above Tg, are consistent with the fast-mode theory of
interdiffusion. Kramer et al. [72] used Rutherford back-scattering spec-
troscopy to follow the movement of a gold marker at the interface between
PS and deuterated PS (d-PS) with different molecular weights. They ob-
served movement of the interface towards the fast-diffusing component.
Reiter et al. [77] used X-ray reflection spectrometry also to follow the
movement of a gold marker placed at the interface between PS and d-PS.
They were able to detect a delay in the onset of interface movement, which
depended on molecular weight, and there was a strong indication of a cor-
relation between this induction time and the reptation time of the chain. Wu
et al. [78] investigated the structure and kinetics of the diffuse interface be-
tween PMMA and poly(vinylidene fluoride) in the melt. They too detected
interface movement using a gold marker. The structure and kinetics con-
firmed the predictions of the reptation theory [55]. The interfacial thickness
was seen to grow with t1/2, where t is the diffusion time.

Interdiffusion between two compatible polymers has also been stud-
ied by means of X-ray reflection spectrometry [77], TEM [78], Rutherford
backscattering spectrometry [72] and forward recoil spectrometry [79]. We
will now report on the use MTDSC to study symmetrical and asymmetrical
interdiffusion between two compatible polymers. The main aim is to provide
a relatively accessible method to investigate symmetrical and asymmetri-
cal interdiffusion. Conclusions on whether symmetrical or asymmetrical
interdiffusion occurs between two compatible polymers have been based on
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Figure 3.25. Heat capacity (arbitrary units) versus temperature at different diffusion times for
the PECH–PVAc combination.

the diffusion coefficients of the two polymers and on measurements of the
diffusion profile [78,79].

4.2.1 Asymmetrical Interdiffusion:
Polyepichlorohydrin/Poly(vinyl acetate)

Figure 3.25 shows the changes of heat capacity with temperature for the
polyepichlorohydrin (PECH)/poly(vinyl acetate) (PVAc) combination at
different diffusion times. In the glass transition region, the heat capacity
traces are different for the different diffusion times.However, it is difficult
to draw out more detailed information from these traces. The dCp/dT curves,
however, clearly showed that an interface is formed by thermal diffusion.
(see Figure 3.26). This is shown by the increase in the dCp/dT signal between
the two glass transitions. With increasing diffusion time, the concentration
of the interface will change and its thickness will increase.

When a system exhibits an interface, the following equations hold.

�Cp = �Cp1 + �Cp2 + �Cpi (16a)

�Cp1 = ω1�Cp10 (16b)

�Cp2 = ω1�Cp20 (16c)

ω1 and ω2 are the weight fractions of components 1 and 2, respectively, in the
mixed phases. �Cpi is the increment of heat capacity of the diffuse interface
in its glass transition region, and δ1 and δ2 in the following equations are
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Figure 3.26. dCp/dT versus temperature at different diffusion times for the PECH–PVAc
combination.

the weight fractions in the diffuse interface for polymer 1 and polymer 2,
respectively, which can be obtained from these equations.

δ1 = ω10 − �Cp1/�Cp10 (17a)

δ2 = ω20 − �Cp2/�Cp20 (17b)

ωi0 and �Cpi0 are the weight fraction and the increment of heat capacity of
the polymers before mixing.

Using Eqs. (16) and (17), the weight fraction of interface can be calcu-
lated.

Figure 3.27 shows the change of weight fraction of the interface with
time and Figure 3.28 shows the changes of weight fraction, ωA and ωB, of
the PECH and PVAc components in the interface with time. Clearly, the
change of ωA and of ωB with time are different. This indicates that the
diffusion rate for PVAc is faster than that for PECH. The interdiffusion for
this polymer pair is, thus, asymmetrical.

Now, consider the average value, ρ, of the density of PECH and PVAc
in the diffuse interface. Assuming ρ approximates to the linear sum of ρA

and ρB,

ρ = (ρAωAWPECH + ρBωBW )/(ωAWPECH + ωBWPVAC) (18)
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Figure 3.27. Weight fraction of the interface versus diffusion time for the PECH–PVAc
combination.

WPECH and WPVAC are the weights of PECH and PVAc, respectively, in the
pure phases before mixing. The volume of the interface, V , is given as
follows.

V = W/ρ (19)

W is the mass of the polymers in the interface.

W = φ(WPECH + WPVAC) (20)

Figure 3.28. Weight fraction of the PECH and PVAc in the interface versus diffusion time.
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Figure 3.29. Thickness of the interface versus diffusion time for the PECH–PVAc
combination.

φ is the weight fraction of interface. The average thickness of the interface,
d, can be obtained as shown in Eq. (21).

d = φ(WPECH + WPVAC)/(Sρ) (21)

S is the area of the sample, and, therefore, also of the diffuse interface,
when considering two superimposed films. The change of thickness of the
interface with diffusion time is shown in Figure 3.29. Here, the densities of
PECH and PVAc at room temperature were used to calculate the average
density, ρ. Obviously, the thickness of interface is a function of diffusion
time, t . The interfacial thickness grows according to the following rule
which is consistent with the reptation analysis [80] of Wool and Kim [55],
Prager and Tirrell [81], Adolf and co-workers [82,83] and Wu et al. [78].

d ∝ t1/2 (22)

Here, we only give an estimate of the interdiffusion coefficient of the
PECH/PVAc pair at 100◦C. Based on Fick’s diffusion theory [84], the mean-
square interfacial thickness, reff, is given by Eq. (23).

reff = (d)2 = (2Dt)1/2 (23)

From Figure 3.30, which shows the change of reff with time, it can be
calculated that D is approximately 6.25×10−11 cm2/s.
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Figure 3.30. Mean-square interfacial thickness versus diffusion time for the PECH–PVAc
combination.

4.2.2 Symmetrical Interdiffusion: Poly(methyl acrylate)/
Poly(vinyl acetate)

The PMA–PVAc blends are miscible, but show no specific interactions. The
interdiffusion coefficient will be as follows.

D = DA = DB (24)

Figure 3.31 shows dCp/dT versus time at 100◦C for the PMA/PVAc
combination. The dCp/dT signal shows clearly that an interface is formed
by thermal diffusion. This is shown by the increase in the dCp/dT signal
between the two glass transitions. It can also be seen that the PMA, PVAc and
interface signals overlap. A peak-resolution technique, with the condition
that �Cp (observed) = �Cp (calculated), can be used to deal with this
problem. Figure 3.32 shows the result for the sample annealed for 130 h.

Figure 3.33 shows how the weight fraction of the interface increases
with time, whilst Figure 3.34 shows how ωA and ωB, the weight fractions of
PMA and PVAc, respectively, in the interface change with time. The changes
of ωA and ωB with time are similar, which indicates that interdiffusion in
this particular polymer pair is symmetrical. The change of thickness of
the interface with diffusion time is shown in Figure 3.35. Here, the room
temperature densities of PMA and PVAc were used to calculate the average
density, ρ. Thus, for both symmetrical and asymmetrical interfaces, the
growth of interfacial thickness can be described by Eq. (22).
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Figure 3.31. dCp/dT versus temperature data at different diffusion times for the PMA–PVAc
combination.

For symmetrical diffusion, the diffusion equation can be solved analyti-
cally [84] to give the following solution.

�A(x, t) = 1/2{1 − erf [x/(2(Dt)1/2)]} (25a)

�B(x, t) = 1/2{1 + erf [x/(2(Dt)1/2)]} (25b)

Figure 3.36 shows how reff changes with time. The calculated D value
is approximately 4.1 ×10−11 cm2s−1.

Figure 3.32. Comparison of the multi-peak resolution results with the experimental data (�) for
the PMA–PVAc combination annealed at 100◦C for 130 h.
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Figure 3.33. Weight fraction of the interface versus diffusion time for the PMA–PVAc
combination.

From the above discussion, the symmetrical and asymmetrical interdif-
fusion between two compatible polymers can be followed based on mea-
surements of the component weight fractions in the interface region.

ωA = ωB symmetrical interdiffusion

ωA �= ωB asymmetrical interdiffusion

The difficulty in a full test of Eqs. (14) and (15) lies in the considerable
amount of data required. Tracer diffusion coefficients [72], which are related

Figure 3.34. Weight fraction of the PMA and PVAc in the interface versus diffusion time.
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Figure 3.35. Thickness of the interface versus diffusion time for the PMA–PVAc combination.

to �A and �B as a function of composition, as well as the Flory interaction
parameter, will, in general, be needed to predict D. These quantities are not
easy to measure, so that experimental data are quite scarce.

Equation (14) always predicts a lower value of D than does Eq. (15). In a
system where one of the tracer diffusion coefficients is very small, Eq. (14)
predicts that D, will also be small, leading to the notion that interdiffusion

Figure 3.36. Mean-square interfacial thickness versus diffusion time for the PMA–PVAc
combination.
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is “controlled” by the less mobile species. Equation (15) makes the opposite
prediction. Murschall et al. [85] have investigated the temperature depen-
dence of D using light scattering and found that the parameters describing
interdiffusion as a function of temperature are very close to those describing
self-diffusion of the less-mobile species. They concluded that this fact im-
plies that Eq. (14) accurately describes interdiffusion in polymer–polymer
systems.

On the other hand, results from recent experiments where the displace-
ment of markers across a polymer–polymer interface has been observed
[75,81] have been interpreted to favour Eq. (15). This conclusion has been
based largely on arguments concerning the compressibility of the system.
Equation (14) implies an incompressible system, whereas Eq. (15) implies
a compressible one.

A better approach is to measure the molecular weight dependence of D
in entangled polymer mixtures as was done by Gilmore et al. [86]. These
authors found that, at constant NA, the dependence of D on NB could be
represented by Eq. (26).

D = α + β/NB (26)

Assuming a reptation-type behaviour for DA and DB, this result is in good
agreement with Eq. (15), where α and β will be functions of composition.
Equation (14) is not consistent with Eq. (26).

Figure 3.37 shows the changes of the weight fraction of PVAc and PECH
in the interface with t1/2.

Figure 3.37. Weight fraction of PECH and PVAc in the interface versus diffusion time.
(Dashed line is the best fit to the experimental data).
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Because dPECH (diffusion thickness) is proportional to ωPECH (in the
interface) and because DPECH (or DA) is proportional to dPECH (diffusion
thickness) and, in addition, because dPVAC (diffusion thickness) is propor-
tional to ωPVAC (in interface) and because DPVAC (or DB) is proportional
to dPVAC (diffusion thickness) the reptation behaviour for DA and DB is
confirmed experimentally. This is evidence in support of Eq. (15).

4.3 STRUCTURED LATEX FILMS

Over the past several years, concern for the environment has generated many
instances where there is a need to turn from a polluting technology to one
that is more benign. Since these changes are driven by factors outside the
technology, this can have the result that the new system has poorer per-
formance characteristics than the technology being replaced. Under these
circumstances, it becomes important to understand the origins of good per-
formance, so that adequate, or even improved, performance can be achieved
with a new technology that is safer to the environment.

One current example of this situation is the impact on coatings tech-
nology of the stricter regulations on volatile organic compound emissions.
Because of these restrictions, the use of waterborne latex-based coatings
is expanding into areas such as automotive and industrial coatings, tra-
ditionally reserved for organic solvent-based systems. The industrial and
automotive markets have resisted this change because the waterborne latex
coatings are as yet unable to achieve the same high level of performance as
the traditional solvent-based systems [87].

In solvent-based coatings, the polymer molecules are entangled and fully
interpenetrating as they are applied to a surface. Solvent evaporation leaves
a uniform film of low permeability. In latex coatings, the polymers are in
the form of discrete (latex) particles that must coalesce during drying and
subsequent ageing to form a protective film. Such films are more permeable,
especially to moisture, than the corresponding solvent-based films [88] and
they provide somewhat poorer protection of the underlying substrate. There
are many reasons for the differences in properties between the two types
of coating, but it is clear that the “quality of coalescence” of latex coatings
has an important effect on the final film properties. This process of coa-
lescence is one of the most important aspects of latex film formation. An
understanding of the mechanism by which coalescence occurs is crucial for
further advances in this area.

Film formation from polymer latexes is a complicated, multi-stage phe-
nomenon and has been the subject of much theoretical and experimental
attention. Many studies of the individual stages, utilising a variety of dif-
ferent techniques, have been published. The use of latex films to investigate
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molecular interdiffusion is important in terms of theory development in sit-
uations such as coatings coalescence, welding and crack healing. There are
two basic methods of studying the diffusion of polymer molecules across
the boundary between particles in a latex system: SANS [89] and fluores-
cence techniques [90]. The advantages of SANS lie in its high sensitivity
and its ability to determine, easily, the diffusion coefficient and the chain
interpenetration depth [89].

The other interesting method utilises fluorescence measurements. This
approach has been mainly applied to latex film formation by Winnik and
Wang [90]. In this technique, latex is prepared in two different batches.
In one batch, the chains contain a “donor” group, while in the other, an
“acceptor” group is attached. The interdiffusion of polymer chains between
neighbouring latex particles is then studied by direct non-radiative energy
transfer measurements.

AFM and TEM techniques can also give information about the change
of particle size during coalescence. Goh et al. [91] and Hourston and co-
workers [92] have studied the integration of a latex film using AFM. They
calculated the surface diffusion coefficient based on the classical diffusion
model and found it to be 1 ×10−13 cm2 s−1, which is three to four orders of
magnitude larger than that obtained by SANS [89] (10−16 to 10−17 cm2 s−1).
The difference was attributed to the extra driving force from the surface free
energy, which causes faster diffusion near the surface than is the case in the
bulk.

Molecular interdiffusion in a core (poly(butyl methacrylate)–shell
(poly(butyl methacrylate-co-butyl acrylate) latex, which exhibits miscibil-
ity between the core and shell polymers, has been studied [93]. The volume
fraction of mixing and the inter-particle penetration distance increased with
annealing time [93]. In other core–shell latex films, phase separation can
occur upon annealing, because of immiscibility of the core and shell phases.

As has already been made clear, interdiffusion is of great importance
for the development of the physical properties of latex films [94]. In order
to learn how to optimise the performance of a wide variety of coatings
formulations, a deeper understanding of the coalescence process is needed.
The essential feature that one needs to understand is the role of inter-particle
polymer diffusion once the water has evaporated and the nascent film has
formed. Although, as reported above, latex film coalescence processes have
been studied [90–94], a much better understanding of these processes is
needed. In this section, the process of core–shell latex film coalescence
and the dynamics of surface structure development of latex films will be
discussed in the light of recent MTDSC studies by the authors.

It has already been shown above that the dCp/dT signal readily provides
fruitful information about multi-phase polymer materials. Measurement of
the �Cp values of the pure shell and core phases at their Tgs leads to
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Figure 3.38. dCp/dT versus temperature data for a PMMA/PVAc latex film annealed at 140◦C
for different times.

information about the interface between these regions. For core–shell latex
particles, interfacial thickness and the weight fraction of that interface are
two important property-influencing parameters. However, it is difficult to
estimate these parameters for core–shell latexes from TEM and DMTA
experiments. However, based on MTDSC measurements, these parameters
can be obtained.

Figure 3.38 shows the dCp/dT versus temperature signals for a PMMA/
PVAc core–shell (50/50) latex film after different annealing times at
140◦C and Figure 3.39 shows the same signal for the PMMA phase
when annealed at 150◦C for different times [95]. With increasing time, the
dCp/dT signal obviously changes. The magnitudes of the dCp/dT signals
for the pure PMMA and PVAc components increase, i.e. the �Cp values
increase indicating that the weight fractions of the pure PMMA and PVAc
components increase. The densities of PMMA and PVAc are about 1.19 and
1.192 g cm−3 [96], respectively. For an ideal PMMA/PVAc core–shell latex
particle, the following relationship holds between the radius, R, of the core
and the thickness, �R, of the shell.

3R2�R + 3R�R2 + �R3 = R2 (27)

For the films cast from the PMMA/PVAc core–shell latex, R + �R was
found to be 100 nm. Then, R is 79 and �R is 21 nm.

Based on MTDSC measurements, the amount of interface in the unan-
nealed PMMA/PVAc core–shell latex was about 44 wt%, a quite large value.
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Figure 3.39. dCp/dT versus temperature data for the PMMA phase in a PMMA/PVAc latex
film annealed at 150◦C for different times.

This is not surprising because the system is at least partially miscible [35].
When an interfacial phase exists, the shell phase will become thinner and
the radius of the core phase will also decrease. For this latex, the interfacial
region has a thickness of about 27 nm. This is taking zero annealing time as
being a true reflection of the morphology in the original latex particle state.
With increasing annealing time, the interfacial thickness decreases. Fig-
ure 3.40 shows the change of weight fraction of the interface with annealing
time at 150◦C. With increasing annealing time, the weight fraction of the

Figure 3.40. Weight fraction of interface versus annealing time at 150◦C for the PMMA/PVAc
core–shell latex.
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Figure 3.41. Lost weight fraction of the interface versus square root of time.

interface decreases. Figures 3.41 and 3.42 show the changes in the weight
fraction, ωlost, of interface for the total and individual parts, respectively
[95]. The change with time can be described by Eq. (28).

It is, therefore, confirmed that the macromolecular diffusion during phase
separation can be described by the reptation model, i.e. the mechanism of

Figure 3.42. Lost weight fraction of the individual components in the interface versus square
root of time.
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Figure 3.43. Interfacial thickness of the PMMA/PVAc core–shell latex versus time of
annealing at 150◦C.

phase separation is the same as that in the interdiffusion, discussed previ-
ously, of two compatible polymer films.

Figure 3.43 shows the change of interfacial thickness of the PMMA/
PVAc core–shell latexes with time [95].

Macromolecular diffusion in the interface between the core and shell
phases can be illustrated by a model composed of three parts: core, A, the
interface between the core and the shell, AB and the shell phase, B as shown
in Figure 3.44. It is assumed here that the core phase is totally covered by the
shell phase. The PMMA/PVAc latex is phase-separated at high temperature
[97]. During phase separation of the interfacial phase, polymer A in the core
does not diffuse out and polymer B in the shell does not diffuse into the AB
and core phases. The parameters C(r, t) and ω(r, t) are the concentrations
of polymer A and polymer B which diffuse into the core and shell phases,
respectively.

According to Fick’s second law,

∇(DC) = ∂C/∂t (28)

DA[∂2C/∂r2 + 2/r ∂C/∂r ) = ∂C/∂t (29)

DB[∂2ω/∂r2 + 2/r ∂ω/∂r ) = ∂ω/∂t (30)
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Figure 3.44. Model of a core–shell latex particle with an interphase.

The initial conditions are

C(r, 0) = 0 (31)

ω(r, 0) = 0 (32)

DA and DB are the diffusion coefficients of polymers A and B, respectively.

Let C = rY, then

DA∂2Y/∂r2 = ∂Y/∂t (33)

Y (r, 0) = 0 (34)

And let ω = rZ

DB∂2 Z/∂r2 = ∂ Z/∂t (35)

Z (r, 0) = 0 (36)

Taking the Laplace transforms of Eqs. (33) and (35) yields Eqs. (37) and
(38).

DAd2Y (r, p)/dr2 = pY (r, p) (37)

DBd2 Z (r, p)/dr2 = pZ (r, p) (38)
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Let

F(t) =
R∫

0

4πr2 C(r, t)dr (39)

and

�(t) =
R+�R∫
R

4πr2ω(r, t)dr (40)

F(t) and �(t) are the weight fractions of polymer A and polymer B which
have diffused into core and shell phases, respectively, at time t . Taking
Laplace transforms [95],

F(t) = Ao{R/(π DAt)1/2exp[−R2/(4DAt)] − erf(R/(4DAt)1/2) + 1}
(41)

Ao is a constant. Equation (41) can be used to simulate the process of phase
separation of the interfacial phase and to estimate the diffusion coefficients.

Figure 3.45 compares the calculated and experimental results. DA ≈
4.2 × 10−14 cm2 s−1. This value is similar to that obtained [97] by the light
scattering technique for the phase separation of PMMA/PVAc blends.

Figure 3.45. Weight fraction of PMMA which has diffused into the core phase versus
annealing time at 150◦C. [Dotted line is Eq. (41)].
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4.4 MORPHOLOGY ANALYSIS OF
INTERPENETRATING POLYMER NETWORKS

An interpenetrating polymer network (IPN) is defined as a combination
of two crosslinked polymers, at least one of which has been synthesised
[98] and/or crosslinked in the immediate presence of the other. From the
topological point of view, IPNs are closely related to polymer blends and to
block, graft and crosslinked copolymers. From the synthesis point of view,
IPNs can be classified, broadly, into two general types: (a) sequential IPNs
where a polymer network is formed which is then swollen by the monomer,
plus a crosslinking agent and an activator, which is then polymerised in situ
to form the second network; and (b) simultaneous IPNs (SIPN) where the
components necessary to form both networks are mixed and polymerised, at
the same time, by non-competing mechanisms. If one of the two polymers
is linear (uncrosslinked), a semi-IPN results. A homo-IPN results if both
the network polymers are identical in chemical composition [98].

Since the second polymer is still in monomeric form when it is mixed
with the first polymer, there is still a considerable entropy of mixing and
many monomer–polymer combinations are possible. Upon polymerisation,
however, the entropy of mixing is greatly decreased and phase separation
[98] usually occurs. The vast majority of IPNs are phase separated multi-
phase materials. The networks limit the extent of phase separation and
give a degree of control of the phase size and extent of mixing of the two
components.

Since the historic synthesis of an IPN by Millar [99] in 1960, many
papers, including reviews, on IPNs, have been published, and around 20
different products are offered on the market [100]. Most of the papers de-
scribe the synthesis and morphological behaviour [98,101–109], status and
developments [110,111], properties [112] and industrial applications [113–
116] and self-organisation [117] of IPNs. In recent years, a significantly
increasing number of commercial IPN products ranging from false teeth to
ion-exchange resins, high impact plastics, thermoplastics, adhesives, vibra-
tion damping materials and high temperature alloys have been developed.

It is often important to know the morphology of IPNs and the factors
influencing it, since phase size, shape and connectivity and the nature of
the interphase boundary determine the physical and mechanical properties
of such materials. Together, these parameters combine to describe the mor-
phology of the IPN. IPN morphology can be particularly complicated and
has been the subject of many studies [118,119]. Most show that during
polymerisation, two competing processes take place simultaneously. Phase
separation of the forming polymer chains proceeds by diffusion through
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an increasingly viscous medium to form the domains. The formation of
crosslinks restricts this diffusion and, at gelation, the then present situation
is frozen in. Consequently, phase separation in IPNs depends primarily on (i)
the miscibility of the constituent polymers, (ii) the crosslink density in both
polymer networks and any inter-network grafting, (iii) the reaction condi-
tions (temperature, pressure) and (iv) the relative reaction rates of network
formation. With highly incompatible polymers, the thermodynamic driving
force for phase separation is so powerful that gross phase separation occurs
before gelation [98].

Among the techniques that have been used to investigate IPN mor-
phology are DSC [16,120], TEM [121], SEM [122], DMTA [19], SANS
[29], SAXS [123] and dielectric measurements [124]. Inevitably there have
been disagreements about the levels of miscibility in particular systems.
The reader who wants further background should refer to Refs. [125–
127]. To address this problem of the degree of mixing in IPNs, there is
a continuing need for new techniques. Two approaches reported recently by
Meyer co-workers [128] and Winnik et al. [129] involve solid-state NMR
spin-diffusion [128] and direct non-radiative energy transfer [130] experi-
ments, respectively. Can the MTDSC developments already introduced in
this chapter play a role in revealing, in more detail, the morphologies of
IPNs?

4.4.1 Characterisation of Glass Transition Behaviour
in Interpenetrating Polymer Networks

The multi-phase nature of IPNs results in complicated glass transition be-
haviour [101]. Figure 3.46 shows that heat capacity changes with temper-
ature for a series 60:40 polyurethane (PU)/ polystyrene (PS) IPNs (see Ta-
ble 3.5 for the compositional details) [131,132]. It is, however, not possible
to obtain much detailed information from these heat capacity signals.

Figures 3.47(a)–(e) show dCp/dT versus temperature data for IPN2,
IPN3, IPN4, IPN6 and IPN8. The dCp/dT signal is much more sensitive
to the transitions. Figure 3.48 gives a comparison of the dCp/dT versus
temperature plots of a 40% PS + 60% PU physical blend, a situation where
no interphase can exist, and IPN9. It is obvious from these figures that the
morphologies of these samples are quite complex. The transition region is
very broad covering a span of about 180◦C. For IPN4 and IPN8, there are
broad transitions from 20 to 120◦C [131,132].

The crosslink density in the PU component in this series of IPNs was
varied by changing the diol/triol ratio. The crosslink level and the glass
transition temperature, obtained via MTDSC, are listed in Table 3.6.

It can be seen that with increasing crosslink density in the PU network,
the PU Tg shifted towards higher temperature. Figure 3.47 shows that not
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Figure 3.46. Heat capacity versus temperature data for IPN1 to IPN9.

only did the peak location change to higher temperature, but also that the
peak decreased in height, and, simultaneously, became broader. The PS
transition remained at the same location.

These samples, simultaneous PU/PS IPNs, were synthesised by a one-
short route. The IPN topology appears to restrict phase separation, which re-
sults in materials with broad transition regions. By variation of the crosslink
level in either or both polymer networks, the controlled introduction of inter-
network grafting or the incorporation of compatibilisers into the PS network,
the compatibility of the two polymer networks can be increased. For simul-
taneous IPNs, it has been found [129] that the network which is first formed

Table 3.5. Composition of the PU/PS IPN series

Code PU/PS Diol/triol DVBa

IPN1 60/40 7:1 5 mol%
IPN2 60/40 3:1 5 mol%
IPN3 60/40 1:1 5 mol%
IPN4 60/40 3:1 5 mol% with 1 wt% of TMIb

IPN5 60/40 3:1 5 mol% with 5 wt% of TMIb

IPN6 60/40 3:1 5 mol% with 10 wt% of TMIb

IPN7 60/40 3:1 5 mol% standard polymerisation
IPN8 60/40 3:1 5 mol% with 10 wt% of compatibiliserc

IPN9 60/40 3:1 5 mol% with 2.5 wt% of TMI
aDVB: divinybenzene.
bTMI: benzene-1-(1-isocyanato-1-methylethyl)-3-(1-methylethenyl).
cCompatibiliser: a polyoxypropylene glycol 1025 molecule terminated at both
ends with TMI units is incorporated in the PS network.
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Figure 3.47. dCp/dT versus temperature data for (A) IPN2, (B) IPN3, (C) IPN4, (D) IPN6 and
(E) IPN8.

represents the continuous phase. Hourston and Schafer [133,134] investi-
gated the rate of network formation in the 60:40 PU/PS IPN (IPN7) by means
of FTIR spectroscopy coupled with a heated cell unit. The conversion curves
of both networks were monitored by following integrated peak areas versus
time. This study confirmed that under the given reaction conditions, the PU
network formed first. In such a situation, it is believed that several possible
morphologies could result. (a) The two networks could be miscible yielding
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Figure 3.48. dCp/dT versus temperature data for the 40% PS + 60% PUR physical blend and
for IPN9.

a homogeneous material. (b) The first-formed network could be uniformly
distributed in space, but with the second-formed network heterogeneously
distributed. (c) Both networks could be heterogeneously distributed in space,
but with interfacial zones containing a mixture of the two networks. For the
first situation, a single glass transition would be obtained. For the second
situation, the glass transition temperatures could be shifted somewhat. For
the third situation, the glass transition region will broaden.

4.4.2 Model Experiment
The aim is to establish a quantitative analysis method applicable to IPNs. A
spectrum can be synthesised by using an analogue method to sum a series of
functions representing individual peaks in order to produce a final function
that closely represents the experimental spectrum.

Table 3.6. Crosslink level and glass transition temperatures

Tg (◦C)a

Diol/triol DVB PU-rich phase PS-rich phase

7:1(IPN1) 5 mol% −38 113
3:1(IPN2 5 mol% −33 113
1:1(IPN3) 5 mol% −24 113
aThe Tg values were obtained by the multi-peak resolution technique (133,134).
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For an IPN, we may consider dCp/dT as a multiple Gaussian function in
the glass transition region.

dCp/dT = B + f (T )

f (T ) =
∑

i

fi (T, Tgi , ωdi , �Cpi )

= �Cp1/[ωd1(π/2)1/2]exp
[−2(T − Tg1)2/ω2

d1

]
+ �Cp2/[ωd2(π/2)1/2]exp

[−2(T − Tg2)2/ω2
d2

]
+ �Cp3/[ωd3(π/2)1/2]exp

[−2(T − Tg3)2/ω2
d3

]
+ · · · (42)

where fi (T ) is related to the ith phase of the multi-phase system.
To evaluate this model, an experiment with a four-component system

was conducted This system was a poly(methyl acrylate)/poly(vinyl ac-
etate) (PMA/PVAc) physical blend, or mixture, consisting of four individual
blends (PMA/PVAc (80/20) + PMA/PVAc (60/40) + PMA/PVAc (40/60) +
PMA/PVAc (20/80)). PMA is miscible with PVAc. The open squares in Fig-
ure 3.49 are the experimental dCp/dT data. The difference between glass
transition temperatures of PMA and PVAc is about 33◦C. In the glass tran-
sition region, the four-component mixture showed an acceptable fit to the
experimental data, see Figure 3.49. The solid lines shown in Figure 3.49

Figure 3.49. Comparison of experimental data with peak resolution results for a
four-component model system.
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Table 3.7. Comparison of known weight
fraction with the calculated value

System Known Calculated

PMA-20 30 27.8
PMA-40 23 21.1
PMA-60 25 22.9
PMA-80 22 19.7

are the fitting and peak resolution results. The conditions for the fitting and
peak resolution are as follows.

1: �Cp (fitting) = �Cp (experimental).
2: �Tg = w1�Tg1 + w2�Tg2.
�Tg is the transition width and �Tg1 and �Tg2 are the glass transition

widths for pure polymer 1 and polymer 2, respectively. Table 3.7 shows the
comparison of the known and calculated results. The average difference is
about 8%.

Curve fitting of this type assumes that a particular peak profile is uniquely
characterised once its peak width at half maximum has been fixed, and
cannot be resolved into sub-components. In most practical situations, a
Gaussian profile is unique and curve fitting may be undertaken [135].

4.4.3 Analysis of Phase Structure of IPNs
Consider that there exist interfacial phases in IPNs. The dCp/dT signal may
then be divided into three parts by the peak resolution method. These are
related to the PU-rich, PS-rich and the interfacial phases. The phase that
has the lowest Tg is considered as a PU-rich phase and the phase with the
highest Tg is considered as being PS-rich. Other phases located between the
PU-rich and PS-rich phases are considered as being interfacial.

As examples, Figure 3.50 shows the peak resolution results [131] for the
IPN1, IPN2, IPN7, IPN8 and IPN9 materials discussed above.

For IPN1, three transition peaks were obtained. For IPN2, IPN7, IPN8
and IPN9, four transition peaks were involved. DMTA measurements [134]
showed that the glass transition temperatures of the PS-rich phase in the
IPN1, IPN2 and IPN3 were the same, 133◦C. The original MTDSC data
for IPN1, IPN2 and IPN3 showed that the glass transition temperatures of
the PS-rich phase were different. However, the peak resolution results give
the same glass transition temperature, 113◦C, for the PS-rich phase in the
IPN1, IPN2 and IPN3 materials. The difference may result from the effect
of the interface, which results in the shift and broadening of the dCp/dT
peak.

Table 3.8 gives the results of this analysis for the IPN1, IPN2, IPN8 and
IPN9 materials.
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Figure 3.50. Comparison of experimental dCp/dT data with peak resolution results for the
IPN1, IPN2, IPN7, IPN8 and IPN9 materials.

From Table 3.8, it can be seen that there are several different levels
of network compatibility. For IPN8, there are PU-rich phases whose Tgs
are located at about −33, and −10◦C, and PS-rich phases whose Tgs are
located at about 46 and 88◦C, respectively. For IPN9, there are PU-rich
phases at about −33 and −17◦C, and PS-rich phases at about 50 and 90◦C,
respectively. The total interface content in IPN8 and IPN9 is high. This
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Table 3.8. Tg and weight fraction values for the
IPNs [131]

System Tg (◦C) Weight fraction (%)

IPN1 −38 58
70 14 interface

113 30

IPN2 −33 48
−15 16 interface

70 15 interface
113 20

IPN8 −33 43
−10 17 interface

46 20 interface
88 21

IPN9 −33 32
−17 23 interface

50 30 interface
90 19

correlates well the high loss peak in the DMTA data [134]. For IPN2, there
are PU-rich phases whose Tg is located at about −15◦C and PS-rich phases
whose Tg is at about 70◦C. In the PU-rich phases, the weight fraction of PS is
about 18% and in the PS-rich phases, the weight fraction of PU is about 24%.

By combining the TEM and MTDSC techniques, a clearer understand-
ing of the morphology of IPNs may be obtained. From TEM measure-
ments, phase domain size and shape and connectivity can be determined.
From MTDSC measurements, the weight fraction of interphase regions can
be obtained. So, the relationships between mechanical properties and IPN
morphology can now, in practice, be more comprehensively investigated.

5 Conclusions

It has been shown in this chapter that the MTDSC technique is a very useful
tool in the study of several aspects of polymer blends and related materials
including structured latexes and interpenetrating polymer networks. It is
important to note that the dCp/dT versus temperature signal may be used
not only qualitatively as a sensitive detector of transitions impossible to
spot by other thermal techniques such as conventional DSC and DMTA,
but it may also be used to significant advantage in a quantitative way. It has
been shown that it is sensitive to the diffuse interface between phases. Thus,
from dCp/dT versus temperature signals, the weight fraction of the diffuse
interface can be quantified. There are many situations where this will prove
to be very valuable.
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1 Introduction

The thermal analysis of polymer melting is not an easy or straightforward
technique and requires an understanding of both the instrumental and mate-
rial’s problems for its interpretation. Once mastered, however, the analysis
allows considerable insight into the structure and properties of the polymers.
Attempting the study of equilibrium melting of one-component systems of
small molecules, such as pure indium or water, the temperature should be
constant from the beginning to completion of melting. A standard differ-
ential scanning calorimeter (DSC), however, will produce, because of its
instrumental lag, a melting peak of a width of a few kelvins, instead of an
infinitely sharp spike. For any data interpretation, this fact must be kept in
mind. Going to scanning differential calorimetry with modulated temper-
ature, called MTDSC, or often also abbreviated as TMDSC (temperature-
modulated DSC), the instrument lags become even more important and are
joined by problems inherent in the analysis method. More details of the
complications, which are by now well understood, are explained in Sec-
tion 3.

1The submitted manuscript has been authored by a contractor of the U.S. Government under
the contract No. DOE-AC05-00OR22725. Accordingly, the U.S. Government retains a non-
exclusive, royalty-free license to publish, reproduce the published form of this contribution or
allow others to do so, for U.S. Government purposes.
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Turning to flexible macromolecules2 which most often, less precisely, are
just called “polymers,” one finds that even homopolymers such as polyethy-
lene or polyesters do not crystallise fully, and their melting range may
be many Kelvin wide, i.e. their melting range adds considerably to the
instrument-caused broadening of a DSC trace. The amount crystallised is
measured as crystallinity and has its limitation in strain exerted on the
surrounding melt by molecules that pass from the crystals to the melt. This
strain interferes with attainment of full crystallisation. The crystals, in addi-
tion, are commonly so small that they are best characterised as nanophases,
phases whose properties are affected to such a degree by their surfaces, that
little or no relaxed bulk material remains in their centre. These effects are
at the root of the broad melting range, which may begin 100 K below the
equilibrium temperature for the smallest crystals and reach above it when
strains prohibit full randomisation during the time available for melting
(superheating).

The amorphous phases, areas or defects are similarly small in size as the
crystals, i.e. they are also nanophases. The temperature where a solid glass
softens and becomes viscous without any heat effect is called the glass tran-
sition. The glass transition of amorphous areas in semicrystalline polymers
is usually broadened by shifting its upper limit to higher temperatures. This
shift of the glass transition region is due to strain exerted by the molecules
that emanate from the crystals and continue into the amorphous regions. It
is customary to call this strained material an intermediate, third phase. Some-
times, this third phase develops a separate glass transition, which may reach
the melting temperature or extend to even higher temperature. The material
frozen in this fashion is called the rigid-amorphous fraction (RAF). The
RAF can be characterised by thermal analysis of its glass transitions. The
change in heat capacity in the broadened low-temperature glass transition
and during the glass transition at high temperature allows an assessment of
the intermediate phase.

The strain that hinders the motion in the amorphous phases is transmit-
ted by the polymer molecules that traverse large parts of the sample and
set up a global, non-equilibrium structure. If these strained molecules were
immobilised during mechanical drawing of the sample, as is necessary in
the production of films or fibres, the amorphous areas become oriented
and reduce the entropy (degree of disorder). Because melting is governed
by the entropy of fusion (�S = �H /Tm) and the heat of fusion, �H , is

2H. Staudinger, who received the Nobel Price in Chemistry for 1953 honouring his fundamental
work on “Theory of Macromolecules,” suggests that a macromolecule or polymer molecule must
have more than 1000 atoms. To have the properties known for plastics, the molecules must be
flexible, i.e. they must be able to rotate about some or all of the covalent bonds of their backbone.
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approximately constant, the melting temperature Tm may temporarily in-
crease until the strain is released, i.e. the DSC curve will show superheating.
The amorphous fraction, now oriented, also may assume a “heat of fusion”
and have a mesophase structure, similar to a liquid crystal. More about this
non-equilibrium melting is discussed in Section 2.

This brief summary reveals a too complex issue to be discussed in all de-
tails in a single book chapter. More information is available through the 2879
screens of the computer course “Thermal Analysis of Materials,” available
by downloading from the Internet [1] and the reference work of 2547 pages
on “Thermal Characterisation of Polymeric Materials” [2], or in the treatises
on “Thermal Analysis of Polymeric Materials” [3] and “Macromolecular
Physics” [4–6]. General information and data can be found in “Calorime-
try” [7], the “Encyclopaedia of Polymer Science and Engineering” [8], the
“Polymer Handbook” [9] and the ATHAS Data Bank [10]. All these sources
should give you access to the information needed for interpretation of the
instrumental and polymeric materials problems beyond this chapter.

Section 2 of this chapter contains the basics needed to understand melt-
ing and crystallisation, mainly using equilibrium and irreversible thermo-
dynamics and kinetics. Section 3 comprises a summary of the details on
instrumentation and data treatment. Both of these sections can be bypassed
initially when the main goal is to get started quickly on experiments. As the
need arises, the basic material can then be filled in by reading Sections 2
and 3 and consulting the references.

Combining MTDSC and polymer science is a challenge, which when
met, yields so much additional information on the subjects that the added
effort to understand it is well worthwhile. This chapter can, naturally, only
point the way and help in avoiding the most common pitfalls.

2 The Melting and Crystallisation Behaviour
of Polymers

2.1 EQUILIBRIUM MELTING

The equilibrium description of melting and crystallisation is a subject of
the field of thermodynamics. The basic quantity of calorimetry is the heat
capacity, Cp (at constant pressure, in J K−1 mol−1), which represents the
amount of heat, Q (in joules, J), needed to be added to raise the temperature
by 1 K or to be extracted to lower the temperature by 1 K for 1 mol of
material. If the material analysed has a mass of 1 g, one calls this quantity
the specific heat capacity, cp (at constant pressure, in J K−1 g−1). In the
more precise differential notation, one writes for the heat capacity that
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Figure 4.1. Heat capacity of polyethylene. The experimental heat capacity of the solid is
caused by skeletal and group vibrations (and needs to be changed from the heat capacity at

constant volume, Cv, to Cp).

Cp = (∂ H/∂T )p,n, where H is the enthalpy or heat content, and the sub-
scripts p and n signify that the partial differential is taken at a constant
pressure (usually atmospheric pressure) and without changing the amount
of material which is expressed in number of moles n, respectively.

The origin of the heat capacity is the vibrational energy, and effects
connected with large-amplitude motion, such as translation, rotation and
internal rotation. The internal rotation is also called conformational mo-
tion since the rotation about C-bonds leads to distinctly different isomeric
structures. Figure 4.1 shows the fully analysed heat capacity of polyethylene
[11].

At room temperature, the vibrations of the backbone are fully excited
and reach a constant contribution to the heat capacity. The group vibrations
have higher frequencies and their contribution to the vibrational heat capac-
ity keeps on increasing. The total vibrational heat capacity can be used as
a baseline for the interpretation of the large amplitude motion. The liquid
has a maximum of large amplitude motion and has at lower temperatures,
but above the glass transition, a higher heat capacity than the solid. Below
the glass transition temperature, crystals and glasses have similar heat ca-
pacities until temperatures are reached that are lower than 50 K. At higher
temperatures, usually approaching the melting temperatures of the polymer
crystals, the heat capacity of the liquid is less than expected from the vi-
brations alone. Note that the experimental heat capacity of the solids shows
also contributions from defects that raise the heat capacity beyond the total
vibrational contributions. A detailed discussion of the correlation of vibra-
tional spectra and heat capacity is given in Ref. [12]. Use of the calculated
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vibrational heat capacities and the measured heat capacities will be made
as baselines for the interpretation of transitions.

Heat, Q, however, can also be exchanged without affecting the tempera-
ture of a sample. This occurs during chemical or physical transitions of the
material. The heat involved is generally called a latent heat, L (at constant
pressure in J mol−1). From heat capacity and latent heats measured from
the zero of temperature to the value of interest, it is possible to establish the
integral thermal properties:

H (T ) = H0 +
Tm∫

0

Cp (crystal)dT + �Hf +
T∫

Tm

Cp (liquid) (1)

where H (T ) is the enthalpy at temperature, T ; H0 is the (usually unknown)
heat content at absolute zero; �Hf is the heat of fusion (= L , a latent heat);
and Tm is the melting temperature. If there are additional transitions, Eq. (1)
must be expanded accordingly.

The other two integral functions are given by the two parts that H (T )
can be separated into when equilibrium is maintained and are based on
the second law of thermodynamics. The first is the entropic part of the
enthalpy, TS, with the entropy S(T ) (expressed in J K−1 mol−1), representing
a measure of the disorder of the system. At 0 K, S0 of a crystal is 0, a
consequence of the third law of thermodynamics (a perfect crystal at 0 K is
fully ordered):

S(T ) =
Tm∫

0

Cp (crystal)

T
dT + �Sf +

T∫
Tm

Cp (liquid)

T
dT (2)

where �Sf is the entropy of fusion (= L/Tm). The connection to the heat
content or enthalpy is given through the free enthalpy, G(T ), which is a
measure of the stability of a system (a lower G represents a more stable
system):

H (T ) = G(T ) + T S(T ) (3)

With these three simple equations, all equilibrium calorimetry can be
described, so that measurement of heat capacity and latent heat allows a
full thermal characterisation. Figure 4.2 illustrates a typical diagram of
the thermal properties of crystalline polyethylene and its melt. The data
were obtained by extrapolation of measurements of heat capacities on
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Figure 4.2. Enthalpy, entropy and free enthalpy of polyethylene. The subscripts c and a stand
for crystalline and amorphous (liquid) polyethylene, respectively, and TS is the positive

quantity defined by Eq. (3).

(non-equilibrium) semicrystalline polyethylenes to full crystallinity and of
the transition temperatures to equilibrium.

Concentrating on the melting, it is useful to magnify the free enthalpy of
the crystal and liquid in the vicinity of the melting temperature, as is done
in the schematic of Figure 4.3. The state with the lowest free enthalpy repre-
sents the stable equilibrium for the chosen temperature. At low temperature

Figure 4.3. A schematic of the free enthalpy in the vicinity of the equilibrium melting
temperature (left) and a plot of the linear crystallisation and melting rates of gaseous selenium

(Se2) (right). Selenium crystallizes or sublimes to and from selenium crystals made up of
flexible, linear macromolecules. The process can be expressed as: xSe2 (gaseous) ⇔ Se2x

(cryst.).
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it is the crystal, and at high temperature it is the melt. The point of intersec-
tion of the enthalpies of crystal and melt identified the equilibrium melting
temperature T 0

m. At T 0
m, the enthalpies of melt and crystal are identical.

The dynamic melting point is written as crystal ⇔ melt, and the change of
free enthalpy for this process is �G = G(melt) − G(crystal) = 0. An im-
portant conclusion from this simple discussion is that at T 0

m, the following
relationship must hold:

T 0
m = �Hf

�Sf
(4)

Equation (4) is the basic equation needed to describe the melting tem-
perature of materials. The melting temperature sets the temperature limit
of use of a material and is thus an important piece of information. Fortu-
nately for a discussion of Eq. (4), one does not need independent infor-
mation about all enthalpies and entropies contained in the expression. It
could be shown that for all flexible polymers, the molecule can be divided
into “beads,” which mark the basic flexible units. For polyethylene, one
CH2 unit corresponds to a bead, while for polypropylene, the repeating
unit (CH2 CHCH3) consists of two beads, and for polyisoprene (rubber),
the repeating unit (CH2 CCH3 CH CH2) consists of three beads. Each
beads contributes 7–12 J K−1(mol of beads)−1 to the entropy of fusion [6].
The enthalpies of fusion, in addition, can similarly be estimated from their
cohesive energy [13]. A simple rule can be derived from this information.
Higher melting temperatures can be attained by decreasing the flexibility
of a polymer by introducing fewer beads per unit mass (by increasing the
number of atoms per bead), or by increasing the interaction between the
beads (by using chemical groups with stronger intermolecular forces) [6].
Typical examples are the melting temperatures of poly(ethylene suberate),
T 0

m = 348 K, poly(ethylene terephthalate) (PET), T 0
m = 553 K and nylon-

2,6, T 0
m ≈ 575 K. Each of these molecules has 14 large atoms of type C ,

CH , CH2 , O , O or NH in its repeating unit. Dividing the struc-
tures into rigid beads, however, one finds 10 [(CH2 )2 (OCO ) (CH2 )6

(OCO )], 5 [(CH2 )2 (OCO ) (C6H4 ) (OCO )] and 10 beads [(CH2 )2

(NHCO ) (CH2 )6 (OCNH )], respectively. The poly(ethylene suberate)
is very mobile with 10 beads, while PET has four mobile groups connected
to a rigid phenylene ring, so that the entropy of fusion is much less. Nylon is
more mobile, but the amide groups have a larger interaction due to dipoles
and hydrogen bonds. To understand the thermodynamic parameters of poly-
mers, thus, it is a vital step to establish the link to the molecular structure.

Returning to Figure 4.3, one can see from the free-enthalpy curves that
the more a melt is supercooled or a crystal is superheated, the higher are



224 B. Wunderlich

the respective driving forces �G for crystallisation or melting. The actual
rates of crystallisation and melting depend on the detailed mechanism, but
MTDSC should be able to measure the kinetics, as it is shown schematically
on the right side of Figure 4.3. For a dynamic equilibrium at the melting
temperature, the molecular rates of crystallisation and melting are equal, i.e.
no macroscopic kinetics is observable. If the curve is continuous through
T 0

m, the response to temperature modulation should be symmetric and the
kinetics measurable. Section 2.2 shows that for polymers, this is, however,
rarely the case. The crystallisation/melting curve becomes discontinuous at
T 0

m.
This discussion of the thermodynamics of melting reveals a rather sim-

ple theory with good predictive capability for the melting parameters. The
heat capacities are also well linked to the underlying molecular motion, and
various quantitative baselines can be generated. Only with such quantitative
information is it possible to analyse the common deviations from equilib-
rium. Section 2.2 will expand this discussion to non-equilibrium systems.

2.2 NUCLEATION OF CRYSTALS AND MOLECULES

Supercooled melts and solutions are well known. For small molecules, the
major reason for supercooling is the need to overcome the free enthalpy
barrier hindering the formation of small crystals. Figure 4.4 illustrates the
change of onset temperatures of melting and crystallisation of indium as a
function of heating and cooling rates, as measured by DSC. The instrument
lag causes the change of the onset of melting and crystallisation with heating

Figure 4.4. Change of onsets of melting and crystallisation as a function of the rate of
temperature change. The data were obtained with a TA Instruments 2920 DSC in two different
configurations, with air cooling (lower curve) and cooling with the liquid nitrogen accessory

(upper curve).
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rate, q. For correction, the data taken with the liquid nitrogen accessory
(LNCA) are expressed as:

Tm (measured) = [Tm (literature) = 429.75 K] − 0.0308(q − 10) (5)

where the rate of temperature change, q, is expressed in K min−1, and the
calibration is to be made at a heating rate of 10 K min−1. Note that in some
DSCs, this correction is included into the data analysis, so that the two
linear portions of the curve are close to horizontal and that the heating and
cooling branches of the graph do not necessarily have the same slope. Most
obvious, however, is the supercooling before crystallisation. For indium,
this supercooling is about 1 K. Other molecules may have largely different
supercoolings. Seeding with crystals usually can eliminate this supercooling
and allows the measurement of the rates of crystallisation, as is shown on
the right-hand side of Figure 4.3.

Oligomers, the polymers of low molar mass, and polymers behave dras-
tically differently. Their crystals do not grow even in the presence of nuclei.
Figure 4.5 illustrates that the melting and crystallisation rates of polymers
and oligomers have a discontinuity at the equilibrium melting temperature,
different from the monomer which exhibited a dynamic molecular equilib-
rium at the melting temperature in Figure 4.3. The horizontal portions of the
crystal-growth-rate curves indicate a temperature region of metastability. In
this region, crystals cannot melt and melts cannot crystallise, even in the
presence of nuclei of the phases. Recent MTDSC studies of paraffins and

Figure 4.5. Plot of the linear crystallisation and melting rates of polymers, oligomers and
monomers. The shaded line indicates the shift that is possible for the melting of defect crystals.
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Figure 4.6. Schematic of a molecular nucleus with uncrystallised chain ends.

fractions of low molar mass polyethylenes have shown that this metastability
shows for molecules longer than about 10 nm [14].

Figure 4.6 illustrates the type of nucleation that is active for oligomers
and polymers longer than the critical length of 10 nm, that of molecular
nucleation. The flexible macromolecules are sufficiently large so that they
need many molecular steps in the proper sequence to achieve a start on the
crystal surface to initiate crystallisation of the specific molecule and pro-
duce the linear crystal growth rate shown in Figure 4.5. While there is an
easy way by adding seeds of crystals to a melt to avoid supercooling of small
molecules, there are no seeds for the macromolecules. Special occasions for
faster molecular nucleation exist during mechanical deformation of poly-
mers, as observed during drawing. Not only is the local melting temperature
increased, as seen from the thermodynamic equation (4), but also the molec-
ular nucleation barrier is reduced due to the stretching of the molecules, so
that during drawing, fibres crystallise faster at higher temperatures. Fur-
thermore, molecular nucleation can also be avoided on partial melting and
recrystallisation of molecules during MTDSC. During the cooling cycle,
the melted portions of the molecules can recrystallise, as will be discussed
in Section 4.

Superheating of crystals, in contrast, is not so commonly observed since
the surfaces and corners of crystals are sufficiently rough to serve for the nu-
cleation of the melt [15]. The melting is then just determined by its kinetics
with minimal nucleation barriers. For small molecules, the melting is usu-
ally so fast that the conduction of the latent heat across the crystal surface is
the limiting time factor for growth. Superheating is known for crystals with
molecular networks, such as silicates [16] where melting 50–100 K above
the melting temperature may take many hours. Superheating of polymer
crystals is also observed, but usually only for rather perfect, extended-chain
crystals. Polymer molecules at the surface of a crystal can initiate melting
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only at chain ends or on folds since polymer molecules usually do not break
on fusion. If the crystals are extended, these sites for the initiation of melting
are rare. This slows the melting rate to make it observable. As will be dis-
cussed in Section 2.3, strain within the macromolecules crossing the phase
boundary, coupled with orientation in the melt, may cause an increase in
melting temperature and appear in DSC similar to superheating. A simple
method to distinguish between the two causes is to etch the polymer crystals.
The strained molecules are oxidised first and quickly relieve the strain on
the remaining parts of the molecule, so that the melting experiment by DSC
shows strongly reduced superheating after etching. Extended chain crystals,
in contrast, are affected little. They change their superheating character only
slowly as the crystals are etched to smaller sizes.

Before one can study the crystallisation behaviour of polymers, it is thus
necessary to be informed about their nucleation behaviour. Supercooling by
substantial amounts is common, making the crystallisation/melting transi-
tion irreversible. The rates of melting in Figure 4.5 are not much affected
by nucleation, but show a characteristic kinetics that is different for differ-
ent molecules. Since crystallisation of polymers is shifted to rather large
supercooling, the resulting crystals are different in perfection depending on
the crystallisation conditions. Although on heating, perfection and recrys-
tallisation of the imperfect crystals may occur and cause a major difficulty
in the analysis of DSC traces, the so perfected crystals are usually still far
from equilibrium and melt at a lower temperature, as will be discussed next.
The shift in melting kinetics for an imperfect crystal is also indicated in Fig-
ure 4.5. Under some conditions, it may approach the crystallisation curve
and may be bridged by MTDSC with a sufficiently large temperature am-
plitude. In this case, MTDSC is an ideal tool to study the non-equilibrium
crystallisation and melting.

2.3 IRREVERSIBLE MELTING

Although it may look that polymer melting cannot be analysed with DSC
since it can rarely be brought into a state of equilibrium, irreversible ther-
modynamics is by now well understood [17]. A detailed description of the
use of time-dependent heat capacities in MTDSC was published [18], and
early efforts to describe the melting of polymers and copolymers were pre-
sented some 40 years ago [19]. Overall, it turns out that the information on
reversible melting of polymers in equilibrium, as described in Section 2.1, is
largely only available by extrapolation from data of systems not in equilib-
rium and serves mainly as a base for the discussion of irreversible melting.
A major importance of the analysis of irreversible processes lies in the
possibility of documenting the thermal history and the actual properties
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Figure 4.7. Schematic diagram of the free enthalpy as a function of temperature. For the
metastable lamellar crystals, their lamellar thickness, l, is indicated. Compare to Figure 4.3.

of the sample on hand. By analysing the defect structure of polymer crys-
tals, it is possible, for example, to identify the crystallisation conditions;
see the effects of possible annealing, drawing, texturing, etc. Similarly, the
glass transition is a good indicator for the thermal history of non-crystalline
materials. In semicrystalline samples, the study of the glass transition of
the amorphous fraction can supplement the analysis of the melting of the
crystals and identify the state of internal strains within the sample.

Figure 4.7 gives a summary of the changes that occur when going from
an equilibrium analysis as illustrated in Figure 4.3 to irreversible situations.
Plotted is the free enthalpy as obtained from thermal analysis as described
in Eq. (3). Besides the extrapolation of the equilibrium crystal and melt into
the temperature region of superheating and supercooling, shown already in
Figure 4.3, the free enthalpy of a metastable crystal is indicated, as it is
typically found in the lamellar crystals of a semicrystalline polymer. Since
the major difference of such crystals from equilibrium is the specific surface
free energy, γ , in J cm−2, one can write for the representation of the free
enthalpy of such a crystal:

G (lamellar crystal) = G (equilibrium crystal) + 2mcγ

ρl
(6)

where mc is the mass of the lamellar crystal, ρ is its density and l is the lamel-
lar thickness, usually from 0.5 to 50 nm. The expression 2mcγ /ρl represents
simply the area of the upper and lower lamellar surfaces. The side surfaces
of the lamellae are so much smaller that their effect can be neglected. Simi-
larly, the effect of internal defects has been neglected in Eq. (6). Both effects
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could, however, be easily added to the equation if their free enthalpy contri-
butions are known. Each of these defects increases the free enthalpy of the
crystal above that of the equilibrium crystal, as is shown in Figure 4.7 for
lamellae of thickness l. On heating, the free enthalpy of the non-equilibrium
crystal remains largely parallel to that of the equilibrium crystal as long as
the crystal dimensions remain constant, i.e. the crystal is metastable.

At the point of intersection of the free enthalpy of the metastable, lamel-
lar crystal with the free enthalpy of the supercooled melt, at Tm, the two
phases have the same degree of metastability as expressed by the distance
from equilibrium melting at T 0

m. On heating a defect crystal, this is the point
where most often melting is observed. Since such non-equilibrium melting
goes without change in free enthalpy, just as the case of the equilibrium
in Figure 4.3, this is called the zero-entropy-production melting. It does
not mean that there is no entropy of fusion, but it means that the entropy
flow from the surroundings, although it occurs at the lower non-equilibrium
melting temperature, Tm, and is larger than at the equilibrium melting tem-
perature, is compensated exactly by the entropy of fusion of the defect crystal
and yields no excess entropy, i.e. no production of entropy. The excess en-
tropy of fusion due to the lower melting temperature is exactly compensated
by the defect contribution of the elimination of the crystal surfaces:

G (melt) − G (lamellar crystal) = G (equilibrium crystal) − 2mcγ

ρl

= 0 (7)

where the melt is assumed to be a large phase without surface effects, and
the free enthalpy of fusion of the equilibrium crystal, �Gf, at the lower
than equilibrium melting temperature is positive and approximated by �Hf

(T 0
m − Tm)/Tm. From this consideration, the zero-entropy-production melt-

ing temperature of lamellar crystals can be written as the Gibbs–Thomson
equation:

�Tm = T 0
m − Tm = 2γ T 0

m

�hfρl
(8)

where �hf is the specific heat of fusion in J g−1. The quality of the fit of the
Gibbs–Thomson equation is seen in Figure 4.8 on polyethylene lamellae of
different thicknesses. The lamellar thickness was obtained in these exam-
ples from low-angle X-ray diffraction, electron microscopy or interference
microscopy. The extrapolation of the best fit marked in Figure 4.8 intersects
the ordinate at the equilibrium melting temperature, found in this case also
experimentally (414.6 K).
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Figure 4.8. Zero-entropy-production melting temperatures of lamellar crystals of
polyethylene [6].

All changes in Figure 4.7, which involve a downward movement (de-
crease) in free enthalpy in going from one state to the other, are sponta-
neous, irreversible processes with an entropy production. All processes that
would involve an increase in free enthalpy in going from one state to the
other are forbidden by the second law of thermodynamics. In the upper left
corner of Figure 4.7, the changes in free enthalpy on annealing or reorgan-
isation of the lamellar crystals of thickness l to the larger thicknesses l1

and l2 are illustrated. On further heating, the thicker lamellae would melt
at higher zero-entropy-production melting temperatures. Figure 4.9 shows
a thermal analysis result that documents a decreasing melting temperature

Figure 4.9. Decrease of melting temperature of lamellar crystals of polyethylene when heating
with increasing rates. The right figure is a typical electron micrograph of a lamella of such

polyethylene. DSC data from Ref. [20].
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Figure 4.10. Schematic diagram of the free enthalpy as a function of temperature, illustrating
the effect of orientation in the amorphous regions and partial disordering of the crystals to a

mesophase. Compare to Figures 4.3 and 4.7.

of lamellar crystals of polyethylene of initially about 13 nm thickness, as
shown on the right, when the heating rate increases. As the heating rate
increases, the thickening of the crystals is reduced, and finally, on heating
faster than 50 K min−1, the zero-entropy-production melting of the initial
crystals is reached. This example shows how important it is to make sure
that a thermal analysis trace gives results that refer to the initial sample that
was intended to be analysed. Naturally, changes during heating can also be
analysed quantitatively and can serve to characterise samples.

Two examples of other complications that may occur in analyses of one-
component systems are given by the free enthalpy schematic of Figure 4.10.
Besides the supercooled, superheated and equilibrium crystals of Figure 4.3
and the metastable crystals of Figure 4.7, two additional sets of curves are
drawn. The almost parallel curves to the free enthalpy of the melt are pro-
duced by straining the melt by mechanical drawing, which results in crystals
embedded in oriented melt of certain degrees of orientation. The orientation
in the melt reduces the entropy and accordingly increases the zero-entropy-
production melting temperature as long as the higher degree of order is
maintained. Figure 4.11 illustrates a thermal analysis of such a sample in
the form of a PET fibre. The unrestrained fibre shows some reorganisa-
tion with decreasing heating rates as discussed with help of Figure 4.9 for
polyethylene. Only at heating rates above about 40 K min−1 is the zero-
entropy-production melting realised, and the observed melting temperature
can be used to discuss the crystals in the initial sample. Keeping the fibres
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Figure 4.11. Melting peak temperatures of PET fibres under different conditions [21].

restrained at constant length increases the observed melting temperature
since the amorphous fraction is oriented and can relax less at higher heating
rates, yielding the higher melting temperatures. Annealing the fibres before
analysis increases the melting temperatures even further because of crystal
perfection at the annealing temperature, which further increases the strain
on the amorphous fraction.

The final set of curves in Figure 4.10 refers to a possible mesophase of
different lamellar thickness, i.e. a crystal phase that shows an intermediate
degree of order. Most common in polymer crystals are the conformation-
ally disordered crystals or condis crystals [22]. Since the entropy of the
mesophase is intermediate between the crystal and melt, the slope of the
free enthalpy curve, which is given by the expression ∂G/∂T = �S, is also
intermediate. The illustrated case has the proper enthalpy level, so that the
mesophase has a small temperature range of stability.

A typical example is represented by the plot of the apparent heat capacity
of trans-1,4-poly(butadiene) in Figure 4.12. The melting occurs in two steps:
a disordering transition, Td, and a final melting, the isotropisation transition,
Ti. Since the sample is only semicrystalline, it shows an additional glass
transition temperature Tg. The large-amplitude conformational motion is
proven by the line-width of the proton NMR signal, given by its second
moment. Below the glass transition all parts are rigid. At the glass transition,
the amorphous polymer becomes mobile and leads to a decrease of the line
width. On disordering at Td, further mobility is introduced into the crystals
which are now a mesophase with higher mobility. The final narrowing occurs
on full isotropisation to the melt at Ti. This example of a mesophase, along
with the possibility of orientation in the sample as shown in Figure 4.11,
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Figure 4.12. Line width of proton NMR signal and apparent heat capacity from DSC of
trans-1,4-polybutadiene [22].

summarises the large range of results that need to be understood for the
interpretation of thermal analyses of semicrystalline polymers.

Addition of temperature modulation to the analysis brings the need to
interpret quantitatively the transition kinetics, as is indicated in Figure 4.5.
Although this enormous breadth of possible effects may look overwhelming
on first study, it also illustrates the enormous potential information on ther-
mal analysis. A much broader study of these effects is offered with many
examples in the earlier-mentioned computer course [1]. A final, general
topic is given in Section 2.4, where local equilibria are discussed as they
were discovered in semicrystalline samples.

2.4 LOCAL EQUILIBRIA

The structure of semicrystalline polymers can best be described as a
nanophase aggregate of two or more phases such as crystalline, amorphous
and intermediate, to be described later. Within this global, metastable phase
structure, local areas may be contained which may have a melting and crys-
tallisation equilibrium that can be detected by MTDSC, as will be described
in Section 4.5.

The main reason behind the local equilibria is the rather strong inter-
action between the phases in the schematic of Figure 4.13, caused by the
molecules that traverse various phases. Two interesting facts need to be con-
sidered in the interpretation of these local equilibria. First, small flexible,
linear molecules like paraffins seem to need little or no supercooling for
crystallisation. Second, chain segments coupled by as few as 4–6 flexible



234 B. Wunderlich

Figure 4.13. Description and schematic of polymeric nanophases [1].

CH2 groups to a macromolecule behave largely as the small molecule
by itself with respect to crystallisation, melting and disordering transitions
[6]. One can, thus, understand that partially melted polymer chains, which
are still attached to the polymer crystal by at least a molecular nucleus,
as shown in Figure 4.6, may crystallise and melt reversibly, as does the
corresponding paraffin, as long as the molecular nucleus is hindered to
melt itself. Similarly, segments of sufficient length within the amorphous
nanophases may crystallise and melt like corresponding short-chain mole-
cules.

Since oligomers with chemically identical repeating units have prac-
tically the same heats of fusion per oligomer (except for a change with
temperature), and the melting point changes smoothly, quantitative analysis
of such local equilibria can be attempted. For example, the melting temper-
ature of paraffins up to polyethylene is well represented by a semiempirical
expression given by Broadhurst [23]:

T 0
m = 414.3

x − 1.5

x + 5.0
(in Kelvins) (9)

where x represents the number of CH2 groups. While polyethylene has an
equilibrium melting temperature of about 414.6 K (and crystallises only with
a typical supercooling of 10–20 K), segments of about 20 CH2 groups that
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are sufficiently mobile in a structure as shown in Figure 4.13 may melt and
crystallise practically reversibly at their equilibrium melting temperature of
305.8 K, not far from room temperature.

2.5 SUMMARY OF THERMAL EFFECTS

There are six different thermodynamic contributions to the apparent heat ca-
pacity in the melting and crystallisation region of the analysed polymer [24].
The first three can be truly reversible, and the second three are increasingly
irreversible.

(1) The first and largest contribution to the thermodynamic heat capac-
ity of polymers is always vibrational, as shown in Figure 4.1. The
vibrational heat capacity has been calculated from the density of
states of the skeletal and group vibrations as determined from normal
mode calculations and matching to low-temperature, experimental
heat capacities. The skeletal vibrations contribute most of the low-
temperature heat capacity and for polyethylene level to their limit of
2R at about 300 K (R is the gas constant of 8.314 J K−1 mol−1). As
shown in Figure 4.1, the group vibrations start contributing at about
150 K, reach 1.4R by about 400 K and have a limit of 7R which
would be approached only far above the decomposition temperature
of the polyethylene.

(2) The second contribution originates from the emergence of dynam-
ical changes between conformational isomers. In polyethylene, the
low-energy trans-conformation can reach a local equilibrium with
its two, higher-energy gauche-conformations. For the glassy poly-
mer, this process starts above 100 K, and for the crystalline polymer,
above 250 K (see Figure 4.1). At the beginning of the glass transition
(237 K), this process contributes about 3.4 J K−1 (mol of CH2)−1 to
the heat capacity of the glass; at the equilibrium melting temperature
(414.6 K), it contributes about 5.0 J K−1 (mol CH2)−1 to the heat
capacity of the orthorhombic crystal. For the amorphous polyethy-
lene, the local trans–gauche processes change at the glass transition
from a local to a global equilibrium involving a co-operative process
that extends over a small volume of, perhaps, 1 nm in diameter. In
the glass-transition range, this co-operative process is slower than the
calorimetry and may not be fully reversible until the temperature is
sufficiently high so that the co-operative kinetics is faster than the
rate of measurement. This reversibility is reached at the end of the
glass transition. The analysis by MTDSC allows the study of this
co-operative kinetics of the glass transition [25]. The trans–gauche
exchange is an internal rotation (conformational motion) between
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states of different potential energy. Calorimetrically, the change in
conformation is most easily correlated to the change in potential en-
ergy. A change from torsional oscillation to internal rotation between
conformational isomers of equal potential energy would change the
heat capacity only negligibly. At both, the disordering transition from
the orthorhombic to the pseudo-hexagonal phase and to the melt, this
increase in potential energy is a significant part of the latent heat of
transition. The change in trans to gauche ratio also causes much of the
difference between the solid and liquid heat capacities of polyethy-
lene [26]. At 250 K, the liquid heat capacity is higher by 10.3 J K−1

(mol of CH2)−1 than for the orthorhombic crystals; at about 400 K,
as shown in Figure 4.1, the orthorhombic and liquid heat capacities
are about equal.

(3) The third contribution is the reversibly melting fraction discussed in
Section 2.4. It has been observed some time ago that not all melting
in polymers removes entire molecules from the crystals [27]. Rather,
molecules may melt partially and then cannot be extractable from the
remaining semicrystalline, higher-melting fraction, but can recrys-
tallise at lower temperature, or crystallise and melt reversibly. Not
only must there be a crystal to obviate primary and secondary nu-
cleation for a reversible crystallisation and melting, but also there
must be a molecular nucleus to initiate the reversible process. It
is of interest to note that linear paraffins up to (at least) C50H102

melt practically reversibly [28], in contrast to most other small
molecules which need at least crystal nucleation (see Section 2.2, Fig-
ure 4.4).

(4) The fourth contribution involves crystal perfection. Typically, the
perfected crystals melt 5–20 K above the annealing temperature as
demonstrated by the common annealing peaks [6]. A continuous an-
nealing during heating is illustrated in Figure 4.9. The faster one
goes through the range of temperatures where annealing can occur,
the closer one approaches the zero-entropy-production melting tem-
perature, explained in Section 2.3.

(5, 6) The fifth contribution is identified as secondary crystallisation, i.e.
it involves less perfect crystal growth, occurring later than the initial
crystallisation. The sixth contribution is the well-studied initial crys-
tallisation with kinetics as demonstrated in Figure 4.5. The analysis
of the thermodynamic stability of both primary and secondary crys-
tals is complicated by crystal perfection, even when growth occurs
isothermally. The interpretation of the irreversibility of the secondary
crystallisation is obscured by the existence of a global network of
the primary crystals, as seen in Figure 4.13. The fifth contribution
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may also contribute to the annealing peak. For homopolymers, the
sixth contribution, the primary crystallisation, yields commonly the
biggest latent heat effect. Overall, the ordering of polymers may go
to fully ordered crystals, but mesophases are also possible, such as
the condis crystals shown schematically in Figure 4.12 and discussed
in Ref. [22].

Research on poly(ethylene-co-octene) (PEcoO) shows all six caloric ef-
fects just summarised [24,29]. The described processes in this chapter have
rather broad applicability to polymer melting, and their understanding will
permit a better link between structure, properties and processing. Examples
are given in Section 4 after the discussion of instrumental and analysis prob-
lems in Section 3 that arise from MTDSC in the transition region of poly-
mers due to the different degrees of reversibility and changes of temperature
gradients within the samples.

3 Instrument and Deconvolution Problems

3.1 EVALUATION OF HEAT CAPACITY BY MTDSC AS
A BASELINE FOR THE STUDY OF MELTING

The basic theory and practice of MTDSC is given in Chapter 1. In this
section, a brief review is given of the changing analysis methods that are
needed when the stringent restrictions are relaxed, which apply for measure-
ments at the steady state and with negligible temperature gradients within
the sample. In addition, the nomenclature is changed somewhat to adjust to
common symbols found in the literature and the ones used in our research
papers, books and courses found in the references.

The standard, non-modulated DSC can easily be described as long as one
assumes a negligible temperature gradient within the sample and steady state
during the period of measurement [30,31]. Under such idealised conditions,
the heat-flow rates of the sample calorimeter, consisting of pan and sample,
and the reference calorimeter, usually only an empty pan, are governed
solely by the heating rate, q (in K min−1), and the heat capacities, written
as Cs = (mcp + C ′

p) and Cr = C ′
p , where m is the sample mass, cp is the

specific heat capacity of the sample and C ′
p is the heat capacity of the empty

calorimeter. Figure 4.14 illustrates such a DSC experiment, started at time
0 with a linear increase of the temperature of the heater, Tb. After about
100 s, the reference and sample temperatures reach steady state, i.e. both
increase with the same q as Tb, and �T becomes constant. The data in
Figure 4.14 are calculated by assuming Newton’s law constant, K , to be
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Figure 4.14. Temperatures in a standard DSC during the start of an experiment with heating
rate 4 K min−1. The differential heat-flow rate is proportional to �T = Tr − Ts.

C ′
p/20 in J K−1 s−1, and that the Fourier equation of heat flow is valid. At

steady state, the heat capacity is:

mcp = K
�T

q
+ Cs

(
d�T

dTs

)
(10)

where the second term on the right-hand side is a small correction term with
Cs representing the total heat capacity of the sample calorimeter (pan + sam-
ple). The correction is needed since the sample and reference calorimeters
change their heat capacities with temperature, i.e. Tr and Ts in Figure 4.14
are not strictly parallel to Tb. This correction needs no further measure-
ment and is typically of the order of magnitude of 1% as long as mcp is
a substantial portion of Cs. Similarly, the “negligible temperature gradient
within the sample” is not a stringent condition as long as steady state is kept.
A substantial temperature gradient of 2.0 K across a sample of crystalline
polyethylene will cause an error in the measurement of the magnitude of
dcp/dT of about 0.3% at 300 K.

The simplicity of the data analysis for a standard DSC is extended to
modulated temperatures, as long as the condition of steady state and negligi-
ble temperature gradients within the sample can be maintained throughout
the modulation. In Figure 4.15, the curves illustrate sinusoidal modulation.

For simplicity, the heater temperature is modulated. An immediate ob-
servation is that the sinusoidal modulation reaches a constant average level
after a few cycles and that the sliding averages over one modulation period
<Tb>, <Ts> and <�T > yield the same curves as seen in Figure 4.14
for standard DSC. The contribution of the modulation is usually called the
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Figure 4.15. Temperatures in an MTDSC experiment with sinusoidal modulation.

reversing signal and is obtained by simple subtraction of the averages from
their instantaneous values. The term “reversible” contribution is reserved
for cases which have been established to be truly thermodynamically re-
versible. After the initial 200 s, the deconvolution of the two responses is
thus quite simple.

An easy analysis of the reversing heat capacity is possible as long
as <Tb>, <Ts> and <Tr> change linearly with time. At any time t ,
<Ts(t)> − T (t) is identical to the result expected from a quasi-isothermal
experiment (<q> = 0, see Section 3.3) and is called pseudo-isothermal.
The quasi-isothermal analysis has been described in detail and yields for
the heat capacity the following expression which also holds for the pseudo-
isothermal case [31] where A� is the modulation amplitude of �T which
is proportional to the heat-flow rate, HF (A� ∝ AHF):

(Cs − Cr) = A�K

ATsω

√
1 +

(
Crω

K

)2

(11)

Furthermore, ATs is the modulation amplitude of Ts. The frequency ω is
given in rad s−1. The similarity of Eqs. (10) and (11) becomes obvious
if one uses an empty reference calorimeter. Then, Cr is equal to C ′ and
Cs − Cr = mcp, and ATsω represents the amplitude of the modulation of
the instantaneous heating rate q(t) − <q> = dTs(t)/dt . The square root ac-
counts, as in Eq. (10), for the difference between the modulation of reference
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and sample calorimeter. Only, if there is an empty reference position (no
pan, Cr = 0) does Eq. (11) change into:

Cs = mcp + C ′ = A�K

ATsω
(12)

an equation often erroneously also used with a reference calorimeter (Cr �=
0). Note, however, that if calibration and measurement are done at the same
frequency and the reference pans do not change between runs, all differences
between Eqs. (11) and (12) can be eliminated by calibration. In Eq. (12), K
is then K× [the square root part of Eq. (11)].

Equations (11) and (12) hold only if steady state is not lost during mod-
ulation, and the temperature gradient within the calorimeters is negligible.
This condition is kept more stringent than for the standard DSC, because
if even a small temperature gradient is set up within the sample during
the modulation, each modulation cycle has smaller positive and negative
heat flows which depend on the unknown thermal conductivities. A negli-
gible temperature gradient within the sample requires, thus, that the sample
calorimeter oscillates in its entirety as shown in the graph of Figure 4.15.
It also requires a negligible thermal resistance between thermometer and
pan, and the pan and sample calorimeter. The phase lag ε between heater
and sample must, in this case, be entirely due to the thermal diffusivity of
the Constantan disc [Ts(t) = ATs sin (ωt − ε)]. Typical conditions that have
been used for measuring Cp of polymers with sinusoidal modulation are
masses of about 10 mg, amplitudes of modulation of 1.0 K and modulation
periods of ≥60 s.

Turning to the sawtooth modulation displayed in Figure 4.16, the input
parameters for the calculation are the same as used for the standard DSC
shown in Figure 4.14, just that at the time t1 = 100 s, the heating rate
is changed into cooling. The equations derived for the description of this
calculation are listed in Figure 4.16. As long as the Fourier equation of
heat flow holds, the solutions for different events in the DSC are additive.
Beyond time t1, for example, one can describe the temperature changes
of Ts and Tr by assuming the heating is terminated at t1, resulting in an
approach to an isotherm at+6.67 K, and simultaneously a new experiment of
cooling is initiated. The sum of these two events yields the bottom equation
in Figure 4.16 and is plotted in the curves beyond t1. The top equation
describes the temperatures Ts and Tr for times from 0 to t1. Steady state is
lost at the sharp change of q(t), at t1 and on continuation of the sawtooth
every time the rate of temperature change reverses. In the chosen calculation
condition, the heat-flow rate of the sawtooth is not in steady-state during
about half of the modulation period, p, of 400 s, i.e. there should be no way
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Figure 4.16. Temperatures in the beginning of MTDSC experiments modulated with a
quasi-isothermal sawtooth.

to measure heat capacities using Eq. (11) or (12). Attempts were made to
use the maxima and minima of the modulation response. This corresponds
to a use of a standard DSC to test for the reversing nature of the sample.
Naturally, this simple measurement is only correct if steady state is reached
in each half cycle. The advantages over the standard DSC with separate
heating and cooling cycles are discussed in detail by Ref. [32].

An extensive analysis of the sawtooth modulation brought a number of
interesting results. Mathematically, it could be shown that if there were no
temperature gradients within the sample and if all other lags and gradients
could be assessed with the Fourier heat-flow equation, Eq. (11) does allow
the calculation of the precise heat capacities [33]. Temperature gradients are,
however, almost impossible to avoid. Especially in the power-compensated
calorimeter, the temperature sensor is much closer to the heater than the
sample and cannot avoid gradients. The empirical solution to this problem
was to modify Eq. (11) as follows [34]:

(Cs − Cr) = A�K

ATsω

√
1 + (τω)2 (13)

where τ , which has the dimension s rad−1, is an adjustable time constant
to be determined by measurements at different frequencies. It depends not
only on the heat capacity of the reference calorimeter and the Newton’s-
law constant, as one would expect from Eq. (11), but also on the mass and
thermal conductivity of the sample, as well as on all of the involved thermal
contact resistances and, depending on the calorimeter type, possibly also on
cross-flow between sample and reference calorimeters. Modelling of such
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complicated situations has been attempted by Hatta and Katayama [35],
Höhne [36] and others (see also Chapter 1), but it is difficult to evaluate
the various constants such treatments generate. As a result, we decided to
use Eq. (13) as a tool to study τ empirically. As long as only mass and
thermal conductivity of the sample affect τ (in addition to Cr and K ), a plot
of the squared inverse of the uncorrected heat capacity of Eq. (12) versus
the square of the frequency should be linear, as it was indeed found for the
Perkin–Elmer DSC with long modulation periods. With modulation periods
beyond about 250 s, the frequency dependence becomes finally negligible.

To describe the sample temperature, Ts(t) and the reversing heat-flow
rate response, HF(t) which is proportional to �T (t), one uses the amplitude
of the first harmonic of the Fourier representations. For the computation of
the amplitude of the heat-flow rate, AHF (∝ AHF), one obtains:

HF(t) = <HF> +
∞∑

v=1

[Av sin (vωt) + Bv cos (vωt)] (14)

where Av and Bv are amplitudes that must be determined in the usual man-
ner, and v is an integer. An analogous equation is used for the sample
temperature. As long as the modulation is symmetric about <q>t , and be-
gins at time t = 0, it is centrosymmetric and all Bvs are 0, i.e. the series
contains only the sinusoidal harmonics. For a linear response of the sample
to sinusoidal modulation, no higher harmonics are generated in heat-flow
rate, i.e. AHF = A1 of Eq. (14). A centrosymmetric sawtooth modulation
also simplifies the Fourier representation: it shows only odd, sinusoidal har-
monics with v = 1, 3, 5, . . . , as is illustrated in Figure 4.17 for �T (t) of a

Figure 4.17. Heat flow rate in MTDSC as a function of time for a quasi-isothermal sawtooth
modulation, with indicated first, third and fifth harmonic Fourier components.
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Figure 4.18. Uncorrected specific heat capacity. Calculated from Eq. (12) for different
modulation frequencies, generated by four sawtooth runs of different frequencies at 374 K. The

dashed line at cp = 2.43 J g−1 K−1 is the expected specific heat capacity of the amorphous
PEcoO in the liquid state.

centrosymmetric sawtooth modulation. In this case, �T (t) reaches steady
state after about half of every heating and cooling segment. If Eq. (14) de-
scribes the MTDSC, each sinusoidal harmonic can separately be used to
compute the heat capacity. Although the amplitudes of the higher harmon-
ics decrease quickly, up to the 11th harmonics could be used to establish
τ . Figure 4.18 shows the results for a typical copolymer, analysed with a
Perkin–Elmer calorimeter [37]. Several runs with different modulation peri-
ods were used, and the uncorrected heat capacities are plotted as calculated
from Eq. (12). Figure 4.19 illustrates the evaluation of τ using Eq. (13).

Figure 4.19. Evaluation of τ from the data of Figure 4.18, as suggested by Eq. (13).
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Figure 4.20. Corrected specific heat capacities of liquid PEcoO and the reference material
sapphire. Analysed as shown in Figure 4.19 with values of τ of 2.40 and 2.24 s rad−1,

respectively. All data of periods >10 s were used for the evaluation of τ .

The corrected values from Eq. (13) are plotted in Figure 4.20 for measure-
ments that show a frequency-independent τ for higher harmonics of periods
longer than 10–15 s (τpolymer = 2.40 s rad−1 and τsapphire = 2.24 s rad−1).
The dashed lines indicate the expected value of the heat capacity. Note that
the calibration run with sapphire, which is also shown in Figure 4.20, needs
a different τ and can thus only be used after evaluation of its separate τ value
and extrapolation to zero frequency. It could also be shown that the common
practice of subtracting a baseline of a run with two empty calorimeters to
correct for the asymmetry of the calorimeter is not mathematically sound,
but for highest precision must similarly be converted into a heat capacity
contribution at zero frequency.

The final step in the analysis is to eliminate the problem that arises for
the use of multiple frequencies from the quickly decreasing amplitudes of
the higher harmonics in Eq. (14). This was accomplished by replacing a
simple sawtooth with one designed to have similar amplitudes for the 1st,
3rd, 5th and 7th harmonics:

T (t) − T0 = A[0.378 sin ωt + 0.251 sin 3ωt + 0.217 sin 5ωt

+ 0.348 sin 7ωt − 0.067 sin 9ωt · · ·] (15)

Heat capacity with a precision approaching 0.1% could be measured
with this complex sawtooth using the usual sequence of a calibration run
with sapphire, an asymmetry calibration with two empty pans and the
measurement. A single run gives then enough data at different frequencies
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Figure 4.21. Changes of temperature and heat flow rate in a Mettler-Toledo DSC on melting of
7.584 mg of indium at a heating rate of 10 K min−1 [41].

to analyse the data, as shown in Figures 4.18–4.20. Detailed discussions
of the techniques for the three most common scanning calorimeters are
described by Kwon et al. [38], Pyda et al. [39], and Pak and Wunderlich
[40]. The quantitatively determined heat capacity of a sample produces the
baseline needed for the analysis of the latent heat effects as seen on melting
and crystallisation.

3.2 MELTING AND CRYSTALLISATION
BY STANDARD DSC

To develop a feel for the study of melting and crystallization, it is useful
to observe these processes first by standard DSC. Figure 4.21 illustrates
the changes in heat-flow rate on melting of indium of the reference and
sample temperatures. Indium is known from quasi-isothermal MTDSC to
melt within ±0.05 K or less. As a consequence, the melting peak in the
heat-flow rate, HF (proportional to �T ), is not a true record of melting,
but is broadened considerably by instrument lag and changes in steady state
within the calorimeter. From A to B, the baseline trace, which is due to
the heat capacity of the solid indium, changes to a new steady state due to
the melting of indium at a constant temperature of 429.75 K. Then, after
melting is complete (C), a new baseline is approached, now due to the heat
capacity of liquid indium. The width of the melting peak for the shown
mass, calorimeter and heating rate is about 2.0 K instead of the expected
upper limit of 0.05 K.

The plot of HF versus sample temperature, Ts, represented by the left
peak of Figure 4.21, illustrates the initial, rounded approach to the steady
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Figure 4.22. Changes of temperature and heat flow rates in a Mettler-Toledo DSC on
crystallisation of different masses of indium on cooling at 5.0 K min−1 [41].

state of melting, followed by an almost vertical recording of the melting
temperature. The remaining slight slope of the leading edge of the melting
peak is used to establish the lag of the calorimeter (sometimes called the
τ -correction). Substances of different thermal conductivity, however, will
have somewhat different slopes. By extrapolation of the linear portion of the
leading edge of the melting peak back to the baseline, one determines the
onset temperature of melting for calibration purposes and for measurement
of the melting temperature of sharp-melting substances.

The plot of HF versus reference temperature, Tr, on the right of Fig-
ure 4.21, approximates the heating rate, q, as the slope for the leading
edge of its melting peak. The area under the baseline of this peak in the
time recording is a measure of the heat of fusion. An exact derivation can
be found in Figure 4.23 (below) and Screens TAM20-31 to 34 of Ref. [1].

The recording of Tr and Ts versus time reveals that in the Mettler-Toledo
DSC, the heating rate is controlled close to the heater, so that the Tr is
not affected by the melting of the sample. The two changes of steady state
from heating of the solid to melting at constant temperature and then to
continued heating of the liquid indium are clearly seen in Figure 4.21.
Indium is an ideal calibrant for temperature and heat-flow rate because of
its sharp melting peaks and the horizontal baselines. The latter is caused by
an almost identical heat capacity of the liquid and solid indium.

Figure 4.22 represents an analogous recording of the heat-flow rate ver-
sus Ts on cooling at 5.0 K min−1. Extrapolating the leading edge of the
crystallisation temperature to the baseline for the determination of the
onset of crystallisation illustrates a supercooling of about 1 K (see Sec-
tion 2.2). For larger masses, the slope of HF is retrograde and may, with
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Figure 4.23. Evaluation of the heat of fusion for a sample melting over a broad temperature
interval. A summary is given of the method of estimating a proper baseline and of the

computation of crystallinity based on the measured apparent heat capacity and the baseline of
the liquid.

appropriate mass (and cooling rate), reach back up to the melting tempera-
ture. Much interesting information about the performance of the DSC can
thus be extracted from analyses as given in Figures 4.21 and 4.22. Tempera-
tures of the onset of melting and crystallisation can be measured, estimations
of the instrument lags can be made and heats of fusion and crystallisation
can be obtained. What cannot be determined directly is the kinetics of the
phase transitions because of the over-riding lags. Special methods have been
developed for kinetics analyses using isothermal and lag-corrected proce-
dures. Both are described in the general literature (see also the literature on
“purity measurement”).

An additional comment is needed for the determination of the heat of
fusion. As discussed above, the integral of the heat-flow rate (HF = dQ/dt)
should extend over time, not sample temperature. Since Tr is not affected by
the melting, the recording of HF versus t and Tr is similar (dTr/dt ≈ q), and
either area can be used to determine the heat of transition. From Figure 4.21,
it is obvious that even HF versus Ts has a similar, but not identical, area.

Polymers have much broader melting ranges and do not crystallise fully,
as outlined in Section 2. An important quantity is, thus, the determination
of the mass fraction of crystallinity, wc, and its change with temperature on
heating and cooling. One assumes that:

wc = �Hf

�H 0
f

(16)
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where �Hf is the measured heat of fusion, and �H 0
f is the heat of fusion of

the 100% crystalline sample. If the measurements on heating occur under
zero-entropy-production conditions, as described in Section 2.3, they can
be used to characterise the initial sample. Measuring on heating, or cooling,
with entropy production, some information on the kinetics of the transition
can be gained. In either case, the baselines must be evaluated. An empirical
construction is shown in Figure 4.23. The baseline of the semicrystalline
sample is guessed-at from the low temperature baseline due to heat capacity,
Cpc , only. The baseline of the liquid sample due to the heat capacity, Cpa , is
measured after melting is complete. The three indicated points are marked
by an estimate (or calculation) where the amount of melting reaches 25%,
50% and 75%, and the baseline is drawn (or calculated) accordingly for the
proper integration.

The mathematical representation of the apparent heat capacity, C#
p , which

contains both heat capacity and latent heat contributions, is given as method
(2) in Figure 4.23. Over the wide melting ranges of polymers which may
exceed 100 K, the temperature dependence of both heat capacities and also
the heat of fusion must be considered. Information for many polymers is
available in the ATHAS Data Bank [11,42]. Noting that the change of the
heat of fusion with temperature is known through Eq. (1) in Figure 4.23, it
is easy to eliminate one of the variables in method (2). Since Cpa is easily
available in form of the (calibrated) baseline after melting and is usually
linear, it is best to eliminate Cpc , as shown in method (3). In this way,
the crystallinity can be generated out of the measured heat-flow rate curve
alone [43].

Figure 4.24 illustrates a rather complicated example of a poly
(oligoamide-12-alt-oligooxytetramethylene) copolymer which has its two
components separated into different phase areas. At low temperature, both
crystals, those of oligotetramethylene and the oligoamide, are present. First,
the glass transition of the oligotetramethylene is seen, followed by the melt-
ing of its crystals. Next, the broad glass transition of the oligoamide shows,
and the final melting peak accounts for the oligoamide crystals. After es-
tablishing the two melt baselines with method (3) of Figure 4.23, the crys-
tallinities are computed, as shown in Figure 4.25. The crystallinities are
based on the fraction within their corresponding component (11% and 17%
of the 50% components of the total polymer).

Besides the lags during melting, which are complicated by temperature
modulation, one must choose the proper modulation type for the measure-
ment. Furthermore, the deconvolution of the signal in MTDSC discussed in
Section 3.1 is in need of special attention before one is prepared to study the
melting (and crystallisation) of polymers. These two topics are addressed
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Figure 4.24. Apparent specific heat capacity of a
poly(oligoamide-12-alt-oligooxytetramethylene) copolymer. Copolymer is analysed with a

quantitative baseline based on heat capacity.

next. It will become obvious that several analyses, such as the determination
of the onset of melting and crystallisation, as well as the measurement of
the total heat of fusion and the change in crystallinity under zero-entropy-
production limits, are best determined by the standard DSC methods, as
discussed in this section.

Figure 4.25. Example of the calculation of the crystallinity of the 50/50 copolymer of Figure
4.24 using method (3) of Figure 4.23 as modified by the copolymer concentrations and the

baselines shown in Figure 4.24.
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Figure 4.26. Temperature profiles for MTDSC experiments involving sinusoidal and stepwise
heating and cooling.

3.3 TYPES OF MODULATION OF TEMPERATURE

The modulation of temperature for MTDSC can take on many forms. Figure
4.26 contains a number of segments in the upper row, which can, when
properly linked, give a large number of modulation types. The most common
modulation is shown in the second row, which is the sinusoidal modulation.
As drawn, it represents only the modulation part, i.e. it is quasi-isothermal
about the average temperature, T0. The modulation can then be added to
a linear temperature increase, qt, for the common MTDSC. For analysis,
the two components are separated again, as discussed in Section 3.1. The
advantage of the sinusoidal modulation is that it can be described by only
one term of the Fourier series of Eq. (14), simplifying the analysis.

The step-wise heating and cooling shown at the bottom of Figure 4.26
are actually slight modifications of the standard DSC. An initial isotherm
is followed by a heating ramp and concluded with another isotherm. In
MTDSC, the heating ramp is continued by a cooling ramp. Naturally, if
the segments of temperature change are sufficiently long, a standard DSC
analysis is possible for its steady state portions [32]. Equation (10) can then
be used for analysis, as was first proposed as dynamic differential thermal
analysis [44]. In addition, the periodic function can also be characterised by
the first harmonic of the Fourier series of Eq. (14). As long as the analysed
segment is centrosymmetric, only sinusoidal terms exist in the series, and
the first harmonic can be extracted as the reversing signal. Since practically
all common DSCs are linear in response, the ratio of the amplitudes of the
first harmonic of the temperature and temperature difference can then be
inserted into Eq. (11) for analysis, omitting the higher harmonics. If the
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Figure 4.27. Modes of MTDSC involving sawtooth and meander-type modulation.

higher harmonics have a sufficiently high amplitude, they can be used as
well for the analysis with a higher frequency of modulation, as is illustrated,
for example, in Figure 4.17. Then, the frequency ν × ω must replace the
frequency ω in Eq. (11).

Figure 4.27 illustrates in its top sketch the simple sawtooth modulation,
discussed in Section 3.1, and the response to a sawtooth modulation is shown
in Figure 4.17. The amplitudes of the Fourier series of the sawtooth mod-
ulation decrease with 1/τ 2, so that the precision of the analysis of higher
harmonics decreases rapidly. To overcome this difficulty, the complex saw-
tooth shown in the center sketch of Figure 4.27, as well as given by the
series of Eq. (15), was proposed [45]. Its first four Fourier terms describe
practically all the variation shown in Figure 4.17. An overall modulation
repeat of 210 s yields almost equal temperature amplitudes with periods of
210, 70, 42 and 23.3 s.

A similarly useful complex modulation is the meander modulation at the
bottom of Figure 4.27. In this case, the temperature amplitudes of the Fourier
series decrease linearly with the order of the harmonics, but the derivative
dATs/dt = ATs × T which actually enters into Eq. (10) is constant. This
method is particularly easy to program for any standard DSC.

The combination of modulations, as shown in Figures 4.26 and 4.27,
with an underlying heating rate, <q>, yields an MTDSC experiment as
illustrated in Figure 4.15. For the study of melting and crystallisation of
polymers, special combinations of underlying rates and modulations are
of interest. Figure 4.28 illustrates several rates of temperature change as
can be generated by sinusoidal modulation or the corresponding Fourier
components of a more complicated modulation. The top examples represent
the common MTDSC with overall heating or cooling. The centre examples
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Figure 4.28. Types of sinusoidal temperature modulation with underlying heating rates. Plotted
is the instantaneous heating rate: q(t) = dT /dt = ATsω cos(ωt + γ ).

result in heating or cooling only. The lowest, respectively, highest rates
of temperature-change are 0, so that on heating, no recrystallisation can
occur, and similarly in a crystallisation experiment, the once crystallised
material cannot remelt. In both cases, an easier interpretation of the data is
possible. Only reorganisation and crystal perfection can be superimposed
on the simple melting and crystallisation processes of such experiments.

In many cases, fully reversible melting and crystallisation and reorgani-
sation and crystal perfection processes can be further studied by using the
bottom modulation of Figure 4.28: the quasi-isothermal case. Reference to
this quasi-isothermal analysis is also made in Section 3.1. A fully reversible
process, as discussed in Sections 2.1 and 2.4, yields a response that is per-
fectly sinusoidal with a constant amplitude over many modulation periods.
Irreversible processes, such as crystallisation with supercooling, melting
with superheating, reorganisation and crystal perfection, as discussed in
Section 2.3, change with time. For fast kinetics, the process deforms the
sinusoidal response, as will be analysed in Section 3.4. With slow kinetics,
the irreversible processes can be followed over many hours, and their ki-
netics can be evaluated from the decrease of the amplitude of HF(t). This
section has illustrated choices for the analysis with MTDSC and shown that
a good understanding of the melting of polymers is necessary, as well as
mastery of the available DSC.

3.4 DECONVOLUTION OF THE REVERSING
HEAT CAPACITY

The standard deconvolution is described in Chapter 1 and summarised in
Section 3.1. It gives only a proper answer as long as sample response and
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Figure 4.29. Analysis of the heat-flow rate for MTDSC. A: measured response, HF(t) or �T ;
B: total heat flow rate <HF(t)> or <�T (t)>; C: modulation response HF(t) − <HF(t)> or

�T (t) − <�T (t)>; H: amplitude from the Fourier transformation, AHF or A�.

instrument performance are linear, i.e. for a sinusoidal excitation of tem-
perature, the response in HF(t) is similarly sinusoidal (with a phase lag
determined by instrument and sample properties). The same applies to the
Fourier components of any other modulation. Figure 4.29 illustrates the de-
convolution of HF(t), which is the response in an MTDSC experiment (A).
The total heat flow rate, <HF(t)>, is given by (B) as the sliding average
over one modulation cycle, <>. As long as (B) has a constant slope, (C)
can be deconvoluted by forming <HF(t)> − HF(t), as described in Section
3.1. Because of the averaging, the curves (B) and (C) are not available for
the first and last half cycles. Next, the amplitude of curve (C) is determined
as the first Fourier amplitude in Eq. (14). It yields curve H. Again, another
half cycle is lost by this procedure. The negligible changes in the slope of
curve (B) are called the stationarity condition, which needs careful attention
in the presence of latent heats [46].

By modelling the changes in the analysis when adding irreversible ther-
mal events to the modulation, one can assume a quasi-isothermal analysis,
<q(t)> = 0, and then carry out the same analysis. Examples of this pro-
cess with worked-out spreadsheets are in the literature [47]. Figure 4.30
illustrates the influence of a small spike in the modulation, as one may see
in very small transitions, inadvertent heat losses, electronic interferences,
or mechanical disturbances. Clearly, the Fourier transformation broadens
the defect over the averaging range of one cycle, so that it barely shows up
in the computed reversing heat capacity using Eq. (11) or (13). This is an
advantage in case the spike is caused by an error, but if this effect is to be
measured, only curve (C) is a reasonable representation. The heat-flow am-
plitude (H ) is a poor rendition of the effect. The irreversible effect, which
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Figure 4.30. Modelling of quasi-isothermal MTDSC with a small transition of a peak height of
50% occurring at 200 s.

is calculated from the total heat-flow rate, <HF(t)>, by subtracting a sinu-
soidal curve corresponding to the changing amplitude of (H ), is similarly
displaced. Although averaging curve (C) gives the proper <HF(t)>, it does
not occur at the proper temperature.

Figure 4.31 represents the effect of a sudden addition of a substantial,
irreversible heat flow. Only the initial sharp increase in heat-flow rate has
a small Fourier component of frequency ω. After two cycles, no further
reversing component occurs, and the irreversible heat effect is perfectly
separated. Figure 4.32 shows similar effects of linearly (top) and exponen-
tially (bottom) increasing irreversible heat-flow rates. Again a good sepa-
ration is possible. In general, linearly changing or constant heat-flow rates

Figure 4.31. Modelling of quasi-isothermal MTDSC with an addition of a constant 50%
change in heat-flow rate at 300 s.
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Figure 4.32. Modelling of quasi-isothermal MTDSC with an additional linear increase of the
heat flow rate, beginning at 250 s (upper curves), and an additional exponential increase of the

heat flow rate starting at the beginning of modulation (lower curves).

are fully rejected, but small effects appear at the beginning and end of such
irreversible processes and must be considered [48].

Next, an approximately reversible transition is added to the modulation,
as displayed in Figure 4.33. Although the assumed process is reversible, the
Fourier analysis used in finding the reversing signal is not able to give a
proper representation, as is seen from curve (H). Even the smoothing of the
output, as often used in MTDSC, does not improve the signal. It is spread

Figure 4.33. Calculation of a reversing melting and crystallisation in the quasi-isothermal
modelling of MTDSC.
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Figure 4.34. Multiple melting and crystallisation peaks of indium on MTDSC, 5.87 mg at an
underlying heating rate <q> of 0.1 K min−1. The undistorted sinusoidal sample temperatures

are also indicated. The two modulation parameters are as follows: A = 1.0 K, p = 60 s,
Mettler-Toledo DSC 820, sinusoidally modulated, controlled close to the heater [41].

over the usual two modulation periods and improperly deconvoluted into
the total and reversing signals. As before, the total signal is representing a
proper average, but it is similarly broadened and cannot be used to assess the
proper progress of the reversible endothermic and exothermic transitions.
For a quantitative analysis of reversing latent heats, it must be possible to
treat the added heat effects as approximately constant (stationary) over the
sliding analysis window of one modulation cycle <>.

Figure 4.34 illustrates an actual MTDSC result from the melting of
indium. The deviations of the sample temperature from the sinusoidal mod-
ulation due to instrument lag on melting and crystallisation are obvious
and can be easily interpreted in terms of Figures 4.21 and 4.22. The in-
creasing amount of melting in the modulation cycles 1–8 illustrates the lag
of the calorimeter. There is not enough time for complete melting of in-
dium in peaks 1–8 within the limits of the programmed temperature (see
also Figure 4.21). This lack of time can also be concluded from crystalli-
sation without supercooling (2′–6′) and with some supercooling (7′). As
soon as the temperature of the heating cycle remains long enough above the
melting temperature, all indium melts, as seen in heating cycle 8. Crystalli-
sation then becomes impossible because of the missing crystal nuclei (see
Section 2.2). Figure 4.34, thus, demonstrates clearly the instrumental and
nucleation problems of melting of indium.

Figure 4.35 shows the further problems that arise from the Fourier analy-
sis of the already flawed data of Figure 4.34. A similar shape of the amplitude
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Figure 4.35. First harmonic contribution to the heat flow amplitude <AHF> of the Fourier
transformation of HF(t) of the data of Figure 4.34. Also shown is the total heat flow, <HF(t)>,
that is often considered equal to the standard DSC heat flow (compare to Figure 4.21 to see the

large differences) [41].

of the reversing heat flow signal (H ), as modelled for Figure 4.33, but of
increasing size, is superimposed for each successive modulation cycle of
Figure 4.34. The total heat-flow rate (B) is also divided into increasing,
broadened peaks, which mark the imbalance between melting and crys-
tallisation in the sliding averaging window, with the total area representing
ultimately the heat of fusion that corresponds to the initial sample. All re-
crystallisation in the cooling cycles is ultimately reversed. If one would
integrate an apparent heat capacity from curve (H) and the corresponding
temperature amplitudes using any of the Eqs. (11)–(13), the reversing heat
of fusion would exceed the total heat of fusion by a factor that would depend
on the number of times the indium is melting over cycles 1–8 and would
represent a rather useless quantity.

A useful analysis is a direct integration of curve C, the measured heat-
flow rate in the time domain. Figure 4.36 shows the resulting integral analysis

Figure 4.36. Integral analysis of the enthalpy in the melting and crystallisation region for the
MTDSC run of Figure 4.34 [41].
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[41]. Before cycle 1 and after cycle 8, the respective sinusoidal changes of
the enthalpy of the solid and liquid indium are represented. The increasingly
higher peaks illustrate the step-wise approach to the liquid and indicate that
all cycles before cycle 8 reach practically full crystallisation.

4 Applications of MTDSC to Polymer Melting

Only with a grasp of the discussion of Section 3 one can attempt even a
qualitative interpretation of the melting of polymers with MTDSC. Despite
the fact that the study of the first part of this chapter seems to indicate
that little useful analysis may come from MTDSC of melting transitions
due to instrument lags (Figures 4.21 and 4.22) and deconvolution prob-
lems (Figure 4.33), experiments since 1994 have revealed many useful and
unique qualitative and quantitative insights into polymer melting. In the
following parts, examples are displayed which introduce the new analysis
techniques. First, qualitative separations of glass transitions, enthalpy re-
laxations, recrystallisation, irreversible crystallisation and melting and re-
versible melting processes are described. These are, at present, still the most
common applications. Also possible are quantitative analyses of apparent
heat capacities in the glass-transition regions, which lead to a description
of the relaxation kinetics (see Section 2). The quantitative analysis of the
various latent heats similarly allows an evaluation of melting and crystalli-
sation kinetics, as is shown in Section 3. Most quantitative data arise by
quasi-isothermal analyses (see Figure 4.28) and have most recently led to
the identification of a small reversible fraction of polymer melting, as is
discussed in Section 4.

4.1 QUALITATIVE AND SEMI-QUANTITATIVE
ANALYSIS OF POLYMER MELTING BY MTDSC

An MTDSC heating trace of amorphous (quenched) PET is reproduced in
Figure 4.37. It is a partial copy of the example displayed in the original
patent about MTDSC [49]. The insert shows the response of the heat-flow
rate to the modulation of the temperature [curve (A) in Figure 4.29]. The
main plot reveals the deconvoluted total heat flow rate [curve (B) in Figure
4.29] and the amplitude of the reversing heat flow rate [curve (H) in Fig-
ures 4.29–4.33]. The also shown amplitude of the non-reversing heat flow
rate derives from the difference between total and reversing heat flow rates
[<HF(t)> − AHF, curves (B)–(H) in Figure 4.29, see also Eq. (14)]. In the
glass transition region, the increase in heat capacity appears in the reversing
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Figure 4.37. Total, reversing and non-reversing heat flow rates of PET using sinusoidal
temperature modulation [49].

heat flow rate, and the endothermic enthalpy relaxation, caused by an an-
nealing of the glass below its transition temperature before the analysis, is
seen in the non-reversing heat flow rate, while the total heat flow rate is
similar to a standard DSC trace. More details on the analysis of this glass
transition are given in Section 4.3.

Above the glass transition temperature, the PET shows what is called a
cold crystallisation, a crystallisation that contrasts the more common crys-
tallisation by cooling from the melt [50]. This process is fully irreversible,
and only a minor deviation appears in the reversing heat flow rate due to in-
complete deconvolution, as also seen in Figure 4.30 (see also Ref. [48]). Al-
though the deconvolution of fully non-reversing and partially non-reversing
components of melting is not fully quantitative, as will become obvious later
in this section, with some care, the components can be identified qualita-
tively and often, as in this case, analysed semi-quantitatively. The MTDSC
yields, thus, important additional information on crystallisation and melt-
ing. In addition, special methods have been developed to get quantitative
results, as is described in Sections 4.2–4.5. Of particular importance is the
good separation of the heat flow rate outside of the transition regions, which
allows a precise determination of the heat capacity. Note that the slope of
the total heat flow rate of Figure 4.37 changes to the expected, gradual in-
crease caused by the heat capacity with temperature [see also Figure 4.29,
curve (H)].

The melting range of polymers is much more complicated, as is shown
on a more recent example, the analysis of the poly(trimethylene terephtha-
late) (PTT). Figure 4.38 illustrates the heat-flow rate of a quenched PTT
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Figure 4.38. Total, reversing and non-reversing heat flow rates of PTT (sinusoidal
modulation) [51].

without annealing below the glass transition. In this case, the glass tran-
sition displays no enthalpy relaxation. The cold crystallisation is less well
separated from the reversing heat flow than for PET in Figure 4.37 since
fewer modulation cycles cover the transition. In general, one finds that five
or more cycles of modulation are needed in the crystallisation region to
approach stationarity during the transition and cause only negligible errors
in the deconvolution (see also Ref. [48]). After cold crystallisation, a slowly
increasing non-reversing, exothermic contribution signals further crystalli-
sation or reorganisation. In this temperature region, from 350 to 470 K, one
still expects rather small instrument lags and a semi-quantitative analysis
is possible. The processes of secondary crystallisation, pre-melting, recrys-
tallisation and crystal perfection, however, can be so slow, that they lag due
to their kinetics and not due to an instrument effect [6]. Quantitative anal-
ysis then needs a separation from the heat capacity and a study over long
periods of time, as will be detailed in Sections 4.3–4.5. Qualitatively, one
can separate such non-reversing exothermic processes from the reversing
processes in this pre-melting temperature region.

Beyond 470 K, the major melting region can be seen in Figure 4.38.
It displays a small exothermic, and a larger, endothermic contribution. On
averaging, the heat flow rate, HF(t), yields the total endotherm, again similar
to the melting peak of standard DSC, but smaller in size than the reversing
contribution to the melting. It is quite clear by the strong deviation of the
modulation from a sinusoidal response that the first harmonic, which yields
the reversing contribution, cannot give quantitative information about the
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heat involved [see Figures 4.29–4.33 and Eq. (14)]. Higher harmonics would
have to be added or a direct analysis in the time domain would have to
be done. A further complication for the melting of polymers is seen by
inspection of Figure 4.5. One would expect that polymer crystals do not
recrystallise after melting on the small amount of cooling of the magnitude
of the modulation amplitude. This would leave only crystal perfection as
the exothermic process. The MTDSC trace indicates, thus, a change in
the crystal perfection due to heating during the analysis, a most important
observation since melting is used to characterise the polymer for use at
low temperature and any change during analysis itself must, naturally, be
considered. In Section 4.5, an additional, surprising, reversible melting will
be described that was discovered by MTDSC and seems to be common for
all polymers.

A special analysis method for the identification of a non-reversing
exotherm hidden in the total heat-flow rate of melting is displayed in Figure
4.39 for PET. The special method involves a modulation without ever re-
versing the temperature to lower values, as indicated in the left centre curve
of Figure 4.28. The heating rate changes between 0 and 10 K min−1. Since
there is no cooling, it is not possible to supercool the once-melted crystals,
and any remaining exotherm cannot be an instrument effect, but must be due
to crystal reorganisation or recrystallisation to a higher degree of perfection.

Figure 4.39. Heat flow rate and heating rate as a function of time of PET (TA Instruments,
Application Notes).
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Figure 4.39 shows, in addition, that the instrument control is lost at about
500 K. The programmed heating rate cannot be reached because of the large
heat of fusion.

To gain further insight into the melting behaviour and the effect of instru-
ment lag, a series of different materials is discussed next. First, the reversible
melting of the metal indium with a high heat of fusion and high thermal
conductivity is analysed further (see also Figures 4.34–4.36). This is fol-
lowed by the reversible isotropisation of azoxyanisole, a liquid crystal with
a low heat of transition and low thermal conductivity. The third example is
the reversible melting of the paraffin n-pentacontane. It has a high heat of
fusion and low thermal conductivity. These three low molar mass examples
of reversible transitions involving 100% crystallinity are followed by the de-
scription of a semicrystalline poly(oxyethylene) that could be crystallised
to an extended-chain macro-conformation and melted almost completely
irreversibly.

Figure 4.40 illustrates the change of sample temperature (dashed line)
and heat flow rate (heavy solid line) for a quasi-isothermal MTDSC ex-
periment, as suggested by the bottom heating rate program of Figure 4.28
(<q> = 0). This analysis should be compared to Figure 4.34, which was

Figure 4.40. Quasi-isothermal melting of indium using a heat-flux calorimeter with control of
the modulation at the sample temperature (sinusoidal modulation, the indicated sample

temperatures are uncorrected) [52].
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taken with an underlying heating rate. The quasi-isothermal method allows
to extend the experiment to times when all non-reversing effects have de-
creased to zero and, thus, eliminates the kinetics of slow processes within
the sample. Figure 4.40 shows on the far-left and -right sides the last and
first modulation cycles before and after melting. The minimal heat flow rates
are caused by the low heat capacity of the solid indium. At 21 min, T0 is
increased to 429.35 K and after about three cycles, repeatability is reached.
The heat flow rate has increased enormously, indicative of melting followed
in each cooling cycle by crystallisation. The numerals indicate the heats of
transition, estimated by subtracting the modulated baseline. The observed
6–7 J g−1 corresponds only to 1/3 of the heat of fusion and crystallisa-
tion. No indication of supercooling exists because the melting is partial and
keeps sufficient nuclei for instantaneous crystallisation. In each segment,
the amount of melting is set by the thermal resistance of the calorimeter
(see Figures 4.21 and 4.22 for the lag of a standard DSC, but with larger
indium mass and faster heating rate). At about 32 min, the temperature is
increased by 0.1 K, leading to a full melting peak of 20.4 J g−1, followed
by the low heat flow rate of the liquid indium. Complete melting between
329.35 and 329.45 K leaves no nuclei. The quasi-isothermal temperature
could have been corrected with this experiment (literature value 329.75 K),
and the experiment proved that indium melts within <0.1 K. Practically, all
of the width of the standard DSC melting peaks in Figures 4.21 and 4.22
are due to lag of the instrument.

The calorimeter used in Figure 4.40 is controlling the sample temper-
ature at the position of measurement of the sample temperature, i.e. the
heating and cooling applied during the transition increases dramatically.
Using a calorimeter that is modulated at the heater or reference temperature
changes some details of the experimental result, as shown in Figure 4.41.
The first modulation sequence indicates practically no melting and crystalli-
sation. The central one indicates a small amount of incomplete reversible
melting. The third run, however, saturates the possible heat flow rate. Each
heating cycle melts a certain amount of indium. The following cooling
cycle recrystallises only a portion of the just-melted indium, so that after
seven melting steps, all crystals are melted and no crystal nuclei are left
and the only calorimeter response comes from the heat capacity of the melt.
Note that in this experiment, a short isotherm at the maximum temperature
is inserted at the end of each run at the maximum temperature. The first
run shown decays quickly to a baseline (at a). The second run indicates a
small amount of continuing melting (at b). The point b must, thus, be in
the melting range of the sample. These experiments with the two calorime-
ters suggest that each instrument type should be analysed and may need a
different approach to MTDSC.
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Figure 4.41. Quasi-isothermal melting of indium using a heat-flux calorimeter with control of
the modulation at the heater temperature (sawtooth modulation, the indicated sample

temperatures are uncorrected) [53].

The just-described reversible melting and crystallisation of indium are
characterised by a high heat of transition (28.62 J g−1) and high thermal
conductivity (0.008 W m−1 K−1). The liquid crystal azoxyanisole shown
in Figure 4.42 is also known to have a reversible transition to the isotropic
melt, but with a heat of transition of only 2.56 J g−1 coupled with a thermal

Figure 4.42. Heat flow rate as a function of time in the transition temperature range of
isotropisation of 4,4′-azoxyanisole on MTDSC (calorimeter with modulation control at the

heater temperature, sinusoidal modulation) [54].
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Figure 4.43. Heat flow rate as a function of temperature through the isotropisation range of
4,4′-azoxyanisole on MTDSC as in Figure 4.42 (Lissajous figure) [54].

conductivity 1000 times less than that of indium. The shaded areas of heat
flow rate curve in Figure 4.42 delineate the small transition on heating. The
plot of heat flow versus temperature gives the Lissajous figure, depicted in
Figure 4.43. Figure 4.44 compares the results of standard DSC, MTDSC on
heating and cooling and quasi-isothermal MTDSC. The quasi-isothermal
result reveals a small broadening of the transition, but a sharp, <0.2 K wide
main transition. All other broadening is caused by the lag of the calorimeter

Figure 4.44. Apparent heat capacity in the temperature range of isotropisation of
4,4′-azoxyanisole. Analysis of 5.01 mg. Standard DSC (heating rate 10 K min−1), MTDSC on

heating and cooling (A = 0.5 K, p = 60 s; <q> = 0.2 K min−1) and quasi-isothermal
MTDSC (A = 0.1 K, <q> = 0 and �T0 = 0.2 K) [54].
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Figure 4.45. Apparent heat capacity in the melting range of 0.936 mg of n-pentacontane by
standard DSC (heating rate 10 K min−1) and quasi-isothermal MTDSC (A = 0.05 K, p = 60 s

and �T0 = 0.1 K) [28].

and the slow conduction of the heat of transition into or out-of the sample.
The fast standard DSC shows the largest lag. The MTDSC on heating and
cooling at only ±0.2 K min−1 is still broadened to over 1 K, and there is a
difference between heating and cooling, mainly due to the averaging over
the modulation period for the deconvolution.

Figures 4.45 and 4.46 illustrate the increase in lag by going to a paraffin
which has a high heat of fusion (n-pentacontane, C50H102, 224.87 J g−1)
and the low thermal conductivity of an organic material, but for analysis,
a lower sample mass was used to compensate some of the additional lag.

Figure 4.46. Lissajous figures for the quasi-isothermal MTDSC of Figure 4.45 [28].
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Figure 4.45 shows a broadened standard DSC melting peak of about 5 K.
On quasi-isothermal MTDSC, most of the melting occurred on going from
365.25 to 365.35 K, as can be seen from the Lissajous figures reproduced
in Figure 4.46. The heat flow is limited so that the melting cannot be com-
pleted in one cycle. It takes about 15 cycles at 365.30 K before melting is
complete, and an ellipse is obtained, which is characteristic for the constant
heat capacity of the melt. The small exotherms of crystallisation seen in
the curves labelled D seem to arise from the inability of the modulation to
follow the temperature program until most of the melting is completed. As
soon as the temperature does not go below 325.25 K, crystallisation stops.
There seems to be little need of crystal or molecular nucleation in this ex-
periment. The Lissajous figures A–C deviate from the expected elliptical
shape due to crystallisation and melting and, thus, cannot be deconvoluted
quantitatively into a reversing and a non-reversing component using the first
harmonic of Eq. (14), as outlined in Section 3, but it is possible to follow the
melting in the time domain. Considering the various lags, one can follow the
reversing processes and eliminate the irreversible processes by longer-time
quasi-isothermal measurements.

The irreversible melting of a polymer is demonstrated with Figure 4.47
on the example of melt-crystallised poly(ethylene oxide) (PEO) of mo-
lar mass 5000 Da (POE5000). This low molar mass polymer is known to
crystallise mainly in the extended-chain conformation, i.e. close to equilib-
rium [57,58]. The standard DSC trace shows the large and lag-broadened
melting peak with the indicated heat of fusion and crystallinity. The quasi-
isothermal MTDSC, in contrast, shows practically no contribution from
a reversible melting process, a result one would expect from the diagram
of crystallisation and melting rates summarised in Figure 4.5. All melting

Figure 4.47. Apparent heat capacity measured by DSC and MTDSC for POE5000 crystallised
at 320 K [59].
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occurs during the initial increase of temperature to the average temper-
ature, T0, of the quasi-isothermal run and the approach to steady state.
Measurements are done only after this steady state is reached. Under these
conditions, no melting effect can be seen at the given scale of plotting. Ex-
panding the scale and comparing the measured to the expected heat capacity
of the crystal, one finds a too large apparent heat capacity, as will be dis-
cussed in Section 4.5 considering heat capacities of solids and melts, heats
of transitions, kinetics, heats of annealing and reorganisation. A summary
of each sub-section is given to permit a quick search for the experiment of
interest.

4.1.1 Summary
The glass transition is represented by the reversing heat flow rate (Fig-
ures 4.37–4.39). The enthalpy relaxation appears almost completely in the
non-reversing heat-flow rate (see Figure 4.37). The exotherm of cold crys-
tallisation is fully non-reversing (Figure 4.37), but may not be fully de-
convoluted (Figure 4.38). Exothermic and endothermic contributions to the
heat flow rate may be found in the pre-melting range due to secondary
crystallisation, pre-melting, recrystallisation and crystal perfection (Figure
4.38). In the melting range, the separation of revering and non-reversing
effects is only qualitative and hindered by instrument lag (Figures 4.38 and
4.39).

Reversible melting of the metal indium with a high heat of fusion and
high thermal conductivity is shown in Figures 4.34–4.36, 4.40 and 4.41.
These experiments reveal a narrow melting range (<0.1 K), the need of
crystal nucleation and the characteristic lag of the calorimeters. The dif-
ficulties in maintaining the programmed temperature are seen in Figures
4.34 and 4.41, and the complications in interpretation are analysed in Fig-
ure 4.35. The analysis of indium is followed by a study of the reversible
isotropisation of azoxyanisole, a liquid crystal with a low heat of transition
and low thermal conductivity. It shows a larger broadening of the transition
peak due to the low thermal conductivity of the sample (Figures 4.42 and
4.43). The reversible melting of the paraffin n-pentacontane is analysed in
Figures 4.44 and 4.45 as an example of high heat of fusion and low thermal
conductivity, as in polymers, but without the difficulty of partial crystalli-
sation.

Finally, a semicrystalline extended-chain poly(oxyethylene) which melts
almost completely irreversibly is shown in Figure 4.47. It is a specially
perfect polymer, and more quantitative analyses of the less perfect polymers
are detailed in Sections 4.2–4.5. This concludes Section 4.1 and sets the basis
for a more quantitative analysis of the melting and crystallisation region of
polymers.
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4.2 DETERMINATION OF HEAT CAPACITY
OF SOLIDS AND MELTS

Knowledge of the heat capacity of solids and melts is of importance not
only for its own sake, but also for the discussion of the various latent heat
effects in polymers which occur commonly between the glass transition
temperature and the melting point and will be analysed in more detail in
Section 4.3. Furthermore, in the glass transition region, the heat capacity
may become time dependent without the presence of a latent heat effect.
Both of these topics will be discussed in this section.

A straightforward MTDSC experiment for the non-isothermal measure-
ment of heat capacity of sapphire (Al2O3) over a wide temperature range
is characterised in Figure 4.48 by its Lissajous figure. It takes about two to
three modulation cycles until an approximate steady state is reached, but
this is followed by some instability of the measurement at the lowest tem-
peratures. Once steady state is reached, the ellipse increases in size as the
heat capacity increases and slightly tilts its orientation angle. Samples of
polystyrene and quartz were run in the same fashion and all three runs were
baseline-corrected for the asymmetry of the calorimeter and elimination
of the effect of the aluminium pans by an extra run with two empty pans.
The correction factor K in Eq. (11) was established from the sapphire run
shown in Figure 4.48. The corrections and calibrations were done at each
temperature. Typical average and standard deviations of the heat capacities
from 320 to 550 K were 1.4 ± 0.8% for polystyrene and 0.02 ± 1.5%

Figure 4.48. Lissajous figure for the heat capacity measurement of sapphire by MTDSC under
the given conditions. Data from Ref. [60].
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for quartz [60]. Similarly, a quasi-isothermal analysis was made for
polystyrene, quartz, sodium chloride, selenium and aluminium [61]. The
average and standard deviations for these quasi-isothermal measurements
in the temperature range from 300 to 600 K were −0.9 ± 1.0%, with pos-
sible improvements suggested for optimisation of the variables which were
not quite identified at that time. Finally, Figures 4.18–4.20 illustrate how
effects such as thermal resistance and changes in thermal conductivity for
the different samples can be eliminated by empirically calibrating the con-
stant τ in Eq. (13). Using the complex sawtooth of Figure 4.27, it is possible
to measure with five frequencies simultaneously and reach standard devi-
ations as little as ±0.1% [40] and establish the enthalpy, entropy and free
enthalpy data for polymers, as shown in Figure 4.2. To be able to evaluate
Eqs. (1)–(3), the transition enthalpies and entropies, their equilibrium val-
ues must be known. The measurement of these data is discussed in Section
4.3. The extrapolation of the observed melting temperatures to equilibrium
temperatures is developed for many polymers [1,3,11,12].

Figure 4.49 shows the results of adiabatic calorimetry, standard
DSC and quasi-isothermal MTDSC for poly-p-dioxanone ( CH2 CH2

O CH2 COO )x , (PPDX). The ordinate is labelled as apparent heat ca-
pacity since in the transition region, latent heat contributions may increase
the heat capacity. Up to 250 K, the heat capacity is practically fully vibra-
tional as is typical for glassy and crystalline solids. The skeletal and group
vibrational contributions are then extrapolated to higher temperature, as
is discussed with Figure 4.1 for polyethylene. The sample analysed with

Figure 4.49. Apparent heat capacity of poly-p-dioxanone (PPDX) using adiabatic calorimetry
by calculation of Cp = (�Hcorrected for heat loss/�Tcorrected for temperature drift)p,n , standard DSC

using Eq. (10), and quasi-isothermal MTDSC evaluated with Eq. (11). The data were
measured in Ref. [62].
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adiabatic calorimetry (◦) was semicrystalline and shows a reduced, broad-
ened glass transition, typical for the presence of small polymer crystals with
tie molecules to the amorphous fraction. Melting begins immediately after
the glass transition. The largely irreversible melting peak that shows in the
adiabatic calorimetry is outside of the limits of the graph. The MTDSC data
(•) were taken on an initially amorphous, glassy material. The glass transi-
tion reaches up to the level of the heat capacity of the melt. This supercooled
melt crystallises, and at about 290 K, the sample reaches the level of the heat
capacity of a semicrystalline polymer, as expected from the heat of fusion
measured using the methods discussed with Figure 4.23 or by dilatometry,
X-ray diffraction, or infrared spectroscopy [4]. With the four heat capacity
baselines, the extrapolated vibrational heat capacity, C total

p , C semicrystalline
p and

C liquid
p , the quantitative discussion of glass transition and melting transition

is possible, even if the transitions stretch over wide temperature ranges. Sur-
prising is the small reversing melting peak seen in MTDSC which will need
further analysis in terms of its latent heat contributions (see Section 4.3).
Annealing and reorganisation are treated in Section 4.4. A small truly re-
versible contribution hidden under the reversing melting peak is discussed in
Section 4.5. Despite the fact that cold crystallisation and melting of perfect
crystals of polymers were shown in Section 4.1 to be irreversible (Fig-
ures 4.37 and 4.47), some reversing, apparent heat-capacity contributions
are seen in the broad melting range of PPDX.

A comparison of quasi-isothermal MTDSC and standard DSC of the
melting of PET crystallised from the melt is shown in Figure 4.50. This
graph was the first proof that there is an apparent, reversing heat-capacity
contribution to the melting [63]. The higher melting temperature of the

Figure 4.50. Apparent heat capacity of melt-crystallised PET as measured by standard DSC
and quasi-isothermal MTDSC, compared to the baselines of the heat capacity of the melt, solid

(vibrational contributions only) and semicrystalline polymer [63].
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Figure 4.51. Apparent heat capacity of amorphous PET by quasi-isothermal MTDSC,
compared to data on semicrystalline, melt-crystallised PET as shown in Figure 4.50 [63].

Compare also to Figure 4.39.

quasi-isothermal analysis when compared with the standard DSC trace is
caused by the continuing annealing, which occurs during the long mod-
ulation experiments. The glass transition of the semicrystalline sample is
smaller than expected from the crystallinity up to almost 450 K. This points
to a RAF in the polymer that does not contribute to the glass transition [64].

An enlargement of the quasi-isothermal MTDSC results of Figure 4.50
is plotted in Figure 4.51 (◦) and compared to an identical analysis of a
quenched, amorphous glass of PET ( �). Glassy PET was also the polymer
analysed qualitatively in the plot of Figures 4.37 and 4.39. From the com-
parison in Figure 4.51, one deduces that after cold crystallisation, PET has a
larger reversing contribution than the melt crystallised PET of slightly higher
crystallinity (44% versus 40%). The quasi-isothermal data in Figure 4.51
are free of instrument-lag, in contrast to the data with an underlying heating
rate illustrated in Figure 4.39, and thus are more suited for a quantitative
analysis.

The effects due to very slow processes in the sample, however, may not
be removed even in the quasi-isothermal MTDSC with data collection after
10 min. The analysis of the slow response of the sample in the glass transition
region will be treated in Section 4.3. The decrease in the heat capacity due to
cold crystallisation can easily be converted into a plot of the crystallisation
kinetics. Additional points for the kinetics plot can be generated at shorter
and longer analysis times of the quasi-isothermal runs. The time-scale can
easily be adjusted to modulations from 1 min to many hours, limited only
by the patience of the operator and the stability of the calorimeter.
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Figure 4.52. Apparent heat capacity of PET on cooling by quasi-isothermal MTDSC
compared to data on semicrystalline, melt-crystallised PET measured on heating, as shown in

Figure 4.50 [63].

On cooling of the melt, one sees in Figure 4.52 the expected large super-
cooling, but after crystallisation at about 500 K, the same increased apparent
heat capacity is observed as for a sample that was reheated after cooling
from the melt. On step-wise further cooling, the quasi-isothermal MTDSC
yields a slightly higher crystallinity (49%).

A biaxially drawn film is shown in Figure 4.53. It has a 42% crystallinity
and, again, is different from the melt-crystallised sample. Its glass transition

Figure 4.53. Apparent heat capacity of drawn PET film by quasi-isothermal MTDSC,
compared to data on semicrystalline, melt-crystallised PET as shown in Figure 4.50 [63].
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Figure 4.54. Apparent heat capacity of low crystallinity PTT by quasi-isothermal MTDSC
compared to data from standard DSC measurements [51,65]. See, for review, Figure 4.38.

is much broader and shifted to higher temperature, the RAF is larger and the
distribution of the reversing latent heat contribution is different. Overall, in
this example of quasi-isothermal analysis, four samples of different process
history, which yields diverse morphologies, produce different behaviour
on analysis by MTDSC in the temperature region between the glass and
melting transitions. Since the morphology is also the main determinant for
the physical properties, MTDSC can be used to characterise the structure-
processing-property triangle.

Figure 4.54 is a quantitative quasi-isothermal MTDSC trace for
quenched, poorly crystallised PTT. The corresponding semiquantitative
MTDSC is depicted in Figure 4.38. The cold crystallisation at about 325 K,
the recrystallisation, 450 K, and the small enthalpy relaxation at 320 K are
seen to be fully irreversible, and as in PET, the kinetics of the glass transition
and the cold crystallisation can be further analysed quantitatively making
use of the reversing heat capacity. It is also clear that during the standard
DSC measurement, the cold crystallisation never stops completely between
the two peaks and considerable errors in the crystallinity may result from
choosing a baseline without MTDSC data.

4.2.1 Summary
The heat capacity of solids and melts can be determined by adiabatic
calorimetry and various methods of DSC and MTDSC, where with modern
methods, the latter may reach a precision equal or better than the adiabatic
measurement, so that curves like in Figures 4.1 and 4.2 are available for an
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increasing number of polymers. A comparison of the heat capacity measured
with standard DSC and with MTDSC shows agreement for the temperatures
outside of the transition regions. Within the transition regions, differences
arise. They permit a characterisation of the processing and thermal history
as well as determination of transition kinetics. More quantitative studies
of these added capabilities of MTDSC are shown in Sections 4.3–5, but
even empirical links between structure, property and processing variables
are possible, as is seen particularly well in a comparison of Figures 4.50–
4.53.

4.3 DETERMINATION OF HEAT OF FUSION,
CRYSTALLINITY AND KINETICS

4.3.1 Heat of Fusion and Crystallinity
The determination of the heat of fusion of the pure crystals of polymers,
�H 0

f , involves always a coupling of measurement of the heat of fusion of
semicrystalline samples, �Hf, and their weight-fraction crystallinity, wc, as
expressed by:

wc = �Hf

�H 0
f

(17)

Either, one uses an independent method for the crystallinity determina-
tion, such as dilatometry, X-ray diffraction or infrared spectroscopy for the
determination of wc [4], or one tries to determine the amorphous fraction,
wa, from the measured increase of the heat capacity at the glass transition
temperature, �Cp, and the same quantity for the fully amorphous sample,
�C0

p :

wa = �Cp

�C0
p

= (1 − wc) (18)

Figure 4.55 shows a plot of various heat capacity data of PTT as shown
in Figure 4.54 [65]. The fully amorphous point was calculated from the
heat capacity of the glass and the melt, both extrapolated to the glass transi-
tion temperature. The heat of fusion of the 100% crystalline sample agrees
also with a discussion of the entropies expected from similar polymers.
The data points with somewhat lower �Cp are most likely due to a small
amount of RAF [64], frozen at the crystal interface, as indicated by the thin
line.
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Figure 4.55. Plot of the change of the heat capacity at the glass transition as a function of the
heat of fusion of the material [65].

4.3.2 Baseline Fits
The discussion of Section 4.2 has shown that MTDSC can produce a reliable
baseline when coupled with the analysis of the baseline of vibrational motion
in the solid state and the heat capacity of the liquid. Between the glass tran-
sition and the melting transition, one finds, however, sufficient latent heat
contributions, that a detailed analysis of cold crystallisation and reorgani-
sation is needed to be able to separate the heat flow rate due to heat capacity
from the latent heat contributions. Fortunately, the method (3) in Figure 4.23
allows an analysis of the total crystallinity and its change on heating without
knowledge of the true semicrystalline heat capacity, as long as the temper-
ature dependence of the heat of fusion is known. The ATHAS Data Bank
contains information for many polymers for such analyses [42]. Figure 4.56
illustrates the changes observed when analysing an initially melt-crystallised
sample by DSC and MTDSC. Using the apparent heat capacity curve of the
DSC run or the total heat flow rate of the MTDSC yields a curve as repro-
duced in Figure 4.57. Net melting begins at 390 K. Recrystallisation reverses
this trend at about 470 K, to be followed by the major melting peak. A sim-
ilar analysis is shown in Figure 4.25 for a copolymer. The MTDSC must
now separate any possible compensating effects of melting and recrystalli-
sation or secondary crystallisation, as well as reorganisation and reversible
melting and crystallisation, as will be discussed in Sections 4.4 and 5.

4.3.3 Quasi-Isothermal Kinetics of the Glass Transition
The kinetics in the glass transition and melting regions are of interest for
a better understanding of the materials, prediction of their performance
and analysis of their history. To describe the glass transition, following the
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Figure 4.56. Apparent heat capacity of high crystallinity PTT by quasi-isothermal MTDSC,
compared to data measured with standard DSC [51,65] (see also Figures 4.38 and 4.54).

summary of Ref. [66], the heat capacities of liquids can be divided into a
fast-responding part due to the vibrations, Cp0 , as shown in Figure 4.1 for the
solid, and a slow, co-operative part due to large-amplitude, conformational
motion common for the liquid:

Cp (liquid) = Cp0 + εh

(
dN ∗

dT

)
= Cp + εhα (19)

where an equilibrium number, N ∗, of configurations of energy εh govern
the extra contribution.

Figure 4.57. Crystallinity of PTT from standard DSC data of Figure 4.54 using the method of
Figure 4.23. See also Figure 4.25 [51,65].



278 B. Wunderlich

In the glass transition region, the approach to equilibrium may be ap-
proximated by a first-order kinetics as long as the distance from equilibrium
is not too large. The instantaneous number of high-energy configurations is
then represented by N and the relaxation time by τ:(

dN

dt

)
= 1

τ
(N ∗ − N ) (20)

Under quasi-isothermal conditions and at steady state, the solution of
Eq. (20) can be written with constants AN = Aα/N0 and Aτ = Aεj /(RT 2

0 ),
where A is the amplitude of temperature modulation.

N − N ∗
0

N ∗
0

= AN Aτ

2
+ (AN Aτ ) cos γ sin(ωt − γ )

− AN Aτ

2
cos[2β] cos[2(ωt − β)] (21)

and εj is the activation energy for the formation of the high-energy configu-
rations, assumed to be describable by an Arrhenius expression and written
as τ = B exp εj /(RT ). From Figure 4.29, it is obvious that the reversing heat
capacity of Eq. (11) makes use only of the middle term on the right-hand
side of Eq. (21) since only it has a frequency of ω. The first term is constant
with time and contributes only to the total heat capacity, the last is a second
harmonic and is rejected in the calculation of the first harmonic, i.e. it also
only occurs averaged in the total heat capacity. The phase shift γ is linked to
the relaxation time τ at T0 via tan γ = ωτ , and the apparent heat capacity,
which is measured as the reversing Cp, is now equal to:

C#
p (liquid) = Cp0 + N0εh

[
(AN + Aτ )

A

]
cos γ (22)

From Eq. (22), one sees that the large-amplitude motion contributes fully
in the liquid state where γ = 0, and not at all in the glassy state where
γ = π /2. The glass transition temperature, defined at the temperature of
half-vitrification or devitrification, occurs at γ = π /3.

An example of the data treatment for PET is shown in Figure 4.58. The
experimental data of �Cp [= C#

p (liquid) − Cpo] were first normalised to
the equilibrium difference of the liquid and vibrational heat capacities. The
curves [A] represent �Cp. Equation (22) allows then the transformation to
γ , shown in the curves [B]. Using the values of γ , a plot of ln τ ′ versus 1/T0

can be drawn {cos γ = (1/τ )/[(1/τ )2 + ω2]
1/2}. The different modulation
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Figure 4.58. Quasi-isothermal analysis of the glass transition of amorphous PET. Data as
shown in the glass transition region of Figure 4.51. [A] Normalisation to the �Cp of Figure

4.51. [B] Conversion as suggested by Eq. (22).

amplitudes, however, give different average values of τ and different acti-
vation energies, as is seen from curves [A] of Figure 4.59.

This observation points to an important difference between MTDSC
and dynamic mechanical analysis (DMA). In DMA, the stress or strain is
modulated, keeping the temperature, and with it the relaxation time, constant
(as long as the strain is sufficiently small to keep the sample in the range of

Figure 4.59. Final data analysis and computation of values for Table 4.1. [A] Calculation of the
amplitude-dependent relaxation time τ ′. [B] Extrapolation of τ ′ to zero-modulation amplitude

to eliminate the temperature dependence of τ resulting from modulation.
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Figure 4.60. [A] Plot of the temperature dependence of τ to illustrate the computation of the
Arrhenius activation energy εj and the pre-exponential factor B. [B] Computed heat capacity at

frequencies beyond the measurement, using data from Table 4.1 for amorphous PET.

linear viscoelasticity). In MTDSC, in contrast, even changes in temperature
as small as 1 K move the experiment out of the range of linear response. It is,
thus, necessary to extrapolate the data to zero-modulation amplitude first,
as illustrated in Figure 4.59[B]. Figure 4.60[A] depicts the extrapolation of
the relaxation times at zero amplitude to give εj and the pre-exponential
factor B.

With B and εj , the apparent heat capacity can be calculated for any
frequency, as shown in curves [B] of Figure 4.60. Carrying out this analysis
for a number of samples of different crystallinity gives the parameters B
and εj listed in Table 4.1 [67]. Table 4.1 illustrates a large change of εj with
pre-treatment, correlated to the common observation that crystallisation and
drawing broadens the glass transition region. Another observation is that

Table 4.1. Glass transition parameters for PET

Sample (type and treatment, wc = crystallinity) εj (kJ mol−1) B (s)

PET, amorphous, melt-quenched 328.19 5.59 × 10−49

PET, 8% wc by cold crystallisation 1 h at 370 K 350.57 2.76 × 10−52

PET, 17% wc by cold crystallization 1.5 h at 370 K 329.74 3.98 × 10−49

PET, 26% wc by cold crystallization 2 h at 370 K 173.31 2.55 × 10−25

PET, 44% wc by cooling from the melt, 5 K/min 152.85 2.45 × 10−22

PET, film, biaxially drawn, 42% wc 78.44 1.78 × 10−10
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the activation energies and the pre-exponential factors are strongly coupled.
They can be written for PET as:

τ = τ1e
ε j

[
1

RT − 1
RT1

]
(23)

where τ1 = 132.5 s and T1 = 341.1 K. The temperature parameter T1 is
only little lower than the lowest measured glass transition (346.5 K). From
the simple kinetics, one expects close correspondence only in the vicinity of
equilibrium. The empirical corrections developed over the years to account
for the asymmetry of approach to equilibrium and for the co-operativity of
the large-amplitude motion need, at present, too many parameters to be fitted
quantitatively to the experimental data (TNM, VF, WLF, KWW equations
[68]). Qualitative agreement has been achieved with assumed parameters
[69,70].

4.3.4 Model Calculation for the Glass Transition with an
Underlying Heating Rate

In standard MTDSC, an additional underlying heating rate complicates the
analysis of Eq. (20). It takes now the form [72]:

(
dN

dt

)
= N ∗

0 (1 + AN sin ωt + qN t) − N0

τ0(1 − qτ t − Aτ sin ωt)
(24)

with the two new parameters describing the changes due to the underlying
heating rate written as: qN = <q>α/N ∗

0 and qϑ = <q>εj /(RT 2
0 ). Although

possible, the solution of Eq. (24) is rather cumbersome and numerical so-
lutions are more convenient. Figure 4.61 shows the numerical integrations
of the changes of N with time and temperature for amorphous PET for the
given MTDSC parameters as expressed in Eq. (24). The curve �N is the
change in N per second, the step of the numerical integration, and N* is
calculated from the equilibrium, given in Eq. (19) [71].

Figure 4.62 shows the first harmonic of the solution of Eq. (24), which
represents the reversing heat capacity as normally computed (see Figure
4.29). The heavy line is the total Cp (curve B of Figure 4.29). Outside of the
glass transition, this heat capacity is equal to the heat capacity measured with
a standard DSC of the same cooling rate <q>. In the glass transition region,
it only approximates the apparent heat capacity of the standard DSC because
of contributions of the type seen in Eq. (21). The reversing Cp decreases
at a higher temperature than the total Cp because of its faster time scale of
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Figure 4.61. Calculated values for N ∗, N and the change of �N (per second) using Eq. (20)
with the kinetic parameters derived from Figures 4.58–4.60.

measurement. The bell-shaped curve is the difference between the total and
the reversing heat capacities called the non-reversing Cp.

Figure 4.63 illustrates that the second harmonic is a minor, but not neg-
ligible, correction to the total heat capacity. Of additional interest are the
remaining small ripples of the various Cp plots. The deconvolution should
have removed all periodic contributions of frequency ω and also higher har-
monics. Inspection of Eq. (24) shows, however, that the underlying heating
rate causes a small frequency shift of the type of a Doppler effect, as found
in the analysis of sound from moving sources, quantitatively assessable

Figure 4.62. Total apparent heat capacity and the first harmonic (reversing heat capacity) of the
solution of Eq. (24). The difference represents the “non-reversing contribution”.
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Figure 4.63. Total apparent heat capacity and the second harmonic of the solution of Eq. (24).
The difference represents the error in the analysis (but note that even higher harmonics may not

be negligible).

through the model calculations [25]. On heating, the oscillation frequency
of the heat flow into the sample is higher than ω, because of the shorter
modulation period caused by the underlying heating rate <q>. The reverse
is true on cooling [72]. Trying to represent the heat flow with the Fourier
series as shown in Eq. (14) with the slightly different frequency ω gives
rise to the observed ripples. Experimental data may not show the ripple
because of an additional smoothing by the commercial software, omitted in
the presentation of the model calculations in Figures 4.62 and 4.63.

Figure 4.64 shows two sets of experimental data on heating and cool-
ing, compared with the quasi-isothermal measurements derived as for

Figure 4.64. Comparison of the experimental quasi-isothermal apparent reversing heat capacity
(•) and the heat capacity measured with an underlying heating rate on heating and cooling. The

upper disparities of the curves can be modelled with Eq. (24), but the bottom ones cannot.
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Figure 4.58. At low <q>, the reversing Cp approaches the quasi-isothermal
data. At increasing <q>, the results from cooling and heating experiments
separate increasingly. Close to the liquid state, model calculations, as in
Figures 4.61–4.63, correspond closely to the experiment. The cross-over
at larger distance from the liquid (equilibrium) state is, however, not mod-
elled [72]. It is caused by an “autocatalytic” effect on heating and a “self-
retarding” effect on cooling, as has been found also by DMA and volumetric
experiments about the kinetics of the glass transition [68]. This is clear ev-
idence of the co-operative nature of the glass transition that needs to be
corrected by a more detailed kinetics expression than given in the present
description.

A similar effect that illustrates the need to introduce a co-operative ki-
netics, which uses a relaxation time in Eq. (20) that depends not only on
temperature, but also on the number of frozen high-energy conformations,
is shown in Figure 4.65. The curves represent MTDSC traces on heating
with a fixed underlying heating rate. The different glasses were produced
by annealing at several temperatures in the transition region for various
times. This process changes the number of frozen high-energy configura-
tions, N , at the beginning of the heating experiment. One can clearly see
that the better annealed samples of smaller N show a higher glass transition

Figure 4.65. Apparent reversing heat capacities for polystyrene samples with different thermal
histories. Note that to describe such reversing heat capacity, Eq. (20) would need to use a

relaxation time that depends on N .
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Figure 4.66. Apparent non-reversing heat capacities for polystyrene samples with different
thermal histories (enthalpy relaxation). See also Figure 4.37 for the separation of the reversing

and non-reversing heat flow rates for PET with enthalpy relaxation.

temperature. The differences disappear, as equilibrium in the form of the
liquid state is approached, and overall, the changes are relatively small.

The apparent total heat capacity contains the enthalpy relaxation in the
form of an endotherm, as shown in Figure 4.37. This well-known hystere-
sis effect can be separated to the degree of precision of the representation
by Eq. (20) using the MTDSC software, as is shown in Figure 4.66 for
the example of polystyrene [73]. The apparent, non-reversing heat capac-
ity is the total heat capacity minus the apparent, reversing heat capacity,
shown in Figure 4.65. The major contribution of the endotherms arises
from non-modulated relaxation of N on heating, as long as �N of Figure
4.61 is much larger than the modulation-caused changes, and the glass-
transition temperature is approached. With this detailed analysis, the quan-
titative capabilities of MTDSC of PET have been probed and details, which
go beyond present day theories, have been extracted from the measurements
displayed in Figures 4.37 and 4.50–4.53, which are less quantitatively ana-
lysed.

4.3.5 Kinetics of Transitions with a Latent Heat
The kinetics of processes with a latent heat, such as crystallisation and
melting, can be measured either directly by isothermal or non-isothermal
measurement of the latent heat or by observation of the change of the heat
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capacity in case liquid and solid have a substantial difference in heat capac-
ity. The latter can be seen in Figures 4.49 and 4.51, for example. Doing the
experiment quasi-isothermally over a long time interval, the kinetics can be
read directly from the changing apparent heat capacity.

The measurement of latent heat is more commonly carried out by isother-
mal calorimetry or non-isothermally with a standard DSC on cooling. The
complications on observing latent heats with MTDSC and their analysis via
the first harmonic of a Fourier series as an apparent heat capacity in the case
of a reversible transition are illustrated in Sections 3.4 and 4.1. For fully
irreversible processes, there may be little or no advantage to use MTDSC
over DSC. In fact, the total heat capacity of the MTDSC may be unduly
broadened by the deconvolution procedure, so that the standard DSC or
isothermal calorimetry is often preferable. The advantage of the MTDSC
develops as soon as there are several simultaneous processes of different
degrees of reversibility, as was seen in Section 4.2 in the discussion of the
apparent heat capacity of semicrystalline polymers when approaching the
melting transition (Figures 4.49–4.54).

Figure 4.67[A] shows a typical isothermal experiment carried out with
a DSC. Similar experiments could be carried out with isothermal calorime-
ters, dilatometry and other techniques sensitive to crystallinity changes.
After attainment of steady state at point 0, the experiment begins. At point
1, the first heat flow rate is observed, and when the heat flow rate reaches 0
again, the transition is complete. The shaded area is the time integral of the
heat flow rate, and if there is only a negligible instrument lag, it represents
the overall kinetics. In case of an excessive heat flow-rate amplitude, lag
calibrations with sharply melting substances of similar thermal conductivity
may have to be made (see Figure 4.22). Processes faster than about 1 min

Figure 4.67. Analysis of the crystallisation kinetics. [A] Isothermal analysis with a DSC by
quick cooling to the crystallisation temperature and analysis after steady state has been

reached. [B] Step-wise analysis by heating after different times of crystallisation of PEEK by
direct measurement from the crystallisation temperature.
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are difficult to assess, since the times to reach steady state are too long and
interfere with the measurement. Slower processes than perhaps 30 min are
too slow for many calorimeters, particularly DSCs, to build-up a measur-
able heat-flow rate. Figure 4.67[B] illustrates how the isothermal method
can be extended for slow processes. The curves in [B] represent heating
curves with a standard DSC, starting at the crystallisation temperature,
after the indicated lengths of isothermal crystallisation. The analysed poly-
mer is poly(oxy-1,4-phenylene-oxy-1,4-phenylenecarbonyl-1,4-phenylene)
(PEEK) [74]. In this analysis, it can be seen that three differently melting
polymers grow in sequence. The initial crystals have an intermediate melt-
ing point and seem to improve with time to yield the main, high melting
peak. Secondary crystallisation begins at a distinctly later time. The overall
crystallinity has reached 48% after 120 min.

The interpretation of the calorimetric data is rather difficult because of the
various effects observed by thermal analysis of polymers, detailed in Section
2.5. A review of the mechanisms of primary and secondary crystallisation,
as well as annealing, has been prepared [5]. The primary crystallisation,
which may already be complicated by crystal perfection after initial growth
(see Figure 4.67[B]), is usually described by a crystal nucleation followed by
growth. Figure 4.68 illustrates, schematically, the progress of the growth of
spherulites as seen on a hot stage under a polarizing microscope. It is obvious
that, in the chosen example, the number of crystal nuclei is constant (= N0),

Figure 4.68. Schematic of the crystallisation of spherulites from a given number of
(heterogeneous) nuclei. In case the spherulites contain (as usual) amorphous inclusions

between the lamellar crystals, the heat for fusion �H o
f needs to be corrected by the crystallinity

reached at time infinity.
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and the growth rate v is constant, as also seen in the data of Figure 4.5, and
the spherulites are assumed to be space filling. All conditions are needed
to produce the linear lines of impingement of neighbouring spherulites.
Neither N0 nor v is available from thermal analysis, but only if v and N0 are
known and a spherulitic morphology is proven, one can use the common
Avrami equation to describe the crystallisation kinetics from the heat flow
rate [5]:

�h′
f

�h0′
f

= 1 − exp

[
−4πN0(vt)3

3

]
(25)

where �h′
f represents the heats of fusion per unit volume (�hf = �hfρc).

Modifications of Eq. (25) have been derived for other growth situations,
but are not reliable, or not sound mathematically. Similarly, non-isothermal
kinetics analyses are rather uncertain unless they are supported by structural
data and isothermal thermal analysis. If the latter is available, however, non-
isothermal data are not needed, except, perhaps, for quality control.

Figure 4.69 illustrates the very complicated case of crystallisation of
PEcoO also known as linear-low-density polyethylene. More details about
the annealing and the fraction of reversible melting and crystallizing of this
polymer are discussed in Sections 4.4 and 5 [24,29]. An initial analysis
by standard DSC shows a sharp, largely irreversible crystallisation peak,
followed by a broad, even larger secondary crystallization, which reaches

Figure 4.69. Crystallisation of PEcoO as measured by DSC and MTDSC in comparison to
melting and data bank information on the two heat capacities [75].
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all the way to the glass transition of polyethylene at about 237 K. The
crystallisation peak is mainly the primary crystallisation, at about 250 K.
However, it joins the reversing apparent heat capacity. The reversing heat
capacity starts at the irreversible DSC peak as secondary crystallisation. It
stays always above the heat capacity of the liquid and indicates a broad crys-
tallisation range, i.e. at all temperatures between the initial crystallisation
peak and the glass transition, crystallisation continues. A comparison with
the heating curves shows that the total heat and reversing heat flows stay the
same up to 310 K, and then the total heat flow is only a little larger than
the reversing one. Such traces need special techniques to be separated into
the six possible thermal effects identified in Section 2.5, and analysed in
terms of the kinetics of primary and secondary crystallisation, a task only
possible by MTDSC, as is shown in Section 4.4.

4.3.6 Mesophase Transitions
Figure 4.70 addresses the question of disordering of mesophase polymers
[76]. An example of MTDSC of a liquid crystal and a condis crystal is shown.
The analysis of low molar mass liquid crystals was discussed in Figures
4.42–4.44 as an example of a sharp, reversible transition and of low latent
heat of transition of a sample of low thermal conductivity (Section 4.1).
The liquid crystal-forming polymer has a much broader isotropisation

Figure 4.70. Analysis of the isotropisation/ordering transition of two mesophase polymers
[54]. [A] The reversible liquid crystal DHMS-7,9 and [B] the irreversible condis crystals of

PEIM-12.
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temperature range, but a similarly low heat of transition and thermal conduc-
tivity. The sample is a polyether, synthesized by coupling 4,4′-dihydroxy-α-
methylstilbene (DHMS) with a 1:1 molar mixture of 1,7-dibromoheptane
and 1,9-dibromononane. The name of this random copolymer is abbreviated
to DHMS-7,9. It forms a nematic liquid crystalline phase between 400 and
470 K. The molecular structures of the two repeating units have the follow-
ing formula with n = 7 and 9:

The condis crystal forming polymer is poly(4,4′-phthaloimidobenzoyl-
dodecamethyleneoxycarbonyl) (PEIM-12) with the following repeating
unit:

Because of the broad isotropisation transition, the DHMS-7,9 has, in
contrast to the low molar mass liquid crystal, no sizeable instrument lag. All
analysis methods yield the same transition peak, indicating a fully reversible
transition. The condis crystal, in contrast, is fully irreversible, as can be seen
by comparing the transition in the total apparent heat capacity from standard
DSC, and the missing transition in the quasi-isothermal MTDSC data. On
cooling, the transition shows a supercooling of 27 K, and the reversing
components of the MTDSC with underlying heating rate, as well as the
quasi-isothermal experiments, have practically no contribution from the
latent heat.

4.3.7 Analysis by MTDSC Kinetics of Transitions with a Latent Heat
Continuing with the discussion of the isotropisation of PEIM-12 from the
last paragraph, one notices that the MTDSC with an underlying heating rate
approaches, at low frequency, the DSC result for the liquid crystal. Such
changes may be due to difficulties of deconvolution if too few modulation
cycles cover the transition (see Figures 4.30–4.35) or due to changes in the
irreversible isotropisation rate with temperature. In the last case, one should
be able to derive the kinetics from the frequency dependence of the MTDSC
data. A simple model for the analysis of such changes of contribution
of irreversible melting and crystallisation to the reversing apparent heat
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capacity on heating has been developed by Toda and has been applied to
the irreversible melting of crystals of polyethylene and PET [56]. The de-
velopment or loss of crystallinity is assumed to be directly proportional to
the crystal growth or melting rate v , multiplied with the total area of the
growth surface, Etotal. This should be true at any instant, independent of the
crystal morphology. The heat-flow rate is then:

dQtransition

dt
= Q̇transition = �h′

fv
∑
total

(26)

where �h′
f is the heat of fusion per unit volume and v is the temperature-

dependent linear crystal growth or melting rate (see Figure 4.45). The area
of the growth faces, �total, on the other hand, does not change significantly
during the chosen small modulation amplitudes. As a result, one can write
for the temperature dependence of the latent heat flow rate:

∂ Q̇transition

∂T
= �h′

f

∑
total

dv(Ts)

dT
(27)

Combining Eqs. (26) and (27) and substituting the phase angle, H , corrected
for instrument changes, as outlined below, then results in

d ln v(Ts)

dT
= ∂ Q̇/∂T

Q̇
= −ωACp sin ς

Q̇
(28)

The phase angle ς is derived from the phase shifts ε − δ of the sample tem-
perature Ts and the temperature difference �. The phase lags are measured
relative to the phase of the reference. In order to find the lag due to the
sample only, one must subtract ε − δ0, the interpolated value measured for
the reversible baseline:

ς ≡ (ε − δ) − (ε − δ0) (29)

During the derivation that led to Eq. (11) [31], it was also found that:

cos(ε − δ) = K A�

ATsω(Cs − Cr)
(30)

These relationships allow the evaluation of Eq. (28) by finding (ε − δ) for
the transition range of interest and subtraction of the appropriate reversible
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Figure 4.71. Reversing and total heat flow rates of PEIM-12 to show the ordering from the
melt to the condis crystals.

baseline (by extrapolation from reversible segments of the baseline of the
solid and liquid at lower and higher temperatures, respectively).

The ordering of PEIM-12 can be used as an example of the application
of Eq. (28). Figure 4.71 illustrates the heat-flow rate response of the liq-
uid PEIM-12 on cooling through the transition region to the condis phase
(ordering). Figure 4.72 illustrates the rather small transition peak obtained
for the three chosen frequencies after calculation of the apparent reversing

Figure 4.72. Reversing apparent heat capacity and phase lag on ordering of PEIM-12.
Evaluation of the data in Figure 4.71 with Eqs. (11) and (30).
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Figure 4.73. Change of the logarithm of the linear growth rate of the condis crystals of
PEIM-12 with temperature. Evaluation of the data in Figure 4.71 with Eq. (28). The thin line

represents a superimposed ordering peak by standard DSC, for reference.

heat capacity using Eq. (11). Finally, Figure 4.73 displays the results for
the condis-crystal growth rate. Only in the centre of the transition peak,
from 407 to 412 K, the phase lags are sufficiently large to yield a credible
result of identical, slowly decreasing values for all three frequencies. More
details can be found in the papers on crystallisation of polymers [55,56],
but the interpretations must always take into account the possible crystal
improvements during analysis.

4.3.8 Summary
In Section 4.3, it is shown with Figure 4.55 that the heat of fusion and
its calibration to 100% crystallinity can be best accomplished by standard
DSC, but the baseline is best checked or established by MTDSC. A well-
established baseline of heat flow rate of the liquid is sufficient if the temper-
ature dependence of the heat capacity is known (see Figures 4.23, 4.25 and
4.57). A detailed, simple description of the kinetics of the glass transition
of semicrystalline samples is illustrated in the example of PET (Figures
4.58–4.60). Both frequency of measurement and the existing crystallinity
affect the appearance of the glass transition as can be seen from the data in
Table 4.1.

It is shown that the first harmonic is only an approximate measure of the
reversing apparent heat capacity. There are higher harmonics and constant
contributions that are not properly assessed. Model calculations by numer-
ical integration can lead to a full evaluation, so that the reversing heat flow
rate in the glass transition region can be used to extract the basic kinetic
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parameters (when free of instrument lags), which in turn can be used to
describe properly the sample response, as shown in Figures 4.61–4.63.

Finally, the present limits are traced to an incomplete understanding of
the co-operative nature of the glass transition. This result was already seen
in the analysis of the enthalpy relaxation by standard DSC [77] (see also
Figures 4.64–4.66).

The measurement of the kinetics of transitions with a latent heat, such
as crystallisation and ordering or melting and isotropisation, is briefly re-
viewed for the case of standard DSC (Figures 4.67 and 4.68). The major
problem of separation of the six different caloric effects that can contribute
in the temperature region between the glass transition and melting point,
introduced in Section 2.5, is illustrated with linear low-density polyethylene
(Figure 4.69) and appears to varying degrees in the melting ranges of all
polymers analysed. The secondary crystallisation, various annealing effects
and contributions of reversible transitions must, thus, be removed first as
discussed in the earlier-mentioned sections.

Mesophase transitions may be good examples of transitions that have
only minor lag problems for their analysis with MTDSC. Examples are
given in Figures 4.70–4.73, including the quantitative assessment of the
kinetics using the method of Toda.

4.4 DETERMINATION OF ANNEALING
AND REORGANISATION

The annealing and reorganization, as shown in Figures 4.7 and 4.10, was
derived from classical calorimetry and structure analysis [3,6]. It has seen
progress by the introduction of MTDSC [1]. Even qualitative analysis can
identify overlapping exotherms and endotherms, but the quantitative anal-
ysis is still lacking for most of the polymers.

Especially, puzzling proved a reversing contribution to the apparent heat
capacity that remains even after prolonged quasi-isothermal analysis for
almost all polymers that have been analysed to date [78]. After removing
all instrument effects, there remains an apparent, reversible heat capacity
that is larger than the vibrational and large-amplitude contributions to the
reversible heat capacity [effects (1) and (2) of Section 2.5] and also cannot
be connected with the irreversible, primary crystallisation [effect (6) of
Section 2.5, see Figure 4.45]. In a unique mixture, secondary crystallisation
and crystal perfection [which lead to “annealing peaks” at higher than the
crystallisation or annealing temperature, effects (4) and (5) of Section 2.5]
are interwoven with some truly reversible melting. Local equilibria are the
reason for this reversible melting, which is similar in its appearance to
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the melting of low molar mass paraffins [effect (3) of Section 2.5, see
Figure 4.45]. In this section, an attempt is made to separate and discuss the
effects (5) and (4) from the effect (3), which will be discussed in Section 4.5.

4.4.1 Annealing of PET
Poly(ethylene terephthalate) was the first polymer analysed with quasi-
isothermal MTDSC, as displayed in Figure 4.50. Even this qualitative figure
shows that the higher melting range of the quasi-isothermal analysis must
have its origin in the annealing which occurred in the protracted analysis
time. This time dependence was further analysed by extending the time of
quasi-isothermal analysis from the common 20 min to 6 h, as illustrated in
Figure 4.74.

The apparent reversing heat capacity shows two distinct kinetic processes
of almost equal magnitude, but with time-scales differing by a factor of about
10. The data fit a double-logarithmic function and can be extrapolated to
infinite time. Figure 4.75 reveals that this extrapolation reduces the apparent
heat capacity to the reversible heat capacity of a semicrystalline polymer of
about 15% crystallinity, �, but not the 35% crystallinity that was still present
after the experiment. This difference in heat capacity must be a reversible
latent heat.

A more detailed analysis needs first to clarify that the changes in the
sample were not enhanced or even caused by the modulation itself. For
this purpose, PET was analysed with three different calorimeters using var-
ious methods of modulation control and control, and experiments were
performed with different lengths of modulation-free annealing. Figure 4.76

Figure 4.74. Extended quasi-isothermal MTDSC of PET in the melting range. Sample as in
Figure 4.50 [79].
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Figure 4.75. Quasi-isothermal MTDSC of PET as in Figure 4.50 with one set of long-term
modulation experiments at 522 K.

shows the data from a sinusoidally modulated power-compensated DSC
[80]. No differences could be observed over the whole modulation time,
proving that the annealing was not influenced significantly by the modu-
lation itself. The change in the nature of the polymer after several quasi-
isothermal runs was analysed by quenching after the run and analysis by
standard DSC, as illustrated in Figure 4.77. As expected, the standard DSC
traces reveal typical annealing peaks about 10–15 K above the analysis tem-
peratures. Such annealing of semicrystalline polymers, in general, is well
known from standard DSC [6], but the MTDSC permits a more quantitative
analysis.

Figure 4.76. Extended quasi-isothermal MTDSC of PET in the melting range, similar to Figure
4.74, but with a different calorimeter. At 573 K, the sample is melted, and at 513 K, it is in the
melting range. For the five experiments at 513 K, the modulations were started at times [A]–[E].
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Figure 4.77. Standard DSC of PET after 20 min quasi-isothermal runs at the indicated
temperatures. Before the DSC experiment, the samples were quenched to 250 K. Runs without

quenching before analysis were almost identical to the traces shown here [79].

Inspection of the Lissajous figures of the analyses show a quick achieve-
ment of steady-state ellipses, so that the step-wise annealing does not seem
to involve melting and recrystallisation, as is seen on single-step annealing
[81], but a continuous, irreversible crystal perfection. The decreasing signal
shows, furthermore, that there are some of the contributing latent heat sites
lost as the experiment proceeds. This could be caused by either occasion-
ally more perfect crystallisation, which would remove the site from melting
in the next cycle, or it would lead occasionally to complete melting of a
molecule, which then would need to undergo new molecular nucleation and
require a supercooling beyond the modulation range. For PET, the precision
of the modulation was insufficient to distinguish between excess exotherms
or endotherms as a function of time. Note that both of these deviations give
rise to a positive excess reversing heat capacity in plots such as Figures
4.74 and 4.76. Only a direct analysis in the time domain can resolve this
question.

4.4.2 Annealing of PTT
Poly(trimethylene terephthalate) has similarly been analysed for long-term
annealing. The quasi-isothermal MTDSC of the original sample is seen
in Figure 4.56. Figure 4.78 shows the reduction of the apparent reversing
heat-capacity amplitude with time and the extrapolated reversible appa-
rent heat capacity. Again, a sizeable latent heat is contributed to the re-
versible heat capacity, and the annealing effect stretches over several hours.
Figure 4.79 illustrates the heat flow rate in the time domain. After the initial
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Figure 4.78. Quasi-isothermal MTDSC of PTT as in Figure 4.56 with three sets of long-term
modulation experiments [51].

approach to steady state of the calorimeter, the modulation curves and the
Lissajous figures are again close to symmetric. The ultimate approach to a
constant ellipse seems to be more gradual on the endothermic side. If this
bears out after more precise experiments, the occasional complete melting
of polymer molecules would be the predominant reason for the slow kinetics
of annealing.

Similarly, the fast process seems to be coupled to melting. This again
indicates that the major annealing is an irreversible process that shows up

Figure 4.79. Reversing heat flow rate and Lissajous figure of the quasi-isothermal analysis at
481 K of Figure 4.78.
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Figure 4.80. Apparent heat capacity measured by DSC and MTDSC for PEO35000
crystallised by cooling from the melt at 10 K min−1. The solid curve was obtained by DSC at
10 K min−1, and the open circles represent the apparent reversing heat capacity, obtained by a

series of quasi-isothermal experiments [52].

mainly in the total heat flow rate, so that both total and reversing heat-flow
rates should be studied simultaneously.

4.4.3 Annealing and Reversible Recrystallisation in Low
Molar Mass PEO

Poly(ethylene oxide) of high molar mass behaves similarly to the PET and
PTT and other polymers analysed, although special effects are seen for many
analysed polymers [78,82]. Figure 4.80 represents an example of PEO of
a molar mass of 35,000 Da. As before, at low temperature, standard DSC
and quasi-isothermal MTDSC give the same result. Most of the melting
is irreversible and shows only in the total apparent heat capacity. A small
amount, however, is reversing. The irreversible melting occurs at a temper-
ature expected for 4 folds per molecule [52].

The behaviour of the PEO with lower molar mass is different. The sample
with molar mass 5000 Da, PEO5000, shows very little reversing melting.
Figure 4.81 represents a magnification of quasi-isothermal MTDSC in the
melting region of POE5000 Da that is compared to the standard DSC in
Figure 4.47. The reversible melting peak at 333.7 K is very small, but the
heat capacity still has a considerable reversible latent heat contribution over
a wider temperature range. On subsequent cooling, there is a supercooling
of about 20 K, as expected from the crystal growth-rate data in Figure 4.5.
The subsequent reheating repeats the first heating. The melting temperature
agrees mainly with that of the extended chain crystals [57,58].
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Figure 4.81. Enlarged part of the apparent reversing heat capacity of PEO5000 in the melting
range. For the full trace of the initial sample, see Figure 4.47. This was followed by a

quasi-isothermal set of runs at decreasing temperatures and completed by a third set of runs at
increasing temperatures as for the first.

The oligomer PEO1500 of about 1500 molar mass, when quenched,
shows a small reversing contribution as depicted in Figure 4.82, but it oc-
curs at the low temperature side of the standard DSC curve, in contrast
to the POE35000 in Figure 4.80. Molecules of such small molar mass are
only about 10 nm long. A detailed analysis of the melting range under
quasi-isothermal conditions is given in Figure 4.83. A rather large reversing

Figure 4.82. Apparent heat capacity measured by DSC and MTDSC for PEO1500 crystallised
after quick cooling to 300 K. The solid curve was obtained by DSC at 10 K min−1, and the

open circles represent the apparent reversing heat capacity obtained by quasi-isothermal
experiments [52].
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Figure 4.83. Enlarged part of the apparent reversing heat capacity of PEO1500 in the melting
range. For the full initial trace, see Figure 4.82. This was followed by a quasi-isothermal set of
runs at decreasing temperatures and completed by a third set of runs at increasing temperatures

as for the first.

melting peak is produced by quenching, while on slow cooling, as carried
out on the quasi-isothermal cooling experiment, the melting peak is even
smaller than for PEO5000. In addition, the supercooling has decreased to
about 4 K. As before, the apparent heat capacity reaches the expected value
for 93.8% crystallinity only at much lower temperature. To clarify the nature
of the reversing heat flow rate in the melting region of the quenched sample,
a series of quasi-isothermal experiments was made throughout the melt-
ing range and is summarised in Figure 4.84. Each series of runs was made
on a sample newly quenched from the melt to T0, the base temperature of
the quasi-isothermal experiments. In addition, parallel standard DSC traces
were done on a similarly treated sample at the beginning of each series of
experiments and at the end of all experiments at 315.6 K, close to the peak
in Figure 4.83. The interpretation of the data is as follows. At 305.6 K,
close to the melting temperature of crystals of once-folded chains, the crys-
tallisation was practically complete and the apparent heat capacity is only
a little below that of the liquid, represented by the dashed line. At 319.6 K,
no crystallisation occurred, and modulation up to ±3 K also does not pro-
duce any crystallisation. The equilibrium melting temperature of POM1500
is 322.3 K, and Figure 4.83 indicated first crystallisation at about 316 K.
At 310.6 K, the initial crystallinity is somewhat less, but with increasing
modulation amplitude, a larger latent heat contribution can be seen. This
effect increases for the experiments at 313.6 and 315.6 K. In the last case,
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Figure 4.84. Apparent heat capacity measured by quasi-isothermal MTDSC for PEO1500 with
successively higher modulation amplitudes, crystallised after quick cooling to the indicated

first analysis temperatures. The indicated crystallinities were obtained by parallel experiments
with standard DSC on identically treated samples measured at 10 K min−1. Successive data are

displaced upwards by the listed amounts [52].

the crystallinity had developed during the quenching to 22% only, but in-
creased by the end of the first 20 min run to 65.9% (fully irreversibly since
no reversing heat capacity is seen). In fact, there is a small decrease in heat
capacity, which is an indication of an increase in crystallinity. This trend
continues in the second run, but changes drastically with the subsequent
runs, where now a sizeable increase in the apparent reversing heat capacity
occurs with little further increase in the crystallinity. The Lissajous curves
for the data at 315.6 K are drawn in Figure 4.85 and show the reversing
part of the crystallisation and melting. The curves with an amplitude of 2 K
are shown in Figure 4.86 as a function of time. The modulated heat flow
rates are not sinusoidal, and by subtracting the also-drawn curve for 319.6 K
after adjustment to the proper phase as a reference free of transitions, one
can compare the lightly shaded melting areas to the heavily shaded crys-
tallisation areas. The two transitions are separated by a region of approach
to steady state, in contrast to the data gained on indium (see Figure 4.40).
The total transition involves a crystallinity of about 10%. Following the
endotherms and exotherms in Figure 4.85, one can see that the crystals
that exist for a shorter time before reaching the melting point are poorer
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Figure 4.85. Lissajous figures of the runs at 315.6 K with different modulation-temperature
amplitudes, as seen in Figure 4.84, showing melting and crystallisation at the larger amplitudes.

and melt at lower temperature. To explain the melting and crystallisation,
one can assume that the poorer crystals can, for the case of the low molar
mass oligomers, bridge the molecular nucleation gap in Figure 4.5, as indi-
cated by the temperature scale. It is thus possible by combining DSC and
MTDSC to study the annealing and separate it from the reversible melting.
It is expected that much more details can be gathered in the future by using

Figure 4.86. Heat flow rate in the time domain for PEO1500 at 315.4 K with an amplitude of
2.0 K as shown in Figures 4.84 and 4.85. The heavy line results on subtracting the

lag-corrected liquid heat flow rate curve (at 319.6 K). The lightly shaded areas indicate the heat
of fusion, and the densely shaded areas indicate the heat of crystallisation.



304 B. Wunderlich

Figure 4.87. Crystallisation of PEcoO as measured by standard DSC in comparison to the data
bank information on the heat capacities [24]. See also the more extensive data on sample no. 2

of this series in Figure 4.69.

different modulation profiles with enclosed isotherms and linear ramps of
appropriate lengths (see Figures 4.26 and 4.27).

4.4.4 Annealing in PEcoO
Poly(ethylene-co-octene-1) is shown in Figure 4.69 of Section 4.3 as an ex-
ample for the complicated kinetics of crystallisation of many polymers. Fig-
ure 4.87 illustrates how the broad second step of crystallisation that follows
the initial, irreversible crystallisation peak increases in relative magnitude
when the concentration of non-crystallisable comonomer increases. The
comparison of DSC and simple MTDSC traces in Figure 4.69 allowed the
qualitative identification of the irreversible crystallisation peak, common
in polymers, as effect (6) of Section 2.5. The broad exotherm on cooling,
which becomes increasingly more reversing as temperature decreases, is
more difficult to identify. It is a superposition of secondary crystallisation,
annealing and reversing crystallisation and melting [effects (5), (4) and (3)
of Section 2.3], which naturally must be separated from the reversible heat
capacity of the baseline [effects (2) and (1)]. The latter two effects are in-
dicated by the glass, crystal and melt heat capacities marked in Figures
4.69 and 4.87. To analyse, a number of thermal analysis techniques must
be applied to separate the effects. The PEcoO is a good example for such
analysis because it has similar fractions of all effects.

The experiments to find the annealing effect are displayed in Figure
4.88. They involved stopping the standard DSC cooling trace at a given
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Figure 4.88. Standard DSC cooling scans of sample no. 2 of PEcoO of Figure 4.87 after
annealing at 299 K for times between 2.5 and 5260 min. The trace at 0 min leads to an identical

apparent heat capacity as displayed in the cooling trace of Figure 4.69. The vertical line
indicates the point of the analysis of the annealed samples when steady state is reached by the

calorimeter for the subsequent cooling.

temperature (299 K) for different lengths of time to affect annealing, and
then continue the cooling trace. Note that the increasing heat flow rate on
cooling corresponds to the decreasing apparent heat capacity in Figure 4.69,
i.e. after annealing, the apparent heat capacity has decreased considerably,
but regains its high value by cooling to about 280 K. Figure 4.89 shows

Figure 4.89. Apparent heat capacity by standard DSC on cooling of four PEcoO samples of
density 0.870 Mg m−3. The thin line represents the cooling trace of sample no. 2 in Figure 4.87.
The other three are taken after annealing for more than 5000 min at the indicated temperatures.
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the apparent heat capacities after annealing for over 5000 min at three dif-
ferent, marked temperatures. After this length-of-time, no further changes
are expected. Much, but not all, of the latent heat has been removed by the
annealing, but only for a short temperature range. Annealing at one tem-
perature affects only the crystals growing over a narrow temperature range,
so that the material crystallizing at lower temperature without annealing is
unchanged.

These observations are supported by the picture developed by Flory
[83] of initial copolymer crystallisation, which suggests that the uninter-
rupted sequences of crystallizable ethylene units of varying length crys-
tallise in sequence of their decreasing equilibrium melting temperatures.
The kinetic path leads initially to larger crystals, limited in size by the oc-
currence of copolymer units and the limited time available to fractionate
the long sequences. The system becomes, thus, metastable before equi-
librium is reached, and the subsequent secondary crystallisation is hin-
dered by the network of the larger, primary crystals [84–86]. Both the
primary and secondary crystals are, thus, not in equilibrium and able to
anneal.

At the temperatures chosen for annealing in Figure 4.89, the primary
crystals remain unchanged, as is shown in Figure 4.90 which is a super-
position of melting traces for the samples that were made by annealing, as
illustrated in Figure 4.88. Clearly, the annealing has transported the crystals

Figure 4.90. Standard DSC heating scans of sample no. 2 of PEcoO of Figure 4.87 after
annealing at 299 K for 2.5–5260 min followed by further cooling to low temperature. The trace

at 0 min (without minimum and maximum) leads to an identical apparent heat capacity as
displayed in the heating trace of Figure 4.69. The arrow indicates a small endotherm, not

compensated by a minimum at 299 K.



The Application of MTDSC to Polymer Melting 307

Figure 4.91. Heat flow rate and contour lines (slightly displaced for clarity) of sample no. 2 of
PEcoO of Figure 4.87 on quasi-isothermal MTDSC as a function of time at 299 K.

that should have melted at about 299–312 K in an annealing peak. This
annealing peak overcompensates the decrease in melting about the anneal-
ing peak. During the annealing for 500–1000 min, the crystallinity of the
samples of Figure 4.89 increases by 1–5%. In addition, the arrow in Figure
4.90 points at a small melting endotherm not compensated by a minimum at
the annealing temperature that points at continued secondary crystallisation
at the beginning of the annealing.

Further analysis is possible by applying MTDSC to the analysis of the
annealing kinetics. Figure 4.91 is a record of the heat flow rate in the time do-
main for the first 100 minutes of annealing. The envelopes, slightly displaced
for clarity, show that the exotherm is initially larger than the corresponding
endotherm, i.e. the initial process is not fully reversing, but involves also
continuing secondary crystallisation. As time continues, the modulation be-
comes almost symmetrical, but with decreasing amplitude, describing the
annealing of the sample, as seen by the moving of low sample melting in the
vicinity of the annealing temperature into the annealing peak, with a slight
increase of crystallinity. Figure 4.92 illustrates the uncorrected reversing
specific heat capacity calculated from the MTDSC data. Clearly, two pro-
cesses are separated by the double-exponential fit. As before for PET in
Figure 4.74, a fully reversible contribution can be extrapolated, to be dis-
cussed in Section 4.5. The main processes, however, remain the secondary
crystallisation and the annealing, documented by the standard DSC trace.
The changes of the apparent total heat capacity with time both by standard
DSC of Figure 4.89 and by MTDSC of Figure 4.92 yield relaxation times
of about 5 and 100 min for the two processes at 299 K.
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Figure 4.92. Fit of the apparent, reversing specific heat capacity generated from Figure 4.91
with a single- and a double-exponential function (thin and thick curves, respectively). The

range of relaxation times refers to the different annealing temperatures shown in Figure 4.89
and refers to data gained from standard DSC and MTDSC.

4.4.5 Summary
The annealing effect predominates the thermal analysis of semicrystalline
polymers between the glass and melting transitions. The thermodynamic
driving force for the processes is given schematically in Figures 4.7 and
4.10, and the listing of the effects to be observed with their degree of re-
versibility is given in Section 2.5. In Section 4.4, the separation of annealing
from secondary crystallisation and truly reversible melting is discussed. The
examples of PET and PTT illustrate mainly the irreversible and partially re-
versing contributions to the annealing, and their separation from instrument
lags and the small reversible effect to be discussed in Section 4.5 (Figures
4.74–4.79). Poly(oxyethylene) is treated as an example for the changes that
occur when the chain length of the molecules gets reduced to the oligomer
length (see Figure 4.5). Apparent heat capacities when compared with the
true heat capacities (Figures 4.47 and 4.80–4.84) and the shape of Lissajous
figures and time-domain heat-flow rates (Figures 4.85 and 4.86) gained
by quasi-isothermal MTDSC allow a detailed description of the different
thermodynamic perfection. Finally, PEcoO copolymers give an example of
ultimate analysis of annealing and prove the special value of parallel stan-
dard DSC and MTDSC (Figures 4.87–4.92). Of even greater value for full
characterisation is the simultaneous analysis of the structure of the sample
by X-ray diffraction, electron, light and atomic force microscopies and solid-
state NMR, as it is possible today for a full thermal analysis of materials
[1].
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4.5 REVERSIBLE MELTING

The reversible melting of a small portion of polymer crystals is one of
the most important new observations of thermal analysis by TMDSC. For
the main part of the polymers, crystallisation and melting of a sufficiently
high molar mass is thermodynamically irreversible due to three reasons. A.
The chain-folded crystal morphology causes non-equilibrium crystals (see
Figure 4.7). B. As for most liquids, there is a need for nucleation of a crystal
before it can grow (see Figure 4.68). C. Each macromolecule additionally
needs to undergo molecular nucleation before it can add to a crystal (see
Figure 4.6). As a result, at a given temperature, crystal and melt do not
coexist in dynamic equilibrium [5].

Because of this thermodynamic irreversibility, it was expected that poly-
mer crystallisation and melting show only a response in the non-reversing
part of the modulated heat flow rate as is approximated by PEO in Figure
4.80. Exceptions were found when the amplitude of the temperature modu-
lation is sufficiently large to bridge the region of metastability of the poly-
mer melt due to nucleation. As indicated in Figures 4.5, 4.85 and 4.86, this
became possible for oligomers with a smaller temperature range of metasta-
bility in Figure 4.5 and was helped by the initial growth of defect crystals.
Furthermore, MTDSC may show erroneous reversing contributions due to
distortions of the modulation caused by annealing, irreversible melting pro-
cesses and accidental components of frequency ω in abrupt changes in the
total heat flow rate, as indicated by Figures 4.30 and 4.31. These errors can
be avoided by using quasi-isothermal analyses and waiting sufficiently to
complete irreversible processes, as illustrated in Figure 4.91. The remaining
reversible apparent heat capacity can then be compared with extrapolations
from outside the transition region.

Truly reversible processes have been quantified for melt-crystallised PET
and PTT in their melting regions, where the crystallinity changes by about
0.05% per Kelvin (see Figures 4.74–4.76 and 4.78, respectively). Further,
polymers analysed in the laboratory of Schick are poly-ε-caprolactone, crys-
tallised isothermally at 328 K with a reversible crystallinity change of about
0.1% per Kelvin [87], and poly(ether ether ketone) at 600 K, with a reversible
crystallinity change of <0.25% per Kelvin [88]. Finally, the data for PEcoO-
1 show reversible contributions in the entire temperature range between the
onset of crystallisation during cooling and the glass transition. Figure 4.93
shows data which have been corrected for the frequency dependence as
exemplified for the liquid at 374 K in Figures 4.18–4.20. The reversible
crystallinity change per Kelvin is about 0.1% at 299 K (see Figure 4.92)
and stretches over a temperature range of about 100 K at varying, but similar
levels (see Figure 4.69).
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Figure 4.93. Apparent reversing specific heat capacity of PEcoO as a function of time at 299
and 393 K. The sample is in the melting region at 299 K and liquid at 393 K. The data (�) are

corrected for the frequency of analysis as shown in Figures 4.18–4.20.

The temperature range of crystallisation and melting of the here-analysed
PEcoO lies between the glass transition and the initial crystallisation or fi-
nal melting temperatures. Such a broad range of transition for polyethylene
was first documented almost 40 years ago [89]. Reversible changes in crys-
tallinity were first suggested by structure analysis. It may be possible that
the earlier-identified surface melting of lamellar crystals contributes to this
phenomenon, identified by small-angle X-ray scattering experiments [90–
93]. The degree of reversibility, measured in this case on linear polyethylene,
is also in the order of 0.1% per Kelvin (between 323 and 373 K) and is sim-
ilar to the reversibility measured on different polymer samples by MTDSC.
However, in these studies, the reversible event was caused by relatively per-
fect, lamellar crystals of highly crystalline samples (about 80%). In case of
the here-discussed PEcoO, the crystallinity is much lower, the temperature
range of reversible melting is much larger and lamellar crystals are not the
dominant morphology.

Figure 4.94 shows the reversing, apparent specific heat capacity as a
function of time for three different crystallisation conditions. As in Figures
4.92 and 4.93, extending the annealing time, the apparent specific heat ca-
pacity becomes truly reversible, but the difference between the samples is
maintained. The same copolymer reaches, thus, higher levels of reversible
heat capacity for poorer crystal morphology [29]. Similarly, higher levels of
copolymerisation cause poorer crystals and increase the reversible apparent
heat capacity as suggested in Figure 4.87 [24]. In all cases, the final state dis-
plays perfectly reversible apparent heat capacity, as is shown in Figure 4.95
by the Lissajous figures with widely varying modulation amplitudes. There
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Figure 4.94. Change of the apparent reversing heat capacity of PEcoO with time for samples
that were crystallised with different cooling rates at 299 K.

is no indication of a melting peak or region in the upper level of steady
state, and no crystallisation shows at the lower level of steady state of the
response of the sawtooth-modulated temperature.

The changes in apparent heat capacity with crystal perfection could be
caused by either or both of the following contributions: (a) a reduced heat
capacity and (b) a reduced latent heat contribution from a reversible crystalli-
sation and melting. Of the three reversible contributions discussed in Sec-
tion 2.5, the vibrational contribution (1) does not change significantly when
changing the structure or morphology of a sample and can be omitted from
the discussion (see Figure 4.1). Contribution (2), due to large-amplitude

Figure 4.95. Lissajous figures of PEcoO after annealing for more than 5000 min at 299 K
using the indicated amplitudes, proving full reversibility. Sample as in Figures 4.88–4.93.
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motion, would go in the right direction at the temperature of interest, 299 K.
The poorer crystallised sample shows an increase in the pseudo-hexagonal
phase [94], which has a higher heat capacity due to a larger gauche con-
centration. One would, however, not expect a specific heat capacity higher
than that of the liquid polyethylene of 2.20 J K−1 g−1. The apparent specific
heat capacities of quenched and samples cooled at 10 K min−1 are, in con-
trast, 2.50 and 2.44 J K−1 g−1, but even the quenched samples are far from
amorphous. Contributions (4)–(6) of Section 2.5 can also be excluded from
further consideration because of their supercooling which exceeds the typ-
ical temperature-modulation amplitudes as can be seen from Figures 4.69
and 4.90. Based on these considerations, we identify the latent heat contri-
bution (3) as the major cause of the increased reversible heat capacity.

Over a temperature range of 20 K, the quenched and 10 K min−1 cooled
samples with heat capacities of 2.50 and 2.44 J K−1 mol−1 would need
to change in reversible crystallinity by 2.0% and 1.6%, respectively, to
account for their high heat capacity. One should note, in addition, that when
calculating crystallinity, one usually uses the heat of fusion of orthorhombic
crystals. However, it is likely that the pseudo-hexagonal heat of fusion may
only have half the orthorhombic heat of fusion, doubling the crystallinity
change to 4.0% and 3.2%.

A remaining point of discussion is to propose the scenario for the growth
of a crystal morphology, which permits initially reversing and then re-
versible melting. Naturally, this involves a reasonable amount of speculation
and points toward further experimentation needed to prove the details and
give more quantitative information. Atomic force microscopy and micro-
calorimetry may be new tools that can pinpoint some of the morphological
and structural features [95,96]. We assume that on cooling, the PEcoO sets
up a network of mainly orthorhombic crystal lamellae, using the randomly
occurring long sequences of ethylene in the copolymer. This early stage of
crystallisation may be described as mentioned in Section 4.5 [84–86]. These
lamellae are linked rather quickly by amorphous defects [4] and set up a
metastable, global network of crystals. From Figure 4.87, one can guess that
this type of gelation is reached at 5% of crystallisation.

After the crystal network is set up, the amorphous defects can continue
locally to crystallise with very little or no long-distance diffusion. This sec-
ondary crystallisation shows the relaxation time of about 5 min in Figure
4.92 and is related to cold crystallisation, a crystallisation that is well known
for crystallisation of glassy polymers close to the glass transition tempera-
ture (see Section 4.1). In the PEcoO example, this secondary crystallisation
makes up more than 3/4 of the total crystallisation for the sample featured
in Figure 4.69. It can involve adding chain segments to existing crystal or
mesophase surfaces, or, at sufficiently low temperature, it may also involve
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separate crystallisation of CH2 sequences that are sufficiently long to have
reached their equilibrium melting temperature.

It is well known that, for polymers with side chains of sufficient length,
the side chain may be decoupled from the polymer backbone with four
to six flexible segments (CH2 or O groups, for example). The decou-
pled side chains can then crystallise at the equilibrium temperatures of the
corresponding small molecules [6]. One can assume that backbone chain
segments can similarly be decoupled between crystals. For a crystallisation
between 310 and 250 K, this would correspond to crystallisation of se-
quences of 20 to 10 CH2 groups. The fraction of crystallisable units of 10
or more methylene units in the analysed copolymer can be estimated from
the molar branch concentration as being 0.47 [= (1.000 − 0.073)10], which
is the proper order of magnitude for the observed maximum mesophase
crystallinity.

A similar estimate can be made for the crystallisation involving the
growth faces of the already existing crystals. In this case, we assume that
the attachment of the chains to the crystal precludes the need for molecular
nucleation (see Figure 4.6). Taking the data of Figure 4.93, the latent heat
contribution to the true heat capacity of the semicrystalline sample is about
0.28 J K−1 g−1 (the Cp of the melt is decreased by 0.06 J K−1 g−1 for the
existing 10% crystallinity). This latent heat involves a crystallinity change
of 0.28 J K−1 g−1 × 1.0 K × 14.03 g mol−1 × 100/4110 J mol−1 = 0.10%.
Assuming further that all of the about 10% existing crystals of the analysed
samples show such reversible crystallisation and melting on their surfaces
and that these crystals are isometric with a dimension of 5.0 nm, only ca.
1.5% of a monomolecularly occupied surface layer of 0.5 nm thickness need
be involved in the reversible melting and crystallisation to account for the
higher apparent heat capacity. If this were one single molecular segment on
each of the four growth faces of the assumed crystal, it would have a molar
mass of the proper magnitude to melt and crystallise at 299 K, namely 282 Da
(≈C20H40). Both estimates show that in such a poorly crystallised sample,
it is possible to have local equilibria that are not restricted by molecular
nucleation.

4.5.1 Summary
In the framework of the thermal effects enumerated in Section 2.5, the
increased reversible heat flow rate is due to the latent heat effect (3), which
may be caused by either isolated crystals, which crystallise and melt in a local
equilibrium set-up within the network of primary and secondary crystals
(5,6) after their rearrangement has ceased (4), or by reversible crystallisation
and melting on the lateral surface areas of the crystals (5,6).
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5 Recommendations

This chapter is concluded with a set of recommendations about the use
of MTDSC. This new technique is a still-growing extension of the well-
established standard DSC. The many examples in this chapter have shown
that in almost every instance, both standard DSC and MTDSC in their vari-
ous modes of operation are necessary to analyse fully the material problem
on hand.

The analysis with any unknown sample should start with a trial run using
standard DSC, going to the maximum temperature of interest to check if
the sample pan stays closed and retains the sample. At high temperatures,
many polymers become sufficiently fluid to creep out of the sealed pan or
decompose and burst the pan. In this case, a lengthy and difficult cleaning
of the DSC head may become necessary, which often reduces the precision
of future runs and always requires a full new calibration. It is best to have
an old DSC handy for the “dirty” run. This stability test can also be done
in a standard oven filled with a nitrogen atmosphere.

The stability test is followed with a higher precision standard DSC runs
of the delivered sample on heating, followed by measurement on cooling at
a convenient rate to set a constant thermal history for comparison to other
samples and completed with a second run on heating. If the first and second
heatings are largely different, it may be useful to perform a third and fourth
heating after identical cooling, to check on the repeatability of the thermal
history. Typical heating and cooling rates can be 10–20 K min−1 and sample
masses about 3–15 mg.

Next follows an attempt at a preliminary analysis starting with the iden-
tification of thermal events from high to low temperature. Decomposition
always terminates a heating run. It is often exothermic for oxidation re-
action or endothermic when accompanied by a mass loss, such as in de-
polymerisation with evaporation of the monomer. Since decomposition and
often also loss of water from moist samples opens or bursts a sealed pan,
catastrophically sharp peaks or a series of small sharp instabilities indi-
cate such events thermally. A check of the change in weight of the pan
and visual inspection of the sample after the run, which should always
be routine, will confirm any sample losses, melting and decomposition.
At lower temperature, one should find the melting endotherm (as well as
crystallisation exotherm on cooling). Even lower is the change in base-
line indicative of the glass transition: on heating, there may be possibly a
small enthalpy relaxation. After inspection of these preliminary results, a
decision should be made how much quantitative analysis by standard DSC
is necessary, and in which temperature regions is an MTDSC analysis of
value.
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In order of complexity, the quantitative analysis by standard DSC can
involve the following.
1) The determination of the onset, peak and end temperatures of the en-

dotherms and exotherms. (Needs only temperature calibration, best to
±0.1 K, if fully pre-calibrated with about five strategically spaced stan-
dards, and checked weekly with the melting of indium: the preliminary
run can be used for this determination.)

2) Measurement of heats of transition. (This can also be determined on the
preliminary run if the proper sample mass was chosen, a good baseline
was established and the area was calibrated with a standard melting
substance in the vicinity of the transition temperature of the unknown
sample. The calibration may change with temperature. Remember, also,
when comparing heats of transition for crystallisation and melting, that
heats of fusion change with temperature. If the mass in the preliminary
run was not ideal to give a proper area for precision measurement, the
mass and heating rate should be adjusted for highest precision in a second
analysis.)

3) The measurement of the change of the heat capacity at the glass transition
temperature. (This requires a mass of 10–30 mg, more than is used for
the analysis of melting and crystallisation.) The increase in heat capacity
after elimination of the enthalpy relaxation, i.e. between the solid and
liquid baselines, can be calibrated with a standard glass transition, such
as found in polystyrene.

4) For a complete analysis, a measurement of the heat capacity is necessary.
[Three consecutive runs must be made at maximum precision (10–30 mg
sample, 10–20 K min−1 heating or cooling rate).] The first is a run with
two identical empty pans to establish the heat-capacity baseline and cor-
rect for asymmetry. The second run is with the sample and the same
empty pan as before (with the sample pan also being matched to the one
in the baseline run). The third, a calibration run with sapphire (about 30–
60 mg). Outside the transition regions, this gives heat capacities that can
be analysed with the ATHAS system for deviation from the vibrational
heat capacity for the large amplitude motion which is coupled to the plas-
ticity of the material. (From outside of the transition extrapolations into
the transition region can be made to allow a quantitative interpretation
of the transition.)
Anywhere in this course of analysis with standard DSC, one will discover

transitions that should be studied further, or suspect multiple, overlapping
transitions of different nature, which could be separated and studied with
respect to their time dependence and reversibility with MTDSC, as described
in Section 4. For an initial separation of the different transitions or transition
effects, only the specific temperature ranges of interest need to be analysed.
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An initial test can be made, perhaps, with an underlying heating rate of
≤0.5 K, a sample mass of about 0.5–5 mg (the lesser value for higher heats
of transition) and a modulation amplitude of 0.5–1.5 K, coupled with a
modulation period of 60 s.

As soon as the need arises to study the time dependence in the glass
transition, it may be necessary to work on the quasi-isothermal analysis in
its temperature range in steps of, perhaps, 1 K (larger steps below and above
the actual transition). These measurements have to be made over as large a
frequency range as possible and then be analysed as shown in Section 4.2.
Similarly, heat capacities can be separated from non-reversing effects by
quasi-isothermal MTDSC or with an underlying heating rate as shown on
Section 4.2. Quasi-isothermal analyses are always necessary when there is
a suspicion of calorimeter lag which falsifies the data. Even, heat capacities
can be determined with much higher precision when analysed with quasi-
isothermal analysis with different frequencies, so that all losses not caused
by the modulation can be separated, and the contact resistances and the
thermal conductivity effects can be calibrated separately for every run.

To summarise, the initial work should be done by standard DSC. As soon
as this is completed, however, quality thermal analysis requires MTDSC in
its many applications as documented in this book. Any up-to-date thermal
analysis laboratory must, by now, be able to provide MTDSC measurements.
It can be performed by the commercially available software, but it is also
relatively easy to generate specific programs better suited for the problems
at hand.
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[36] G.W.H. Höhne, Thermochim. Acta, 330 (1999) 45.
[37] R. Androsch, J. Thermal Anal. Cal., 61 (2000) 75.
[38] Y.K. Kwon, R. Androsch, M. Pyda and B. Wunderlich, Thermochim. Acta, 367/368 (2001)

203.
[39] M. Pyda, Y.K. Kwon and B. Wunderlich, Thermochim. Acta, 367/368 (2001) 217.
[40] J. Pak and B. Wunderlich, Thermochim. Acta, 367/368 (2001) 229.
[41] A. Boller, M. Ribeiro and B. Wunderlich, J. Thermal Anal. Cal., 54 (1998) 545.
[42] U. Gaur, H.-C. Shu, A. Mehta, S.-F. Lau, B. Wunderlich, M. Varma-Nair and B. Wunderlich,

J. Phys. Chem. Ref. Data, 10 (1981) 89, 119, 1001, 1051; 11 (1982) 313, 1065; 12 (1983)
29, 65, 91; 20 (1991) 349.

[43] V.B.F. Mathot, Calorimetry and Thermal Analysis of Polymers, Hanser Publishers, New
York (1994).

[44] B. Wunderlich, B.M. Bodily and M.H. Kaplan, J. Appl. Phys., 35 (1964) 95.
[45] B. Wunderlich, R. Androsch, M. Pyda and Y.K. Kwon, Thermochim. Acta, 348 (2000) 181.
[46] M. Merzlyakow and C. Schick, Thermochim. Acta, 330 (1999) 55.
[47] B. Wunderlich, J. Thermal Anal., 48 (1997) 207.
[48] M.L. Di Lorenzo and B. Wunderlich, J. Thermal Anal. Cal., 57 (1999) 459.
[49] M. Reading, B.K. Hahn and B.S. Crowe, U.S. Patent 5,224,775 (1993).
[50] B. Wunderlich, J. Chem. Phys., 29 (1958) 1395.
[51] M. Pyda and B. Wunderlich, J. Polym. Sci., Part B: Polym. Phys., 38 (2000) 622.
[52] K. Ishikiriyama and B. Wunderlich, Macromolecules, 30 (1997) 4126; J. Polym. Sci., Part

B: Polym. Phys., 35 (1997) 1877.
[53] R. Androsch and B. Wunderlich, Thermochim. Acta, 369 (2001) 67.
[54] W. Chen, M. Dadmun, G. Zhang, A. Boller and B. Wunderlich, Thermochim. Acta, 324

(1998) 87.
[55] A. Toda, C. Tomita, M. Hikosaka and Y. Saruyama, Thermochim. Acta, 324 (1998) 95.
[56] A. Toda, T. Oda, M. Hikosaka and Y. Saruyama, Polymer, 38 (1997) 231, 1439, 2849.
[57] A.J. Kovacs, A. Gonthier and C. Straupe, J. Polym. Sci., Polym. Symp., 50 (1977) 283.
[58] A.J. Kovacs, C.J. Straupe and A. Gonthier, J. Polym. Sci., Polym. Symp., 59 (1980) 31.
[59] K. Ishikiriyama, A. Boller and B. Wunderlich, J. Thermal Anal., 50 (1997) 547.
[60] M. Varma-Nair and B. Wunderlich, J. Thermal Anal., 46 (1996) 879.
[61] A. Boller, Y. Jin and B. Wunderlich, J. Thermal Anal., 42 (1994) 307.
[62] K. Ishikiriyama, M. Pyda, G. Zhang, T. Forschner, J. Grebowicz and B. Wunderlich, J.

Macromol. Sci. Phys., B37 (1998) 27.
[63] I. Okazaki and B. Wunderlich, Macromolecules, 30 (1997) 1758.
[64] H. Suzuki, J. Grebowicz and B. Wunderlich, Br. Polym. J., 17 (1985) 1.
[65] M. Pyda, A. Boller, J. Grebowicz, H. Chuah, B.V. Lebedev and B. Wunderlich, J. Polym.

Sci., Part B: Polym. Phys., 36 (1998) 2499.
[66] B. Wunderlich and I. Okazaki, Temperature-Modulated Calorimetry of the Frequency De-

pendence of the Glass Transition of Poly(Ethylene Terephthalate) and Polystyrene. In: M.R.
Tant and A.J. Hill, Eds. Structure and Properties of Glassy Polymers, ACS Symposium
Series 710, Am. Chem. Soc., Washington, DC (1998) 103–116.

[67] I. Okazaki and B. Wunderlich, J. Polym. Sci., Part B: Polym. Phys., 34 (1996) 2941.
[68] S. Matsuoka, Relaxation Phenomena in Polymers, Hanser, Munich (1994).
[69] J.M. Hutchinson and S. Montserrat, Thermochim. Acta, 286 (1997) 263.
[70] J.M. Hutchinson and S. Montserrat, J. Thermal Anal., 47 (1996) 103.
[71] B. Wunderlich and I. Okazaki, J. Thermal Anal., 49 (1997) 57.
[72] L.C. Thomas, A. Boller, I. Okazaki and B. Wunderlich, Thermochim. Acta, 291 (1997) 85.



The Application of MTDSC to Polymer Melting 319

[73] A. Boller, C. Schick and B. Wunderlich, Thermochim. Acta, 266 (1995) 97.
[74] S.Z.D. Cheng, M.Y. Cao and B. Wunderlich, Macromolecules, 19 (1986) 1868.
[75] R. Androsch and B. Wunderlich, Proc. NATAS, 26 (1998) 469.
[76] W. Chen, A. Toda, I.-K. Moon and B. Wunderlich, J. Polym. Sci., Part B: Polym. Phys., 37

(1999) 1539.
[77] B. Wunderlich and D.M. Bodily, J. Polym. Sci., Part C, 6 (1964) 137.
[78] B. Wunderlich, Prog. Polym. Sci., 28 (2003) 383.
[79] I. Okazaki and B. Wunderlich, Macromol. Rapid Commun., 18 (1997) 313.
[80] C. Schick, M. Merzlyakov and B. Wunderlich, Polym. Bull., 40 (1998) 297.
[81] H.G. Zachmann and H.A. Stuart, Makromol. Chem., 52 (1960) 23.
[82] M. Merzlyakov, A. Wurm, M. Zorzut and C. Schick, J. Macromol. Sci. Phys., 38 (1999)

1045.
[83] P. Flory, Trans. Farad. Soc., 51 (1955) 848.
[84] H. Baur, Kolloid Z. Z. Polymere, 224 (1968) 36.
[85] H. Baur, Ber. Bunsenges., 71 (1967) 703.
[86] H. Baur, Kolloid Z. Z. Polymere, 203 (1965) 97.
[87] A. Wurm, M. Merzlyakow and C. Schick, J. Thermal Anal. Cal., 56 (1999) 1155.
[88] A. Wurm, M. Merzlyakow and C. Schick, Colloid Polym. Sci., 276 (1998) 289.
[89] B. Wunderlich, J. Polym. Sci., Part C, 1 (1963) 41.
[90] T. Albrecht and G. Strobl, Macromolecules, 28 (1995) 5827.
[91] Y. Tanabe, G.R. Strobl and E.W. Fischer, Polymer, 27 (1986) 1147.
[92] G.R. Strobl, M.J. Schneider and G. Voigt-Martin, J. Polym. Sci., Part B: Polym. Phys., 18

(1980) 1361.
[93] J.M. Schultz, E.W. Fischer, O. Schaumburg and H.A. Zachmann, J. Polym. Sci., Part B:

Polym. Phys., 18 (1980) 239.
[94] R. Androsch, J. Blackwell, S.N. Chvalun and B. Wunderlich, Macromolecules, 44 (1999)

3739.
[95] I. Moon, R. Androsch, W. Chen and B. Wunderlich, J. Thermal Anal. Cal., 59 (2000) 187.
[96] B. Wunderlich, Thermochim. Acta, 355 (2000) 43.



Index

abilities of characterization methods 162, 164
adiabatic calorimetry 270, 271, 274
ageing 38, 65, 87, 151, 195 see also annealing
amino resins 86
amorphous 4, 21, 34, 43, 44, 47–49, 68, 86,

103, 112, 127, 155, 173, 218, 219,
222, 228, 231–235, 258,271, 272,
275, 279–281, 287, 312

amorphous phase, definition 34, 218
amplitude xi, 3–6, 12, 14, 15, 24, 26, 45, 47,

51, 56, 58, 68, 70, 75, 83, 84, 94,
101, 103, 220, 227, 232, 239, 240,
242–244, 250–254, 256–258, 261,
277–281, 286, 291, 294, 297,
301–303, 307, 309–312, 315, 316

annealing 23–26, 28–36, 38, 54, 168, 169,
172, 173, 196–198, 200, 202, 228,
230, 232, 236, 237, 259, 260, 268,
271, 272, 284, 287, 288, 294–299,
303–311

annealing kinetics 307
apparent heat capacity 50, 51, 170, 171, 232,

233, 235, 247, 248, 257, 258,
265–268, 270–274, 276–278,
280–283, 286, 289–295, 297,
299–302, 305, 306, 308–311, 313

Arrhenius 13, 16, 19, 20, 26, 29, 30, 42, 59,
64, 67, 130, 132, 278, 280

asymmetry of the calorimeter 244, 269
asymmetric interdiffusion 185, 186, 190, 192

ATHAS data bank 219, 248, 276, 315
autocatalytic effect 284
autoacceleration 107
average density 189, 190
Avrami equation 288
azoxyanisole 262, 264, 265, 268

branching 98
breadth of the glass transition region 178

cage effect 109
calibration 1, 7–9, 11, 14, 15, 50, 51, 69–71,

73, 76–79, 102, 103, 105, 171, 172,
225, 240, 244, 246, 269, 286, 293,
314, 315

calibration constant 51, 102, 171, 172
chain

chain mobility 139
chain motion 86
chain segments 132, 136, 139, 140, 154,

233, 312, 313
chemical control 131, also kinetic control
chemically controlled 97, 116, 118, 130, 131,

134–136, 138, 139
chemical structure 141, 153, 154
chemorheology 86, 87
cold crystallization 21, 39, 45, 54, 259, 260,

268, 271, 272, 274, 276, 280,
312

complex sawtooth 244, 251, 270

321

M. Reading and D. Hourston (eds). Theory and Practice of Modulated Temperature Differential Scanning
Calorimetry, 321–328.
© 2006 Springer. Printed in the Netherlands.



322 Index

computation of crystallinity 247
condis crystal 232, 237, 289, 290, 292, 293
conformational motion 220, 232, 235, 277
conversion 16, 86, 87, 93, 94, 96–101,

106–109, 112, 114, 116, 118, 124,
125, 127, 129–133, 139, 140–147,
149, 151, 155, 206, 279

conversion rate 93, 96, 100, 129
cooling rate 24–27, 29, 30, 32, 38, 55, 224,

247, 281, 311, 314, 315
co–operative kinetics 235, 284
copolymer analysis 243
copolymerisation 92, 106, 124, 140, 310
core-shell latex 196–198, 200, 201
crosslink 94, 133, 154, 204, 205, 207

crosslink density 87, 115, 133, 143, 147,
151, 153, 154, 204

crystalline xii, 43, 44, 46–49, 55, 66, 68, 156,
173, 221, 222, 233, 235, 238, 248,
270, 275, 290, 310

crystallisation 8, 18, 19, 21, 22, 25, 27, 39,
42, 44, 45, 47, 54, 55, 66, 68, 156,
218, 219, 222, 224–228, 233–237,
245–249, 251, 252, 255–261, 263,
264, 267, 268, 271–274, 276, 280,
285–290, 293, 294, 297, 299,
301–304, 306–315

crystallisation kinetics 258, 272, 286, 288
crystal perfection 41, 232, 236, 252, 260,

261, 268, 287, 294, 297, 311
cure, experimental procedures 94
cure, experimental techniques 102
cure diagrams

time-temperature-transformation (TTT)
diagram 87, 145–148

continuous heating-transformation (CHT)
diagram 87, 145–147, 149,

cure paths 87, 93, 116, 147
isothermal 110, 147
non-isothermal 147
quasi-isothermal 127, 129, 134, 135, 137,

138, 142, 147, 150
combined cure paths 116

cure rate law 91, 94,129, 133, 139, 147
curing xii, 20, 83, 85, 86–89, 93, 97, 98, 99,

102, 103, 110, 115, 121, 132, 136,
139, 140, 145, 151, 153, 155

crystallinity 43, 46–49, 55, 68, 218, 222,
247–249, 262, 267, 272–277, 280,

286, 287, 291, 293, 295, 301, 302,
307, 309, 310, 312, 313

crystallization by standard DSC 245
crystallization kinetics 258, 272, 286, 288
crystallization of indium 224, 245, 264

Debye-Bueche neutron scattering 183
deconvolution xi, xii, 2, 4, 6, 9, 11, 12, 22, 39,

54, 55, 237, 239, 248, 252, 253,
258–260, 266, 282, 286, 290

comments 10
complete 9–11, 105, 259
simple 6, 7, 9, 10, 18, 20, 23, 44, 105

deconvolution problem 237, 258
degradation 115, 143, 151
degree of segregation 162
density 61, 66, 87, 115, 116, 133, 143, 147,

151, 153, 154, 163, 187, 189, 190,
204, 228, 235, 288, 294, 305

determination of crystallinity 275
determination of heat of fusion 246–248,

275
determination of kinetics 275
devitrification 23, 112, 114–116, 121, 134,

149, 151, 154, 155, 278
dielectric thermal analysis (DETA) 94, 95,

102
differential of heat capacity 164, 175
differential scanning calorimetry (DSC) 1, 2,

6, 13, 15, 20–23, 37, 41, 43, 49, 50,
54, 55, 63, 73, 79, 83–85, 95–100,
103, 104, 110, 141, 143, 154,
162–164, 166, 169, 170, 172, 173,
177, 179, 204, 211, 217–219, 224,
227, 230, 233, 237, 238, 240–242,
245–247, 249–252, 256, 257, 259,
260, 263, 265–267, 270–272,
274–277, 281, 286–290, 293, 294,
296, 297, 299–308, 314–316

diffuse interface 163, 184–187, 189, 211
diffusion

segmental diffusion 98, 154
translational diffusion 93, 154
diffusion coefficient 93, 98, 132, 140,

184–186, 189, 190, 192, 193, 196, 201
diffusion effects 87, 97, 133
diffusion factor 129, 130, 132, 134–137,

139, 155
diffusion limitations 129, 140



Index 323

diffusion control 93, 95, 97, 129, 131, 136,
138, 139, 141, 147, 155

diffusion-controlled 19, 87, 93, 98, 109,
114, 116, 118, 129, 131, 136, 140,
141, 143, 151, 153, 155

overall diffusion control 93, 94, 98, 131
specific diffusion control 93, 109

diffusion time 185–194
diglycidyl ether of bisphenol A (DGEBA)

102, 121, 125–127
disordering transition 232, 234, 236
dynamic mechanical analysis (DMA) 95,

112, 279
dynamic rheometry (viscometry) 84, 85, 94,

107, 139, 143, 147, 148, 150

Ehrenfest equation 178
elastic modulus 86, 93
elastomer 85
enthalpy 7, 20, 25, 27–31, 33–39, 4, 44, 46, 47,

49, 54, 61, 63–66, 87, 97, 98, 100,
101,112, 116, 118, 141, 142, 151,
183, 220–224, 228–232, 257–260,
268, 270, 274, 285, 294, 314

entropy 87, 94, 283, 203, 218, 221–223,
229–232, 236, 248, 249, 270

epoxy resins 21, 86, 88, 93, 130, 139, 155
equilibrium melting 43, 46, 48, 49, 217, 219,

222, 225, 229, 234, 235, 301, 306,
313

extended-chain 226, 227, 262, 267, 268, 299

fibre 91, 156, 218, 226, 231, 232
fictive temperature 34, 35, 37
film 22, 142, 165, 183, 189, 195–198, 200,

218, 273, 280
first harmonic 242, 250, 257, 260, 267, 278,

281, 282, 286, 293
flexibility of a polymer 223
flexible macromolecules, definition 218, 226
fold 152, 227, 299, 301, 309
four-component blend 169, 208
Fourier equation of heat flow 238, 240
Fourier transform 5, 6, 55, 56, 64, 84, 253,

257
Fourier representation 242
free enthalpy 221–224, 228–232, 270
free-radical polymerisation 93, 106, 108, 109,

140, 141, 145

inhibition 92, 109
initiation 92
propagation 90–92, 109, 141
termination 89–92, 99, 109, 124, 139,

141
transfer 105, 109

frequency see period

gauche conformation 235
Gaussian function 165, 166, 208
glass transition xi, xii, 1, 7, 13, 15, 16, 20–35,

37, 38, 442, 43, 47, 49, 51, 53–55,
61, 63–66, 77, 86, 94, 95, 97, 106,
114, 116, 121, 123, 133, 136,
140–147, 153–156, 162, 164–166,
169–171, 173–175, 179, 182, 183,
186, 190, 204, 207–209, 218, 220,
228, 232, 235, 248, 258–260, 268,
269, 271–276, 278–281, 284, 289,
293, 294, 309, 310, 312, 314–316

effect of annealing/ageing 34, 294, 297,
304, 308

effect of cooling rate 27
effect of frequency/period 25, 101, 114

glass transition, broadening 164, 265, 268
gel 86, 93–95, 98, 143, 144,146

gel effect 98, 106, 109, 140
gel fraction 96, 94
gel point 93, 94

gelation 86, 87, 94, 98, 106–108, 139, 143,
145–149, 204, 312, see also gel/sol

Gibbs-Thomson equation 229
glass

glass effect 109
glassy state 87, 93, 95, 106, 116, 121, 124,

144, 146, 149, 151, 153–155, 278
glass transition 1, 7, 13, 15, 16, 20–35, 37,

38, 42, 43, 47, 49, 51, 53–55,61,
63–66, 77, 86, 94, 95, 97, 106, 114,
116, 121, 123, 133, 136, 140, 141,
143–147, 153156, 162, 164–166,
169–171, 173–175, 178, 179, 182,
183, 186, 190, 204, 207–209, 218,
220, 232, 335, 248, 258–260, 268,
269, 271–276, 278–281, 284, 289,
293, 294, 309, 310, 312, 314–316

glass transition-conversion relationship 94,
141, 147

group vibration 220, 235, 270



324 Index

harmonics 13, 55, 56, 60, 242–244, 250, 251,
261, 282, 283, 293

heat capacity 2–4, 6–12, 14, 17, 18, 20–23,
26–32, 34, 35, 37–40, 42–57,
60–64, 67–74, 76, 77, 79, 83–85,
95, 100–102, 104–108, 110–115,
117–120, 122–129, 134, 139–141,
144,145, 154–156, 164–167,
169–172, 174, 175, 177, 178, 180,
186, 187, 204, 205, 218–221, 232,
233, 235–239, 241–249, 252, 253,
257–260, 263, 265–278, 280–286,
289–295, 297, 299–302, 304–313,
315

average 60, 68, 76
calibration 50, 51, 102, 103, 105, 172, 243,

307
complex xii, 6, 11, 12, 123, 62, 64, 76,

83–85
frequency dependence 55, 61, 63, 102,

140, 141
effect of cure 140
kinetic 9, 11, 12, 21, 54, 60, 67
non-reversing 7, 9–11, 14, 60, 285
reversing 6–11, 14, 21, 23, 32, 34, 37, 40,

49, 50, 53, 57, 60, 67–69, 170, 239,
252, 253, 271, 274, 278, 281–285,
289, 295, 297, 299–302, 311

vibrational 2, 22, 23, 30, 39, 43–48,
220, 221, 235, 271, 278, 315

heat capacity of melt 271
heat capacity of poly-p-dioxanone 270
heat capacity of sapphire 50, 269
heat capacity of solids 269, 274
heat flow xi, 1–6, 8–13, 17–23, 32, 39, 41, 50,

51, 56–62, 69, 77–79, 83–85,
95–97, 99,100, 103–107, 110–123,
126–130, 134, 141, 154–156, 164,
167, 170, 174, 237–242, 245–248,
253–255, 257–265, 267, 268, 276,
283, 285–289, 291, 292, 297–299,
301–303, 305, 307–309, 313

heat flow phase 83, 84, 104–107, 111–113,
118, 119, 122, 123, 127–129, 155,
156

heat flow rate 237–240, 242, 245–249,
253–255, 257–265, 268, 276,
285–288, 291–293, 298, 299,
301–303, 305, 307–309, 313

heat of fusion 43, 218, 219, 221, 229,
246–249, 257, 262, 263, 266–268,
271, 275, 276, 291, 293, 303, 312

higher harmonics 56, 60, 242–244, 250, 251,
261, 282, 283, 293

hysteresis 30, 33, 285

increment of heat capacity at the glass
transition 164, 166, 186, 187

indium 4, 21, 22, 34–36, 40, 41
inorganic polymer glass (IPG) 103, 112, 113,

119, 121
instrument lag 217, 224, 245, 247, 256, 258,

260, 262, 268, 272, 286, 290, 294,
308

instrument problem 237
integral analysis of the enthalpy 257
interdiffusion 165, 183–187, 189, 190,

192–194, 196, 200
interdiffusion coefficient 184, 185, 189,

190
interface 161–165, 179, 182–190, 192–195,

197–200, 209–211, 275
interface overlap 179
interfacial thickness 162–164, 183, 185, 189,

190, 193, 197, 198, 200
intermediate phase, definition 218
inter-particle 196
interpenetrating polymer networks 156, 161,

167, 195, 203, 204, 211
interphase 156, 161–163, 201, 203, 204,

211
intramolecular cyclization 154
irreversible melting 227, 267, 271, 291, 299,

309
isotropisation transition 232, 262, 264, 265,

268, 289, 290, 294

kinetics
reaction kinetics 87, 105, 116, 118, 121,

133, 140, 141, 154, 156
kinetic analysis 98–100
kinetic processes 55, 57, 60, 77, 84,

295
kinetic modeling

empirical kinetic models 87, 139
mechanistic kinetic models 87, 91, 109,

125, 133, 155
optimisation 133, 134, 139, 270



Index 325

simulation 143
software 283, 285

kinetics of the glass transition 33, 235, 274,
276, 284, 293

large-amplitude motion 220, 278, 281, 312,
315

latent heat 38, 43, 44, 46, 68, 221, 236, 237,
245, 248, 253, 256, 258, 269–271,
274, 276, 285, 286, 289–291, 294,
295, 297, 299, 301, 306, 311–313

latex particles 195–198, 201
light-heating modulated-temperature dsc 141,

142, also LMDSC
linearity 13, 15, 39, 73, 175
linear response 13, 15, 242, 280
liquid

liquid state 116, 243, 278, 284, 285
liquid crystal 156, 219, 262, 264, 268, 289,

290
Lissajous figure 39, 265–267, 269, 297, 298,

302, 303, 308, 310, 311
local equilibrium 235, 313

meander modulation 251
measurement of heat capacity by

MTDSC 221, 269
mechanistic information 124
melamine-formaldehyde resins 88, 103, 109,

111, 124, 125
melting

reversible 8, 16–19, 30, 34, 38, 42, 227,
235, 236, 239, 252, 255, 256, 258,
261–264, 267, 268, 271, 276, 286,
288–292, 294, 295, 297, 299, 303,
304, 307–313

melting by standard DSC 245, 266,
271

melting kinetics 227
melting of indium 245, 256, 262, 264, 315
mesophase melting 219, 231, 232, 237, 289,

294, 312, 313
mesophase transitions 289, 294
metastable crystal 228, 231
methylenedianiline (MDA) 102, 121, 125,

127
methyl ethyl ketone peroxide 103
Mettler-Toledo DSC 245, 256
miscible blend 165, 174–176

mobility
chain segment mobility 86, 139, 140
co-operative mobility 140, 141
molecular mobility 108

mobility factor 102, 121, 123–125, 129, 136,
139, 147, 151, 155

modulated temperature differential
scanning calorimetry (MTDSC) 2, 4, 5,

11–13, 15–18, 20–24, 26, 32, 34,
37–39, 41, 45, 47, 49–52, 55, 61, 63,
67, 80, 83–85, 100–104, 106, 108,
109, 112, 118, 127, 129, 134, 135,
137, 139, 140, 144, 145, 147–150,
154–156, 164, 165, 167, 169, 170,
172, 177, 179, 183, 185, 196, 197,
204, 209, 211, 217, 219, 224–227,
229, 233, 235, 237, 239, 241–243,
245, 248, 250–259, 261–267,
269–277, 279–281, 284–286, 288,
290, 293–300, 302–304, 307–310,
314–316

modulation xi–xiii, 2–6, 12–19, 23, 2–25, 29,
32, 34, 38, 39, 42, 46, 49–52,
55–61, 63, 66–71, 74–78, 83, 84,
101–103, 106, 140–142, 224, 233,
238–243, 248, 250–253, 255–264,
266, 267, 269, 272, 278,279, 280,
283, 290, 291, 295–298, 301–304,
307, 309, 310, 316, see also
amplitude or period

modulation amplitude 15, 83, 101, 103, 239,
261, 279, 280, 291, 301, 302, 310,
312, 316

modulation period 51, 70, 84, 101, 102, 140,
238, 240, 242, 243, 252, 256, 266,
283, 316

modulus (elastic modulus) 6, 23, 83–85, 95,
112, 113

molecular weight 86, 93, 98, 108, 127, 140,
145, 184, 185, 194

moving interface 184
mtdsc parameters

modulation amplitude 15, 83, 101, 103,
239, 261, 279, 280, 291, 301, 302,
310, 312, 316

modulation period 25, 51, 67, 70, 84, 101,
102, 140, 142, 238, 240, 242, 243,
252, 256, 266, 283, 316, also
modulation frequency



326 Index

temperature-dependent heat
capacity calibration 51, 102, 172
heating rate 3–6, 10, 14, 15, 17, 30, 39–42,

45–47, 49–52, 83–85, 100, 101, 104,
105, 112, 114, 116, 118, 121, 134,
143, 146, 147, 149, 151, 153, 164,
170, 225, 231, 232, 237–240,
245–247, 252, 256, 261–263, 265,
266, 272, 281–284, 290, 315, 316

multi–component polymer blends 161–164,
173

multiple frequencies 141, 244
multiple melting and crystallization of

indium 256

nanophase, definition 218, 233, 234
network formation 85, 127, 129, 204, 206
Newton’s law constant 237, 241
nomenclature 12, 49,237
nuclear magnetic resonance (NMR) 98, 103,

163, 164, 204, 232, 233, 308
nucleation of crystals 67, 224
nucleation of molecules 224

oligomers 86, 88, 94, 225, 226, 234, 300,
303, 308, 309

one–point calibration constant 171

particle size 113, 119–121, 196
peak resolution 190, 191, 207–210
pentacontane (C50H20) 45, 46
period xii, 4, 5, 13–15, 17, 24–27, 29, 30, 32,

40, 45, 47, 50, 51, 63, 84, 99,
101–103, 140, 237, 238, 240, 266,
283, 316

choice 15, 31
effect of 101

Perkin–Elmer DSC 242, 243
phase angle 9, 53, 54, 83, 84, 105, 106, 111,

121, 155, 291
phase lag 4–6, 9–12, 21, 44, 46, 51–54, 58,

70, 76, 240, 253, 292
correction 12, 18, 52, 54

phase separation 91, 127, 129, 155, 156, 180,
183, 184, 196, 199, 200, 202–205

phenolic resins 86
phenyl glycidyl ether (PGE) 102, 125–127
physical mixture 174–176
poly(4,4′-phthaloimidobenzoyl-

dodecamethyleneoxycarbonyl)
(PEIM-12) 70–73

poly(butyl methacrylate) 196
poly(butyl methacrylate - butyl acrylate), 196
polycarbonate 21, 47
polyethylene 1, 2, 8, 9
poly(epichlorohydrin) 179
polyester-styrene resins (unsaturated

polyester resins)118, 124
polyethersulfone (PES) 127–129, 156
poly(ethylene-co-octene)(PecoO) 18,19, 20,

69, 87–95
poly(ethylene terephthalate) (PET) 11, 37, 39,

50–53, 58–64, 74–77
poly(ethyl methacrylate) 177
polymer blends 2, 34, 161–164, 166, 169,

178, 179, 184, 203, 211
polymer diffusion 196
polymer melting by MTDSC 258
polymer miscibility 162, 165, 173, 174, 178,

183
polymer networks 85, 115, 121, 125, 159,

161, 167, 203–205, 211
polymerisation

condensation polymerisation 88, 91, 109
step-growth polymerisation 86, 88, 90, 91,

98, 108, 109, 125, 129, 154
chain-growth polymerisation 89–91, 108,

109
free-radical polymerisation 90, 93, 106,

109, 140, 141, 155
heterogeneous polymerisation 95

poly(methyl acrylate) 176, 190, 208
poly(methyl methacrylate) 165
poly(oligoamide-12-altoligo-

oxytetramethylene) 248, 249
poly(oxy-1,4-phenylene-oxy-1,4-

phenylenecarbonyl-1,4-phenylene)
(PEEK) 67

poly(oxyethylene), POE 47, 80–86
poly-p-dioxanone, PPDX 49
polystyrene 23–27, 32, 36, 165, 167–169,

172, 204, 269, 270, 284, 285
poly(styrene-co-acrylonitrile) 165, 173
poly(vinyl acetate) 176, 186, 190, 208
poly(vinyl chloride) 176, 177
post-cure 109, 116–118, 156
primary amine reaction 127
pseudo-isothermal 239



Index 327

quasi-isothermal 14, 49, 83, 99, 103, 107,
111, 118, 119, 121–124, 127–129,
134, 135, 137, 138, 142, 147, 150,
151, 154, 239, 241, 242, 245, 250,
252–255, 258, 262–274, 276–279,
283, 284, 286, 290, 294–302,
307–309, 316

quasi-isothermal analysis of the glass
transition 279

quasi-isothermal melting modeling of
MTDSC 262, 264

quasi-isothermal melting of indium
262, 264

Rabinowitch 131
rate constant

Arrhenius law 13, 16, 19, 20, 26, 29, 30,
42, 59, 64, 67, 130, 132, 278, 280

activation energy 19, 20, 23, 29, 65, 100,
105, 130, 132, 278, 280

pre-exponential factor 30, 100, 130, 132,
280, 281

reaction
chemical 12, 16, 17, 19–23, 25, 33, 34, 49,

55, 56, 66, 87, 91, 94, 96, 97, 100,
106, 124, 131, 139, 155

heterogeneous reaction 112, 119, 121
order 57
rate of reaction 105, 112, 114, 118, 137
reaction enthalpy 97, 100, 101, 112, 118,

141, 142, 151
reaction exotherm 103, 105, 106, 112, 118,

153
reaction, heat capacity change 124–126
reaction kinetics 87, 105, 116, 119, 121,

133, 140, 141, 154, 156
reaction mechanism 87, 91, 92, 125, 127,

140, 141, 155
residual reaction 97, 100, 118, 142

reaction-induced phase separation 127, 156
reagents

accelerator 91, 102, 103
catalyst 88
initiator 89–92, 103
inhibitor 91, 92, 103
monomer 86, 90, 92, 93, 108, 109, 140,

153, 203, 225, 304, 314
recommendations about the use of

MTDSC 314

relaxation
relaxation phenomena 106, 121, 155
structural relaxation 87, 116, 162

relaxation time 29, 61, 63, 66, 98, 132,
278–280, 284, 307, 308, 312

reorganisation 45, 230, 231, 252, 260, 261,
268, 276, 294

reptation 185, 189, 194, 195, 199
reversible melting 227, 252, 258, 261, 264,

267, 268, 276, 288, 294, 299, 303,
308, 310, 312, 313

reversing heat capacity 6, 7, 9–11, 14, 21, 23,
32, 34, 37, 40, 49, 50, 53, 57, 60,
67–69, 170, 239, 252, 253, 271,
274, 278, 281–285, 289, 295, 297,
299–302, 311

reversing signal 7, 8, 10, 12, 18, 20, 22–26,
29, 33–39, 42, 44–47, 49–52, 54,
55, 80, 118, 170, 239, 250, 255, 256

rigid amorphous phase (RAF), definition
218

rubber
rubbery state 87, 95, 106, 123, 144, 146

sapphire 7, 14, 50, 51, 74, 244, 269, 315
sawtooth modulation 240–243, 251, 264
secondary amine reaction 88, 127
secondary crystallisation 236, 260, 268, 276,

287–289, 294, 304, 306–308, 312,
313

segment mobilities 139, 140, 184
selenium 3
self-retarding effect 284
sinusoidal modulation 13, 56, 74, 238–240,

242, 250, 251, 256, 260, 262,
264

skeletal vibration 235
sol 86, 146
specific interactions 175, 177, 190
spherulite 287, 288
standard DSC 63, 238, 240, 241, 245,

249–251, 257, 259, 260, 263,
265–267, 270–272, 274, 275, 277,
281, 286–288, 290, 293, 294, 296,
297, 299–302, 304–308, 314–316

stationary condition 256
step-wise modulation 250, 258, 273, 297
structural relaxation 87, 116, 162
structured latex films 165, 195



328 Index

styrene 23–27, 32, 36, 90, 92, 103, 106, 109,
118, 121, 124, 140, 165, 167–169,
172, 173, 204, 269, 270, 284, 315

supercooling 224–228, 233, 234, 246, 252,
256, 263, 273, 290, 297, 299, 301,
312

superheating 218, 219, 226–228, 252
surface free energy 196, 228
symmetrical interdiffusion 185, 192

TA Instruments DSC 85, 224, 261
temperature gradient 4, 43, 73, 237, 238, 240,

241
thermal

conductivity 52, 61, 62, 72, 79, 80, 83, 97,
106, 118, 134, 139, 151, 240–242,
246, 262, 264, 266, 268, 270, 278,
286, 289, 290, 300, 316

diffusion 116, 142, 186, 190, 240
resistance 1, 15, 53, 78, 80, 240, 263, 265,

270
thermal history 164, 166, 167, 170, 173, 227,

228, 275, 284, 285, 314
thermosets, see thermosetting systems
thermosetting systems 87, 88, 96, 98, 108,

109, 111, 124, 129, 133, 141, 143,
146, 148, 149, 152, 153, 156

amino resins 86
epoxy systems 102, 106, 121, 129, 133,

136, 140, 149–151, 153
epoxy-anhydride 89, 91, 104–106, 112, 114,

116, 117, 125, 134–137, 139,
142–145, 147–154

epoxy-amine 88, 89, 108, 114–116, 118,
125, 126, 137, 139, 142, 147, 149–156

melamine-formaldehyde resins 88, 103,
109, 111, 124, 125

inorganic polymer glass 91, 94, 103,
112, 113, 119, 120, 121, 141, also IPG

phenolic resins 86
polyester-styrene resins (unsaturated

polyester resins) 106, 118, 121, 124
third law of thermodynamics 221
time-scale 272, 295
topological constraints 101, 139
torsional braid analysis 95
trans-1,4-polybutadiene 12
trans-conformation 235
trial run 314
Trommsdorff 140
types of modulation 250

vibrational energy 220
viscosity 94, 107, 108, 147
vitrification

partial vitrification 116, 121, 155
degree of vitrification 121, 123, 155

water 88, 89, 91, 99, 109, 110, 195, 196, 217,
314

weight fraction 103, 161–164, 186–190, 192,
194, 197–199, 202, 209, 211, 275

Williams-Landel-Ferry (WLF )132, 133, 281,

zero-entropy-production melting 229–231,
236, 248



HOT TOPICS IN THERMAL ANALYSIS AND CALORIMETRY

1. M. E. Brown: Introduction to Thermal Analysis. Techniques and Applications. 2nd rev. ed.
2001 ISBN 1-4020-0211-4; Pb 1-4020-0472-9

2. W. Zielenkiewicz and E. Margas: Theory of Calorimetry. 2002 ISBN 1-4020-0797-3
3. O. Toft Sørensen and J. Rouquerol (eds.): Sample Controlled Thermal Analysis. Origin, Goals,

Multiple Forms, Applications and Future. 2003 ISBN 1-4020-1563-1
4. T. Hatakayama and H. Hatakayama: Thermal Properties of Green Polymers and Biocompos-

ites. 2004 ISBN 1-4020-1907-6
5. D. Lörinczy (ed.): The Nature of Biological Systems as Revealed by Thermal Methods. 2004

ISBN 1-4020-2218-2
6. M. Reading and D. J. Hourston (eds.): Modulated-Temperature Differential Scanning

Calorimetry. Theoretical and Practical Applications in Polymer Characterisation. 2006
ISBN 1-4020-3749-X



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice




