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PREFACE

In any edited volume most credit is due to the individual authors. The present
case is no exception and we as editors have done little apart from serving as
coordinators for a group of friends and colleagues. For once, the responsi-
bilities are shared.

We feel that the collection gives a fair representation of the activities at the
frontier of human geography in North America. Whether these premonitions
will be further substantiated is of course to be seen. In the meantime, we take
refuge in Vico’s saying that “doctrines must take their beginning from that of
the matter of which they treat”. And yet we also know that new treatments
never lead to final ends, but rather to new doctrines and to new beginnings.

It is also a pleasure to acknowledge those publishers and authors who have
given permission to reprint copyrighted materials:

Association of American Geographers for Leslie J. King’s ‘Alternatives to a
Positive Economic Geography’, Annals of the Association of American
Geographers, Vol. 66, 1976,

Edward Amold (Publishers) Ltd. for Yi-Fu Tuan’s ‘Space and Place: Human-
istic Perspective’, in Christopher Board et al. (eds.), Progress in Geography
Vol. 6, 1974;

Economic Geography for David Harvey’s ‘Population, Resources, and the
Ideology of Science’, Economic Geography, Vol. 50, 1974;

Institute of British Geographers for David Ley’s ‘Social Geography and the
Taken-for-Granted World’, Transactions of the Institute of British Geogra-
phers, Vol. 2,1977; and

North-Holland Publishing Company for Allen J. Scott’s ‘Land Use and Com-
modity Production’, Regional Science and Urban Economics,Vol. 6,1976.

STEPHEN GALEand GUNNAR OLSSON
Philadelphia and Ann Arbor,

March 1977
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INTRODUCTION

I. THE ECLECTICISM OF DISCIPLINARY CHANGE

Within the scientific community, change is often foreshadowed by an increased
concern with philosophical and methodological issues. We find that traditions,
principles, and alliances — the very theoretical and epistemological presuppo-
sitions of an area of inquiry — come to be questioned and scrutinized. Radical
transformations of purpose and substance are proposed. Of equal significance
are the moves for modifications in the structure of arguments.

For the historian of science, changes in a discipline are usually viewed as
parts of an intellectual evolution. But for those who toil daily in the garden,
change is rarely seen as a clear, systematic shift in a paradigm. More often, it
is experienced as a series of disputes which involve the nature of observation
and evidence, the effects of existing theoretical presuppositions, and the effi-
cacy of alternative modes of inference. Rarely is there a grand rejection of a
theory or a line or inquiry; even more rarely is there a conclusive resolution
of a dispute. The fundamental questions remain much the same, even though
the methodologies gradually may shift as the ongoing dialogue between intel-
lectual communities continues.

It is in the spirit of this conception of scientific change that the essays in
the present volume were collected. Our approach is natural, since modern
geography has undergone an almost continual transformation of purpose,
language, and methodology. There has been a clear movement from the early
concerns with discovery and mapping, via the social Darwinism, human
ecology, and geo-politics around the first world war, to the current involve-
ment in cultural, economic, environmental, and regional issues. And yet,
geography has exhibited an eclecticism that defies conventional codification
even though there has prevailed a synthetic attitude and a tendency to focus
on broad concerns with man’s social and environmental relationships rather
than on the visibility of singular theories. The daily work is marked by an
awareness of competing modes of thought and perhaps even by the import-
ance of maintaining the viability of the conflict.

Since in the mid 1950’s, when James and Jones published American

iX



X INTRODUCTION

Geography: Inventory and Prospect ! there have been only scattered attempts
to trace the development of the philosophy of geographic thinking.? In part
this is a result of the diverse subject matter and of a general feeling that the
so-called ‘quantitative revolution’ of the 1960’s had exorcised philosophy
from the legitimate concerns of the discipline. But even during that period, it
gradually became clear that the changing relations among individuals, the
sciences, and society once again necessitated philosophical and methodologi-
cal reevaluation. It is the purpose of the present volume to provide an expo-
sition of some recent creative and critical activities within North American
geography.

It is obvious that no collection can portray the dynamic plot which charac-
terizes a discipline’s actors and their respective motivations and relationships.
Instead, we have had to use the more indirect, selective means of soliciting
manuscripts from those geographers who had exhibited more or less developed
philosophic concerns in their previous work. In addition, most of the authors
had some direct or indirect connections with the ‘quantitative’ movemerit of
the last decade. But not even these biases could prevent geography’s acknowl-
edged eclecticism from appearing. Indeed we have come to believe that the
diversity may be an extremely healthy sign although we appreciate that it
may be frustrating to those who believe only in unified approaches to well-
defined problems. What is found in the collection is therefore not one but
several themes and not only one but several methodologies. In one form or
another, we expect that they may all survive. Some might even turn into the
types of research programs that the late Imre Lakatos regarded as the real
substance of scientific appraisal. It is our hope that the collection itself will
serve as an intellectual touchstone capable of generating further development.

The disciplinary diversity and eclecticism is further underscored by our
attitude toward editing the papers. Except for minor adjustments, the articles
were left untouched. Moreover, we have chosen to publish the papers in
alphabetical order rather than in traditional groupings. On closer inspection,
we believe that this ordering is not as artificial as it may first seem. Indeed,
we arrived at it in frustration after failing in our attempts to impose any of
the usual frameworks on the collection.

By choosing the alphabetical approach we wish to emphasize that the vari-
ability and change in a discipline are difficult to contain within conventional
classifications. At the same time we discovered that in this way we could
offer four books in one, simply by furnishing alternative ‘Tables of Organiz-
ation’. Each of these books can be read on its own, but the richer message is
in the number of ways that the individual papers can be tied to the others.



INTRODUCTION xi

Even though each Table contains exactly the same essays, they form rather
different intellectual mosaics. None is neutral as the various orderings all
reflect our own ideologies of what is now and what ought to be in the future.
The three non-alphabetical orderings can be entitled as follows.

A. Geometric Forms and Social Relations: Essays on the Problem of
Geographic Inference

B. Thought and Action: Geographic Perspectives on Functional
Attitudes

C. Objective Certainty and Subjective Ambiguity: Analytical and
Phenomenological Approaches in Geography

The three volumes clearly reflect a number of traditional questions albeit
ordered under somewhat novel categories. Taken together, the three frame-
works could provide a focus for critical attention and a basis for assessing the
various trends in the discipline. Of equal importance, however, is the under-
standing which we hope may emerge from reflection on the categories them-
selves. One such reflection is in Table I and another is contained in the Uncon-
ventional Name Index and Reference List on pp. 457-459.

Both the alphabetical and the substantive frameworks derive from a com-
plex and on-going debate within the geographic community. However, since
much of the existing literature is diffuse and spread through a variety of
publications, the full dimensions of the discussions have not always been clear
even to the participants themselves. It is therefore necessary to provide a
historical dimension to our selection of themes and to indicate why we
believe that our particular categorial frameworks are capable of illuminating
past, present and future trends within the discipline.

II. GEOMETRIC FORMS AND SOCIAL RELATIONS:
ESSAYS ON THE PROBLEM OF GEOGRAPHIC INFERENCE

Throughout its history, geography has been closely tied to the use of maps
both as representational devices and as analytical tools. Gradually, however,
it became apparent that maps cannot in and of themselves provide a sufficient
basis for a scientific discipline. The attitude began to spread that the collection
and presentation of spatial data may lead to an understanding neither of the
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Xiv INTRODUCTION

distributions themselves nor of the generating processes. The need was acutely
felt for the development of some sort of general theory. Two traditions
emerged, but both took the map as its starting point. The difference was that
one approach attempted to discover the spatial or purely geometric laws
which were ‘embedded’ in the observed distributions, while the other aimed
at the identification and refinement of the behavioral process laws of which
the distributions were spatial manifestations.

Out of these conflicting attitudes came an articulated understanding of
what has been called the geographic inference problem of form and process.
Those who viewed geography as applied geometry asked whether the map was
a function of particular geometric laws. Those who thought of geography as
only another social science discipline, searched for the laws of human inter-
actions as these manifested themselves over distance. The central methodo-
logical issue was whether a mapped distribution is primarily an instance of
geometric spatial laws or of laws of human behavior. Does the description of
spatial distributions lead only to knowledge of spatial forms or does it con-
stitute a basis of the discovery of laws of human behavior as well?

Inference and method are of course highly interrelated and in the late
1950’s and early 1960’s the geographers’ interest in theory was paralleled by
the adoption and application of quantitative techniques. It was at this stage
that an increasing number of writers began to refer to geography as a kind of
applied geometry whose major task was to find models of geometric axioms
and theorems. It was frequently assumed that the geometric laws were both
positive and normative; the ‘is’ of spatial analysis was held to be the same as
the ‘ought’ of spatial planning. Planning was often equated with the design
of optimal spatial patterns, which in the extreme were conceived as geometric
representations of the efficiency conditions of neoclassical economic theory.
Social equity and spatial efficiency were thought of as two sides of the same
descriptive/prescriptive coin.

At its root, the question was one of the positive characterization of spatial
phenomena. Were spatial phenomena to be discussed primarily in terms of
their geometric representations or were they to be tied to the behavioral
presuppositions of human decision making? Throughout, geographers recog-
nized the importance of spatial considerations, but one school searched for
instances of geometric laws, while the other showed more concern with
human behavior. But embedded in these different attitudes was a crucial
inference problem; is it possible to reason from form to process, from process
to form? What is cause and what is effect? And so it was that by the mid-
1960’s the geographic inference problem had become a central philosophic
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TABLE 11

Geometric form and social relations: Essays on the problem of geographic inference

PART I: GEOGRAPHY AS SPATIAL FORM

MICHAEL J. WOLDENBERG / A Periodic Table of Spatial Hierarchies

W. R. TOBLER / Cellular Geography

MICHAEL F.DACEY / A Framework of Examination of Theoretic Viewpoints in
Geography

PART II: GEOGRAPHIC INFERENCE IN THEORY

LESLIE J. KING / Alternatives to a Positive Economic Geography

REGINALD GOLLEDGE [ Reality, Process, and the Dialectical Relation Between
Man and Environment

PETER GOULD / Signals in the Noise

DAVID RUSSELL / An Open Letter on the Dematerialization of the Geographic
Object

PART III: GEOGRAPHIC INFERENCE IN PRACTICE

STEPHEN GALE and MICHAEL ATKINSON / On the Set Theoretic Foundations
of the Regionalization Problem

JOHN S. PIPKIN / Problemsin the Psychological Modelling of Revealed Destination
Choice

ERIC G. MOORE / Beyond the Census: Data Needs and Urban Policy Analysis

ERIC S. SHEPPARD / Spatial Interaction and Geographic Theory

ALLEN J. SCOTT / Land Use and Commodity Production

BERNARD MARCHAND / Dialectics and Geography

PART IV: GEOGRAPHY AS SOCIAL RELATIONS

MICHAEL DEAR / Thirteen Axioms of a Geography of the Public Sector

DAVID HARVEY / Population, Resources, and the Ideology of Science

J. M. BLAUT / Some Principles of Ethnogeography

ANNE BUTTIMER / Erwhon or Nowhere Land

YI-FU TUAN / Space and Place: Humanistic Perspective

DAVID LEY / Social Geography and the Taken-For-Granted World

GUNNAR OLSSON / Social Science and Human Action or On Hitting Your Head
Against the Ceiling of Language

and methodological question within the discipline. Not only was geography
supposed to yield insights into the laws of spatial behavior, but into the
methodological issues of form and process reasoning as well. The problem was
thus characterized both in terms of conventional statistical inference and in
terms of interpreting pictorial representations. What kind of information is
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actually contained in a map or a picture? Is it geometrical, behavioral or a
combination of the two?

The geographic literature from the past two decades can in many ways be
seen as a reflection of these inferential concerns and attitudes. The present
volume is no exception and in Table II we have attempted to order the papers
accordingly. Roughly speaking, Woldenburg, Tobler, and Dacey present
various versions of the geography as geometry argument; King, Golledge,
Gould and Russell, spend considerable time on the theoretical implications of
the geographic inference problem itself; Gale and Atkinson, Pipkin, Moore,
Sheppard, Scott and Marchand examine some of its practical planning conse-
quences; while Dear, Harvey, Blaut, Buttimer, Tuan, Ley and Olsson argue
that geography should focus mainly on the analysis of behavioral processes
and social relations.

ITI. THOUGHT AND ACTION:
GEOGRAPHIC PERSPECTIVES ON FUNCTIONAL ATTITUDES

The attitudes to the spatial inference problem has led to a number of distinct
lines of reasoning. The spatial or ‘geography as geometry’ school, has remained
rather orthodox, while the ‘behavioral geography’ school, has undergone
some remarkable changes during the last decade. Aspects of this development
are inherent in the different attitudes toward the relations between thought
and action on the one hand and to the concepts of certainty and ambiguity
on the other.

To see this better, it may be helpful to ask what it means to behave. What
role do the laws of ideal types of individual and social behavior play in the
explanation and prediction of spatial patterns? Clearly, these are central
questions to anyone concerned with the spatial consequences of behavioral
laws. Equally clearly they are complex. The complexity, however, is rooted
in more than the nature of behavior. For just as explanation and prediction
must ultimately be confronted by problems of prescription and instru-
mentality, representation and observation become confronted with questions
of language. Is it ever possible to observe and describe something which is
not already inherent in the analytical language itself?

In the last decade, it has become increasingly clear that the different
methodological approaches to the issues of geographic inference also imply
very different concepts of man. On the one hand there is the conception of
man as a mechanistic being whose actions are representable through geometric
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laws, while, on the other hand, there is the alternative position that man is a
non-mechanistic constantly evolving being. The former line resulted in what
has been called a ‘spatialization of geographic thought’. When extended from
theory into the realm of action, the former line suggests that individual and
aggregate decisions can be effected through changes in the spatial location
of human enterprises; spatial structure became paramount while human social
behavior was regarded as a primary consequence. Conversely, the latter
orientation treated changes in individual and social behavior not as by-
products of spatial manipulation, but as directly dependent on modifications
of individual attitudes and social belief structures. What initially appeared as
a methodological question concerning the structure of inference, thus became
an issue of profound intellectual and political import. If the point is to
change the world, should one modify behavior through manipulations of
spatial arrangements or vice versa? And which approach is more moral?

To see these issues more clearly it may be helpful to order our papers
within the categorial framework of thought and action. The debate can in
fact be characterized in very straight-forward philosophical terms. Most
succinctly, the question is whether a form of extensional calculus can rep-
resent the entities of geographic description or whether some richer phenom-
enological reasoning modes are necessary. A traditional dualism thus resur-
taced in the debate over geographic methodology. In the process, the spatial
inference problem has changed from the initial concern with the relationship
between space and behavior and into an issue of the representability of
thought and observation. The question is classical and asks whether it is
possible to understand any phenomenon except through a detailed and
empathic presentation of the scene on which the real drama occurred. The
problem deals not only with the meaning of meaning, but with the meaning
of rules.

Just as the papers can be ordered through the categories of-spatial form
and behaviorial process, they can be seen in terms of thought, meaning, and
action as in Table III. The issue is whether geography must limit itself to the
characterization and representation of thoughts and observations or whether
it can also be translated into the realm of action. Whatever the answer, it will
have direct political and social implications. Among the present papers, those
by Dacey, Tuan, Woldenberg, Tobler, Pipkin, Sheppard, Golledge, Marchand,
and Blaut may be seen as variations on the theme that geography is an intel-
lectual enterprise, distinguished by its special way of constructing and recon-
structing thought. The extreme alternative to that theoretical approach is
represented by the papers by Moore, Dear, and Scott which see geography as
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TABLE III
Thought and action: Geographic perspectives on functional attitudes

PART I: GEOGRAPHY AS THOUGHT

MICHAEL F. DACEY [ A Framework for Examination of Theoretic Viewpoints in
Geography

YI-FU TUAN / Space and Place: Humanistic Perspective

MICHAEL J. WOLDENBERG / A Periodic Table of Spatial Hierarchies

W. R. TOBLER / Cellular Geography

JOHN S. PIPKIN / Problems in the Psychological Modelling of Revealed Destination
Choice

ERIC S. SHEPPARD / Spatial Interaction and Geographic Theory

REGINALD GOLLEDGE / Reality, Process, and the Dialectical Relation Between
Man and Environment

BERNARD MARCHAND / Dialectics and Geography

J.M. BLAUT / Some Principles of Ethnogeography

PART II: GEOGRAPHY AS THOUGHTS
TO CHANGE THE WORLD

LESLIE J. KING / Alternatives to a Positive Economic Geography

PETER GOULD / Signals in the Noise

DAVID LEY / Social Geography and the Taken-For-Granted World

ANNE BUTTIMER / Erewhon or Nowhere Land

GUNNAR OLSSON / Social Science and Human Action or On Hitting Your Head
Against the Ceiling of Language

DAVID RUSSELL / An Open Letter on the Dematerialization of the Geographic
Object

DAVID HARVEY / Population, Resources, and the Ideology of Science

STEPHEN GALE and MICHAEL ATKINSON / On the Set Theoretic Foundations
of the Regionalization Problem

PART IIl: GEOGRAPHY AS ACTION

ERIC G. MOORE / Beyond the Census: Data Needs and Urban Policy Analysis
MICHAEL DEAR / Thirteen Axioms of a Geography of the Public Sector
ALLEN J. SCOTT / Land Use and Commodity Production

directly relevant to action. Finally, King, Gould, Ley, Buttimer, Olsson,
Russell, Harvey, and Gale and Atkinson try to view thought and action in a
more integrated fashion, such that the concepts and methods of reasoning are
examined in terms of their effect on action.
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IV. OBJECTIVE CERTAINTY AND SUBJECTIVE
AMBIGUITY: ANALYTICAL AND PHENOMENOLOGICAL
APPROACHES IN GEOGRAPHY

In the categorial frameworks discussed thus far, the tension of form and pro-
cess yielded to the deeper tension between thought and action. The latter
reflects the apparent demands on the intellectual community to remain
removed from the world in which ideas are put into practice. Traditionally,
this has been typical of much academic reasoning, but the close ties with
planning have made the problem more acute in geography than in many other
disciplines. Geography deals with reality, but as long as geographers contri-
bute directly to the practice of planning, the tension cannot itself remain
solely an academic issue. Thus it now turns out that the initial problem of
form and process involves not only an inferential but a political issue. It is not
an issue of conventional political categories, however, but of alternative con-
ceptions of man. If man is a machine, then we could obviously limit ourselves
to the search for analytical laws characterized by the certainty of closed
concepts. But if man is conceived as a richer, searching being, then he can be
understood only through empathic accounts in which ambiguity and open
concepts play crucial roles. It follows that different conceptions of man have
their counterparts in different modes of reasoning. Should it be formal,
analytic, objective and certain? Or should it be informal, phenomenological,
subjective and ambiguous? Those geographers who stressed the search for
geometric laws have tended in the former direction, while the behaviorists
have been most inclined to move in the latter.

Table IV is an attempt to order the papers of the volume along this dimen-
sion. The works by Tobler, Sheppard, Woldenberg, Pipkin, Gale and Atkinson
all fall towards the analytic end of the spectrum. But others have maintained
that formalized methods too easily yield to the fallacy of misplaced concrete-
ness. Their argument has been that natural language provides the most
appropriate reasoning mode and that it should be used more freely both in
description and in prescription.

The papers by Dear, Golledge, Harvey, Blaut, Tuan, Buttimer, and Ley
present various sides of this debate; many of them have indeed been deeply
involved in the gradual rejection of the analytical approach. Perhaps most
significantly, however, much of the geographic literature has recognized the
need for a more circumspect view of the problem of translation. It has clear
counterparts in the philosophical literature itself and it is represented here by
King, Moore, Gould, Marchand, Russell, and Olsson.
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TABLE IV

Objective certainty and subjective ambiguity: Analytical and phenomenological
approaches in geography

PART I: GEOGRAPHY AS
FORMAL/ANALYTICAL REPRESENTATION

W. R. TOBLER / Cellular Geography

ERIC S. SHEPPARD / Spatial Interaction and Geographic Theory

MICHAEL J. WOLDENBERG / A Periodic Table of Spatial Hierarchies

JOHN S. PIPKIN / Problemsin the Psychological Modelling of Revealed Destination
Choice

STEPHEN GALE and MICHAEL ATKINSON / On the Set Theoretic Foundations
of the Regionalization Problem

ALLEN J. SCOTT / Land Use and Commodity Production

MICHAEL F. DACEY / A Framework for Examination of Theoretic Viewpoints in
Geography

PART II: GEOGRAPHY AND THE
PROBLEM OF TRANSLATION

LESLIE J. KING / Alternatives to a Positive Economic Geography

ERIC G. MOORE / Beyond the Census: Data Needs and Urban Policy Analysis

PETER GOULD / Signals in the Noise

BERNARD MARCHAND / Dialectics and Geography

DAVID RUSSELL / An Open Letter on the Dematerialization of the Geographic
Object

GUNNAR OLSSON / Social Science and Human Action or On Hitting Your Head
Against the Ceiling of Language

PART IIl: GEOGRAPHY AS
DIALECTICAL/PHENOMENOLOGICAL REASONING

MICHAEL DEAR / Thirteen Axioms of a Geography of the Public Sector

REGINALD GOLLEDGE / Reality, Process, and the Dialectical Relation Between
Man and Environment

DAVID HARVEY / Population, Resources, and the Ideology of Science

J. M. BLAUT / Some Principles of Ethnogeography

YI-FU TUAN / Space and Place: Humanistic Perspective

ANNE BUTTIMER / Erewhon or Nowhere Land

DAVID LEY / Social Geography and the Taken-For-Granted World
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V. CONCLUSION

Categorial frameworks become meaningful only within their own historical
and intellectual contexts. The three examples we have chosen in this Intro-
duction reflect the idiosyncratic approach to geography. Although most
social sciences have their own special cases of the inference problem, these
have rarely been tied so closely to the questions of thought and action as in
geography. Indeed for most other disciplines, questions of action are of only
minor importance since few of them have fashioned any direct extensions of
their theoretical work. In contrast, geography has been linked so closely with
planning that the question of thought and action has had a profound impact
on its history.

But if the grappling with form and process led to issues of thought and
action, the struggle with thought and action has led to questions of certainty
and ambiguity. These can best be understood in relation to the attempts of
taking us beyond natural language and into formal reasoning. This aspect of
the debate may not yet have been particularly well represented by geogra-
phers even though it is present throughout the literature. What is important
to recognize, however, is that seemingly substantive issues are always part of
a set of methodological predilections. It is only by recognizing these connec-
tions that the history and progress of the discipline can be measured.

It should finally be stressed that the past several decades have moved
towards a view of inquiry and action in which language plays a central role;
observations, concepts, and reasoning modes are taken to be directly depen-
dent on their linquistic presuppositions. To some extent this development can
be traced to debates within philosophy itself, but for the most part it seems
to be a response to the practical problems of inquiry. How are the observer
and the observed related? How are concepts formed and used? What is the
relationship between inference procedures and problem types? How are
praxis and action connected to understanding? How much of what we say is
what we want to say and how much is it determined by the categorial frame-
works of the language we use? How is our methodology related to our con-
ception of man, and our conception of man to our methodology? Can we say
anything which is not already in the particular language we are using?

STEPHEN GALEand GUNNAR OLSSON
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J.M.BLAUT

SOME PRINCIPLES OF ETHNOGEOGRAPHY

Geography is a belief-system. This says nothing about the truth of its
statements. True or false, they are believed in.

The belief-status of a statement is a very different thing from the truth-
status of that same statement. The former is an ethnographic fact. It emerges
from the analysis of a social process (when we ask how beliefs come to be
acquired) and a psychological process (when we ask about their cognitive con-
tent). Truth-status is a judgment made by human beings; hence the truth-
status of a statement cannot be fully ascertained until we also know its belief-
status. The process of verification, the use of scientific method, is only a part,
and often only a small part, of the process of validation, the process by which
a statement comes to be accepted; receives a social license; enshrines itself
as a belief.

II

The fashion these days is to attach the prefix ‘ethno-’ to a word — as in
‘ethnobotany’, ‘ethnomedicine’, etc. — when we want to signify the fact that
our concern is with the scientific belief-system which is characteristic of a
particular group, or when we want to compare or theorize about such systems.
Thus we speak of ‘Hanundo ethnobotany’, ‘Subanun ethnomedicine’, and so
on; and thus, also, we speak of ‘the study of ethnobotany’, meaning not ‘the
study of botany’, but the study across cultures (and classes) of beliefs about
botany (Conklin, 1957; Blaut, et al., 1959; Frake, 1962). When we gather
together all those ‘ethnos’ which are suffixed by the name of a science, we
get, quite naturally, ethnoscience (Sturtevant, 1964). And the study of ethno-
science has proven itself, in the decade or so of its existence, to be a very
powerful, and just possibly revolutionary, field of endeavor, an approach to
the study of empirical beliefs, or cognition, which is peculiarly reliable and
peculiarly free of ethnocentrism.

S. Gale and G. Olsson (eds.), Philosophy in Geography, 1-7. All Rights Reserved.
Copyright © 1979.by D. Reidel Publishing Company, Dordrecht, Holland.
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Assume, for the sake of my argument, that geography is a distinguishable
set of scientific beliefs in all groups. Necessarily, then, there is an ethnogeogra-
phy (Knight, 1971). I contend that the study of ethnogeography is well
worth pursuing; and in this paper I outline some of the principles which
underlie its pursuit.

IT1

The subject matter of ethnogeography is the set of all geographical beliefs
held by the members of a definite human group at a definite time. The group
may be a culture, a subculture, a class, a profession, an age-group, or what-
ever. The set of beliefs is more or less ordered: it forms a belief-system. Each
such system is examined, in ethnogeography, from at least three points of
view: What are its properties — its contents, structure, and dynamics? How
does it interact with other aspects of the group’s culture — how is it bound
to that culture? And what does it do for (and to) our theories about geogra-
phical cognition in general?

In principle, there is an ethnogeography of every human group — a point
worthy of emphasis. There is a Hanundo ethnogeography. There are ethno-
geographies of Puerto Rican tobacco farmers and ancient Greek philosophers.
There is an Association-of-American-Geographers ethnogeography. This last is
in some ways the most intriguing one of all. It is the ethnogeography of our-

selves, the ethnogeography of our textbooks, lectures, and articles: our runes
and stelae.

Iv

‘Belief-system’ is an awkward expression, but necessary. It is not possible to
isolate the unit-particular of study, the isolated belief, except in the context
of a containing belief-system. We encounter here a methodological problem
which has already given ethnoscience a certain amount of difficulty (Tyler,
1969, 16). The most useful methodology thus far applied in this field is an
adaptation of structural linguistics (Conklin, 1962). In linguistics, the identifi-
cation of elementary units (morphemes, lexemes, etc.) is not very difficult;
and, working at this level, ethnoscience has produced some fine studies, not-
ably some descriptive, taxonomic, historical, and comparative analyses of
ethnoscientific systems (Berlin and Kay, 1969; Friedrich, 1970; Murton,
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1973). But, in social reality, the effective unit of communication and perhaps
cognition is not a morpheme, a word, or even a ‘concept’: it is an assertion of
belief — something at least comparable to the linguist’s ‘kernel sentence’ and
the logicians ‘statement’ (or ‘proposition’). Logicians in effect concede this to
be true when they transliterate a simple logical formula. Instead of merely
asserting, for instance, that “Some s’s are a’s”’, they decompose the formula
into two statements, each necessary: (1) “There is an s”°, such that (2) “Some
s’s are a’s”. Hence , a concept which enters discourse as the subject of a
proposition, is already the object of an existence-proposition, ‘“There exists
an s ... (either logically or empirically). Therefore, the elementary unit of
belief is already a complex entity, something on the level of a complete
sentence or proposition. We can call it a belief-statement. But even this entity
is an elementary unit only in principle, not in (typical) methodological prac-
tice. The signification of any belief-statement encountered, say, in a geogra-
phy textbook is always a function of the context, the belief-system described
in that textbook. Still more graphic examples come from ethnogeographic
fieldwork. I ask a farmer to explain, for instance, soil erosion. He offers a
belief-statement. 1 ask “Why is that true?” He replies, ‘“Because ... And
thus we descend a chain of connected statements, finally arriving — as the last
step — at the elementary beliefs. In sum: the notion of belief-systems, at
various levels of complexity, is the more central concept in ethnogeography;
the ultimate particles of belief (like the ultimate particles of physics) are end-
products of research, the results primarily of disaggregation, not aggregation.

An entire ethnogeography is a belief-system. But it cleaves naturally into
subsystems, which can simply be called theories. Thus, in AAG-ethnogeogra-
phy, there is ‘theory of map projections’, ‘theory of settlement forms’, and
the like; and, in the ethnogeography of Puerto Rican tobacco farmers, there is
‘theory of soils’, ‘theory of marketing’, and its like. There must also be
theories, complex belief-systems, dealing with salient but unique events: e.g.,
‘theory of the discovery of America’. (We can dismiss without comment the
strangely persistent notion that subject matters are not theoretical but
‘historical’ if they happen only once, since this notion merely confuses a
theory with its empirical instances.) A theory is a belief-system in which the
component beliefs are closely interwoven. To some extent they are connected
by a tight relation which can be called argument. The paradigm for this sort
of connection is logical implication, but the relation is typically somewhat
less precise, a matter of reasonable inference: “Since we believe P, it seems
reasonable also to believe Q.

The theories which comprise an ethnogeography are not quite that tightly

6
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connected to each other. However, they are connected, and thus we can
rightly consider an ethnogeography a definite system. Among the forms of
connection, the loosest one of all, and perhaps the typical one at the level of
entire theories and their interconnections, is the relation of compatibility.
This merely confirms the fact that two belief-statements or theories can co-
exist peacefully in the same ethnogeography: they are not cognitively or
culturally dissonant (Blaut, 1970). The relation of compatibility of course
reflects a social judgment, not a logical one. It proves to be an important
aspect of the process by which hypotheses acquire belief-licenses. Various
other things being equal, a new hypothesis is admitted to belief-status if it is
compatible with existing beliefs, and denied this status if it is not. More
generally, the process by which a belief is licensed, the process of validation,
involves three sorts of judgment. One is scientific verification. The second is a
judgment of compatibility with existing beliefs. The third is a matter of deter-
mining whether the candidate-belief does or does not fit into the non-
cognitive portion of a group’s culture: into the group’s values and, more
generally, interests. Does it conform?

v

Long ago John Dewey asserted the principle that scientific beliefs are judged
by their utility — are validated by practice (Dewey, 1916). This principle is
best stated in negative form: beliefs (or rather, candidate-beliefs) are not
validated by a group unless the group finds them to be useful. I use ‘group’
rather than ‘culture’, because in most cases the belief-holding reference group
is not an entire culture but a social segment of a culture. (Every group
possesses a culture: not every group is a culture.) The beliefs constituting the
ethnogeography of an elite group (or a group which adheres to, identifies
with, and receives its awards from an elite) will be those beliefs which the
elite finds useful — or, more precisely, those beliefs which it finds unharmful,
which do not contravene its interests. This connection between beliefs and
social practice can be referred to as the binding — culture-binding, class-
binding, etc. — of a belief-system. However, the binding of cognitive pro-
cesses, like scientific beliefs, and non-psychological processes in culture,
which I describe as practice, occurs through a mediating process, convention-
ally called ‘evaluation’, or ‘values’, and aggregated into a value-system. The
belief-system and the value-system are relatively distinct; they interact in
what Tolman (1951) nicely calls a ‘belief-value matrix’. The interaction
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between the two systems is to a certain extent reciprocal: goals which a
group’s belief-system declares to be positively unrealizable will not, in general,
be sought. But, for our purposes, the primary relation is the influence of
values on beliefs, not vice-versa. We may say that, in general, a hypothesis will
not be licensed as a belief unless it is conformal to a group’s value-system.

Among the three sorts of judgment passed on a candidate-belief — verifi-
ability, compatibility, and conformality — this last one appears to be the only
essential judgment. A geographical hypothesis can, and often does, gain
acceptance without empirical verification. In most such cases, however, its
acceptance reflects a judgment of compatibility: a model, for instance, is
built out of ‘reasonable’ assumptions, reasonable because they ‘fit’ the exist-
ing belief-system. But I find it hard to conceive of a situation in which a
hypothesis will be accepted as a belief if the interests of the belief-holding
group will be significantly damaged thereby; and I am sure that this is true for
AAG-ethnogeography as it is for that of any other group of natives. Note,
however, that I have not reified the notion of values into something separate
and distinct from culture, something sui generis, a cause uncaused. Values are
simply the psychological expression of a group’s interests; they are the
medium, more or less transparent, through which practice filters into cog-
nition, or belief. They are goal-preferences, or what Dewey called ‘agendas for
action’ — not windows to the soul.

VI

Thus far I have merely listed some (not all) of the principles which seem, at
present, to underlie the study of ethnogeography. It remains only to list some
of its uses, as follows:

(1) Among current approaches to the general and cross-cultural study of
geographical cognition, ethnogeography possesses certain unique and built-in
safeguards against ethnocentrism, the most serious of all obstacles to reliable
knowledge in this field. To begin with, ethnocentrism is itself a focus of study,
i.e., central to this approach is a concern with the binding between culture
and belief. Secondly, ethnogeography —in common with all branches of
ethnoscience — departs from the axiomatic position that the scientific beliefs
of any one group are quite as scientific, quite as theoretical, as those of any
other group. This axiom allows us to compare all ethnogeographies on a
common scale, with a common set of methods and principles; and it buries
once and for all the innately ethnocentric idea of a ‘primitive mind’, of
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‘pre-scientific thought’. And, finally, ethnogeography allows us to examine
geographical beliefs as they are expressed in natural language (and other
symbol-systems). Hence it puts into our hands the tools of modern linguistics
which has already freed itself to a large extent from ethnocentrism, e.g., it has
long since abandoned simple linguistic relativism and the distinction between
‘primitive’ and ‘civilized” languages, and has formulated both its basic theory
(Chomsky, 1973) and methodology (Conklin, 1962) in terms of culturally
universal categories.

(2) While it would be wrong to make too grandiose a claim for the reliabil-
ity of an approach like ethnogeography, which rests primarily on the methods
of ethnographic linguistics and semantics, it is nonetheless true that these
methodologies provide rather exact information. Most of the data for this
kind of analysis are concrete, artifactual records, either written or at least tape-
recordable. A linguistic text can be examined with rather sharp methodologi-
cal instruments. And — returning to our former point — the results of linguis-
tic and semantic analysis gain added reliability precisely because they are not
tainted with ethnocentric errors or, rather, are much less tainted than the
alternative approaches, such as ‘perception research’ and ‘cross-cultural
psychology’ (in which we test their cognition according to our rules, using
our language and our questionnaires or clever tests).

(3) But the most useful virtue of ethnogeography must surely lie in the
fact that we train it upon ourselves: examine our own beliefs and their
cultural and social bindings. It is worth speculating what will happen to geo-
graphical theory (ours) after it has been exposed to ethnogeographical analy-
sis. What will become, for instance, of diffusion theory after we have shown
how strongly conformal it is to European culture and the interests of the
European elite: how it proves that progress in general is a matter of passively
accepting what European culture has to offer and how it denies the genius of
inventiveness to non-Europeans (and the European poor). By the same token:
What will happen to our conformal theories of economic development, of
‘modernization’, theories which invariably argue that prosperity is a matter of
accepting West-European capital (and control), and to the profit of West-
European countries and their corporations? What will happen to theoretical
geography in general when we discover that its models are as much bound to
culture (and class) as are the products of empirical research — and perhaps
more so, since model-selection is surely the most ethnocentric of all endeavors
in a science like ours in which a given universe of data will fit any of a number
of models and the choice of one model is, at heart, a valuejudgment? I am
raising these questions, not answering them, but I assert that ethnogeography
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can do our culture-bound profession a great deal of good, though it may
cause some pain.

Department of Geography
University of Illinois at Chicago Circle
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ANNE BUTTIMER

EREWHON OR NOWHERE LAND

I.INTRODUCTION

Throughout a century of Western social thought, mankind’s perennial
enquiry into the where, when, and how of life has yielded a rich legacy of
speculation. From the ebullient satire of Butler’s Erewhon, (Butler, 1872)
and the idealism of utopian fiction, the angry critique of Existentialist and
Marxist philosophy and the resounding protest of popular song, evidence
abounds that the human spirit remains undaunted in its desire to not only
grasp the course of events but also to ameliorate and control the conditions
of life. The increasing rate and complexity of change in our day renders the
challenge to rationality so overwhelming that at times it becomes difficult to
pause, reflect, and evaluate the latent assumptions and implications of
scholarly effort. Barriers to communication between separate worlds of
scholarship, too, prevent the flow of insight between different specialized
perspectives, or the restoration of harmony between the YIN and the YANG
of human reason.

The folkways of Erewhon, under the satirical gaze of Butler, all appeared
internally consistent, albeit absurd, because of the ‘unreason’ governing this
strange land. The roles assumed by professors of Hypothetics, Evasion, and
Inconsistency, within their Colleges of Unreason, the use of currency from
Musical Banks, and the ubiquitous assent to the expertise of Straighteners —
all add up to a picture of one particular society somewhere. Butler’s account
could have served not only as entertainment for readers in England, but also
as a mirror which Erewhonians could have used to gaze at the absurdity of
their own life styles, values, and social organization. How fascinating it would
be if a contemporary Butler could look in a similar way at our Colleges of
Unreason, our speculative games in hypothetics and straightening! Planners,
psychiatrists, landscape arthitects and social workers today could be seen as
having roles analogous to those of Erewhon’s ‘Straighteners’. The role of
academic geographers, other social scientists'and philosophers, could be seen
as analogous to those of ‘Professors’ in the Colleges of Unreason. Role sys-
tems and values are no doubt very different, the separation of professor and

9
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straightener roles is not so clearly defined, nor do we speak exclusively for
one culturally circumscribed world like Erewhon. Today we seek universal
principles governing behavior everywhere and blueprints for planning which
might be applicable anywhere. Could the contemporary geographer and
would-be planner find himself satirized in the Beatles’ cry:

“He’s a real nowhere man
sitting in his nowhere land
making all his nowhere plans
for nobody . ..”?

One of the profound differences between the ‘unreason’ of either end of
our century appears to lie not only in the manner in which the where, how,
and why of life is posed, but also in our conceptions of the ‘who’. Do we
speak of somebody, living somewhere, or of anybody, anywhere? Have we,
social scientists involved in applied work, ever seriously considered what life
might be like in the rationally-designed environments which our disciplines
have taught us to imagine and prescribe? And if we had been assigned to
them, with little or no discretion over the choice or the design, what would
the impact be on our attitudes and perceptions of life?

As repeated evidence of ecological and political crisis join a gnawing sense
of personal and collective failure to cope, scholars engage so eagerly in the
quest for rational understanding that they become less open to hear such
satire. Why, at this time, question whether or how reason may address itself
to these issues? Something of the naivété of a child, the vision of a poet, or
the wit of a novelist, would be needed to question, for instance, whether the
geographer could plan wisely for the organization of space or the manage-
ment of ecological systems. Yet, as the pace of analytical and programmatic
effort gains momentum, it may be crucially important to pause and reflect
critically upon the nature and direction of our applied endeavors.

This paper outlines some general themes for a critical look at the geogra-
pher’s involvement in applied work: to sound a note of YANG amidst the
resounding YIN of contemporary ‘rationality’. Adopting a Butler-style
perspective on contemporary Erewhon, it focuses first on some of the meta-
phors used in applied geography as expressions of the ‘professor’s’ desire to
combine his efforts with those of the ‘straightener’.! Recognizing the positive
intent and reasonable success of much applied work, it raises some questions
concerning its logical and practical rationale, as well as the short- and long-
term consequences of a managerial approach toward the amelioration of
environmental problems. Next it explores the myth of ‘rationality’ and the
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peculiar sets of social and ideological influences which tend to shape both the
language and style of the geographer’s engagement in problem resolution.
Thirdly, it examines some of the philosophical premises which underlie con-
trasting perspectives on an ideal social and physical order.

A critical look at the record to date can benefit from the categories of
philosophy and sociology of knowledge, but these do not necessarily point
toward a direction for future effort. To clear the ground for a more logically-
defensible and practically relevant applied geography, there are legacies of
thought and practice to be transcended. One needs emancipation not only
from ideological and institutional influence, but also a clearer understanding
of the geographer’s potential role in elucidating problems. Unwittingly per-
haps, geographers appear to have assumed the anthropocentric bias character-
istic of Western philosophy and social sciences generally, and an implicit faith
in scientific rationality. There appears to be a need, in the applied sphere
particularly, for a kind of geography which regards man as part of the bio-
sphere as a whole; a geography which refuses to base its identity solely on the
criteria appropriate to other disciplines. There is also a need to evoke the con-
scious engagement of people in coping with issues which touch their lives, and
the best intentioned efforts of specialized academic and planning elites have
often prevented rather than encouraged this. A critical examination of role
and appropriate domain of effort is needed if we wish to assume practical
relevance to society.

1.1. Utopia for Erewhon

Revisting Erewhon, one century later, Butler might have remarked on the
profound changes evident within its Colleges of Unreason. Professors, for a
variety of reasons, are more involved in the practical affairs of society.
Straighteners, now more numerous and functionally specialized, are obviously
failing in their duties as counsellors, therapists, and monitors of social life.
More rational ideas and guidelines are needed in order to cope with the
unprecedented nature and volume of ecological and social crises.

Each type of professor rallies his own brand of Hypothetics to the task of
ameliorating Erewhon life. Some share visions of efficient and comprehensive
administrative systems, others speculate on ways whereby the production and
distribution of material goods and services could be organized more efficiently.
Theories are advanced to show how social relationships and interactions
might be better streamlined and rationally harmonized. Prophets of doom
warn of ecological catastrophe and propose measures which could help restore
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equilibrium and sustained yield of national resources. The specialization of
expertise which by now characterizes academic life has led to much keener
insight into particular facets of social life and its environmental context, but
it has also created enormous difficulties in communicating across disciplinary
boundaries, thus militating against the prospect of ever reaching an integrated
perspective on problems or their resolution. A cacaphony of monologues
serves to confuse rather than elucidate the real world anxieties and hopes of
people. While diversity of perspectives marks an impressive advance in knowl-
edge, the lack of a common language prevents professors from reaping the full
fruits of specialized endeavor.

Geographers, of course, argue that they possess special skills to deal with
manifold phenomena. Sensitive to the straighteners’ challenge, they had
always endeavored to gain a more comprehensive grasp of the connections
between physical and human processes. De facto, however, the thrust of
applied geographic concern had not only been limited by the restricted vision
of subdisciplinary specialization but it had also become imbued with the
anthropocentric bias of related disciplines. The concerns of other occupants
of the biosphere — animals, plants, resources, technology — had been relegated
almost exclusively to specialized and separated disciplines, and rarely if ever
had the language of interdisciplinary or cross-disciplinary effort been sensitive
to any other sphere of being except human or ecological ‘systems’.

Philosophers and others watch this movement with a mixture of cynicism
and guarded optimism. They offer fresh insight into the philosophical
premises underlying the ideas and practices of various disciplines, and remark
about ways in which ideology and politics often influence the nature and
direction of professors’ work. As ever unrivalled masters in the art of sitting-
on-the fence, however, they often leave the applied geographer in a worse
state of confusion than when he had begun. Overwhelmed by the urgency of
immediate problems he has difficulty grasping either the full meaning of
philosophical critique or constructing a more comprehensive and logically
defensible overall framework for applied work. To illustrate some features of
the contemporary American geographer’s approach to applied research let us
focus more specifically on some of the standard metaphors used in his contri-
bution to the general discourse. These metaphors can best be appreciated in
the context of the ideal social and physical order which is deemed desireable.

1.2. Geographic Perspectives: Diagnosis and Therapy

Within the ideal vision commonly held in the mid 20th century, peace and
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justice for all is to be guaranteed by scientifically-based research and planning.
Equal opportunities to material welfare are to be available to all individuals
and rational programming of economic and social life is to guarantee general
harmony with the society. Many geographers feel they have much to offer on
the feasibility of various strategies which could help achieve such an order. To
gain a perspective on inequalities within existing levels of social well-being,
for example, they offer ‘gap maps’: summary documentation on the spatial
dimensions of various problems which were to be ‘straightened’. Further,
they offer special insight into the mechanisms whereby inequalities come to
be, i.e., inefficiencies in delivery of services, ‘non-rational’ location of jobs,
schools, and housing and other aspects of everyday life. If only straighteners
could be convinced of the rationality involved in central place systems, they
could experiment with alternative models of locational efficiency, and thus
hopefully reduce inequalities. On the general question of social justice how-
ever, geographers remain divided and this often leads to conflicts over values,
ideological orientation, and even some of the philosophical foundations of
their work. Some argue for revolution within the capitalist system which had
dominated this land for at least a century; some spell out reformist strategies
without even questioning the fundamental structure of society; others argue
that nothing short of radical demolition of existing structures would ever suf-
fice to guarantee a route toward justice. A look at each of these metaphors:
‘inequality’, ‘inefficiency’, and ‘injustice’, illustrates some dimensions of the
problems faced by the applied geographer today.

1.2.1. Inequality. By mid-century, a considerable bank of data was available
to allow geographers to document spatial variations in social well-being within
society. For example, they could offer some useful insight into pressing issues
of poverty by plotting the spatial distribution of income within the entire
population.

The implicit solution to poverty is simply to transfer ‘income’ from the
‘have’ regions to the ‘have not’, i.e., to reduce the gaps on the welfare map.
This solution had already been applied in other contexts with a reasonable
measure of success. Why not apply this relatively straightforward procedure,
then, to other spheres of social inequality, e.g., housing, education, health
and retail services? In fact, their professional association begins compiling a
whole atlas of such gap maps to indicate their corporate support for this ven-
ture.

From the fence, however, come voices of protest and philosophical misgiv-
ing. First, questions are raised concerning the methodology of using aggregate
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measures of welfare over such wide and diverse regions as administratively
defined areas and census tracts. What was the value of an index of average
income for a total district where obvious differentials existed? Secondly,
queries emerge about the feasibility of such solutions as fiscal transfer,
bussing of schoolchildren, or legal proscriptions against prejudicial housing
codes. The geographer should become aware of the economist’s hypothetics
— the political scientist’s too — before he could assume that structural and
spatial solutions could thus be harmonized. More seriously, however, comes
the criticism of language: what precisely was meant by ‘poverty’? Surely
people varied in their definitions of what constituted well-being — poverty
was a relative rather than an absolute state — and also would not the capacity
to earn currency be a more important measure of wealth or poverty than a
record of bank deposits? Other social scientists come to the geographer’s
defense, elaborating on the need (not only on methodological but moral
grounds) for standard definitions of poverty and minimal standards of pro-
vision. The debate takes various directions, and indeed minimal standards for
welfare are eventually defined at least for the benefit of census takers and civil
servants. Misgivings still abound, however, from both within and without the
geographer’s world. How was this equalization of welfare to be achieved? Was
it to be administered by a ‘straightener’ elite equipped with the social scien-
tist’s rational blueprint? What relationship could or should exist between those
who plan, and those for whom plans were made? What role could or should
individuals play in creating and implementing social change? Was there a
qualitative difference between planning policy at a national and local scale?
These questions probe to the heart of taken-for-granted folkways deeply
anchored within society as a whole, and they challenge geographers and
straighteners to question both their conventional roles and the myriad ways
in which their ideas and practices had become inextricably bound up with
economic, technological, and political interests.

Some geographers dismiss such distractions and press on with unabated
zeal to find more incisive analytical tools to examine problems. After all, evi-
dence abounded from socialist societies that redistribution of wealth had
actually succeeded in reducing inequalities. Others heed the methodological
cautions and revise their procedures; several become more explicit in their
ideological stances. A great number do agree that their ‘gap maps’ merely
scratched the surface of social problems and they rally'disciplinary expertise
toward the task of elucidating processes responsible for causing such inequal-
ities.
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1.2.2. Inefficiency. If the gaps on spatial inequality maps could be regarded
as somehow stemming from inefficiencies in certain underlying systems, then
a fresh perspective could perhaps be gained on the issue of social injustice. A
whole range of tools from the geographer’s arsenal could be applied to this
task, e.g., assessing systems of service provision, transport networks, job
opportunities, and access to market. To solve problems of inequality, one had
merely to restore, or infuse some rationality into ‘spatial systems’. For if
spatial systems were made to function efficiently, then everyone would
behave rationally, support his appropriate node in the spatial hierarchy of
services, and not have to wander about in search of alternatives.

Voices from the fence again come to temper the geographer’s enthusiasm.
Look at the evidence, it is argued: Garden City and New Town plans, concrete
jungles and White Elephants all originally planned on the basis of good spatial
models and theory, and the results have not been impressive. Besides, what
justification does the geographer offer for assuming that there is a connection
between the efficiency of spatial systems and the quality of human life? What
if some of the key ingredients of human happiness are not reduceable to a
metric which can be accomodated in spatial models? What, again, if it is the
very efficiency of spatial systems which produces inequality, and thereby
militates most against the quality of human life?

Questions such as these provoke more fundamental enquiry into the
implicit ideals sought in studies of both equality and efficiency. Was the ‘geo-
graphic’ utopia one in which all men would have access to an equal share of
material welfare, and all systems were operating efficiently? But were these
two conditions compatible? In some cases, it could be argued, these two
objectives were at odds with one another — that it was the very efficiency of
spatial systems which contributed most toward polarization of wealth and
increasing levels of inequality. Centralized economic and social opportunity,
growth poles, and rational networks of communication could be regarded as
‘systems of spatial domination’. Was there something inherent in geographic
models themselves which made them particularly amenable to application in
‘imperializing’ contexts, favoring the ‘supplier’s’ view of services rather than
the client’s, the investor’s perspective rather than the consumer’s? Decentral-
ization plans for hospitals, social welfare, services or schools appear to have
been based on the criteria of ‘supply efficiency’ — optimal allocation of
personnel, equipment, and service outlets. They have not always been sensi-
tive to the nature, quality and location of probable demand. Could it be
because the focus of both analysis and therapy had rested on ROLES, aggre-
gate measures of population, rather than on individual persons, that the
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‘planned’ service failed to satisfy people in their total everyday situations?
The impasse was more than methodological; there were issues here of a moral
and ideological character, and these generated heated debate over what one
actually meant by ‘social justice’.

1.2.3. Injustice. For the applied geographer, willing to adopt legal definitions
of justice, metaphysical and ethical problems scarcely arose. The meaning of
terms such as ‘equality’ and ‘efficiency’, rights and responsibilities, could be
logically derived from publicly affirmed norms and standards. Disturbing evi-
dence from their own actual practice, however, coupled with a growing con-
fidence in confronting philosophical questions, begins to generate much
debate over the nature of society generally, its ideological underpinnings, and
the justification for having such an elite as planners and applied social scien-
tists at all. What if an ideal social order were to involve more than a full
complement of material goods and security against environmental hazards?
The capacity to allow individual human beings to grow creatively, to be con-
cerned about one another and about their environments: how could one plan
for such situations? Few would question the desireability of minimal stan-
dards of material provision, but how were facilities and opportunities to be
redistributed? Was one to invite or compel the underprivileged to adopt a life-
style and ethic which had already made the affluent ones less than happy?
Could people be trusted to draft their own course toward ‘development?’

A painful realization dawns on the socially-conscious geographer. He
begins to realize the extent to which spatial models had sometimes been used
to impose a rational structure on social life which left little room for human
becoming except at the price of buying into an alien system of values,
behavior and world view. Spatial models promised efficiency and they had
often vindicated themselves; what had not been specified was efficiency for
whom, and what were the social costs or inefficiencies for the powerless.
Having elucidated various structural (political, economic, technological)
foundations for social injustice, was one then to deduce that solutions must
also be construed in structural terms? Once identifying a capitalist system as
arch villian, for example, should one argue for revolution to abolish the
market and set up some kind of socialist structure? In this more ‘spatially
just’ economy of the future, could inequalities be reduced (even eliminated
by force?), would inefficiencies in spatial systems be intolerable, and could an
omniscient ‘people’ be in charge?

The validity of these and other claims for the best strategy toward overall
social reform could only be argued on theoretical or ideological grounds:
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evidence from both socialist and capitalist societies remained equivocal. In so
many varied political situations, would-be managers of the social order had
only limited success in harnessing the ‘efficiencies’ of production elites for
the welfare of society at large. Zealots of structural reform from Rousseau
and Ebenezer Howard, to Monnet and Doxiadis, had spent their energies on
the architecture of political systems to the neglect of one vital ingredient,
viz., human individuals whose lives were to be organized and influenced by
these systems. The story of revolutions through history revealed again and
again that structural change does not necessarily bring about a change in
social dispositions, in the perception or quest for social injustice. Structural
reform could, of course, facilitate and precipitate changes in behavior: legal
prescriptions and proscriptions could remove or add constraints on opportun-
ities. History, however, suggested that ‘have’ privileges are not easily ceded to
‘have nots’ and the skills developed by powerful elites to circumvent legal
constraints were by now public knowledge.

To varying degrees, then, each of the geographer’s metaphors evokes not
only issues of logic and methodology, but also triggers worries over their
metaphysical and ethical implications. Justifications for the use of terms such
as ‘inequality’, ‘inefficiency’, or ‘injustice’ could not even begin without a
specification of the ‘utopia’ toward which applied research was directed. The
nature and dynamics of this ideal is in turn deeply influenced by the socio-
logical and political context in which applied research is actually practiced, as
becomes clear when one examines the characteristic roles assumed, and the
interests which are served in the process. First, let us examine some compet-
ing ‘utopian’ views of social and environmental order in terms of their funda-
mental assumptions about life, knowledge, and planning. For there is a
peculiar sense of ‘self fulfilling prophecy’ about the models cultivated within
particular social sciences; no matter how we may protest about the detached
attitudes of the Ivory Tower, our ideas do actually shape the realities we
study. And all metaphors of truth — be they mystical scientific, or poetic —
bear public consequences with profound ethical importance for contemporary
life.

II. CONTRASTING SCENARIOS OF UTOPIA
Two countervailing themes emerge from recent scholarly writing on the ideal

order for society and environment. On the one hand one hears the case for
more rationally-ordered monitoring systems to guide and police technology
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and life styles. On the other hand one hears the plea for an environment
which allows for freedom and creativity for the individual. At the risk of
understating or diminishing the range and diversity of contemporary effort,
one could propose a bi-polar continuum of stances ranging from optimal
levels of rational order at one extreme to maximum levels of individual free-
dom on the other. Like any polarity, this is an artificial construct, designed
to highlight contrasts, and to provoke an awareness of the logical foundations
and extensions of existing stances. In a very general sense, one might label
one pole as that of the positive scientist, and the other is that of the existen-
tialist. The capacity of this schema to accomodate the literature is limited; its
aim is rhetorical, designed to open the way for discovering forgotten elements,
and intended as an invitation to improve communication among those who
are concerned about the practical significance of scholarly effort. What is lost
in terms of accuracy may be a justifiable price to pay for improved clarity on
the general directions toward which our literature points.

At each pole of our continuum, elaborate scenarios are often sketched,
and arguments rallied on both sides. Certain basic contrasts in their funda-
mental ideological and moral premises, however, make it difficult to evaluate
and judge between these seemingly conflicting visions of the ideal order.
Perhaps the question to raise is not whether they are compatible or reconcil-
able, but rather whether there is a perspective on mankind and world which
might enable both to discern more clearly where the appropriate arena for
their efforts might lie.

To highlight contrasts between the two poles of our continuum, one could
outline a stereotypical set of goals which reflect their respective visions of the
ideal social order. In the existentialist scenario, self-aware and responsible
persons are actively engaged in creating communities and caring for their own
environments (Wild, 1963; Winter, 1966; Teilhard de Chardin, 1965; Fromm,
1968). The flowing of individual personalities assumes primary importance;
the order and dynamics of social systems are evaluated in terms of personal
growth among community members. In the positive scientist’s scenario the
social order is managed and directed by rationally-designed administrative sys-
tems; crises and conflicts are contained, techno-structures controlled; individ-
ual needs and behavior are accomodated through well programmed feedback
mechanisms (Bell, 1969; Toffler, 1972).

The gulf between these two visions of an ideal social order seems enorm-
ous. The human geographer, too, may often feel caught in the tensions
between these two extremes (Mercer and Powell, 1972; Samuels, 1971;
Entrikin, 1975, 1976). Our traditional concern for the earth as home of man,
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however, should ideally place us in a position to offer some contribution
toward better communication across the gulf. It could be argued, from a geo-
graphic viewpoint, that as long as utopia is conceived in purely anthropo-
centric terms, that there will be an inevitable impasse in the debate between
‘systems’ and ‘persons’. Our perspective should challenge minds to examine
the relationship between the role of humans as creators of and actors within
socio-technical systems on the one hand, and their role as part of nature on
the other. To transcend the difficulties created by disciplinary specialization
may be extremely difficult within our present institutional settings, but it
may very well be the sine qua non for developing a language and perspective
on knowledge of the biosphere as a whole. Without an integrated perspective
on knowledge. how can one apply bits of know-how to practical planning
(Giddens, 1974)? The route toward developing such a perspective needs to
be cleared not only of administrative constraints, but also of the philosophical
and conceptual undergrowth which litters our present language and separate
endeavors.

I1.1. Rational and Irrational Man

To begin such ground-clearing one has to appreciate the fundamental philos-
ophy of knowledge and action which underlies the positions held at either
end of our continuum. What existentialism offers fundamentally is a perspec-
tive on the quality and meaning of human life in the concrete everyday
world. Its epistemological foundations stem largely from the phenomeno-
logical critique of objectivism and scientific theory, so it speaks of lived
experience in the language of meaning, and tries to make values explicit
(Jasper, 1956, 1957, Spiegelberg, 1960). The present is seen as emanating
from a history, and projected toward a future. Positive science, by contrast,
seeks order and measurement in explaining systems operative within the
physical and social world (Braithwaite, 1960; Hempel, 1965; Carnap, 1966).
Though not explicitly concerned with meaning in the full existentialist sense,
it does investigate ordered meaning, i.e., the internal consistency and logic of
systems and organizations. It is fundamentally a ‘scientific’ perspective,
emphasizing objectivity, and striving in its use of the scientific method at
least, to become ‘value free’ (Chase, 1962; Myrdal, 1969). Its focus rests pri-
marily on the dynamics of present processes and structures, though it does
also claim a predictive function. Explanation may involve references to ante-
cedent processes, but the verification of its postulates, and the validity of its
assumptions, depend upon conventionally accepted rules, or to calculations
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based on the tangibly measureable data of present and past experience.
Assertions about practical application usually take the form of extrapolation
from existing trends; it has to make assumptions concerning the variability or
stability of other conditions in the future (Braithwaite, 1960; Arendt, 1968).

When these contrasting perspectives on knowledge are applied to planning,
or to future projection, important contrasts become evident in the manner in
which ‘value’ issues are resolved, and also in assumptions about the manner in
which individuals may exercise discretion over the process of change. For the
positive social scientist, individuals are usually conceptualized in terms of
aggregates — groups labelled and classified according to the methodological
requirements of particular research models. Policy formulation, on the other
hand, tends to construe populations in terms of roles, sectors, and demo-
graphic types, manipulable within the framework of a rational social order. In
contrast to this, the existentialist sees individuals as conscious human subjects
who have a right and responsibility to choose their own future. Individual
persons become free in responding creatively to ambiguous situations, in
becoming consciously engaged in shaping their own lives and milieux. Free-
dom, in this view, involves more than the elimination of external constraint;
it also demands a measure of self-awareness which enables a person to tran-
scend his own situation and evaluate it. Positive scientists have indeed tried to
accommodate considerations of value differences (Kohler, 1959; Myrdal,
1969; Scheibe, 1970). As observable phenomena, values have been considered
as objectively measureable data which should be included as variables in test-
ing particular hypotheses and developing theory. It is recognized also that
values not only influence definition of problems, but also the models used in
projecting planning strategies (Gouldner, 1962; Langer, 1965; Olsson, 1971,
1972; European Cultural Foundation, 1971). Hence comes the increasingly
convincing argument for more pluralistic models for social policy, and a more
diversified base for democratic participation in decision-making and manage-
ment (Fromm, 1968; Illich, 1971).

There are many limitations in each of these polarized perspectives which
make their relevance as guides for geographic enquiry seriously questionable.
The objectivist and ‘rational’ underpinnings of positive science derive from
the peculiar philosophical traditions which have influenced Anglo—American
social science (Passmore, 1968). Philosophy of science has become virtually
identical with epistemology (ways of knowing) as distinct, and often divorced
from metaphysical and ethical concerns (Carnap, 1966).

Whereas tremendous gains have been achieved in logical precision and the
internal consistency of particular methods and models of analysis, little



EREWHON OR NOWHERE LAND 21

tangible guidance is available in evaluating the human implications of particu-
lar types of logic, rationality, and objectivity as guides for our perceptions of
social reality (Brown, 1969; Bortoft, 1971). Despite the enormous strides
made in analytical precision and in the verification of descriptive statements,
epistemology per se has difficulty in supplying criteria to guide the leap of
faith between empirical-descriptive statement and normative prescriptive ones
(Carnap, 1966 ; Hempel, 1965).

Each position contains, no doubt, a germ of truth, and valid methods
whereby that version of truth is to be articulated. Taken separately, however,
each can lead to exaggerated conclusions about the feasibility of particular
planning strategies. The existentialist position is particularly valuable as
critique and caution to the rational planner, but in itself it either refuses to
make judgement about the ethical and logical dimensions of normative pro-
jection, or else implicitly assigns this to the area of personal or ideological
choice (Entrikin, 1976). With some exceptions, there is a tendency among
existentialists to absolutize individual freedom and the capacity for responsible
choice, and to overlook the enormous managerial challenges of designing sys-
tems of production, exchange, and organization at the collective level.

Both traditions share an anthropocentric bias; future is seen primarily in
human terms, whether one emphasizes managerial efficiency of socio-technical
systems on the one hand, or the freedom for individuals on the other. This
bias has found ideological and institutional support in most Western societies,
whether of a laissez-faire capitalist-type or of a more centrally organized
socialist one. The domination of nature, it has been argued, is part and parcel
of the genesis of scientific methodology (Leiss, 1974; Schroyer, 1975).

I11.2. Rationality’s Challenge: to be ‘straightened’ or ‘tamed’?

The volume of literature which has emphasized contrasts between phenomen-
ology and positive science has perhaps clouded our ability to grasp their com-
mon denominators (Husserl, 1954; Wild, 1963; Mercer and Powell, 1972). At
the core of each stance lay an implicit faith in objectivity. Yet the ultimate
goal of rational knowledge, in most Western intellectual traditions, wasideally
one of emancipation, i.e., the rules and discipline which guided enquiry were
intended to set the mind free to explore and elucidate reality in a logically
defensible and/or experientially grounded manner. It is not surprising that in
recent years, the overwhelming challenge of applying knowledge to action
and planning has brought scholars from both traditions to an appreciation of
common problems, and a concerted attempt to reach solutions. A critique of
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knowledge and action has to incorporate more than simply the logic and
acuity of cognitive processes for it is now observed that both the logic and
methodology of scientific enquiry are intimately conjoined with the human
interests which they serve (Habermas, 1974. See also, Gadamer, 1975 and
Goulet 1971.).

The directions set by Husserl, i.e., to become aware of those filters’
through which the mind screens its perceptions of reality, and to aim at arriv-
ing at a state of pure objectivity, has offered a valuable critique of ‘objectiv-
ism’, a priori models, and procedures of positive science (Husserl, 1931, 1954;
Pivcevic, 1970; Spiegelberg, 1960). Few, however, still cling to the hope of
achieving a state where one may be certain of having grasped the ‘essences’ of
things, and, in fact, hermeneutical scholars freely admit that any interpret-
ation of ‘fact’ is inevitably influenced by preconceptions (Ricoeur, 1971;
Palmer, 1969; Kockelmans, 1975). Joining the long line of scholarship which
for a century or so has pursued a Verstehen approach to knowledge, they have
probed into the whole area of meanings, values, and ideas, which have charac-
terized the human record (Dilthey, 1954, 1957; Martindale, 1968). They do
not rely on a priori theory or the testing of lawlike hypotheses; rather they
attempt to unmask the meanings expressed in human behavior and action,
following a method analogous to the literary interpretation of texts (Palmer,
1969; Kockelmans, 1975). Hermeneutical knowledge is always mediated
through the categories of the interpretor’s pre-understanding. Hence if he
does not simultaneously become aware of his own meaning world, he will fail
to unmask the meanings underlying the situations he studies (Tuttle, 1969).
There is an obvious trap here: for the language through which he can gain and
eventually articulate such understanding may simply be a different version of
knowledge — a different language and a different understanding from that of
the positive scientist (Bortoft, 1971). How is one to evaluate the appropriate-
ness of different forms of language in the arena of knowledge in use, if one
has not clarified the appropriate language for the communication of knowl-
edge itself? There is a vital need for this kind of interpretative elucidation of
human meaning when one considers applied scientific work. It serves the
‘practical’ human interest, i.e., it can yield insight into the rules whereby
theory may be applied in practice (Habermas, 1971; Marcuse, 1972).

Theory, hypothetico-deductive procedures, and the testing of hypotheses
belong to the domain of the empirical-analytical sciences. The fundamental
goal of this type of enquiry is technical: it is essentially concerned with
‘know how’ rather than know what’. Under specified conditions, these pro-
cedures may arrive at law-like statements which may have predictive power.



EREWHON OR NOWHERE LAND 23

But the application of such theoretical knowledge to planning still depends
upon the a priori rules established to direct the relationship between theory
and practice within a particular setting (Habermas, 1971).

Both types of enquiry are thus needed in the attempt to make geographic
knowledge relevant to the resolution of planning problems. One could argue
that much of the confusion and gaucheries of applied social science has
stemmed from a confusion of ‘technical’ and ‘practical’ interests. This kind of
confusion can be better understood when one considers the manner in which
ideology and political vested interest have often co-opted and channelled
scholarly work. Strong views have been expressed for instance, on the grow-
ing tendency for so-called ‘objective science’ to become manipulated toward
ideologically defined ends, especially those of technological rationality. Phil-
osophers from a variety of stances have endeavored to emancipate rationality,
in the literal sense of the term, from the constraints of social context, or
methodological naivété; to restore it to reason, to shield it from the dangers
of political manipulation and epistemological confusion (Gadamer, 1975;
Heidegger, 1971).

To restore order within rationality’s empire may be a laudable and necess-
ary step in the direction of ground clearing for the applied geographer. As
long as its central aim is to write a recipe for more logically based knowledge
of facts, and the ingredients for a more controllable blueprint for human
management of environments, however, it may still remain caught in an
anthropocentric trap. As with the geographer’s own metaphors, the language
which provides categories for a critique of the present or past may not be
adequate for the formulation of an alternative way (Bortoft, 1971).

Could one not conceive of ‘taming’ rather than ‘straightening’ of ration-
ality? To use Heidegger’s words, a straightened rationality would still belong
with the Herrschaftswissen (literally ‘knowledge of overlordship’) which has
characterized Western science, and might simply further the compelling drive
which humans betray to control and manipulate nature for their own ends
(Heidegger, 1967). Technologically sophisticated societies have been shaped
and influenced by the same attitude toward knowledge as they demonstrate
in their attitudes toward things and toward other human beings as well. The
hubris of Western man, in Heidegger’s view, has robbed things of their whole-
ness; in trying to dominate the earth, they rob it of its integrity and thus dis-
tort it. The opposite of Herrschaftswissen is Bildungswissen (knowledge of
meaning and creativity); it demands an attitude of Gelassenheit a tenderness
in our perspectives on things, letting them be and become. If such an attitude
is lacking, is it any wonder that we are constantly surprised by the often
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‘irrational’ and anarchistic way in which knowledge itself may grow? We trust
in the logic and power of operationalized enquiry, systems of deduction and
theory, rather than in the charisma and insight of bright individuals. Yet it is
clear from history that great advances in knowledge have almost invariably
come about from the inspiration and insight of particular scholars. In the
light of such considerations, should one not look again at our institutional
structures, subdisciplinary specialization, and rules whereby scientific knowl-
edge is applied in practice? Does our sociological context tend to bury rather
than promote individual creativity in scholarship, and open, caring engage-
ment in discussion with people actually involved in environment issues?
Perhaps the most fundamental challenge which critical philosophy can offer
to applied geography is this: there is an intimate connection between our
ways of approaching knowledge and its relationship to action on the one
hand, and the syndrome of attitudes and behavior between people and
environments which characterize contemporary society. The hope is that
once having grasped the ideological and institutional influences which have
surrounded our thoughts and practices to date, we may be in a better position
to evaluate the appropriateness of particular methods and directions for geo-
graphic effort in the future.

III. COLLEGE OF UNREASON
III.1. Myth of the ‘Intelligentsia’

To deal adequately with the complex ways in which social institutions and
the roles assumed by scientists influence thought and practice one would have
to survey a very broad spectrum of the sociology of knowledge (Mannheim,
1936, 1952; Mills, 1958; Gouldner, 1962; Berger and Luckman, 1967).
Mannheim, writing in the 1930’s, remarked on the inevitable tensions
between what he labelled ideological and utopian forms of thought during
periods of social change (Mannheim, 1936). Ideological thought, in his view,
tends to justify the status quo and the existing power position of dominant
social classes; it could be used as an instrument of social oppression by power
elites. Utopian thought, on the other hand, tends to interpret reality in terms
of a projected future, and to justify radical changes; it could be used as an
instrument of fundamental reform or revolution. Mannheim envisioned only
one group who could be sufficiently detached from the existing social order
as to be able to make a radical critique of the present, and invent scenarios
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for alternatives; this was the ‘intelligentsia’ whose ideas could be used as bases
for rational social planning.

Though the pace and complexity of social change may be even more
dramatic in our day, this tension between ideological and utopian forms of
thought may be more apparent than real. While there is a discernible tension
in most Western societies between the values of social egalitarianism on the
one hand, and the exigencies of industrial capitalism on the other, a substan-
tial portion of pure and applied social sciences appears to be closely aligned
to technological process (Habermas, 1971, 1974; Marcuse, 1968). Could one
suggest that ideology and utopia have converged in recent scenarios for future
environments? Marcuse, critical of the Weberian concept of ‘rationality’ and
cynical about the role of ‘intelligentsia’ lies pointed to this (con) fusion:

the very concept of technical reason is perhaps ideological. Not only the application of
technology but technology itself is domination (of nature and men) — methodical, scien-
tific, calculated, calculating control. Specific purposes and interests of domination are
not foisted upon technology ‘subsequently’ and from the outside; they enter the very
construction of the technical apparatus. Technology is always a historical-social project:
in it is projected what a society and its ruling interests intend to do with men and things.
Such a ‘purpose’ of domination is ‘substantive’ and to this extent belongs to the very
form of technical reason (Marcuse, 1968, p. 223).

Marcuse, among others, has argued that rationality, in the service of tech-
nology, can no longer perform the emancipatory, detached, function
envisioned by Weber (Weber, 1949, 1958). Rather it serves as ‘rationalization’
in the Freudian sense of the term, i.e., justification of the status quo
(Habermas, 1971). This is because the rationality of science and technology is
essentially one of control; it is a rationality of domination (Marcuse, 1972;
see also Leiss, 1974). He is perhaps foremost in articulating the political con-
tent of ‘technical reason’, and has elaborated on the political mechanisms
which contribute toward a persistence of this situation within so-called demo-
cratic societies today.

111.2. Folkways of Applied Scholarship

How many geographers were aware, when first they tried to offer their exper-
tise in applied situations, that such constraints were to be confronted? Soci-
ology of knowledge, by focussing on the ways in which context and language
actually mold the articulation of ideas, can sometimes give the impression of
overemphasizing the media, and ignoring the intentions and motivations
underlying the message. Many geographers have indeed been stirred by a sense
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of concern and responsibility to help alleviate problems and forestall pro-
cesses which threatened to destroy the quality of life and environments
(Griffin, 1965; Zelinsky, 1970; Wolpert, 1976). Once embarked upon this
course, did they not find themselves surrounded by a complex sociological
situation where institutionally defined roles, funding sources, and even the
medium of print set boundaries and direction for the articulation of their
efforts? A great deal of the direction and volume of applied research today
is shaped by the practical and technical interests of sponsors, which in turn
tend to favor the promotion of existing (ideological and economic) con-
ditions. Though most problems are many-faceted, the actual intellectual
exploration of them does not promote dialogue among different stances or
feedback between planners and those for whom they plan.

Consider, for example, some typical features of academic involvement: the
multidisciplinary team organizing a symposium on a particular problem.
Through a variety of ‘objective’ stances, the issue is dissected into several dis-
crete parts, individual human experiences converted to aggregate estimates,
and some kind of ‘whole’ picture is sought through the assembly of special-
ized parts. The value and success of such a meeting would probably be judged
in terms of the ideas presented, the practicability and/or political feasibility
of its conclusions, perhaps even on the nature and number of committees
appointed to explore new avenues of research. The question of whether the
process itself — the physical assembly of concerned scholars — had sparked
insight or openness to dialogue with alternative stances would hardly be con-
sidered as measures of success. ‘Proceedings’ may be published which are
really ‘preceedings’: they are often the homework preparation of discussion
rather than a record of the discussion itself. How much more provocative it
would be if there were evidence of dialogue initiated not only among differ-
ent ‘invited’ stances, but also between the official contributors and other
participants who did not have a prepared script? From the vantage point of
eliciting active engagement from various sectors of society, the critical
criterion of success should surely be not one of discerning which positions are
logically defensible, ‘right’, or ‘wrong’, but rather whether or how they invite
dialogue? The print industry itself is a medium ill suited to provoking any
kind of dialogue. It serves to assemble a smdrgasbord of position statements,
each illustrating and promoting a distinct type of ‘know how’ rather than a
concerted effort to elucidate the ‘what’. The lag which often occurs between
the actual experience of environmental crisis and the time when printed
reports are finally published, gives many academics the feeling of being post
facto commentators on issues, or else weak-voiced prophets of doom.
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Consultant reports, whether or not academics are involved, may be delivered
more speedily, albeit at greater expense to the decision maker. Many aca-
demics deplore the poor quality of research which often lies hidden beneath
the glossy pages of such reports, and scoff empirically about the ‘token’ or
‘rubber stamp’ character of the exercise. Yet in most urgent situations, aca-
demic geographers do not have the time, energy, or data required to do
thoroughly scientific research before risking an opinion or estimate. If we
have done our homework on grounding our geographic models in real life
situations, why should we lack the confidence to make intuitive judgements
when necessary without compromising truly ‘academic’ standards? As long as
various contributors may hide behind the facade of print and feasibility
reports, there is little room for sharing such intuitive leaps in the dark,
partially grounded opinions — let alone engaging in the discussion of values,
ethics, and hopes for problem resolution with the people who are involved in
the problem.

The basic assumption underlying our conventional exercises is that intel-
lectual discourse over issues will lead to some kind of solution. Conflicts may
be resolved by bright ideas, particularly if these can be couched in practical
policy statements. A second assumption is that what is written in rational
language will ultimately lead to action; and this usually involves a faith in
institutional means for promoting social change. Both assumptions virtually
ignore and often prevent the potential input of gifted individuals — gifted in
the sense of grasping problems in a comprehensive way and committed to liv-
ing with the solutions. And more seriously still, from an intellectual point of
view, they may allow little room for discovery in the process.

To recognize the ways in which rationality has been abused in the past
does not suggest that it should be abandoned; should it not rather suggest
that rationality should be channelled more appropriately, i.e., orientated
toward discovery rather than validation of knowledge? The ‘intelligentsia’
myth and the ethic of scholarly objectivity and detachment, laudable in its
own right, has unfortunately led to an elitism and redundancy of effort which
actually robs society of that very precious interplay of insight and responsi-
bility which is required today in the face of environmental and social crisis.
How reasonable or even rational is it to justify — ethically or pragmatically —
the situation where an elite assumes the role of articulator and arbitrator for
society in general? Weberian rationality has inspired the erection of tightly-
knit research bureaucracies, each with clear lines of specialization, but this
has often led to a stifling of individual freedom and creativity. When an elite
abrogates responsibility for the analysis and planning of the social order does
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it not tend to deaden initiative rather than elicit an awareness of the scope for
involvement which individuals could assume for their own collective future?
Even in situations where the ‘intelligensia’, cooperating with an efficient
managerial elite, has designed blueprints for society based on majority
opinion, there is still the pragmatic challenge of making such plans effective.
Almost every Western society since World War II has had its share of failure in
implementing such plans. The managerial spirit would remain undaunted by
such questions: they merely pose a challenge to its executive and manipulat-
ive and political skills, and there would be little difficult to find a behavioral
scientist to provide models for the task.

IV. EREWHON REVISITED: A ROLE FOR THE GEOGRAPHER?

The desire to ameliorate social conditions and to protect the fabric of life for
future generations is no doubt a positive feature of contemporary geography.
If we are to fully appreciate Heidegger’s critique of Herrschaftswissen, how-
ever, and wish to cultivate a more concerned, caring, approach to knowledge
and action, it would serve well to evaluate our present endeavors in this light.

On purely logical grounds, there are serious limitations in our present
approaches to the modelling of both spatial and ecological systems as bases
for prognoses or planning policy. The complexity of contemporary problems
demands insight and direction from fields of knowledge and experience far
beyond the scope of existing social science methodology. The geographer, in
his disciplinary role, may be well equipped to analyse several dimensions of
problems, to specify what needs to be done in order to redress imbalances, to
streamline spatial systems of service, or to revamp administrative systems. But
to claim that such structural or mechanical changes will inevitably bring
about social justice is at best an exaggeration.

Social justice, however defined, involves moral judgements concerning the
quality and ordering of social life. It is presumptuous to assert that general
standards for social justice can be subsumed entirely under the rubric of
spatial equality or the efficiency of spatial systems. Justice involves the whole
person, not just journey to work, take-home pay, or the sum total of material
conditions which the external observer may wish to ‘equalize’. It also involves
the social environment, and the types of interaction which occur among
persons, ‘nature’, and technology. A definition of justice which does not
incorporate each is not only inadequate, but may be destructive as well.

While there is no doubt much pedagogical value in spatial models of
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inequality and inefficiency, it should be observed that the logic underlying a
critique of the present may not be unequivocally relevant in projecting about
alternatives. Such global assessments, based on external criteria, ignores the
question of whether it is possible to reach an objective measure of what con-
stitutes ‘poverty’, or ‘welfare’, and to what extent the rational efficiency of
servicing systems may influence the human experience of well-being. These
models are characteristically pertinent to the description and manipulation of
systems extraneous to individual experience. Their value emphases derive
from the prerequisites of systems generally, be they biological, technological,
or cybernetic. They impinge upon, and constrain human behavior, but they
do not EXPLAIN it. What may be far more helpful is an explanation — eludi-
cation — rather than partial attempts at scientific ‘explanation’. We have
come to recognize the extent to which most of the status quo systems
modelled by spatial analysts have become imbued with the values of industrial
growth and managerial efficiency, and how poorly they elucidate the values
or interests of client or consumer populations. With increasing levels of
specialization, both in technology and in the executive and consultant caste
system which controls it, the language and dynamics of such systems are
further and further removed from those who may be most affected by them
(Goulet, 1971).

A more fundamental critique, from a geographic viewpoint, could be
addressed to the ‘humanist’ trap, and our failure to consider the quality of
Yustice’ in whole earth terms (Lovelock, 1975; Heidegger, 1967). Our charac-
teristic discourse echoes the ideological legacy of eighteenth century Euro-
pean Enlightment, and the faith in mind-over-matter which has generated
economic, technological, and political systems which prove insensitive to
nature and the human body. How many of our spatial models, for instance,
assume ceteris paribus, a featureless plane rather than the living surface of the
earth? May one validly persist in the taken-for-granted assumption in ecologi-
cal models that the whole orchestra of natural milieux can be subsumed
under the rubric of ‘environmental factors’, expressed in categories suitable
for systems analysis and systems management?

The more one probes into the sociological, political, and philosophical
dimensions of applied scholarship, the more it becomes obvious that ethical
questions need to be elucidated also (Winter, 1966). Each of the stances
assumed on knowledge, action, and the utopian order, is supported by a par-
ticular ethic of its own. These ethical imperatives, be they oriented toward
scholarly standards, status quo maintenance, economic growth, social equal-
ity, or personal growth, lend motivation and energy to each participant’s
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contribution, but they also often underlie fixed opinions, intransigent to dis-
cussion or compromise. To deal with conflicts merely on the level of ideas,
‘know how’, or political fiat, ignores the power of ethically grounded
opinions. Should the geographer assume a relativist stance on such conflicts
of ethic, and trust in the political process to arbitrate between them? Recent
political history does not augur well for this. Should he pretend that ethical
conviction is a purely private affair and acquiesce in the ‘intelligentsia’ stance
on knowledge and action?

Without denying the autonomy and importance of personal belief and
ethics, could one not strive toward a more general ethical horizon on earth
life as a whole, which could guide discussion on environmental issues
(Teilhard de Chardin, 1965; Ferkiss, 1969)? The challenge is surely not to
judge among existing ethical stances, but rather to elicit an awareness of their
environmental implications. Having suffered repeatedly through history from
the blinding effects of one ethical tyranny after another, should we not be
now in a better position to admit the limitations of inherited norms, and
listen to one another as we endeavor to formulate a wider vision on earth life
as a whole? Wherein, then, might the contribution of geography lie?

The answer depends on the particular geographer’s mode of construing the
world, his image of the ideal social order, and his understanding of the
strengths and limitations of his discipline’s research potential. Our metaphori-
cal language in applied geography tends to reveal a Cartesian world view, a
managerial perspective on social life, and a tendency to extrapolate from
partial analyses of discipline-defined problems to blueprints for societal plan-
ning as a whole. If one were to recapture a more fundamental definition of
geography, however, one might begin to sense a path beyond the historically
conditioned practices which guide our present task.

The overall task of geography has often been cited in terms as broad as the
drama of human life within its total environmental setting. If the goals of
human existence are seen to be the fulfillment of human potential, then state
of becoming should be more important than state of being. If such human
becoming can be construed as part of total becoming within the biosphere,
then our time-wom geographic perspective may in fact be one of the most
valuable contributions possible toward the resolution of social and ecological
issues. A perspective this broad does not immediately specify a workable
research programme for any one discipline, but it could provide a framework
for multidisciplinary approaches on major issues. For example, many prob-
lems could be construed in terms of the juxtaposition in space and time of
groups who have unequal opportunities to choose and exercise discretion over
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their environments. One could investigate what environmental forces impede
or facilitate the interests, or life projects, of such groups (Hagerstrand, 1974a).
At the interface between societies and their environments one finds more
than simply the tension between human beings and ‘spatial systems’: one
finds the juxtaposition in space and time of highly complex systems of forces,
each operating according to its own appropriate direction and rhythmicity.
Humans bring with them a history, collective memories, as well as images and
anticipations which guide their actions within changing environments. Natural
systems have their own internal dynamic and ecological prerequisites, which
are often brashly ignored by the rationally defined functional systems super-
imposed upon them. To gain a grasp of this complexity, or to offer hope to
manage it wisely, one gets little help from specialized disciplinary research
which separates and atomizes each of its components. It is not an encyclo-
pedic atlas of juxtaposed distributions which is needed, but rather a method
to enable us to appreciate the relational problems and consequences of such
juxtaposition in space and time. Case studies which reveal the interpenetration
of these multidimensional processes within particular situations may be a far
more valuable contribution than debates over scientific respectability or ide-
ological orthodoxy.

This does not mean, of course, that we ignore the quest for general prop-
ositions, and analyses of general processes which lead to environmental crises.
A focus on values, for example, could yield insight into the directions of par-
ticular policy orientations, and help predict and forestall outcomes deemed
undesireable. Having reached some assessment of the values which operate
within our own institutional and ‘market’ contexts as applied geographers, for
example, we could begin to assess the values which guide other institutions
and systems, particularly those which are likely to have the most profound
influence on the future. An effort could be made to identify those institutions
which are likely to impinge upon the everyday time—space horizons of urban
populations, e.g., media, communications facilities, commercial and edu-
cational institutions, and examine (a) their probable effect upon opportunities
and choices for individuals, and (b) the kind of knowledge and attitudes
about environment which these institutions propagate and their behavioral
consequences. Existing models provide some tools whereby these features of
the functional environment may be elucidated, (Hagerstrand, 1974b), but we
have not, by and large, begun to explore the bio-ecological consequences of
certain styles of organizing functional environments. Rationality mediated
through institutions and technology tends to impose a clock/calendar time
scheduling on systems of employment, retail, transport and administrative
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service and eventually on industrial and agrarian livelihoods as well. This
eventually leads to a human use of space and time which may be grossly out
of synchronization with the natural rhythmicity of biological and physical
time, with severe consequences for human and ecological health (Fischer,
1968; Luce, 1973). The ‘hurry sickness’ and TYPE A Behavior for which the
medical world treats (and blames) the victim could perhaps be elucidated in
terms of those everyday environments whose space-time routines are so
badly synchronized with the natural physiological rhythms (Friedman and
Rosenman, 1975). Could we not examine contemporary genres de vie in
terms of their temporal as well as spatial characteristics, focussing, not only
on their functional ‘efficiency’, and the values and images which characterize
their perspectives, but especially on the ways in which they succeed or fail
in orchestrating their activities with the natural rhythmicity and dynamics
of air, water, earth and seasons?

A retrospective and critical study of the evolution of technology and
society could yield valuable insight if it were formulated in this comprehen-
sive manner. If one is convinced that political revolution is the only road to
salvation, there are many interesting experiences of the twentieth century
which could be re-examined. Efforts to move toward a rational utopia
founded upon an egalitarian social philosophy, could be studied in Scandinavia
and elsewhere. Similarly, efforts to achieve anarchist and libertarian social
reform in Civil War Spain as well as revolutionary social change in the context
of China or Cuba in the twentieth century deserve critical study. It is ironic
how eager we are to draft blueprints for the future and at the same time how
unwilling we seem to be to look at past experiences. Our spatial and ecological
models, derived in large part from an effort to shape our discipline according
to the style of systematic social and natural sciences, remain often insensitive
to time, development, and the inextricable connections of place and rhyth-
micity within life as a whole.

Ultimately, perhaps the most important role for geographers might emerge
from its evocative and pedagogical efficacy. If we succeed in achieving a
measure of critical insight into our own situations, and how appropriate our
ways of thinking may be to elucidate them, we could begin to,devise methods
to help individuals to become aware of their own life situations, to under-
stand the dynamics of those systems which surround them (Richards, 1975).
Pedagogical efforts proposed in the late ’sixties and early ’seventies, e.g.,
learning webs, grass roots dialogue and networks of self-educating groups
(Illich, 1971; Freire, 1970) may have now had enough time to yield data on
the feasibility of such strategies. The aim, in general terms, was to initiate and
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promote discussion and engagement from a wide spectrum of people on issues
related to environments. In this model of learning, change was envisioned not
only on the part of participants, but also in the content, style, and structure
of planning (Fromm, 1968). Could we not now find evidence of the strengths
and limitations of these approaches? Even if one notices more complacency
rather than militancy over environmental issues, this would still not mean
that the ‘consciousness raising’ approach was an irrelevant one; rather it might
suggest that it did not address itself to a sufficiently wide audience. Why
should consumers, tenants, and clients be the only target for such a pedagogi-
cal program? Could it not be argued that it is the managerial sector (and its
academic consultants) which have a more serious need for ‘consciousness rais-
ing’? Instead of decrying our existing links with the so-called establishment,
then, should we not consider the content of our message and eventually dis-
cover media more appropriate for communicating it?

The applied geographer’s role, like that of philosopher or social scientist,
can only be envisioned within the larger framework of processes leading
toward awakening responsibility among various sectors of society. Does this
role of provocateur, or facilitator of such a movement, not require that we
eventually allow the ‘objects’ of our research to become ‘subjects’ of their
own individual and collective lives? We may have expertise to offer at various
stages of this effort, but to imagine that we can write the script, set the stage,
and manage the production, seems not only pretentious, but could also be
destructive of that very creativity from all actors which this period of history
demands.

Revisiting Erewhon today leaves little doubt that enormous structural
changes may be needed in order to redress imbalances of power and wealth.
Its Colleges of Unreason need emancipation from the stifling effects of func-
tional specification and cooptation by ideological or technological interests.
External reform, however, needs to be matched by an even more pervasive
revolution within the minds and hearts of individual people, be they regarded
as playing a consumer, straightener, professor, or managerial roles. Structural
reform and legislated social justice meted out to hungry automatons so they
may be ‘straightened’ to fit ‘rational’ folkways, belongs to a Cartesian, mana-
gerial view of society. An appeal for internal renewal and creativity within
human individuals implies an existential view of society where people can
create as well as accumulate, acquire as well as inherit, learn to grapple with
environmental problems rather than have them resolved for them by some
intellectual or managerial elite. But it may also imply a fundamental renewal
with the Colleges of Unreason: the old Hypothetics provide primarily
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‘autopsy’ language to describe problems; in fact, the various brands of
unreason which they have perpetuated have now become incarnate on the
lived landscape. The first step to take in becoming more ‘relevant’ to society,
then, is to deal with the basic homework on what we take for granted about
reason and unreason, knowledge and action.

The geographer’s success in contributing toward a whole earth perspec-
tive depends upon the breadth of his vision and the depth of his empathy for
the manifold social and bio-ecological roots and directions within the human
prospect. The value of our achievement may well lie in demonstrating poten-
tial paths for concerted action, rather than the discovery of uniquely ‘spatial’
or ‘geographical’ solutions to problems. In this quest, the more we arouse
social, political and environmental consciousness among all potential actors in
the planning process, the more we ourselves and our discipline may learn the
art of creative becoming.

Graduate School of Geography
Clark University

NOTES

! The relationship between academic geography and actual planning endeavors within
European schools often contrast sharply with those prevailing in American contexts.
References here are primarily made to American experience.
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MICHAEL F. DACEY

A FRAMEWORK FOR EXAMINATION OF
THEORETIC VIEWPOINTS IN GEOGRAPHY!

My discussion concerns the nature of a model that purports to classify theor-
etic viewpoints in geography. Though the model has a simple structure, it has
clarified for me some methodological aspects of geographic research. It has
also identified several basic research problems that evidently have not been
previously recognized.

My discussion will have the following structure. First, I will examine
the need and possible uses of a classification of theoretic approaches to
geography. Second, I will define the model and illustrate some applications.
Finally, I will identify some of the more interesting results generated by the
model.

I. BACKGROUND

Discussions and controversies on the methodological basis of geographic
research frequently evolve around dichotomies and dualities: ideographic—
nomothetic, universality—uniqueness, deterministic-stochastic, behavioral-
morphological, explanation—description, inductive-deductive.

I am not convinced that distinctive attributes of methodologies are
revealed by such dichotomies. Some of these are specious in that the two
parts are not incompatible, the two parts fail to encompass a multiplicity of
alternatives or one of the two parts encompasses all viable alternatives. Others
seem only to be a consequence of semantic confusion. Other dichotomies
appear valid but fail to distinguish critical methodological issues.

The philosophy of science literature also utilizes numerous dichotomies to
draw distinctions between scientific methods. While I am not qualified to
evaluate the validity or utility of these dichotomies, I have not found them
useful in structuring geographic research.

Within a single discipline, it is frequently only subtle differences that dis-
tinguish alternative approaches to problems so that it is not surprising that a
single dichotomy is too crude a model to comprehend the distinctive elements
of alternative theoretical formulations in geography. The need may be for a
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more refined model that takes into account a larger range of methodological
components.

II. USES OF A MODEL

Before attempting to construct a new model, there is need to identify its
intended uses and the criteria appropriate for its evaluation.

The basic use of the model is to distinguish alternative trends in contem-
porary geographic theory. In addition to this use, I shall try to construct a
model that is useful for understanding the role of theory in the design and
interpretation of empirical research. It would also be useful if the model con-
tributed to the identification of types of analytic techniques that are required
for the continued development of geographic theories, without regard to the
methodological biases of these theories.

The need is for a model that exposes and integrates the distinctive features
of current theoretic viewpoints in geography. My search for types of models
that could be adapted to the structure of contemporary geography was not
notably successful.

The only suitable model that I located was developed by Wallace (1969)
to explain the methodological structure of contemporary sociology. Exten-
sions and generalization of this model will be used to structure the method-
ologies of geography and several other social science fields.

Before identifying elements of the model, several underlying assumptions
are clarified. I shall also try to establish the domain to which statements of
the model pertain.

Every classification has its limitations. One limitation is that it magnifies
certain differences, ignores others and may delude us into believing that the
former are more real than the latter. Worse, the assumed dimensions of the
classification scheme may be erroneous in that they rest on unfruitful
premises or unreliable observations. However, it is not claimed that the dis-
tinctions made by the model are more valid than others but simply they are
not less valid, they are not grossly contradicted by observations and they are
useful for understanding the role of theory in research.

A second limitation is the requirement that every observation be placed
into one part of each dichotomy. This may force us to distort observations to
fit the classification. This risk will be somewhat negated by using the model
to classify only idealized methodologies, or ‘isms’, rather than classifying
existing theories or the methodological works of particular theorists. As a
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general rule, concrete theories or works are sufficiently moderated in their
arguments that they are inadequate for paradigms for class types. The dif-
ferences among theories are mainly differences of emphasis. However, in
application of the model, the chief concern is not on these similarities but
rather to focus upon the differences among theories in conceptual emphasis.

III. UNDERLYING ASSUMPTIONS

Some discussions of methodologies attempt to identify the conceptual
frameworks that competing theories resemble. The present model is instead
motivated by attempts to respond to the following type of questions: “What
kinds of direct observations and analysis does each theory imply?” By placing
the stress on observations indicated by theory, as well as the empirical
generalizations based on these observations and the analytic tools used for the
study of these observations, it is possible to construct a model that suggests
conclusions about both theories and the design and interpretation of empirical
research.

The term ‘theory’ is taken to mean any set of symbols (symbolic construct)
that is claimed verifiably to represent and make intelligible specified classes of
phenomena in one or more of their relationships. A theory is said to be ‘of’ a
particular class of phenomena whenever the theory offers an explanation of
phenomena in that class. An explanation of phenomena in a class occurs

when that class is treated as the explanandum or dependent variable, regard-
less of the nature of the independent variables.

The model does not use phenomenological differences in explananda to
differentiate theories. This is because all scientific theories require both an
explanandum and an explanans and two quite different theories might be
equally interested in the same class of phenomena if one is interested in it as
an explanandum while the other is interested in it as explanans. There is,
however, a critical distinction between these kinds of theoretic interest, and
the following model classifies theories on the basis of the distinction between
how the explanandum is defined and how it is explained.

IV. STRUCTURE OF THE MODEL

The model classifies theories of a phenomenon X, so that X is the explanan-
dum of theories described by the model. Each theory specifies relations
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Fig. 1. Basic property space described by the model.

between X and elements recognized by the theory. In many social science
theories these elements include humans or human institutions, and to reflect
this humanistic quality of the explanantia, the elements are referred to as
‘participants in the theory’ or, simply, ‘participants’. Despite this suggestive
terminology, the model itself makes no assertions concerning the attributes
of participants, which are described only by the theory in which they occur.
Consider a theory that explains X. The relation of X to theory is treated as
being one of two types. The explaining elements of one type of theory stress
conditions that are imposed on either the participants of the theory or on the
universe that environs these participants. In this type of theory the view-
point is that X reflects relations with participants that are ‘determined’
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or ‘controlled’ by conditions that are temporally prior or logically more
primitive.

The explaining elements of a second type of theory stress conditions that
are generated by either the nature of the participants of the theory or the
nature of the universe that environs these participants. In this type of theory
the viewpoint is that X reflects relations with participants that are ‘self-
determining’ or ‘free-willed’.

Figure 1 displays the property space identified by this partitioning of
explaining elements of a theory.

An additional dimension is added to the model by placing a second dichot-
omy on the nature of the explanantia of a theory. Denote the dichotomy for
participants’ environment by Y; and for participants by Y,.

Figure 2 displays the basic model, which is read from left to right. The
model contains three parameters: the explanandum X and the sentential con-
stants Y; and Y,. Associated with each class is an ism which serves to charac-
terize the class but is not a formal element of the model. The use of isms is
meant to convey that the classes are idealized types of theories and theoretical
viewpoints, which are more extreme in their formulation than are concrete
theories or formulated theoretical viewpoints. Also, the interpretation of
each class is not a component of the model, though the interpretations may
provide a useful frame of reference.

V. USE OF THE MODEL

Before considering applications of the model, it needs to be noted that there
does not explicitly exist a model for geography or for any other academic
discipline. This situation occurs because the model classifies theories that
explain X and this explanandum is a phenomenon. If a group agrees that
some phenomenon Xy is the principal explanandum of an academic discipline
X, then the classification of theories of Xg may be viewed by this group as a
classification of S.

The specification of the explanandum X does not determine the classifi-
cation of theories. The selection of the sentential variables Y; and Y, may
affect the classification and probably biases the selection of the isms associ-
ated with each of the eight classes. Although the isms are not properly part
of the model, it seems highly likely that the selected terminology will evoke
psychological reactions in at least some readers.

Criteria are needed to guide the specification of X, Y;, Y, and the eight
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isms. While the order of specification is probably not critical, it may be more
productive to specify the components of the model in left to right order so
that X is set first while the isms reflect the selections for Y; and Y,.

The following assumptions underlie the selection of the explanandum. (1)
The model has little relevance to a particular explanandum unless it occurs as
a dependent variable in several or more competing or complementary theories.
(2) The study of a model is productive only when these several theories are
largely the product of workers in a common academic discipline. (3) The
utility of the model is greatest for an explanandum that is the central focus
of a large, diverse group of researchers, such as characterize most disciplinary
and some interdisciplinary efforts.

Each explanandum examined in this study has been selected because it
appears to be the central focus of several theories used in a social science
field. Moreover, it is assumed that the explanandum is similarly defined in
each of these theories. However, verification of this assumption requires
detailed content analyses of these theories.

The criteria for specifying Y; and Y, are even more fuzzy. What are
needed are variables that produce eight classes which, on one hand, include
and distinguish the major, competing theories of X and, on the other hand,
correspond to existing theories of X. These conditions evidently suggest that
the model has little utility for an X if there exist only two or three theories of
X and, unless the dimensions of the model are increased, if there exist more
than eight theories of X. In the ensuing applications of the model the specifi-
cation of Y, and Y, has proceeded largely by trial, error and subjective
evaluation.

Once X, Y, and Y, are set, there remains the sensitive task of identifying
the ism terminology. While this terminology is external to the model, it
should be suggestive of the fundamental conceptual emphasis of each class of
the model. One difficulty is that the terminology has resorted to some
barbaric expressions, such as demographism. However, most of the other isms
are listed in Webster’s Third New International Dictionary and the dictionary
definitions approximate class characteristics.

VI. APPLICATIONS
Although my interest in the model is its application for the classification of

geographic theories, it may be advantageous to first experiment with other
disciplines.
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The application of the model, Figure 3, to sociology utilizes the terms
given by Wallace (1969), which has X replaced by social, Y; by people and
Y, by nervous system. The list of isms and interpretations are essentially
those given by Wallace.

Evidently the explanandum of much economic theory is the economic. If
so, the model of Figure 4 proposes a classification of economics by putting
X = economic, Y; = people and Y, = profit maximizing.

Presumably the model may be applied to other social sciences, but my
knowledge of these fields is too meager to even attempt a classification.

If it as agreed that the society is the focus of social science theory, then
the model generates a broad classification of social science theories. The
model of Figure S uses ‘society’ for the explanandum of social science theory
and equates Y; and Y, with organizational and optimizing. Notice that two
interpretations are provided for one class while anthropology and geography
are academic fields missing from the nearly complete list of social science
fields. History is also missing, but it may not be a social science.

The application of the model that will be examined in detail is defined by
X = spatial pattern, Y, = people and Y, = optimizing (Figure 6). To the
degree spatial patterns are the explanandum of geographic research, this
model proposes a classification of geographic theories.

VII. ANALYSIS OF THE MODEL

First, I note some of the things not accomplished by the model or by this
examination of the model.

It does not generate the typical division of geography: urban geography,
cultural geography, etc.

Many of the dichotomies frequently used to categorize geographic research
are not identifiable or are devoid of meaning in the context of the model:
inductive—deductive, deterministic-stochastic, ideographic—nomothetic, etc.

A critical assumption is that spatial patterns serve as the common explanan-
dum of numerous geographic theories. Although the explanation of spatial
patterns seems to be a prevailing objective of the contemporary geographic
literature, other explananda might be proposed. For example, it might be
profitable to examine the model with areal differentiation as the explanan-
dum.

Next, I will note some of the issues that the model seems to clarify.
Although I will frequently refer to upper-half theories and lower-half theories,
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these halves refer only to positions in Figure 6 and do not convey a value
assignment.

The research topics of classical and continuing interest in geography seem
to be covered by the upper-half theories. In contrast, the topics covered by
bottom-half theories have been only of spasmodic but intense interest.
Examples include environment determinism in the post World War I period,
the rationalistic models of the late 1950’s that were engendered by the
infusion into geography of regional science axioms and techniques, and the
behavioralism that currently dominates geographic studies.

This interpretation suggests that the continuing schism in geographic
theories may be between the ‘generated by’ and ‘imposed on’ approaches.

This distinction between the two kinds of theories evidently has impli-
cations to empirical analysis. The tools and techniques of analysis that are
currently available are evidently designed to handle morphological relations
of the ‘imposed on’ type. Possibly, the lower-half theories have floundered
because of inability to describe and analyze relations that have the explanan-
dum of a theory generated by attributes of the participants of a theory.

If this interpretation is valid, the development of lower-half theories is
inhibited by lack of suitable methods and tools of analysis. If so, the current
effort in behavioral aspects of geography is probably misdirected.

This interpretation is reinforced by the observation that the work in the
early sixties was focused upon theories of the rational type. Research effort
directed by this class of theories was not terminated because all the interest-
ing problems were solved. I suspect that this effort was aborted because of
inadequate analytic ability. While one currently developing trend is to research
directed by behavioral theories, the model suggests that the changing emphasis
is only from participants that are optimizing to participants that are not
optimizing. Because there is little reason to anticipate that there is much dif-
ference between the analytic and relational problems arising in rational and
behavioral theories, current behavioral research may fail because of inability
to handle the same analytic problems that stymied the development of
rational theories.

The preceding observations are based on a critical assumption: the analytic
methods used to establish relationships between explanandum and explanan-
tia for ‘imposed on’ types of theories are unsuitable for establishing relation-
ships for ‘generated by’ types of theories. If this is a valid assumption, it poses
the problem of what types of tools are required for investigation of ‘generated
by’ theories.

The relations established by upper-half theories are generally morphological
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relations. In contrast, the task of lower-half theories is to relate spatial struc-
tures to largely non-spatial atrributes of participants or participants’ environ-
ments. The inherent natures of these two kinds of relations seem to present
geography with challenging problems.

While morphological relations have proved easier to identify, the utility of
morphological relations is seldom recognized. This may be the reason the
upper-half theories have had little impact on the making and evaluation of
policy. Possibly, the current political, social and environmental climate is one
that can profitably utilize morphological relations. The problems associated
with ghettos, poverty, pollution and congestion are to a significant extent
problems of spatial concentration. Although geographers claim particular
competence in the analysis of spatial structure and spatial relations, it remains
for geography to demonstrate that theories of morphological relations can
contribute to the solution of the contemporary social and economic problems.

The task confronting lower-half theorists seems equally challenging. While
some geographers fluently argue the need to relate attributes of participants
and their environment to morphological structures, the establishing of actual
relations has proved elusive. I am not at all convinced that available social
science theories are capable of relating non-spatial attributes of participants
and their environment to spatial patterns. At the least, the geographic litera-
ture contains few, if any, verifiable relations of this kind. One unavoidable
question concerns the existence of an empirically verifiable theory that
relates non-spatial attributes of the elements of a theory to spatial patterns.
The challenge to a lower-half theorist is first to demonstrate the theory’s
existence and then to demonstrate its application.
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MICHAEL DEAR

THIRTEEN AXIOMS OF AGEOGRAPHY OF
THE PUBLIC SECTOR

Modern urban man is born in a publicly financed
hospital, receives his education in a publicly sup-
ported school and university, spends a good part of
his time travelling on publicly built transportation
facilities, communicates through the post office or
the quasi-public telephone system, drinks his public
water, disposes of his garbage through the public
removal system, reads his public library books,
picnics in his public parks, is protected by his
public police, fire and health systems; eventually
he dies, again in a hospital, and may even be buried
in a public cemetery.

MICHAEL B. TEITZ (1968, p. 36)

Decisions made in the public sector affect almost all aspects of our lives. The
welfare of future generations depends upon those decisions now being made.
It is odd, therefore, that the spatial outcomes of public sector decisions do
not form a more prominent focus in contemporary geographic theory. The
purpose of this essay is to correct this imbalance, by outlining a framework
for the study of a geography of the public sector. Four themes are pursued:
preliminaries; pattern; process; and theory and methodology. Together, they
define the thirteen principal axioms of a public sector geography.

I. PRELIMINARIES

1.1. Focus

A geography of the public sector is concerned with the spatial outcomes of
decision-making by all institutions which are publicly accountable.

1.2. The State

The most important of these institutions is the State itself, since it is the
53
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major source of the outcomes we wish to consider. However, concern might
also extend to quasi-public bodies, such as nationalized industry or utility
companies. It is important to distinguish between the ‘State’ per se, and the
‘political system’ of any society. The State is a collection of institutions,
including government, administration, the police, and the judiciary. In con-
trast, the political system is best envisaged as the superstructure of the State,
including the political parties and pressure groups which vitally affect the
operation of the political process, and hence, of the State itself (cf. Miliband,
1973, pp. 46-51).

If the State is to become an endogenous variable in geographical analysis,
it is vital that comparative analyses of spatial outcomes under different State
systems be undertaken. In western capitalist society, which is based upon
private property and private enterprise, there is considerable ambiguity in the
State’s role. At least five different interpretations have been suggested, view-
ing the state alternatively as (i) supplier of public goods and services; (ii)
facilitator of the market mechanism; (iii) social engineer, intervening to
achieve its own policy objectives; (iv) arbiter among competing social groups;
and (v) agent on behalf of a ruling elite (Clark and Dear, 1976). In contrast,
the basis of socialist systems is State ownership and control of enterprise. Yet
even in this potentially less ambiguous setting, considerable variation in the
State role may be observed. For example, the Russian State bureaucracy has
been equated with the bourgeoisie under capitalism, since it acts to extract
the economic surplus from workers and thereby delivers social and economic
privileges to itself. Under this ‘state capitalist’ system, social inequality
persists (Lane, 1971). Moreover, it is precisely this kind of State structure
which the People’s Republic of China is trying to avoid.

1.3. Spatial Qutcomes

The spatial outcomes from State decisions derive from two sources: (i)
policies for the regulation of society; and (ii) the provision of public goods
and services.

Strategies of social regulation are a major concern in the proposed
paradigm. At the most fundamental level, these strategies act to preserve such
basic institutions as private property. Around these institutions, a more prag-
matic edifice of administrative and legal machinery has been constructed. For
present purposes, the most significant set of regulatory policies are those con-
tained in the machinery of land use planning legislation. Bourne (1975) has
recently shown how different State systems can lead to fundamentally
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differing planning philosophies, with predictable consequences upon patterns
of land use development.

In many ways, the provision of public goods and services has a more
immediate impact upon public welfare. The precise nature of the spatial out-
come will depend upon the reason for intervention. Three reasons are norm-
ally considered: the existence of external effects in production or consump-
tion (e.g., the incidence of air pollution); the existence of other market
failures (e.g., monopoly); and the development of preferred standards for
community life (e.g., a preference for more urban parkland). In all cases, the
private market would tend not to produce in a socially optimum manner. As
a consequence, a wide range of goods and services are provided by the State,
including pure public goods (an air pollution control monitor) and merit
goods (a library system).

1.4. Public Facilities

An important agent in the delivery of public goods and services is the public
facility system. Three facility types have been recognized: ‘service’, where the
consumer travels to the facility to obtain the good (e.g., schools); ‘despatch’,
where the good is taken to the consumer from the facility (e.g., fire stations);
and ‘utility’, where the good is distributed to the consumer via some network
mode (e.g., pipe, cable), and where some attenuation of capacity, as the con-
sumer is approached, is required (cf. Teitz, 1968).

Since the mere presence of public facility in a neighbourhood can mean
the difference between availability and non-availability of a particular good or
service, the redistributive potential of the facility system is clearly significant.

II. PATTERN INPUBLIC SECTOR GEOGRAPHY

II.1. Direct Impact

The majority of public decisions will ultimately acquire some geographical
dimension, such as a concentration of public housing sites. In examining the
patterns of these spatial outcomes, we are first interested in the direct impact
of the decision; i.e., in those welfare consequences which are directly intended
by the decision-makers. In a study of the school, street, and library systems in
Oakland, California, Levy et al. (1974) discovered that public decisions pro-
duced three typical patterns in spatial outcomes. These were:
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(1) ‘the more, the more’ which describes the tendency to allocate most
funds to those areas which have already received a majority of previously
available resources;

(2) compensation in which the very poorest neighborhoods receive extra
resources; and

(3) resultants which are the patterns which no-one intends (see Axiom
11.2).

Given that society’s resources are not infinite, it is clear that when one
group gains from a public program, some other group loses. Moreover, given
the cradle-to-the-grave ramifications of public decisions, the global impact of
these decisions upon human welfare is hard to underestimate.

11.2. Indirect Impacts

In addition to their direct impact, most public policy decisions have a range
of direct welfare consequences which were largely unforeseen by decision-
makers. These indirect impacts are due to unanticipated side-effects (i.e., the
externalities) of the decision. For example, a policy to rehouse residents from
a demolished slum neighborhood might have the effect of destroying old
friendships and community ties.

Three groups of external effect seem particularly significant in generating
the indirect impacts of public decisions: user-associated; neighborhood-
associated; and jurisdictional (Dear, 1976). User-associated externalities are
borne by those people who in some way participate in a public decision (i.e.,
they also share in the direct benefits of the program). For example, those
people relocated by an urban renewal scheme suffer the inconvenience of
removal; or, those obliged to live in public housing might feel stigmatized as
a consequence. Conversely, neighborhood-associated externalities affect those
who are not part of the decision or its associated program. Thus, people in
the vicinity of an urban park may never actually visit the park, although their
property values might rise because of its proximity. Finally, jurisdictional
spillovers arise because it is often difficult to confine the impact of a govern-
ment’s decision to within its own jurisdictional boundaries. Hence, when
recreational facilities in one jurisdiction are used by residents of another, and
this use goes unpriced, a jurisdictional spillover is said to have occurred. The
incidence of such effects is particularly significant when inter-jurisdictional
cooperation is required to finance large-scale, multi-jurisdictional programs
(e.g., for regional waste-disposal).

An important question in public decision-making is the extent to which
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decision-makers are (un)aware of the full consequences of their choices.
Harvey (1973, p. 58) has suggested a high degree of awareness, in that
“... much of what goes on in a city (particularly in the political arena) can
be interpreted as an attempt to organize the distribution of externality effects
to gain income advantages”. There is sufficient evidence of ‘slippage’ in
current public policy-making (in the form of pay-offs, kick-backs, bribery,
etc.) to lend at least some credence to this suggestion.

III. PROCESSIN PUBLIC SECTOR GEOGRAPHY

So far, I have argued that decisions by publicly accountable institutions, par-
ticularly the State, have a major impact on human welfare through regulatory
policies, provision of public goods and services, and location of public facili-
ties. Any geography of the public sector ought to focus on the pattern of
direct and indirect spatial outcomes of public decision-making. However, we
cannot stop at description of patterns; we must also strive to explain those
patterns, and to expose the processes through which they are achieved.

II1.1. Decision Agents

From the outset, it has to be recognized that decision-making in the public
sector is much more complex than in the private sector. The first major
source of this increased complexity is in the number of agents party to each
decision. Four participant groups may be recognized initially: government,
consumer, community, and supplier. Let us consider these in turn.

Government (as one part of the State) is responsible for the specific
decisions on regulatory policy, or for the delivery of public goods and services.
These decisions may occur at national, regional, or local levels. Since govern-
ment consists of a body of elected officials, it is motivated (in part at least) to
protect the welfare of its constituents. In this concern, it is influenced by
special interest groups, by constituency pressures, and by its internal political
composition. Consequently, a government’s decision criteria are multi-
dimensional and are often complicated by the fact that there is a relatively
short time between achieving office and seeking re-election.

In many decisions on public policy, the opinions of consumers (the client
group) carry least weight. This is especially the case when the potential client
group is poor, or in a minority. It is particularly acute for the handicapped
consumers (e.g., the mentally retarded), who are unable to voice their
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demands, and have to rely on an advocate group. However, not all client
groups can be regarded as ‘victims’ in the decision process. The construction
industry always seems to have a large voice in the preparation of housing
legislation, for example.

The voice of the client group is often lost in the many voices which derive
from the wider community. Its members elected the government under whose
auspices the public good is being delivered, or legislation drafted. Although
not a consumer of the good, the community frequently has an effective veto
power on decisions regarding it. It is sometimes useful to distinguish between
the ‘impacted’ community, and the community ‘at large’. For example, a
community group which feels the negative impact of a sewage treatment
plant in its neighborhood may be in conflict with the community at large,
which recognizes the city-wide benefits of the plant.

Finally, the supplier/producer of the public good is also party to the
decision calculus. Suppliers can be private or public agents. The former are
attracted by the profit motive, and are usually subcontracted to the govern-
ment. However, where profits are not possible, government itself generally
takes over the role of supplier.

I11.2. Market Organization

For any public good or service, government is faced with a choice between
production of the good, including its manufacture and distribution, or accept-
ing responsibility for its provision at public expense (usually by contracting
with a separate agency for its production). The provision option has many
advantages, at least in theory. It avoids long-term commitment of public
monies, and encourages competition amongst potential contractors, thereby
ensuring an efficient, responsive, low-cost service. It also provides an import-
ant means for dealing with the spillover issue, in that arrangements for
cooperative provision are likely to be more easily achieved than arrangements
for cooperative production (Ostrom et al., 1961).

An important organizational question concerns the point at which public
production stops and private provision begins. There is, of course, consider-
able political bias against public production in capitalist societies. Where it
does occur, the power of decision-making (with respect to the given good or
service) is generally delegated to that political unit whose boundaries are
coterminous with the good’s market area. Hence, defence responsibilities are
normally vested at the national level, while local fire protection arrangements
are generally delegated to the neighborhood or town level. One major
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difficulty with this appealing arrangement is that market areas rarely coincide
with political boundaries. The myriad of potential scales and organizations
between national and local levels is testimony to the problem of coping with
the resultant jurisdicational spillovers.

The problem of deciding the level at which decision-making discretion is to
be delegated is complicated by the difficulties of obtaining true estimates of
the effective demand for public goods and services. Consumers rarely possess
the resources to back their demands — either financially, or in terms of politi-
cal skill. Hence, demand for public goods is often ineffective, or even non-
existent. Decisions with respect to the provision of such goods therefore have
to be made on different criteria (see below). Under these circumstances, the
absence of a traditional supply side response is hardly surprising.

The difficulties of market organization for a set of public facilities under
these circumstances have been described by Teitz (1968, pp. 43-44). Con-
sider the case of a good with zero direct cost, and no individual choice, such
as a fire protection service. Here, the spatial form of the service (and hence,
the incidence of its benefits) are determined by technical considerations,
such as minimum operating size, and maximum permissible response time.
The latter criterion argues for at least some degree of facility dispersion, while
the former limits dispersion because of the technical need to operate above
some minimum size. When consumer choice is significant, a different set of
considerations emerge. Thus, in a library system, the larger facility has a
greater stock of books, and therefore attracts more consumers. Demand is
then regulated by the travel cost that consumers have to bear in obtaining
service. In this example, the attractions of size have to be offset against the
advantages of accessibility. As Teitz points out, the facility system is able to
generate demand for its services by organizing itself appropriately. However.
in doing so, its costs will risc.

In summary, market organization for delivery of public goods and services
requires the simultaneous resolution of questions of demand; supply; pro-
duction/provision; size, spacing and number of facilities; and welfare impacts.
We should not be surprised i optimality in public decisions is an impossible
concept.

l1.3. Decision Criteria
What, then, are appropriate criteria for decision-makers in the public sector?

The redistributive nature of the majority of public decisions, and the account-
ability of decision-makers, have forced attention away from traditional
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efficiency concerns. Although such considerations as cost-effectiveness, etc.,
are still important, they are frequently subordinated to equity goals in
decision-making. Equity criteria are based upon the notion that some groups
in society are worse off than others, and that the difference between the
groups is worth diminishing. Little systematic research investigation on equity
in spatial outcomes has been undertaken. The study by Levy et al. (1974) is
indicative of the complexity of the research task. They suggest three possible
equity criteria in the provision of public services:

(1) market equity in which public resources are distributed according to
the revenues received;

(2) equal opportunity where an equal dollar amount in resources is distri-
buted, on a per capita basis, irrespective of tax contributions; and

(3) equal results where, ultimately, the quality of streets, libraries, etc., in
all neighborhoods shall be equal.

All three criteria are, to a certain degree, ‘fair’. However, market equity
and equal opportunity will tend to perpetuate existing social inequalities
while the equal results alternative has greater redistributive capacity.

Judgements on the degree of redistribution preferred by any society clearly
require something beyond a simple statement of equity alternatives. They
involve instead some consensus on the relative merits of the potential
recipients of the benefits of the redistributive policies. In short, an exogenous
theory of justice is implied. Most contemporary treatments of social justice
seem to focus on Rawls’ (1971) contractual model of justice. Miller (1976)
has recently recognized three criteria in social justice: to each according to his
rights; to each according to his dessert; and to each according to his need.
Moreover, he suggests that attempts to accomodate all three criteria simul-
taneously (such as in Rawls) are doomed to failure. Harvey (1973) has
explicitly considered social justice in spatial systems, and favors Runciman’s
weak ordering of social justice, based upon three principles:

(1) need which represents the minimum standard of quantity or quality of
life;

(2) merit which allocates more to those faced with special difficulties in
contributing to production; and

(3) contribution to the common good where talents beneficial to all
society warrant special reward.

The problems of operationalizing any of these criteria are immense, and
we are once again forced to consider the political basis of public program
decision criteria.
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111.4. Power

Power is a key concept in explaining the spatial outcomes which derive from
the decision process in the public sector. Each of the decision agents have
qualitatively differing degrees of power. Government, for example, has the
power to initiate public sector programs, and even has recourse to the use of
force in the face of noncompliance with its wishes. Community power, on
the other hand, is much more limited. It is only when large scale urban social
movements arise that community power is strongly felt, since it then begins
to resemble aspects of a class struggle (Castells, 1976). The central point,
however, is simply that a differing distribution of power is the determining
factor of many spatial outcomes, and the major force in generating systematic
social conflict over those outcomes.

IV. THEORETICAL AND METHODOLOGICAL
CONSIDERATIONS

I have deliberately postponed any discussion on theory and methodology in a
geography of the public sector until now. This is because I believe that most
geographers would agree with the thrust of the arguments presented up to
this point. It is when an attempt is made to link these propositions into a
single coherent paradigm that dissent may be anticipated. I present my para-
digmatic overview in this final section of the paper in order to emphasize that
the study of public sector geography is not contingent upon acceptance of
my personal viewpoint. (Indeed, it would be advantageous if dissenters pur-
sued their own lines of thought into the nature of a geography of public
sector.) With this caveat, let us consider the implications of the preceding
propositions.

IV.1. Theory

The theoretical basis of a public sector geography has its origins in the socio-
logical theory of conflict. At the macro-level, the paradigm addresses those
structural dimensions which cause conflict, and which regulate the process
of conflict (e.g., private property relations). At the micro-level, concern
focusses upon the specific cause of conflict and its redistributive impact (e.g.,
the loss of property due to urban renewal).

The focus of conflict theory is change, and the coercion of some members
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of society by others, in a process of dissent. Conflict theorists consider the
social structure to be constituted by force and constraint. This is in strong
contrast with the more traditional consensus view of society, which is charac-
terized by stability, coordination and integration. It conceives of society in
terms of a functionally integrated system, held in equilibrium by certain
patterned and recurrent processes (Dahrendorf, 1959, Ch. V).

The movement in social theory away from consensus models and toward
conflict models of society has not, in general, been appreciated in geographi-
cal theory. The majority of geographical models still assume the existence of
some equilibrium state; this is especially true of those models which have
been absorbed from economics, including most land use models. Now, I am
not advocating the rejection of equilibrium approaches in favor of an exclusive
application of a conflict model. Society appears to have elements of conflict
and consensus, and there is no intrinsic criterion for preferring one theoretical
approach over the other. However, the existing equilibrium models seem to
be singularly ill-equipped for dealing with the complex problems raised in
public sector geography (e.g., the absence of traditional demand and supply
categories, and decision-making by multiple agencies on the basis of equity or
social justice criteria). Moreover, given the propositions developed in this
paper, my personal belief is that future efforts ought to concentrate more
upon those explanations which include conflict, constraint, and change. They
may be less elegant than equilibrium explanations, but they are more likely to
be relevant and realistic in dealing with real-world problems.

IV.2. Methodology

The future potential of a paradigm of public sector geography seems to
depend crucially upon a revolution in geographic method. In the post-
quantitative era, we seem unaccustomed to thinking in anything other than
mathematical or statistical terms. The unfettered flexibility of verbal thinking
often has to be learned again. As Galbraith has remarked, the predominance
of mathematical methods often leads to an atrophy of judgement and
intuition, and to the exclusion of the mathematically inconvenient from con-
sideration. Let me emphasize immediately that I am not advocating a return
to the dark days of the pre-quantitative era; mathematical and statistical
methods have an integral role in the development of a public sector geogra-
phy. What I am suggesting is that we are looking for original explanations on
freshly-observed relationships, and flexibility is the keynote in these early
explorations. Unfortunately, as Marx so vividly states (in The Eighteenth
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Brumaire of Louis Napoleon): “The tradition of all the dead generations
weigh like a nightmare on the brain of the living”.

The methodological flexibility which I advocate could initially be chan-
nelled into four directions. First, and most straightforwardly, there is a need
for the development of case studies in conflict, especially in the use of
‘scenarios’ to evaluate potential conflict outcome (Wolpert et al., 1972).
Secondly, there is a need for the development of heuristic models for com-
parative analysis of conflict outcomes. These models focus upon the common
structural dimensions of any conflict situation (Dear, 1976). Of course, such
efforts could proceed simultaneously with the development of pure method-
ological analyses for public sector problems. These include, for instance,
analysis of the conflict dimensions of the external effects of public programs
(Dear et al., 1977). Finally, new methodological insight might be encouraged
by the development of what Seley (1973) has called ‘middle-level’ theory —
implying the evaluation of conflict theories in other disciplines for their
relevance in geography.

IV.3. Philosophy and Ideology

Most geographers are still overly concerned with the appearance of society,
instead of considering the social foundation upon which that society is based.
This typically leads to a concern with pattern, and rarely with process. It is a
throwback to the old positivist traditions in geographic thinking — a position
long held to be untenable in philosophy, but still clung to in geography and
economics (cf. Hollis and Nell, 1975).

My belief is that the ultimate answer to every geographical problem is a
political question (to paraphrase Joan Robinson). Any geography of the
public sector, with its concern for the distribution of public program benefits,
etc., must focus upon the structural foundations of society. The thrust of its
questioning is toward the material (especially economic) basis of society, and
particularly the processes by which it determines the superstructure of social,
legal and administrative institutions.

Since these assertions summarize the historical materialist approach to
social theory, it follows that any geography of the public sector cannot avoid
being a Marxist geography — in the sense of providing a fundamental critique
of the social order of capitalist societies. However, this does not necessarily
imply a socialist geography, which I take to be dedicated toward working for
a radical alteration in social relations. I have no doubt that many scholars will
take umbrage at my philosophical inconsistency, in suggesting that
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conservative methodologies, liberal idealists, marxists, socialists and others
can co-exist peacefully under the public sector geography rubric. But these
are early days for our paradigm, and I have little doubt that the explanatory
power of certain models will prove themselves as time passes.

Department of Geography
McMaster University
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STEPHEN GALE AND MICHAEL ATKINSON

ON THE SET THEORETIC FOUNDATIONS OF
THE REGIONALIZATION PROBLEM

Given a set of objects — they may be animals, plants
people, central places or almost anything of interest
in a research project — then the taxonomic problem
in simplest terms is to arrange the objects into a
system of classes on the basis of some measure-
ments on the objects. The result is a classification.
If the objects are areal units then the classification
has produced ‘regional types’. If, however, the
arrangement of areal units has been carried out so
as to allocate only continguous areal units to the
same class as ‘region’ then the solution is a regional-
ization.

SPENCE and TAYLOR (1970, p. 3)

I. INTRODUCTION!

1. It is one of the peculiarities of current practice in geography that, in the
study of ‘quantitative methods’, far less attention has been given to the
‘quantitative’ part than to ‘methods’. ‘Quantitative’ is assumed, roughly, to
have something to do with numbers, numerically distinguished constructs,
or measures in general; and with this assumption being made, a variety of
numerically-based methods are simply adopted for use in the analysis of
geographic problems. Indeed, at the height of the movement in the 1960’s,
the invocation of the phrase ‘quantitative methods’ was enough to ensure
the acceptance of the validity of almost any measurement procedure as long
as the analytical methods, per se, were correctly employed. Little scrutiny
was made of the appropriateness of measurement scales or, more importantly,
of the meaning and implications of using various kinds of models of measure-
ment and classification. And although there has recently been some attention
directed at problems of developing representation theorems for measurement
models, as yet there has been very little by way of an examination of the
foundations and general implications of the use of formal methods.
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While a general theory of the appropriate uses of formal methods in the
analysis of empirical phenomena and their relationships is still in its formative
stages, recent developments in logic and mathematics are beginning to have
a number of important impacts on the structure and process of scientific
description and reasoning. Thus, as Carnap’s (1937 ed., p. 51) “Principle of
Tolerance” has become (implicitly) a serious methodological consideration,
we have begun to reexamine the foundations of measurement and inference
procedures and, in general, to reassess the role of formal languages in the
modelling process. In part the moves in this direction have been adoptive:
new languages and methods are available and, for experimental purposes, they
are used in a variety of contexts. More importantly, however, several of the
changes in orientation have been based on failures by existing formalizations
to account for specific classes of questions.

2. The aim of this paper is to summarize and extend some recent comments
on the use of alternative formal models in the analysis of the regionalization
problem. Though the focus will principally be concerned with set theoretic
issues, the idea stems from a pragmatic concern with efficacy of the kinds of
formal languages which have been used to describe geographic partitions and
the ways in which these partitions, in turn, affect the outcomes of related
analyses of geographic problems. The argument itself parallels a number of
earlier discussions concerning the rationale of using non-classical formal
languages® and the theory of fuzzy sets (Zadeh, 1965; Zadeh et al., 1975)
to characterize the properties of regions and boundaries (Gale, 1976). Follow-
ing from these discussions, then, the argument will be developed first (Sections
3-7) in terms of some general remarks on a language-based program for
scientific inquiry and its implications for the development of alternative set-
based models. The second step (Sections 8-22) will contrast the use of
alternative set theories in the characterization of the notion of a ‘region’.
And the final step (Sections 29-32) will describe some practical implications
of the use of alternative languages of description of inference; particular
attention will be paid to their effect on the design (and legitimacy) of terri-
torially-based voting procedures.

One additional point should be made at the outset. Though much of the
argument is philosophically based, it should nevertheless be regarded primarily
as a methodological device for analyzing the relative efficacy of language-
based strategies for description and inference in practical circumstances. In it-
self, the discussion is not designed to provide direct clarification of any philo-
sophic disputes (though it may do this). The intent is simply to characterize
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several linguistic and set-theoretic perspectives on ‘region’ and ‘boundary’
so as to provide a sufficiently rich operational basis for discussion of substan-
tive issues.

II. SET BASED WORLDS AND THE MODELLING PROCESS

3. Though current social science lore has emphasized the development and
testing of explanatory and predictive models in an effort to discern ‘social
laws’, there have recently been strong counterarguments to the effect that
these goals are, if not misplaced, certainly of limited scope.? To be sure, these
claims have often been ideologically based, but they have at least provided a
methodological conscience to what often are regarded as truisms. At heart,
however, there is a gap between these perspectives: on one side there is a
tradition of what has come to be viewed as scientific orthodoxy based on
formal model-building using mathematical criteria of description and infer-
ence; and on the other side, there is a heterodox discursive tradition (often)
combining historical, philosophical, and critical methods. The first is based
largely on extensions of physical science paradigms while the second appears
grounded in predominantly humanistic perspectives and ideals.

In effect, contemporary research programs on social science problems
seem to be clustered around two sides of this conceptual gap. The formal,
models-oriented, theory-testing crowd is on one side proclaiming that the
true path has been found; the humanists, on the other side, have sought
mainly to preserve the integrity of less formalized reasoning methods, to
remind us that even truth is relative, and that there are important classes of
questions that have been ignored by their opposite numbers. In a sense, it is a
kind of debate in which there are neither commonly recognized grounds of
dispute (i.e., in terms of the delineation and character of the conceptual
gaps), nor even a reasonably good idea of what kinds of arguments would
resolve the dispute.

What appears to have been ignored in this intellectual face-off is that there
are pragmatically-related conceptions of scientific inquiry which can (poten-
tially) give sorhe structure to the ground between these seemingly disparate
perspectives — at least in so far as they can delineate methodologies which are
appropriate for different classes of questions. For example, one recent paper
has described the basis for such a conception with in the framework of a logic
of questions and answers (i.e., an erotetic logic).® The argument is quite
simple: If we view science as a general question—answering process then, by
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virtue of the (say, linguistically determined) class of question (e.g., formation
of names, definitions and measurements, alethic issues, value-based problems),
methods of description and inference can be delineated for each such class.
In this view, the gap between the positions described above is not so much
one of ‘in principle’ differences as a claim for methodological heterogeneity
and the need for an understanding of the appropriateness of specific method-
ological strategies in specific circumstances. In other words, there appear to
be grounds for considering these seemingly disparate approaches in terms of a
richer conception of the modelling process which does not regard truth (in
the formal sense) as the only aim of inquiry.

4. The term ‘model’ has come to have about as many different meanings as
there are people doing modelling.® Quite apart from the various functions
(e.g., simplification and partitioning of problems), however, at its root a
model is simply an expression in a given language: there are linguistic models
of thought (e.g., natural languages), mathematical models of entitivity and
relations (e.g., various set theories), physical models (e.g., reduced scale
representations of streams, airfoils, etc.), and so on. Within the framework of
a given language, a model provides a (usually simplified) representation of
some fragment of concepts and/or phenomena. Of course, except for special
abstract cases (e.g., those arising in connection with classical model theory),
representational rules are rarely complete; they simply form conditions for
satisfaction which (under some circumstances) provide the basis for success-
ively better approximations.

More specifically, the modelling process may be (heuristically) conceived
of as a question-answering system Z = (Q, M, G) consisting of a question (Q),
an answer (or model M), and a generalized procedure (G) which describes (or
prescribes) the relations between Q and M.6 In particular

Q = ((MS,P,L) and
M =D (L,A,T,U,Rl,. .o ,Rn)

where (?)S is an interrogative sentence (or proposition), L is a given (formal
or natural) language, P is a set of presuppositions, A is a set of axioms (con-
sisting specifically of the axioms of some set theory), T is a set of potential
answers to (i.e., theories about) Q (as allowed by P), U is the (non-empty)
universe of discourse, and R,, .. ., R, are relations on U.” G may be regarded
as a sort of ‘algorithm’ which provides a context-dependent procedure for,
say, the recursive elimination and substitution of unsatisfactory elements
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t; €T, the identification of homomorphic representations, and so on. A more
thorough going specification of G would involve a greater number of complex
issues than can be dealt with here. For the present, the designation of rules of
satisfaction and partial satisfaction is regarded as a metatheoretical issue, the
solution to which is dependent (at least) on the nature of Q and the properties
of L.

5. Clearly, this very abstract perspective on inquiry processes needs much
more flesh than has been given here. For the present purposes, however, two
points are of special importance. First, it should be noticed that the structure
of Z is dependent on its specification in a language, L. Questions, for example,
arise and are phrased in (i.e., presuppose) a language; the language of answers
(or models) must be comformable (in the sense that a response in some other
language is not intelligible without explicit translation rules); and the relation-
ships between Q and M, i.e., G, must be sufficiently rich to be able to repre-
sent (at least) the syntactic and semantic relationships of all sentences
(propositions) within the inquiry process. Language, in a sense, is the con-
cept which carries the principal epistemic force. Ideas and the object world
itself are treated as linguistically-based entities (within a question—answering
process); the reconstruction of ideas and the addition of new concepts (e.g.,
value-based propositions) are similarly regarded as being predicted on the
formulation of the underlying linguistic structure.

The second point amends the first. Though we may agree that all think-
ing and communicating takes place in language, as Suppes (1970) and others
have pointed out, models which are expressed solely in terms of even
standard formal languages become not only impossible to axiomatize in many
cases, but also operationally intractable. Thus, as a way of providing a fixed
set of operational procedures, 2 also includes axioms for a set theory which is
conformable with the structure of L, i.e., A; in special cases this, of course,
provides a sufficient basis for the use of the usual mathematical operations
and inference methods.

6. The world pictured in this view of the process of inquiry is thus a language
and set based world: entities, their relations, and theories about them are all
stated in and reasoned about in L, i.e., as part of a process of inter- and intra-
personal communication. Ontologically, epistemologically, and operationally,
the world is treated as a function of its (assumed) linguistic and set-theoretic
character. Note, however, that although the language and set theory must
be fixed for operational purposes, no particular language or set theory is
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presupposed; as was noted above, this is in keeping with Carnap’s (1937 ed.,
p. xv) “Principle of Tolerance”:

. . . the view will be maintained that we have in every respect complete liberty with regard
to the forms of language; that both the forms of construction for sentences and the rules
of transformation (the latter are usually designated as ‘postulates’ and ‘rules of inference’)
may be chosen quite arbitrarily. Up to now, in constructing a language, the procedure has
usually been, first to assign a meaning to the fundamental mathematico-logical symbols,
and then to consider what sentences or inferences are seen to be logically correct in
accordance with this meaning ... . The connection will only become clear when
approached from the opposite direction: let any postulates and rules of inference be
chosen arbitrarily; then this choice whatever it may be will determine what meaning is
to be assigned to the fundamental logical symbols.

The choice made with respect to L and A thus not only influences the
ideas we have about the world (say, in the sense that ‘the elements of T are
predicated on L’), but also the very structure of the universe of discourse and
its relations: in effect, whether or not U and Ry, ..., R, have independent
existence (a knotty philosophic problem), pragmatically they are treated
(structured, reasoned about, and understood) in terms of the linguistic and
set-theoretic character of the overall inquiry process.®

7. Now, this kind of transformation of the modelling process into a more
general framework for the analysis of language-based structures may appear
artificial or even extraneous. For a number of decades, the linguistic and set
theoretic foundations of science have been almost universally treated as being
equivalent with that of mathematics. (This is the so-called ‘mathematics is the
language of science’ argument which was reified by the logical-empiricist
movement.) But it is precisely this sort of intellectual move that has been
successful in the history of physics (e.g., quantum mechanics and, to a lesser
degree, relativity theory), where developments in mathematics and logic have
generally gone hand-in-hand with the development of substantive theories.’
The same has, of course, been true in other areas (e.g., ethics'?), but the
results have engendered far less general agreement. The point is quite simple,
however, and amounts to a paraphrase of Nuel Belnap’s (1967, pp. 27-28)
reply to Herbert Simon’s claim for the singular efficacy of existing math-
ematical structures: it may be “that when it comes to fundamental questions,
there is no point asking the applied scientist which foundational questions are
not worth asking, for from his point of view there are no foundational ques-
tions worth asking”, but from the point of view of the scientist asking new
classes of questions, it may also be that there are no questions other than
foundational questions!
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I1I. ASPECTS OF SET THEORY!

8. Thus far, only the rudiments of an operational program have been described.
As it was presented, the modelling process, Z, gains its epistemological force
through the way in which L (in particular) is specified. In effect, the structure
of each of the elements of the inquiry process depends on L for their principal
characterization. Where L is a two-valued, classical, first-order functional
logical calculus (with identity) and the set A contains axioms for a Boolean
set theory (say, the Zermelo—-Fraenkel axiomatization), then the interrogative
statement (?)S and its presuppositions (P) must conform to L, the domain of
the theories (T) can draw only on concepts which can be formulated in L and
A, and even the universe of discourse (U) and its empirical relations (R, . . .,
R,) must be ‘based’ on the same properties. Similarly, by changing L, say to
a many-valued alethic or modal calculus, the structure of 2 would have con-
comitant modifications — including the acceptability of different classes of
interrogatives and observations.

A related, and in many ways operationally more satisfying position is to
utilize the set-theoretic assumptions, A, as the principal analytic ‘cut’.'®> That
is, by examining the nature of alternative set theories, it should be possible
to characterize and contrast their respective pragmatic implications by show-
ing, first, their relationship to particular classes of languages and, second,
their implications for the structure of observations and their relationships. To
do this, however, we need to understand (even in an elementary sense) some
of the details of set theory — and, to some extent, its historical development.
We are too used to speaking about sets without understanding both what the
term presupposes and what it entails.

9. If ever there was a paradise lost, it was the set theory of Cantor. Simple
and elegant, the philosophical strength of Cantor’s theory was in its appeal to
intuitions about the nature of mathematical entities. In fact, the appeal is so
strong that mathematicians still use the theory, even though it is known to
contain certain very elementary paradoxes. Yet, as the appearance of agree-
ment about the foundations of mathematics turned out to be illusory, acri-
mony grew over attempts to remedy the paradoxes. The fall of naive set
theory, in effect, marked the rise in speculation on the unity of the foun-
dations of mathematics.

Cantor himself never formalized set theory as an axiomatic system, but
this was not really necessary since his system is based on only two assumptions
and these are very easily understood. Known as the Axioms of Extensionality



72 STEPHEN GALE AND MICHAEL ATKINSON

and Comprehension, the axioms (respectively) state (I) two sets are equal if
and only if they have the same members, and (II) for any property applying
to objects, there exists a set having as members just those objects which have
that property. For the present purposes, it is crucial that the very funda-
mental role of the Comprehension Axiom be understood; in this regard,
consider the following explication by Beth (1964 ed, p. 229):

(i) Objects which have a certain property in common constitute a
class, which is defined by that property and of which those
objects are members;

(ij) Classes are objects and hence they may in turn appear as members
of a class;
(iij) Classes which contain the same members are considered as

identical; hence a class is uniquely determined by its members.

The reasoning clearly depends on one’s intuitions about objects, properties,
and membership; the spirit, however, is directly related to the need for a prin-
ciple which characterizes mathematical entities unambiguously and ‘crisply’.
And though it is difficult to visualize at this point, the Comprehension Axiom
plays a singularly important part in the paradoxes which arise in Cantorian set
theory.

10. To see how these paradoxes arise in such a seemingly self-evident and
intuitive system, we first need to note two principal results (due to Cantor).
The first is developed as follows:

DEFINITION 1: For sets S and T, /S/ > /T/<>3¢ such that ¢: ST is
onto,ie.,T={t|[IsES, ¢(s) =¢}.B

DEFINITION 2: /S/> [T/« [S/>|T/ & T/ #/S/.
DEFINITION 3: 2% = {o|oC S}.
Cantor’s Theorem states that:

THEOREM A: /25/ > /S/ for any non-empty set S.

Proof: First, we know that /28/>/S/, since ¢({x}) = x and ¢(X) arbi-
trary for non-singleton X is onto from 25 > §, so /25/ /S/. Now suppose
that /S/ > /25/. Then there is a ¢: $ > 25 which is onto. Let X = {y| y €S &
Yy €¢(»)}. Since X CS, X €25 and there is some x € S such that ¢(x) = X.
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It is apparent that xEX > x Ed(x) > xE X, and x EX > x E p(x) > x EX.
The asssumption that /S/ > /25/ has led to a contradiction, so we conclude
that /27/>/S/.

Two remarks are in order here. First, the intuition behind Definition 1 is
that the set S has greater cardinality than the set T just in case there is a way
of assigning members of S to members of T in S. If, for example, S has m
elements and T has n elements, m >n, and if we write S= {x;,...,x,}
and T = {y,,...,¥n}, then we can assign x, to y;, X, to ¥5,...,X, t0 y,,
and whatever x;’s remain at will. Counting the number of elements of two
finite sets can always be regarded as an assignment of this sort.

The other comment concerns the statement of Theorem A . Intuitively, it
may be thought that the theorem ought to hold for the empty set as well,
since 2® = {¢}, and a set with one member would seem to be larger than a set
with no members. Unfortunately, there is no function f: 2% ¢, onto or not,
because then we would have (i) ¢ € 2%, and so (ii) f(¢) € ¢, which is plainly
impossible, as ¢ has no members at all. For this reason, and because this same
difficulty arises when trying to show /X/ > /¢/ for any set X at all, Definition
1 is sometimes modified to

DEFINITION 1": For sets S and T, /S/>/T/<T={f(x)IxES&f:
S - T} for some function f, or if T = ¢.

The second result due to Cantor is:

THEOREM B: /R/ > N/, where R is the set of real numbers, and N is the set
of natural numbers.

Proof: Suppose f: N— R is onto. For each n, let r,, be the decimal part of
f(n), and write r,, = .ry,r,, . . . as the decimal expansion of r,,. We know that
rmn€{0,1,...,9}. Let r=.ryry ..., where rjj=r;; +1if r;; #9 and
r,-',- =0if r;; = 9. It is clear that r € R, but r is not in the image of f, since for
every n, f(n) is different from 7 in the nth decimal place. Hence, /[R/ > [N/.

11. The paradoxes of Cantor’s set theory are traditionally classified into two
categories: the logical antinomies and the semantic antinomies. By way of
illustration, two of each will be mentioned here .!*

The logical antinomies. (i) Cantor’s paradox. Consider the set of all sets, V.
Then 2V C V, whence /2V/ </V/. This contradicts Theorem A. (ii) Russell’s
paradox is even simpler. Let X = {x|x ¢ x}. Then X € X & X ¢ X. The word
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‘paradox’, suggesting, as it does, the possibility of a remedy, may be psycho-
logically less damaging than the word ‘contradiction’, but if one accepts
classical set theory, and if one reasons by classical mathematical methods, one
is forced to accept such conclusions.

The semantic antinomies. (i) The first of the semantic paradoxes, Richard’s
antinomy, is of particular importance because of the way it mimics Cantor’s
diagonalization method. Let R be the set of all real numbers characterizable
by English sentences of finite length. There are only countably many of
these, so they may be ordered as ry, r,, . . ., as before. In similar manner,
construct r =ry 755 . .. . Bothr €R and r ¢ R must therefore hold. It should
be observed that this is not a true paradox, because r € R cannot be obtained
in a rigorous development. It is interesting to note, however, that historically,
Richard’s paradox was the inspiration for the method of proof of Godel’s
famous incompleteness theorem. (ii) The other semantic antinomy takes
the form of a statement “I am lying” — which is true if and only if it is false.

12. The antinomies suggest that something is awry with the intuitions under-
lying the Comprehension Axiom, i.e., that to every property there corre-
sponds the set of just those objects having that property. Russell (1938, pp.
102-103; 20), for example, was apparently fully aware of the relationship
between his paradox and the Comprehensive Axiom. As he puts it,

the reason that a contradiction emerges here is that we have taken it as an axiom that
any propositional function containing only one variable is equivalent to asserting mem-
bership of a class defined by the propositional function. Either this axiom, or the prin-
ciple that every class can be taken as one term, is plainly false ... If ¢x and Wy are
equivalent propositions for all values of x, then the class of x’s such that ¢x is true is
identical with the class of x’s such that ¥y is true.

The problem then seems to be one of revising the ontological foundation of
the Comprehension Axiom (what we shall call a ‘naive reconstruction’) or
devising further axioms which restrict the conditions under which sets are
introduced which subsequently lead to paradoxes (the ‘mathematical recon-
struction’). The thrust of much of the past half century’s work on axiomatic
set theory hasbeen directed at the problems concerned with giving a sufficient
mathematical reconstruction of the axioms of set theory.

Two approaches have been used in mainstream mathematics: (i) allow only
those properties which do not violate a certain principle or principles; or (ii)
allow only those properties which can be built up via the use of a particular
system of rules. This is the main bifurcation in conventional set theory, with
type theory representing the first approach and the axiomatic treatments
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(due to Zermelo—Fraenkel and to Godel-von Neumann-Bernays) represent-
ing the second. As we shall see, however, neither approach has been entirely
satisfying, nor have they attempted to address the important issues which lie
at the heart of the naive reconstruction, i.e., our intuitions about objects,
properties, and membership. Notably, these issues also lie at the heart of the
same problem when approached from the language-based point of view.

Notwithstanding this very general question, it is of considerable import-
ance that the main lines of the mathematical reconstructionist approaches to
the recent development of axiomatic set theory be understood. To do this,
however, we first need to introduce one additional technical point concerning
the (so-called) Axiom of Choice.

13. In the course of the ‘post-paradox’ development of set theory, it was
found that a number of seemingly harmless theorems were being lost. One
additional axiom had the property that the theory obtained by conjoining it
to the rest of the axioms recovered most of these results, so that the set
theory so derived looked very much like the Cantorian set theory, save that
none of the known paradoxes could be obtained. Furthermore, the axiom
had no serious competition: the alternatives suggested have either turned out
to be equivalent, or very closely related. The axiom, known as the Axiom of
Choice (AC), asserts the following:

AXIOM OF CHOICE: If A is a set of non-empty disjoint sets, then there
exists a set B having exactly one element from each member of A, ie.,
xE€EB>JA;€EA xEA,;, and A;EA > I!x EB, x € A;. Several dozen logi-
cally equivalent forms of this axiom are known.'S Nevertheless, intense con-
troversy has raged over its acceptability, largely because of its inherently
nonconstructive nature. Despite the belief of Fraenkel et al. (1973, p. 68)
that “the majority of the attacks on the axiom of choice have derived from
not appreciating its purely existential character”, the justification of the
axiom is a tangled argument. The nature of mathematical existence is far
from clear, and the extent to which the AC is a reasonable proposition is very
much dependent on one’s philosophical position.

14. We begin our discussion of the mathematical reconstruction of set theory
with some general remarks on the two ‘mainstream’ approaches: (i) type
theory and (ii) axiomatization.

(i) According to a (caricatured) type theorist, the source of all the para-
doxes of set theory lies in a rather subtle fallacy of sentence formation.
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Specifically, in every known antimony, a self-reference takes place which
gives rise to a circularity of definition. For example, in Russell’s paradox, the
set X = {x|x & x} plays a central role. But whether x € y can be expected to
hold depends on the object x first, and then the object y. If x and y are the
same object, we are limited to a kind of simultaneity inconsistent with a
priority on x. The set X is not a set because ‘x ¢ x’ is not a property; indeed,
the argument goes, ‘x & x’ is not even a sentence. The solution is to define a
hierarchy of ‘types’ of variables. More specifically, let any variable x;; have
the interpretation that i is the ‘level’ of x;; and j distinguishes it from other
variables of level i. Both the first and second subscripts are assumed to be
ordered, so that for distinct k and k', either k <k’ or k' <k, and the oper-
ation ‘adding one’ is assumed to be meaningful. This modification of Cantor’s
theory, the ramified class calculus, thus provides the basis for the following
form of the Comprehension Axiom:

If ¢ is a formula free only in x;;, such that kK = max {i,j}, then
Iisr k1% j(Xij € Visx ka1 < (i)

A number of versions of type theory exist, which will be discussed below.

(i) In distinction to the procedure of disallowing certain forms of prop-
ositions, it is possible to also replace the Comprehension Axiom by a collec-
tion of rules guaranteeing the existence of certain elementary sets from those
already proved to exist. The axiom system of Zermelo and Fraenkel (AZ)
works on this principle; they can be classified as follows:

(a) Extensionality.
(b) Axioms guaranteeing the existence of sets;
1. pairing,
2. infinity.
(c) Axioms for building new sets;
1. union,
2. power set,
3. subsets,
4. replacement.
(d) Axiom of foundation.

A related approach, Godel-von Neumann-Bernay’s (GNB) class theory,
takes a set theory as its base (in this case, ZF) and adds an axiom of compre-
hension for classes. Class variables are assumed to be a different category of
variables than set variables; and an object cannot be both a set and a class.
Strictly speaking, if X is a set and Y is a class variable, X = Y is not a formula,
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although equality is often defined in an extensional sense.'® For example, for
the set variable X and the class variables Y and Z,of X€ Y, YE X, and YEZ
only the first is a formula. The Comprehension Axiom for classes varies from
one theory to another — in fact, this is usually the distinguishing feature —
but usually takes the following form:

COMPREHENSION AXIOM FOR K CLASS THEORY: if ¢ is any property
satisfying the requirement K, there exists a class whose members are just
those sets satisfying ¢.

The condition K usually has to do with quantification over class variables and
similar issues. The point of this is to be able to talk about collections of sets
in a precise way without having to confer sethood on the collection.

It would be difficult to over-estimate the impact of these two methods of
avoiding the antinomies. The type theorist begins with the idea of avoiding
self reference in set definition; what results is a complex hierarchy of vari-
ables which is often unwieldy in practice and, just as often, as incongrous to
the intuition as impredicative set definition. And, though the avoidance of
certain kinds of self reference and the stratification of objects into types are
separate questions, thus far they have not proven to be easily separable.
Stratification, moreover, adds a stronger bias towards a constructive view of
set theory than an avoidance of self-reference alone would strictly indicate.

15. The tendency to think of sets as being built up inherent in type theory
has been minor compared with the move toward the sort of axiomitizations
proposed (respectively) as ZF and GNB. Here, certain very elementary sets
are assumed to exist, and nothing else is a set unless it can be derived from
the primitive sets via a small number of specific kinds of operations. Since
the primitive sets have the feel of a real ‘collection’ of ‘objects’, and since the
set operations give the sensation of actually manipulating sets, there is a
definite impression left that one is ‘making sets’ involved in the use of such a
theory.

As is pointed out above, the axioms of ZF fall into four categories: the
axiom of extensionality, two axioms of existence, four set operation axioms
(not counting AC) and the technical axiom of foundation. We will first
present discussions of each of these categories of axioms and then discuss the
axioms themselves.

The axiom of extensionality says that two sets are equal if and only if (iff)
they have the same members. Because sets are not distinguished from other
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kinds of objects, a consequence of this axiom is that there are no individuals,
i.e., no objects different from the null set which have no members. The exten-
sion of a ‘thing’ is the range of other ‘things’ to which it bears a certain pre-
determined relation, in this case, ‘being a member of”. In effect, the axiom
asserts that a set is strictly determined by its extension.

The axioms of pairing and infinity guarantee the existence of sets having,
respectively, two (not necessarily distinct) elements, and an infinite number
of elements. More specifically, the pairing axiom states that for any two
elements of a set x and y, thereis a z such that if a € z,a = x or 2 = y. Denote
such a z by z = {x,y}. Observe that, by a double application of the pairing
axiom, we can construct sets of the form {x, {x,y}}. This set has the prop-
erty that it is an ordered pair, viz (x,y) =(x',y')eox=x"and y =y'. It is
customary to denote the set {x, {x,y}} by (x, ), called an ordered pair; and
an ordered n + l-tuple is defined by (x,...,Xp,Xney) = {(X1,. .., %0),
{(x1,...,Xn), Xps1 }}. A function is a set F of ordered pairs such that (x, y"),
(x,y)€EF->y=y". The domain and range of F are the sets of first and
second elements, respectively. If the domain of F is D, and E C D, the restric-
tion of F to E, call it Fg, is the subset of F such that (x,y) €F is in Fg iff
x €E. F is onto a set S iff S is the range of F; F is into S iff the range of F is
contained in S. A set X has power at least as great as a set Y iff there exists a
function with domain X and onto Y. Functions are thus treated as special
cases of relations; a relation is any set of ordered pairs. Finally, an infinite
set is one which has a proper subset of power at least as great as itself. That is
to say, a set X is infinite iff there exists a set Y such that Y C Xand X#Y,
and a function F with domain Y and range X. The axiom of infinity thus
asserts that there exists an infinite set;a number of forms of this axiom exist
which, given the rest of the axioms of ZF, turn out to be equivalent.

The axioms of pairing and infinity are the only axioms we have guarantee-
ing the existence of any sets. Except for the axiom of foundation, or regu-
larity, the remaining axioms tell us only that certain sets exist given that
certain other sets have been shown to exist. These axioms say, briefly, that
we may take the union and power set of a family of sets, that any property
determines a subset of a given set, and that we may replace some of the
elements of a set and still have a set.

UNION: Let A be any set. There exists a set B such that x € B iff there
exists X€ 4 such that x €X. This is the axiom of union, or sum-set, and
we write B=UA. To get the conventional X U'Y, we let B = {X, Y} and
define XU Y = UB.
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POWER SET: Let A be any set. There exists a set A’ of all the subsets of A:
A’ is called the power set of A. Note that because we have not yet had the
axiom of subsets, this axiom by itself does not tell us very much. Cantor’s
theorem, for example, cannot be proved without the next axiom.

SUBSET: Let A be any set. If ¢ is any property, Ay = {x|¢(x) & x € A}
exists. We require that A not be free in ¢. Observe that when ¢ involves the
power set of A, this axiom is impredicative. No contradictions are known to
arise from this sort of set definition, but it is essentially non-constructivist.
Note that the proof of Cantor’s Theorem (Theorem A) now goes through.

AXIOM OF REPLACEMENT: Let X be a set, and ¥ be a formula with two
free variables. We call ¥ a functional condition on X iff for every x € X there
exists at most one object y such that ¥(x, y) is true. The axiom of replace-
ment asserts that there exists a set Y such that y €Y &+ 3Ix€X: ¥(x,y).
Note, however, that the following formulation is not equivalent: if X is a set
and F is a function with domain D, then the image of X N D is a set. It is the
axiom of replacement and the axiom of infinity which allow us to show the
existence of a set isomorphic to the natural numbers, which, by Godel’s
incompleteness theorem, implies that ZF cannot be proved consistent.

AXIOM OF FOUNDATION: The last axiom of ZF, the axiom of foundation,
is one which is seldom used in normal mathematics. Its usual function is to
allow us to derive a contradiction from a particular construction which sur-
faces from time to time in set theory proper. What we wish to exclude is the
possibility of sequences such as the following:

... Y3E€EY,€Y,.

For any property ¢ such that there exists an object x such that ¢(x) holds,
there exists a ¥ such that ¢(») is true and z €y - —¢(2). It is possible to
show, using this axiom, that all sets are well-founded, which is to say, that the
kind of sequence we wanted to avoid is indeed disallowed.

The justification for including the axiom of foundation is somewhat
obscure. In the interest of definitiveness one is often concerned with exclud-
ing deviant constructions and it can be argued that the idea of a set is one
which should be built up from members, i.e., so that members determine the
set rather than having the members being identified by the fact of their being
in the set. If the world is conceived of as falling into layers, as in type theory,
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this problem is obviated by the existence of a ‘bottom layer’. But without the
type theorist’s perspective, there doesn’t appear to be much to be said which
makes this axiom clear and obvious.

In the interest of completeness, we list the following axioms of ZF:

I. Extensionality.
x =yeVxizExezcey

I1. Existence axioms.
A. Pairing.
Vx,y,3zVa:a€zq = yva = x
B. Infinity.
Ix,y,F: x Cy & x #y & F is a function from x onto y

III. Set operations.

A. Union.
Vx,AyVz:zEYy>Iw. wEX&ZEW

B. Power set.
Vx3yVz:.z€Ey e zCx

C. Subsets (separation).
For any condition ¢ free only in x,VadyVx: x €y & (x€Ea &
¢(x))

D. For any functional condition ¥ on a free only in two vari-
ables,IxVy: yEx > 3z:2€a & ¥(z,y)

V. Axiom of foundation.
For any condition ¢ free only in x,3 2: ¢(2), >3 x: ¢(x) &Vy:
yEx>=¢(y).

16. GNB class theory adds to the language of ZF a new kind of variable. It is
not just that a class X is something which satisfies a classhood predicate,
such as cl(X), while the set X satisfies the predicate set(X); rather, X and X
are variables belonging to different categories of the underlying language. We
denote the categories of class and set variables by C and S, respectively. For a
unary predicate P, we will need a rule to tell us whether or not to count ‘P(x)’
as a meaningful statement or not, depending on whether x is of category C or
S. One way to do this is to let ¥ be a subset of {C, S}, and allow P(x) to be
a formula just in case x is of a category in Vp. Though this way of stating this
property is a bit pedantic for unary predicates, the usage extends nicely to
n-ary predicates. Let R be an n-place predicate. We assume Vpg is a subset of
{C, S}, the n-fold cross product of {C, S}. Then R(x,, .. .,Xx,) is a formula
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iff (¢4, ...,1,) € Vg, where t; is C or S according to whether x; is of category
C or S, respectively. In Bernay’s formulation of class theory, there were, in
fact, two membership relations, ‘€’ and ‘n’, such that V. = {(S, §)} and ¥V, =

The modifications of ZF made by GNB were twofold: first, with respect
to the introduction of the axioms of class extensionality and predicative class
comprehension, and second by the substitution of the three axiom schemas
of subset, replacement, and foundation with single axioms which use classes
in the role of conditions. The axiom of class extensionality asserts that X =
YoVX: XEX e XEY. Thus, we define a formula ¢ to be a predicative
condition iff it is free only in one variable, where that variable is a set vari-
able, and ¢ contains no quantifiers over class variables, i.e., there is no
sequence of symbols in ¢ of the formV X or3 X for any class variable X. The
axiom schema is thus:

PREDICATIVE CLASS COMPREHENSION (PCC): If ¢ is any predicative
condition which does not mention X, then there exists a class X such that
X = {X: ¢(X)}, which is to say, VX: X € X « ¢(X).

The axiom schemas of ZF are reduced to single axioms in the following
manner:

1) The axiom of subsets.
VXVX3IYVZ:ZEYZEX&ZEX

?2) The axiom of replacement.
Given that a class function is defined in the usual way, we then
have VFVX3IYVZ;: F is a function >Z, €Y< 3IZ,: Z,€EX &
(Z,,Z,) EF (that is, Z, = F(Z,)).

3) The axiom of foundation
VX3IX: XEX->IYWZ. YEXKR(ZEY & ZEX).

The axiom schema of predicative comprehension can be reduced to eleven
separate axioms, so that GNB can be characterized by finitely many axioms.
These axioms are difficult to use and the usual procedure is to prove PCC as
a theorem and proceed as before.

Part of the motivation for introducing classes is to avoid the constant use
of the metamathematical notion of a condition. If class theory is to succeed
in this endeavor, we must have that the purely set theoretic part of class
theory is not changed in any essential way. The intention of class theory is
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to make set theory smoother, not different. The following theorem speaks to
this issue:

THEOREM: If ¥ is any sentence in the language underlying GNB which does
not involve classes, i.e., if ¥ is a string of symbols ¥, . .., ¥, such that for

=1,...,n, ¥; is not a class variable or constant, then ¥ is proveable in
GNB iff it is proveable in ZF.

It is an immediate corollary of this theorem that GNB is consistent iff ZF is
consistent.

17. ZF and GNB clearly play central roles in the mathematical treatment of
sets, but the position is not unrivalled. Type theory, for example, is every bit
as vigorous; in fact, its only drawback in actual use seems to be its notational
complexity. Even in the case of Russell’s theory, where all the variable sub-
scripts are dropped in favor of a policy of ‘typical ambiguity’, it is necessary
to keep track mentally of all the relationships among the types of variables.

Leaving aside purely practical considerations, however, two points are
ordinarily brought up in the comparison of type theory with GNB. One,
made by advocates, is that the axioms of type theory look much more similar
to Cantorian set theory, in the sense that we have only an axiom of exten-
sionality and an axiom of abstraction in the theory, say, of ramified types.
The other, made by detractors, is that the world is not structured in layers, a
difficult proposition to refute — or confirm!

Again, in the interest of clarity, we will describe, briefly, modern type
theory. Define types and levels as follows:

(al) 0 is a type.

(a2) Ifty,...,t, are types, t =(ty,...,t,)is a type.

(a3) Nothing but finite applications of (1) and (2) is a type.

(b1)  Thelevel of “0”is 0.

(b2)  Thelevel of t =(ty,...,t,)is 1 + max {level of ;|i=1,...,n}.
Predicates have arities, defined as follows:

(cl) 0 is an arity.

(c2) If ¢ is a type, () is an arity.

(c3) Ift=(ty,...,t,)isatype, (¢,t,...,t,)is an arity.
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(c4)  Nothing but finite applications of (1), (2), and (3) is an arity.

Clearly, an arity can be written as a sequence a = (¢4, .. ., #). We say that
such an arity as a is of length k. Every predicate is presumed to have an arity
associated with it. Type theory admits into the language as proper formulae
only those formulae which are stratified. A formula is stratified iff every vari-
able and constant occurs only at places of the same type.

An example is in order at this point. Define the types ¢, = (0) and #, = (0,
(0),0) and the arities 2, = 0, a; = (¢4, 0) and a3 = (¢,, 0, #;, 0). A predicate
of arity a, is treated as a constant. If P and Q are predicates of arity a, and
a3, respectively, thenV xVyVz [Q(x,y,z,y) < P(z,y)] is a stratified for-
mula, while YwVxVyVz [Q(w,x, z,y) < P(z,y)] is not, because w appears
both in positions of type 0 and type t,. If we interpret ‘x € y’ formally as
€ (y,x), then ‘€’ is a system of predicates, each of arity ((¢), ¢), where ¢ is
of length one. It is enough, usually, to consider only the types ((0), 0) and a
few more layers for most applications. The matter is less trivial for the theory
of sets itself, of course. Indeed, the foregoing theory of types, with axioms of
extensionality and abstraction added on, is essentially an extension of the
theory presented in the Principia Mathematica, where a good portion of
classical mathematics was subsequently developed. The more general theory
we have outlined here has additional uses. It forms, for example, an integral
part of non-standard analysis (Robinson, 1972).

18. In the midst of all of this very hard-headed view of sets, what should be
apparent at this point is that the heart of the program of set theory is bound
up with Cantor’s original ‘naive’ conceptions — and particularly his perspec-
tive on the formation of sets through the Comprehension Axiom. In a sense,
the whole of the move toward both the axiomatic and type theoretical treat-
ments may be understood as a way of formalizing Cantor’s program and rid-
ding it of some of the problems which led to paradoxes.

It should be immediately recognized that Cantor’s program and its later
developments were at once moves toward providing a consistent basis for
mathematics and the identification and characterization of mathematical
entities. The idea, in effect, was to develop a form of ‘language’ which, in
accord with prescribed inference procedures, could be a sufficiently strong
basis for many aspects of mathematics. For its part, the program was success-
ful, but with the success came an almost inevitable recognition of the limit-
ations of the approach. Thus, whereas one could avoid certain internally
generated antinomies, there are external problems concerning the application
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of set theory. What does it mean to speak of a set of subatomic particles
whose joint probability of a particular position and velocity is x? What does it
mean to speak of the set of all people in a neighborhood, or the set of all
working class men, or the set of all books on medical geography? Here the
problem is not one of paradox, but of the applicability (or, perhaps, appro-
priateness) of Cantorian sets, sets (in a way) ‘created’ by the Comprehension
Axiom. It is, in Carnap’s sense, a ‘language’ chosen freely, but perhaps a
‘language’ which does not represent the nature of the entities which are under
consideration.

We will return to this issue below. For the moment, it is important only to
recognize that the kind of set theory we have thus far presented is a means
for speaking about very special kinds of objects and relationships — math-
ematical entities — and that other kinds of set theories can be developed for
different purposes. The remaining sections on set theories will provide a
sketch of some of these alternatives.

19. In this regard, we will first look at the principal rival to Cantorian set
theory and, indeed, to all of classical mathematics — the intuitionist point of
view. While both the formalist and the intuitionist approaches call themselves
‘mathematics’, the meaning that each attaches to the term is quite different.
Heyting (1956, p. 4), for example, states that:

I must protest against the assertion that intuitionism starts from definite, more or less
arbitrary assumptions. Its object, constructive mathematical thought, determines uniquely
its premises and places it beside, not interior to, classical mathematics, which studies
another subject, whatever subject that may be.

Contrast this position with that of the formalist, i.e., one who takes math-
ematics to be the manipulation of certain signs according to particular rules.
The signs need have no further significance than their shape on the page, and
any rules comprehensible by the human mind are admissible. A formalist who
is also of a Platonistic bent may, in addition, choose to regard the symbols he
is using as representing a universe of some sort governed by the same or
analogous rules he is using on the symbols, though this is purely optional. But
this point also leads to a crucial difference. The nominalist, i.e., the formalist
who does not regard the marks he makes on the paper as indicative of a
universe somewhere, denies the meaningfulness of the question. ‘What is the
nature of mathematical existence?’ beyond some possible inscription, called
an existence operator, which might appear in the formal language he is using.

The intuitionist disagrees with both the formalist and the nominalist on
the grounds that the responses of both contain a false presupposition, viz.,
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that mathematical reasoning takes place in the language employed. Language,
it is argued, is only a tool for communicating reasoning, and perhaps a crutch
for making it easier to learn and exercise. But thinking is an operation of the
literal mind, unsullied by words, particular logical systems, and ‘rules’. He
answers all such problems with the question, ‘Has it been constructed?’ As
Brouwer (1913, p. 67) puts it, “The question where mathematical exactness
does exist is answered differently by the two sides; the intuitionist says: in
the human intellect, the formalist says: on paper””. What might be called the
logic of intuitionism is thus nothing more than a collection of principles
which have been observed to be true about the way in which mental construc-
tions are effected. Intuition is reasoning itself, as apart from any reconstruc-
tion of its logic, consists of actual mental constructions, and of the construc-
tion of algorithms for carrying constructions out.

Indeed intuitionistic assertions must seem dogmatic to those who read them as assertions
about facts, but they are not meant in this sense. Intuitionistic mathematics consists . . .
in mental constructions; a mathematical theorem expresses a purely empirical fact,
namely the success of a certain construction. 2 + 2 = 3 + 1’ must be read as an abbrevi-
ation for the statement: ‘I have effected the mental constructions indicated by 2 + 2’
and by 3 + 1’ and I have found that they lead to the same result’. Now tell me where
the dogmatic element can come in; not in the mental construction itself, as is clear by
its very nature as an activity, but no more in the statements made about constructions,
for they express purely empirical results (Heyting, 1956, p. 8).

The meat of intuitionist mathematics lies in its particular substantive
claims of ontology. We perceive time, says the intuitionist, in discrete chunks,
which has, as a consequence, an understanding of the abstract notions of
‘one’ and of ‘adding one’. Thus justifies the use of at least these two concepts
in mathematical reasoning.

This neo-intuitionism considers the falling apart of moments of life into qualitatively dif-
ferent parts, to be reunited only while remaining separated by time, as the fundamental
phenomenon of the human intellect, passing by abstracting from its emotional content
into the fundamental phenomenon of mathematical thinking, the intuition of the bare
two-oneness. This intuition of two-oneness, the basal intuition of mathematics, creates
not only the numbers two and one, but also all finite ordinal numbers, inasmuch as one
of the elements of the two-oneness may be thought of as a new two-oneness, which
process may be repeated indefinitely; this gives rise still further to the smallest infinite
ordinal number w. Finally, this basal intuition of mathematics, in which the connected
and the separate, the continuous and the discrete are united, gives rise immediately to
the intuition of the linear continuum, i.e., of the ‘between’, which is not exhaustable by
the interposition of new units and which therefore can never be thought of as a mere
collection of units (Brouwer, 1913, p. 69).

To concretize these rather abstract philosophical considerations, we will
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outline a portion of intuitionist mathematics. In doing so, we will borrow
heavily from Heyting’s Intuitionism: An Introduction, especially Chapters II
and III. Since it is intuitionist set theory we are really after, our policy will
be to pick out what is needed for the central ideas of ‘spread’ and ‘species’ in
the development of sets.

It is supposed that we know what the natural numbers are. This assump-
tion is claimed to be based on the primordial intuition; certain facts concern-
ing the natural numbers can be verified by direct observation, including
Peano’s axioms. The integers and the rationals are developed in the usual
way: a negative integer is a mathematical object, called ‘—p’ where p is a
positive integer, i.e., natural number, such that p + (— p) = 0, a rational num-
ber is an object ‘p/q’, where p and g are integers, and the arithmetic oper-
ations are defined by p/q + r/s = (sp +rq)/sq and (p/q) * (r/s) = pr/qs, and
where p/q < r[s iff ps < qr. Also, as a consequence of the primordial intuition,
it is assumed that the notion of a sequence is understood. In particular, we
will allow ourselves to think of an infinitely proceeding sequence (abbreviated
ips) as a mathematical entity, and write {a,} for it, where the a, are the
elements of the sequence.

An ips of rationals a = {a,} is called Cauchy iff for every natural num-
ber k, there is a natural number p such that, for every natural number q,
lap —ap+ql <1/k. Given k, p must be, in principle, calculable. A Cauchy
sequence is also called a real number generator. Two such generators @ and
b are congruent iff for every natural number k, we can find p such that
|@psq —bpsgl <1/k for every natural number q. Congruence, as defined,
is thus an equivalence relation. If @ and b are real number generators,
then a lies apart from b iff we can find natural numbers p and k such that
[@psq — bpegl < 1/k for every q. We write ‘>’ for ‘is congruent to’ and ‘#’
for ‘lies apart from’.

To get a feel for intutionist reasoning, we prove the following theorem,
which Heyting credits to Brouwer:

THEOREM: If a cannot lie apart from b, thena ~ b

Proof: Find p such that |ap,q —a,| <}k and |bp,q — b, | <}k for every
q. Suppose |ap —b,|>1/k. Then |ap.q—bpeql=1(peq—ap) +ap—
(bpeg —bg) + bl 2 lay —b,| = lapsrq —ap| = 1bpeqg —bp| > 1/k — 4k — k.
This implies that a and b lie apart. But the hypothesis of the theorem is that
this leads to a contradiction, whence a = b.

Note that classically we could have merely argued that the lack of existence
of p and k in the definition of ‘#’ implies ‘~’ directly.
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We are now ready to discuss the intuitionist notions of ‘spread’ and
‘species’. These play roughly the same role in intuitionist mathematics as ‘set’
assumes in classical mathematics. While a spread is not intended to represent
the totality of its elements, it fulfills some of the functions of a set. For
example, we would normally take the real numbers to be equivalence classes
on the real number generators under the relation of conguence. While a
spread is not intended to represent the totality of its elements, it fulfills
some of the functions of a set. For example, we would normally take the
real numbers to be equivalence classes on the real number generators under
the relation of congruence. Intuitionistically, we would be inclined to define
a real number as a certain spread of Cauchy sequences. The set of real num-
bers would be the species of such spreads.

A spread is a spreadlaw, together with a complementary law. The spreadlaw
governs the choice of natural numbers which are allowable for the continu-
ation of sequences of natural numbers. The complementary law determines
an object to correspond to every finite sequence allowed by the spreadlaw.
We quote Heyting (1956, pp. 34, 35) in giving the definitions in more detail.

DEFINITION 1: A spreadlaw is a rule A which divides the finite sequences
of natural numbers into admissible and inadmissible sequences, according to
the following prescriptions:

(1) It can be decided by A for every natural number k whether it is a one-
number admissible sequence or not;

(2) Every admissible sequence ay, . . . ,a,, @, is animmediate descendant
of an admissible sequence a,, . . ., a,;

(3) If an admissible sequence ay,...,a, is given, A allows us to decide
for every natural number k whether a,, .. .,a,, k is an admissible sequence
or not.

(4) To any admissible sequence a4, . .. ,a, at least one natural number k
can be found such that a,, . . . ,a,, k is an admissible sequence.

DEFINITION 2: The complementary law T'y; of a spread M assigns a definite
mathematical entity to any finite sequence which is admissible according to
the spreadlaw of M.

It is necessary also to define an element of a spread. Let {a,} be an ips of
natural numbers, and ¢" =a,,...,a,. Call {a,} an admissible ips iff every
a" is admissible. Let b, be the object assigned to a”. Any such sequence {b,}
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is an element of the spread. Two elements of a spread {a,}and {b,} are equal
iff a,, = b,, for every n. Two spreads 4 and B are congruent, 4 = B, whenever
{a,} €A iff {a,} €B. If we define spreads A = (A4,T'4) and B = (Ag, I'p)
to be equal iff A4 and Ap are the same, and I'y and I'g are the same, then it
would be easy enough to contrive examples of spreads which are congruent,
but not equal. Hence, spreads have an intentional character.

The most important result on spreads is the fan theorem, on which much
of intuitionist analysis depends. Define a spread A to be finitary, or a fan, iff
the spreadlaw of A is such that (i) only a finite number of one member
sequences are admissible and (ii) for every admissible finite sequence @”, there
are only a finite number of natural numbers k such that ¢", k is admissible.
The fan theorem is now stated as:!’?

THEOREM: If f({a,}) is an integer valued function defined on every
{a,} €A for a finitary spread A4, then a natural number N can be computed
from the definition of f such that if {a,}, {b,} €4 and n <N implies a, =
bn, then f({an}) = f({bn}).

It is a myth that intuitionism is a strictly weaker system than classical
mathematics. This is true if intuitionism is taken to be a logical calculus of
the type proposed by Heyting. But the constructive point of view has its
strengths, too, which are not captured in the calculi. The following remark-
able theorem, a fairly direct application of the fan theorem, expresses a

proposition for which it is easy to give a counter-example from the classical
point of view:®

THEOREM: If [ is a closed interval of the reals, and F: I - R is real valued,
then F is uniformly continuous.

Nowhere in the hypothesis of the theorem is anything said about the con-
tinuity of F. Because, however, we are dealing with an intuitionist system, it
is implicitly assumed that F is constructible. The theorem may be interpreted
to mean that, on a closed interval, only uniformly continuous functions can
be defined by constructive methods.

The reason that it is possible to get a result such as this, which is patently
unobtainable in the classical theory, even while the intuitionist logic seems to
proceed by weaker rules, is that the proof the fan theorem makes use of what
would ordinarily be called metamathematical methods, although Heyting
resists the use of the term in this case. Roughly speaking, one proves, by
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intuitionist methods, that there are certain things one cannot do intuition-
istically. In the context of a closed real interval, this turns out to include
the definition of functions which are not uniformly continuous.

Spreads have a certain set-like character (for example, the possession of
elements), but one would not expect them to be able to bear the entire
foundational burden of sets — the concept is too restrictive. Another notion
is thus needed: ‘species’.

DEFINITION 1: A species is a property which mathematical entities can be
supposed to possess.

DEFINITION 2: After a species S has been defined, any mathematical entity
which has been or might have been defined before S and which satisfies the
condition S, is a member of the species S (Heyting, 1956, p. 37).

If we call any ips or spread a species of type 0, and any species whose mem-
bers are of type O a species of type 1, we can inductively define a species to
be of type n + 1 if the greatest type of its members is #n. From the construc-
tive point of view, it is clear that all species are of some definite, finite, type.
There are no surprises lurking about the definition of ‘species’ comparable
to the fan theorem and its consequences; species are a fairly harmless breed
of set, subject to a type hierarchy conceptually not greatly different from the
Russell scheme.

We close our discussion with a speech of ‘Int’, the advocate of intuitionism
in Heyting’s “Disputation”.

It seems quite reasonable to judge a mathematical system by its usefulness. I admit that
from this point of view intuitionism has as yet little chance of being accepted, for it
would be premature to stress the few weak indications that it might be of some use in
physics; in my eyes its chances of being useful in philosophy, history and the social
sciences are better. In fact, mathematics, from the intuitionist point of view, is a study
of certain functions of the human mind, and as such it is akin to these sciences.

20. Though intuitionism has earned a strong place in the debate over the set
theoretic foundations of mathematics, it is in no sense the sole contender.
Another variation on set theory begins by following the motivation for
n-valued logic (Rescher, 1969) and allowing the relation ‘€’ to be more than
just two-valued. This, of course, can be done in several different ways.

One approach is to begin by changing the underlying language to one
whose formulae take more than just two values. To fix ideas, let us define a
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new connective ‘¥’ which accepts formulae in L as its first argument and the
values of L for its second argument, and call the formula ‘¢¥?’ a meta-form-
ula meaning that ¢ has a value v, where ¢ and v are a formula and a value,
respectively. Let ¢,, ..., ¢, be formula variables, and ¢ be an n-ary connec-
tive defined over these variables.!® We say that ¢ has a fixed point iff there
exists a value v such that (¢,Vv&...&¢,Vv)>c(dy,...,9,) Vv. The
Russell paradox occurs in a language with values {7, F'}, and is of the form
(x EXVv) © (c(x € XVv)); the connective in this case is negation. The
paradox obviously arises only because ‘-’ has no fixed point. The consis-
tency of the Comprehension Axiom in a language all of whose connectives
have fixed points is an open issue at present.

21. Another (related) tack which can be taken in defining many valued sets
is to make € a three-place relation, where the third place is the value of
membership. We write ‘x € y/z’ for ‘x is an element of y with value z’. These
theories can be characterized in GNB as follows:

() There exists a class ¥, called the class of values, with a special null
value v.

(ii) There exists a class M, called the class of members.

If X: M~V is a class function, X is called a many-valued class. If My =
{m: X(m) #v} is coextensive with a set, then the set function x: My > V
such that m € My - x(m) = X(m) is a many valued set corresponding to X.
‘. /- in this case is defined as y € x/vx(y) =v. In the case that member-
ship can take on more than one value at a time, we want two predicates,
‘_/~> and ‘_ _/_’. We let the hyperclass U be the power class of ¥V, and
define a many-valued class as a class function X: M- U. For any mE€M,
X(m) is the class of all possible values that m considered as a member of X
can have. Define x € X/ [V < X(x) =V, and x € X[v < (v € X(x)). The
formula ‘x € X/ [V’ means that the ‘class of values with which s is a member
of X is ¥, and ‘x € X/v’ means that ‘x is a member of X with the value v’.
In the special case of fuzzy sets, M is a fixed set, and V= [0, 1],and v =0. A
fuzzy set A in Mis characterized by the assignment m = f4(m), fo: M= [0, 1]
where fj is the generalized characteristic function which assigns to every object
m € M its grade of membership f,(m). In general, then, A = {(m, f4(m))}, for
all meM. Clearly, if V= {0, 1}, the theory reduces to the characteristic
function of ordinary sets.

22. The notion of a set as a collection of all objects having the same property
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implies a close algebraic connection between logic and set theory. It is a
common notation, for example, to let Fx denote a proposition free in x, and
Fx the set of all x satisfying F. The algebra of the connectives of a logic is
paralleled by the set operations: conjunction and intersection perform essen-
tially equivalent functions. In particular, the algebra of classical mathematical
logic, the propositional calculus, is the same as that of ZF/GI)IB. To illus-
trate, let U be the class of all objects. Then V x(Fx) is true iff F = U. Again,
m = Fx NGx.

If we wish to consider logic and sets on the continuum.-£.2° and fuzzy
sets will do for any proposition Fx in£., and Fx is a fuzzy set, i.., a func-
tion from the constants of the language into the closed unit interval such
that F(a) takes on the value assigned to Fa. For most logics, we can in this
way invent a set theory having the same algebra. Purely from a truth table
point of view, the same can be done for logics from a given set theory,
although it will not always be possible to construct an axiom system for the
logic using modus ponens as the rule of inference (Rosser and Turquette,
1952, pp. 27-48).

Statements of other kinds can be made as well. Suppose £! is-£., and
suppose that ¢ is a mapping from the parts of L' which induces an inter-
pretation of M in some universe of discourse in such a way that for each Fx,
we have that ¢(Fx) is a set. Then we can construct a language L2, whose
logic is £, and an interpretation M2, induced by 7, such that for Fx, 7(Fx) is
a fuzzy set in such a way that the diagram

Ll g Mt
r? .

commutes. The reverse direction is, of course, also possible. Another way of
saying the same thing is that ‘L' > M is structurally equivalent to ‘L2 > M?’:
in one case a fuzzy language is given an exact interpretation, while in the
other an exact language is given a fuzzy interpretation.

Ontological, and other, difficulties enter in when we try to generalize to
other combinations of logic and set theory. For example, not only does ZF
set theory in intuitionist logic fail to be isomorphic to intuitionist set theory
in classical mathematical logic, but such pairings are not even sensible. Even
though we may be able to treat them formally, using the usual mathematics
for our metalanguage, such an exercise lacks meaning, as we have torn the
theories from the philosophical context which gives them meaning.
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The resulting picture is thus one of heterodoxy: classical mathematical
logic, Cantorian set theory, and GNB are all essentially Boolean; L,, and n-
valued set theory are Post algebras of order n; L. and fuzzy sets are Post
algebras of the order of the continuum; intuitionist logic bears a close
relationship to pseudo-Boolean algebras, i.e., Boolean algebras lacking the
axiom corresponding to the excluded middle; several type theoretic set
theories can be taken as Post algebras; practically all logics and set theories
are implicative algebras and lattices of one sort or another. The following
table is intended to indicate the range of the (less exotic) logics, set theories,
and relevant algebras available:

Logics Set Theories Algebras
Classical Math. Logic Cantorian Set Theory Boolean Algebra
ZF/GNB
Type Theory
£3,L,,L. Many Values Sets Post Algebras
‘Vagueness’ Fuzzy Sets
Intuitionism Brouwerian Species Pseudo-Boolean
Algebras

Other logics abound: Kleene’s logic, Bochvar’s logic, combinatory logic,
Godel’s proof theory, non-alethic calculi, formalized inductive logic, and so
on. The point is simply that one does not use set theory to characterize
‘regions’ or any other object of study; one constructs or designs set theories
to accommodate certain ideas.

IV. REGIONS AND BOUNDARIES?*

23. We turn now to the set theoretical interpretation of the notions of
‘region’ and ‘boundary’. First, a few general, descriptive remarks.

In Western tradition, a ‘boundary’ is regarded as the ‘edge’ of a ‘region’
and arises in connection with two related developments: (1) the organization
of space under conditions where property can be owned, and (2) the view of
a legal and political system which resolved conflicts within the structure of
territorially legitimatized criteria of justice. The first point is obvious.
Although the territorial division of space has historically been organized
according to a variety of principles, with the development of trade patterns
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and the need to allocate resources for purely economic purposes came a con-
cept of exchange-based ownership which required the clear delimitation of
the extent of spatial units. Most geometrical principles of delimitation have
been employed and, by virtue of the meaning of contiguity, the interface
between any two regional units was defined as the boundary. (Detailed dis-
cussion of this issue may be found in, e.g., Cowan (1959), Parsons (1959),
Benn (1967), Furubotn and Pejovich (1972) and Benveniste (1973).)

Equally important in the development and use of the concepts ‘region’ and
‘boundary’ has been the impact of a political and legal tradition which empha-
sizes the complementary relationships between legitimacy and the context-
dependency of the concepts of justice within regional systems. Societies and
the rules which govern them have come to be regarded as territorially defined.
As Soja puts it, specifications of territorial partitions

... become clearly differentiated from the broader sociocultural space and organized
into a cellular system of formal regions which served as a means of societal control,
identity, and integration ... Citizenship — membership in a particular state system —
can be determined in large part by residence or birth in formally bounded (emphasis
added) territorial units. Space in the state was partitioned into distinct parcels and
structured into an administrative hierarchy nested into the primary locus of sovereignty,
the state government (Soja, 1971, p. 15).

The acme of politically defined human territoriality is reached in the modern nation-
state system. Rooted in Aristotelian logic and Greek geometry, linked to Western con-
cepts of private property, buttressed by the resulting distinctive perspective on the
political organization of space, and focused on”achieving complete coincidence between
the functional region occupied by the national community and the formal region defined
by the state ..., the nation system has been imposed on the entire world (Soja, 1971,
p. 33).

To govern, it has been argued (at least in Anglo—~American jurisprudence), is
to know clearly the domain of applicability of the law, both with respect to
its territorial scope of legitimacy and the conflict at issue. Furthermore, the
very act of establishing a legitimate domain is itself a function of the ways in
which the legal and legislative systems are organized in any given territory.
Adopting Georgescu-Roegen’s (1972) usage, the term ‘arithmomorphic’ will
be employed as the designation for this conception of regions and their
respective boundaries. It is meant to convey an impression of crisp, clearly
identified units within a tradition of legally and politically separable areal
units.

24. A parallel tradition with respect to the notions of ‘regions’ and ‘bound-
ary’ can also be identified — though not with an equivalent historico-legal
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foundation. It arises in the study of primitive societies, animal tetritories,
problems of pattern recognition, and the like (see, e.g., Bohannon (1964),
Ardrey (1966), Sommer (1969), Watanabe (1974)). A few examples should
provide some grounding:

The regional concept is a static view of human life, in two senses: (a) first, a regional
system has validity for the moment at which it is devised and for no other moment
... (and) (b) second, regional studies have tended to treat the defined region as a com-
munity isolated from the rest of the world yet clearly no area or region in the modern
world is independent of other parts of the world (Grigg, 1967, p. 471).

In most traditional, non-centralized societies, the political organization of space was
based on a fluid arrangement of functional regions shaped by the character and structure
of the kinship system, the local ecological factors, and by the pattern of inter-group
relations . .. Localization, when it operated from descent patterns, worked primarily
to create a kind of ‘neighborhood’ of mutual cooperation based on physical proximity.
These ‘neighborhoods’, however, are rarely if ever formally bounded but were charac-
terized by the same fluidity as the descent-derived socio-political regions (Soja, 1971,
p. 13).

Territorial patterns . .. take on a variety of forms. There are group or horde territories
and there are individual territories. There are fixed and portable territories. Some terri-
tories are clearly marked, . . . and are always defended; others are very ‘fuzzy’ and may
be defended under specific circumstances (Soja, 1971, p. 23).

Once again using Georgescu-Roegen’s (1972) terminology, this tradition of
territorial conceptions will be designed as ‘non-arithmomorphic’. The term
is meant to imply a state of flux, indeterminancy, and context-dependency;
it is neither crisp nor does it (necessarily) imply a completely partitioned set
of territories.

25. In their non-formal senses, then, ‘region’ and ‘boundary’ convey at least
two kinds of presuppositions. On the one hand, there is the arithmomorphic
perspective which is intended to account for the meaning of classical geo-
metric concepts as they are applied to regional partitions. On the other hand,
there is a rather less deterministic, non-arithmomorphic conception which,
though also having empirical referents, apparently has no direct geometrical
connotations. Neither usage is explicitly normative; neither are they com-
pletely distinguishable in natural language.

26. Thus far, the terms ‘region’ and ‘boundary’ have been given only very

loose, almost associative meanings. For some purposes this may be sufficient,

but in any formal context, more carefully proscribed meanings are required.
To fix ideas, we will begin by recapitulating several earlier observations
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concerning the structure of arithmomorphic conceptions of ‘region’ (Gale,
1974a). Let ¥V = {V,,. .., V,} be a set of n mutually exclusive and exhaustive
regions. For example, if V is the world, then the set ¥ = {V,, ..., V,} might
be the set of national political divisions; or if V is a given metropolitan area,
then the set ¥ = {V,,...,V,} might be the n police districts. The language
underlying this conception of ‘region’ is a classical, two-valued, truth func-
tional calculus. Its associated set theory is the usual Boolean version of sets,
under some given axiomatization; membership of a particular location
(x,y) € X in any region in a set V is then designated in the usual way by the
set theoretic membership relation ‘€’ (which is categorical only for a pre-
specified V). Models of the term ‘region’ under this conceptualization will be
designated as M.

We can denote membership in V; € V by a set of ordered pairs of the
following form:

V; =p {((x,5),uV;(x,y)),forall V; EVand (x,y) €EX},

where (x,y) is any location and uV;(x,y) is the characteristic function
associated with (x,y)’s membership in V;. For the classical (Boolean) case,
(x,¥) is a member of some V; just in case uV;(x,y) =1 and (x,y) is not a
member of V; just in case uV;(x,y) = 0; furthermore, each (x, y) is a mem-
ber of one and only one V;. The arithmomorphic concept of region is thus
described by the usual set theoretic membership conditions herein.

D ((>2),uVi(x,») EV; iff uVi(x,y) = 1

i) (%, 2),uVi(x,¥) €V, iff uVi(x,y) = 0; and

(iii) 1V;(x,y) cannot assume values other than 1 or 0.
It is a strict, exhaustive partition and the {uV;(x, )} forms a Boolean algebra.

Using the notion of a generalized characteristic function for a set, we may
also obtain a description of the non-arithmomorphic conception of ‘region’ in
terms of Zadeh’s (1965) theory of ‘fuzzy’ sets. A fuzzy set V= {Vl, A '
in X is a set consisting of the ordered pairs ((x, ), ;) E=1,...,n)
wherein uV,(x, y) is a function which can take on any value over a glven
domain, say the unit interval [0, 1]. In this case, the conditions for member-
ship in any region V; would be expressed by three conditions:

() (%), uVi(x,») EV; ff uVi(x,») = 1
(i) ((x,9),uV;(x,y)) € V; iff uV;(x,¥) = 0; and
(ii')  ((x,7), uVi(x,) €* V; iff uV;(x,») € (0, 1).
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In case (iii') we read ‘€™ as ‘member to degree’ or ‘belongs to degree’
uV;(x,y) in the fuzzy set V;. Effectively, the characteristic function is
regarded as the meaning of ‘region’ in the sense that it provides a formal basis
for the semantics of the concept; the membership conditions {uV;(x,y)}
are usually treated as subjective estimates of belongingness (Zadeh, 1971;
Gale, 1972a, 1974a). In general, the {uV;(x,y)} do not form a Boolean
lattice; for example, depending on the structure of the characteristic func-
tion, it may be either a modular or non-complemented lattice (Goguen,
1968-1969; deLuca and Termini, 1972). Furthermore, associated with
changes in the set theoretic characterization there are concomitant changes in
the underlying formal languages. (See, e.g., Komer (1966); Bellman and
Zadeh (1970); deLuca and Termini (1971, 1972); Gale (1972a, 1974a,
1975); and Preparata and Yeh (1972).)

‘Region’ then, may be regarded as having at heart at least two different
kinds of meaning, each with a distinctive formal language and set theoretic
foundation: the arithmomorphic conception (modelled in terms of classical
logic and Boolean set theory) and the non-arithmomorphic conception
(modelled by non-classical alethic logic and a family of non-Boolean set
theories). Notice, however, that the geometric connotations of ‘region’ and
‘boundary’ are not explicit in either of these formulations — though it is
easily demonstrated that the arithmomorphic version gives rise to the usual
geometric conditions for Euclidean space. The remainder of this section will
discuss the extension of the fuzzy set-based conception of ‘region’ and
‘boundary’ in terms of the conditions needed for modelling their geometric
interpretation.

With regard to the linguistic spirit of the argument, we first let L be
Yukasiewicz’s three-valued, truth functional language (as given in Rescher’s
(1969, p. 335) description). Following from the conditions for a fuzzy set V,
a set theoretic model of L may thus be provided in terms of the conditions
for membership on a distributive, non-complemented lattice wherein for each
(x,y)EXand V;EV:

(") ((x,9), uVi(x,») €V iff uVy(x,y) > a;
(") ((x,9), uVi(x,»)) € V; iff uV;(x,y) < p; and
(") ((x,), uVi(x,»)) €* V;iff < uVi(x,y) <.

The rules of composition (e.g., intersection, union, equality) are defined as in
Zadeh (1965); the choice of a and f is based on a context-dependent concept
of closeness.
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27. The extension of this structure to a geometry is obtained by the addition
of axioms for a tolerance geometry (Zeeman, 1962). Following Roberts’
(1970) argument, we obtain a tolerance space on a line by inducing point-by-
point a tolerance relation I. Thus, for x, x' € X and € >0, a tolerance space is
induced as follows:

xIx' 1 f(x)—f(x)I<e.

I may be regarded as a ‘closeness’ relation which is reflexive and symmetric
but not transitive. The axioms for a tolerance (‘e-betweenness’) geometry on
a line are then given by conditions T1-T7 (where B(x, y, z) is read as ‘y is
between x and 2°):

T1. X, I'is an indifference graph.

T2. B(x,y,z) > B(z,y,x).

T3. B(x,y,z)or B(x,z,y) or B(y,x,2).

T4. B(x,y,u)and B(y,z,u)and B(x,y,z)>ulyand ulz.
TS. If ulz, then B(x, u, z) and B(u, z,y) > B(x, u,y).

Té6. B(x,y,z)and B(y,x,z)~>xIy or(zIx and zI x and zIy)
T7. xIy->B(x,y,2)

Roberts’ main result (1970) is a proof that T1-T7 are necessary and suf-
ficient to characterize a tolerance geometry based on e-betweenness.

Recalling our previous characterization of ‘region’ in terms of a fuzzy set
in X we may observe that the e-betweenness relation is isomorphic to the
generalized characteristic function under the restriction given by (i")~(iii").
That is, if 1 —a =8+ € then the axioms T1-T7 give a necessary and suf-
ficient characterization of the non-complemented set theory of the fuzzy
set representation. As noted above, the specification of a, 8, and € is context
dependent.

28. So much for the abstract framework. Now what does all this amount to
in terms of the related concepts of ‘region’ and ‘boundary’? First, we recall
that the whole of the motivation and grounding for the development of the
structure Z, and in particular L, was designed to provide a formal basis for the
characterization of the syntax and semantics of concepts. In the case of the
non-arithmomorphic notions of ‘region’ and ‘boundary’ L and A were con-
structed so as to provide sufficiently rich properties for describing this idea.
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In particular, L and A permit ‘fuzzy’ regions and boundaries with non-
transitive indifference relationships to be described.

Second, we can observe that the meaning supplied to ‘region’ and ‘bound-
ary’ by L and A immediately gives rise to a semantics based on subjective
‘belongingness’ and indifference at the margin (i.e., between two regions).
Thus, where the arithmomorphic model forces a distinct, discrete division (as
in the Cantorian version of the Comprehension Axiom), the non-arithmo-
morphic model simply provides a characterization of the flux and indeter-
minancy often associated with the separation between areas. A good example
here is the kind of relation which obtains in describing speakers of a given
language where, although they may live in separate political regions, they
nevertheless comprise a single language group with a fuzzy boundary.

Third, by virtue of the tolerance geometry induced on the space X, the
boundary between two areas, V, V' €V is just that subset of VU V' wherein
B< uVuV'(x,y) <a, i.e., those points (x,y) within the e-tolerance. Bound-
aries, in this sense, are not borders of partitions, nor a probability distribution
on the borders; they are contextually-defined, point-by-point assessments of
‘degree of membership’.

Finally, extending this argument to the idea of a ‘political boundary’, it
can be seen that the notions of nation, state, administrative district, and so on
take on a connotation quite removed from the Greek ideal of the city-state.
People are no longer regarded as necessarily members of one and only one
district. Having a distinct measure pV (x,y) for each V €V with respect to
some given issue or situation, each person has a grade of membership in all
subsets of V even though some will, of course, be zero. And ‘boundary’, at
least in the political sense, ceases to function as a line separating two areas;
it is a set of points {(x, y)}, the members of which are derived from individual
assessments of belonging to some degree < uV (x,y) <a. The upshot of
this argument is quite simply a generalization of the notions of ‘region’ and
‘boundary’ which accounts for the variability in individuals’ criteria of mem-
bership in various areas. It reflects, for example, changing patterns of com-
munication and social and economic interactions. It also provides a formal
language and set theoretical structure for describing and making inferences
about ‘regions’ and ‘boundaries’. Note also that it is sufficiently rich to cover
not only the cases where there is a truly non-arithmomorphic tolerance
relation, but the classical, arithmomorphic case as well. This is particularly
important where for reasons external to individual assessments (e.g., the
structure of legal and administrative institutions), boundaries in the usual
sense must be accounted for. In short, the logic of ‘region’ and ‘boundary’
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may be regarded as the logic of a three-valued calculus together with axioms
sufficient for characterizing membership in fuzzy sets and e-tolerances on the
line. Models based on this combination of L and A will be denoted as M.

29. As a characterization of the descriptive qualities of ‘region’ and ‘bound-
ary’, models formed with respect to fuzzy sets and tolerance geometry (i.e.,
M) have some very desirable properties. But as it has thus far been presented,
a model is simply a way of representing the structural features of the content
of questions, and here only with regard to the implications of its language-
based features. Discussion of the structure of the so-called ‘object world’ in
terms of the n + 1-tuple, (U, Ry, ...,R,), has been effectively side-stepped
in favor of what may appear to be singularly more abstract concerns. Further-
more, in itself the formulation gives no real hints as to how a reconceptual-
ization of ‘region’ and ‘boundary’ has anything to do with the ways in which
regions and boundaries function.

In terms of the preceding discussion, ‘region’ may be regarded as a non-
Cantorian class name: it functions as a way for dividing a continuous surface
so that we can speak unambiguously about the members of any given region.
In no sense, however, does any regionalization scheme (arithmomorphic or
non-arithmomorphic) provide a categorical representation (Tarski, 1959).
Regions are simply names which do not even have the usual kinds of theoreti-
cal homogeneities which can be postulated, say, for species of a population.

Clearly, there is more to it than this. Legal jurisdiction, historical tradition,
cultural homogeneities, and the like, all serve to give some weight to particular
regionalization schemes. But at its root, ‘region’ is a name and ‘boundary’ a
means of demarcating the classes of members. What remains to be seen is
whether changes in the naming process in terms of changes in the structure of
L and A affect the ways in which decisions are made and the criteria for
selecting among alternative methods for resolving disputes.

30. Though there are other examples of decision procedures which are
affected by regionalization, (e.g., regional resource allocation, the judicial
process, etc.), voting is probably the most important. Not only is it regarded
as the central criterion of democracy, but in Western countries its almost
a priori legitimacy makes it difficult to conceive of what ‘civilized society’
would mean in its absence. (See Macpherson (1966) for some provisos con-
cerning democracy in non-Western contexts.)

In this regard it is strange to find a comment such as Coleman’s (1970,
p. 1076):
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.. . increasing geographic mobility . . . creates a fundamentally different infrastructure to
society, one which is not based on a geographic unit. The geographically based represen-
tation is, or will soon be, an anachronism compared to other systems for effecting the
same constituent-representative interchange, systems that have not yet been invented.

In the spirit of the transformation from barter to market economies, Coleman
does offer one such invention: political money. But this ‘invention’ is primar-
ily a substitute for the legitimizing criteria associated with the use of the
market mechanism; decision is there, but voting in the sense of individual
franchise and participation is not.

Coleman has, however, touched on the rawest nerve of the voting process:
as a means for societal decision-making, voting can be dominated by the ways
in which names are assigned to districts. Realizing that these inequities come
hand-in-hand with a regionally-based participation process, Coleman turned
to the market for a solution. And, as might be expected, the transformation
led to another justification for a form of weighted voting based on an
exchange medium for votes.

In an earlier paper on the ‘regionalization problem’, (Gale, 1974a) much
the same conclusions as Coleman’s were arrived at, though for somewhat dif-
ferent reasons. By recognizing the non-categoricity of models of regional
partitions under M, it was argued that participation in the political system
could best be effected by institutionalizing weighted voting based on the
membership function ul7,-(x, ). That is, by treating ‘region’ and ‘boundary’
in terms of a model M, it was suggested that the set of measures {uV;(x, y)}
could be interpreted as indices of weighted participation for each individual
in each region, V; € V. Votes could then be distributed in accordance with
these measures, thereby accounting for the variation in regionally-oriented
interaction patterns. Legitimacy, however, was not presented in terms of
equity considerations with respect to distributional criteria; following Rawl’s
(1958) argument, it was based only on processual considerations of fairness.

31. What have we gained, then, from this rather wide-ranging analysis of the
use of alternative languages and set theories in the analysis of the regional-
ization problem? By way of summary, the five main points of the argument
of this essay will be outlined.

(1) The process of scientific inquiry, when viewed as a general question-
answering scheme, provides for the explicit inclusion of questions of all types
and, therefore, of models based on a wide range of formal and non-formal
languages (L) and set theories (A).

(2) In particular, contemporary set theory was viewed as a development



FOUNDATIONS OF THE REGIONALIZATION PROBLEM 101

which reflected the entitivity and inferential requirements of mathematics.
As such, different versions of set theory can be developed by re-examining, in
particular, Cantor’s Comprehension Axiom and the modern axiomatic treat-
ments of his program.

(3) The notions of ‘region’ and ‘boundary’ can be regarded as having at
least two different natural language meanings: one based on clear-cut
partitions of space and the other based on classes of syntactic and semantic
indeterminancies. The former was termed ‘arithmomorphic’, and the latter
‘non-arithmomorphic’.

The arithmomorphic notion of a boundary was identified in terms of
model My (e.g., wherein L is a two-valued, classical logic and A is a set of
axioms containing, say, the Zermelo-Fraenkel axioms for set theory and
the axioms of Euclidean geometry); the non-arithmomorphic notion of a
boundary was identified in terms of a model Mg (e.g., wherein L is a three-
valued logical calculus and A contains axioms for fuzzy sets and a tolerance
geometry).

(4) The potential application of this revised picture of ‘region’ and ‘bound-
ary’ was illustrated by noting that, under My, voting is inherently a problem
of rules of weighted participation.

32. There are many points in the argument which need additional amplifi-
cation. There is also a very obvious need to state many of the claims in a
more formal way and give proofs of the assertions. These will have to wait for
a subsequent paper. To round out the discussion, however, two remarks on
some of the more general implications of the argument are in order.

First, it should be clear at this point that, for the social sciences in general,
there is now a need for a general re-examination of the foundations of our
formal methods of analysis. In the past three decades, the thrust of much of
the formalist movement in the social sciences has been adoptive: the methods
of mathematics and the natural sciences were cited as paradigms and it was
maintained that the necessary and sufficient conditions for progress in any
science depended on their use. Special names were usually given to this adop-
tion process (usually ‘the quantitative revolution’ or ‘the systems approach’)
but little was done by way of giving any more than metaphysical claims for
analogies. Whether the analogies have any real utility has yet to be demon-
strated, but at least one thing seems to be clear at this point: a lot of foun-
dational work needs to be done in order to identify the range of the utility of
each of these methods. A good guess is that, while we will find the analogies
holding in some very restrictive cases, for the most part the teleological,
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non-mechanistic structure of social explanations and prescriptions will need
quite different methodological tools.

Second, the explicit inclusion of language as an aspect of the modelling
process once again opens the door to a methodological union of the social
sciences and the humanities. One such area concerns the foundations of legal
reasoning (e.g., Perelman (1963), Toulmin (1969)); another is the recent
growth of sociolinguistics (e.g., Hymes (1964); Gumperz and Hymes (1970));
another is the developing area of poetics (e.g., Weitz (1964); van Dijk (1972);
Klammer (N.D.)). The humanistic approach lost its value solely as a con-
science when it began to develop independent methods of inquiry; the social
sciences, by facing only one direction, lost sight of the importance of this
shift for the reorientation of methodological strategies.

NOTES

! Several passages of this paper have been adapted from two previous essays: Gale
(1975, 1976).

? See Rescher (1969) for a detailed discussion of the historical development of many-
valued logic.

3 The literature relating to this point is far too extensive to document here. For the
record, and with no attempt at comprehensiveness, we note just a few ready examples
from several different fields: Braybrooke and Lindblom (1963), Komer (1966),
Bromberger (1971), Churchman (1971), Targ (1971), von Wright (1971), Ackoff and
Emery (1972), van Dijk (1972), Gale (1972b), Georgescu-Roegen (1972), Habermas
(1972), Morgenstern (1972a, b), McCarthy (1973), Gottinger (1974), and Suppe (1974).

* Gale (1976). See also Belnap (1963, 1966, 1969), Bromberger (1963, 1965, 1966,
1971), Harrah (1963, 1969a, 1969b, 1971), Aquist (1965, 1972), Keenan and Hull
(1973), and Hintikka (1976).

5 See Suppes (1960) for a discussion of some variety of meanings. Note, however, that
in Suppes’ view all the uses are regarded as effectively equivalent to the model-theoretic
conception developed with respect to the semantics of mathematical logic.

¢ The symbol ‘=p’ indicates ‘is by definition’.

” More generally, we can conceive of R, ..., R, as being a function f: L - U which
specifies the reference in U, of each element of the language L.

* See Korner (1966, 1970, 1976) and Zinov’ev (1973) for related discussions. Note also
that this perspective is not all that different from the so-called ‘radical meaning variance’
position taken by, e.g., Feyerabend (1965, 1970a, 1970b).

® See, for example, Reichenbach (1944), Watanabe (1969), Heelan (1970), Sneed
(1971), and Hooker (1973).
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1% See, for example, the collections by Rescher (1969), Hudson (1969), and Hilpinen
(1971).

' For the obvious reasons, the discussion of this part is highly schematic. For further
details, the reader is referred to the referenced papers and books.

2 For example, this is the position taken (for quite different reasons) by Suppes (1970)
and Zadeh (1965).

'3 The symbol ‘/./” indicates ‘the cardinality of’.

!4 The descriptions of the paradoxes is adapted from Fraenkel and Bar-Hillel (1973).

!5 See Rubin and Rubin (1970) for a discussion of the equivalent representations of AC.
!¢ We shall follow the convention here of using bold-face letters to indicate set variables
and bold-face italic letters to indicate class variables.

7 This theorem, and its proof, can be found in Heyting (1956, pp. 42-44).

'® A proof is in Heyting (1956, p. 46).

'* This connective is similar to Rescher’s (1969, pp. 76-91) auto descriptive operator.

2% See Rescher (1969) for a ‘catalogue’ of logics and an interpretation of this notation.
31 Much of the argument of this section is drawn from Gale (1974, 1975, 1976).
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REALITY, PROCESS, AND THE DIALETICAL
RELATION BETWEEN MAN AND ENVIRONMENT!

An increasing desire for more complete levels of understanding of the
relationship between man and environment led, in the later nineteen-sixties
and early seventies, to a variety of research efforts focussing on the differ-
ence between form and process oriented approaches in human geography
(e.g., Olsson (1969); Olsson and Gale (1968); King (1969); Golledge (1970);
Olsson (1971) and Eichenbaum and Gale (1971)). Most of these papers dis-
cussed in some way the relative contribution of spatial form and spatial pro-
cesses to our understanding of human behavior, and some specifically argued
that more attention should be paid to human behavioral processes such as
learning, perception, and attitude formation as part of the geographer’s
explanatory schema. Concurrently there existed a growing concern for dis-
covering what man knew of the various environments in which he existed
(Lynch, 1960; Gould, 1965; Golledge, Briggs, and Demko, 1969; Appleyard,
1970; Downs, 1970). This latter research began uncovering various properties
of ‘known’ environments that appeared to be somewhat different from the
world of substance and fact which is experienced by our senses and which is

usually described in terms of atomistic facts and mechanistic forces (Russell,
1918; Whitehead, 1933).

I. ASSUMPTIONS NECESSARY FOR THE STUDY OF SPATIAL
FORMS AND PROCESSES

The emphasis on spatial form and spatial processes typical of much geographic
research in the 1960’s required a set of primitives relating to the world at
large. The first of these was that there is a world composed of more-or-less per-
manent objects; the second, that this world is external to individuals; and the
third, that the world is regulated in time without continuous annihilation and
resurrection. This world, which I shall call ‘objective’ or ‘external’ reality, was
at once substantial, relatively stable, and composed of many discrete things
which obeyed sets of natural laws. It was also necessary to assume that
phenomena existed as facts in time and space and were independent of mind;

109

S. Gale and G. Olsson (eds.), Philosophy in Geography, 109-120. All Rights Reserved,
Copyright © 1979 by D. Reidel Publishing Company, Dordrecht, Holland.



110 REGINALD G. GOLLEDGE

in this way their definitive structures could be inventoried and described (i.e.,
their ‘spatial form’ could be discovered). Both the definitive structures of
man and nature were researched. Human actions, which are but fleeting
events in the on-going flux of existence, were given substance and stability by
assuming that they were repetitive and relatively invariant events, and were
related through activity links to elements of objective reality. ‘Explanation’
was assumed to be achieved if a sufficient number of like events or actions
could be associated with discernable elements of the definitive structure of
either human or natural environments.

The action of relating human behavior to elements of objective reality
necessitates acceptance of a further number of premises concerning man and
environment. These are: that each individual places himself and others in a
common external environment; that elements of this external environment
exist and will continue to exist even after human interactions with them
cease; that knowledge of the existence of such environments can be retained
by sensate beings even if interaction ceases; that any object in external reality
can continue in existence as part of a total external environment quite inde-
pendent of human awareness; and that sensate beings function in objective
environments by disengaging the objects of such environments from their
own actions. This latter premise marks the development of true objectifi-
cation and accounts at least in part for our joint ability to specify the nature
and characteristics of objective reality. It also requires yet another subset of
premises related to the sensate beings themselves such as: each being requires
a means for constructing a system of relations among objects in external
reality ; each being needs an understanding of itself in relation to these objects
and relations; and each must have the ability to form some type of simul-
taneous spatial-temporal network which incorporates these relations. In other
words it is necessary to assume that our internalized reflections of the external
flux must also have some structure and some commonalities. This implies that
beings endeavor to develop constancy in their images and percepts and uni-
formity in concepts such that individual elements of the external flux can be
recognized and elaborated within a structure or system which relates their
existence to other elements in that objective reality.

An even more fundamental assumption relating to the study of spatial
form and spatial processes is that we are capable of acquiring knowledge
about them. Knowledge, of course, is an adaptive activity of an organism; it
represents a progressive adaptation of one part of a process to other parts. In
the course of this adjustment, the part reacted to becomes ‘environment’.
Thus, environment is defined in relation to the part reacting (see Lee (1961)).
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However, there appears to be no fixed boundary between what reacts and
what is environment. Not only are the two relative to each other, but each
partakes of the other; physical organisms such as human beings are thought of
as part of what reacts and also as part of environment.

Lee (1973) argues that knowledge arises within consciousness and con-
sciousness arises within experience, but consciousness and experience are not
co-extensive; experience is more inclusive than consciousness. Everything of
which one is conscious is experienced, but much of what is experienced con-
sciousness takes no note. In the broader sense of the term then, experience
refers to every way in which one part of the process affects or is affected by
other parts. Experience arises from participation and process; but this is not
the mind’s participation for there is no mind until consciousness has emerged.
Experience is essentially an act; so also is the consciousness which arises
within experience and the knowledge which arises within consciousness. Con-
sciousness and knowledge are specialized modes of activity of an organism.
There is nothing in experience and there is nothing in knowledge to indicate
either the existence of an ‘originally structured reality’ or a pre-existent
mind. Conscious perception involyes an act of selecting from unconscious
experience these elements in which there is repetition and similarity. Percepts
then become clearer and more precise as the involved concepts become
clearer and more precise. There is, however, no clear-cut perception of persist-
ing physical objects until language is learned for such perception requires
clearcut conceptualization, and clear-cut conceptualization of this sort is
socially inherited through the symbolism of language. The sense in which the
individual determines a world in which he lives is as profound as the sense in
which the world determines him. The world without regard to the acting indi-
vidual is not fully determined.

Knowledge then is a result of the appearance of self-consciousness. The
appearance of self-consciousness indicates that there is mind. By means of
concepts developed by the mind, delineation and definition of environment
takes place and knowledge about environment is developed. Conceptualiz-
ation is cognition and this is knowledge. Concepts are mental, not in the sense
of being entities being entertained by a mind, but in the sense in which mind
is conceptual activity — that is, responds to more than what is actually pres-
ent.

All knowledge is hypothetical in some sense or another. Exactly in what
sense each kind of knowledge is hypothetical must be determined. Each kind
will be found to be characterized by a particular interplay between percepts
and concepts. For example, the natural sciences, although still bound by
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perceptual observations, are highly elaborate theoretic structures and the role
of induction and hypothesis within them is well known.

A. N. Whitehead (1933, p. 228) says, “if we cannot speak of the same
thing twice, knowledge vanishes, taking philosophy with it”. However, there
is knowledge and there is philosophy and one can speak of the same thing
twice. The reason that one can, is that one speaks of intuitive data interpreted
as instances of kinds. For example most of the words of speech refer not to
unique events but to generalities, and generalities have more than one
instance.

Let us look briefly at the situation existing if any of the sets of assump-
tions articulated in this section are violated. We would most probably be
forced to accept the existence of a universe without substance or a population
without communal understanding. Of course a universe without objects does
not constitute a solid external environment; it is a world of pictures, any one
of which can disappear and reappear capriciously and at each reappearance
can be somewhat changed. A population without communal understandings
assumes knowledge is unique to each person and implies a potentially chaotic
existence for the members of any population. In other words the well argued
mind-body problem and the problem of Cartesian dualism surface once more
and the doctrine of uniqueness of mind and of uniqueness of external reality
would dominate thought.

So far this discussion has emphasised the epistemological primitives and
assumptions necessary for sensate study of the definitive structure of an
external reality; hints have also been offered concerning the process by which
sensate beings exist in and acquire knowledge of this reality. But what is the
relationship between external reality and knowledge of it?

II. COMMENTS ON THE NATURE OF REALITY

At this stage we are faced with the inevitable and perplexing question — what
is reality? To some reality is simply what most people recognize it to be. To
philosophers such as Bertrand Russell reality is the sum total of atomistic
facts in the Universe. Wittgenstein (1922) defines reality as “what is the case”
—and what is the case appears to be a collection of atomic facts. Lee (1973)
suggests that anything that is apprehended in perception and grasped in
understanding is real in some category or another. Concrete experiences are
real, concepts are real, facts are real. Thus reality is the ongoing flux of pro-
cess; it is the continuity of existence and awareness. This is a ‘process’ view of
reality.
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Given this latter point of view everything is real in some sense or another,
and the task of categorization is defined as finding the right sense in which
something ‘becomes real’. The right category, in this sense, is one which intro-
duces order into experience. Another definition of reality then may be ‘what-
ever can be categorized’. We must remember however that categories and
classes are probably ‘there’ in reality, but not absolutely there. They are
always relative to some conceptual scheme and are conditioned by the
scheme. It is doubtful whether there are such things as ‘the’ categories of
reality (Whitehead, 1929, p. 365). They are more probably a result of the
way mind reacts to the flux outside its boundary. Knowledge, therefore,
results from the reaction between mind and an external universe, and the con-
tent of knowledge (e.g., knowledge of nature) is composed of selections from
this flux. Mind orders this content and builds it into a theoretic structure.
The structure is not something already there to be inspected and investigated
by scientists; it is built by people, working together.

The structure of this objective reality is not known immediately to the
persons inhabiting it; it is ‘constructed’ little by little as knowledge and
awareness mounts. Although everyone lives in what is in broad outline the
‘same’ world, no two persons reconstruct this world in precisely the same
way. Every person is the center of his/her own experience and this experience
is unique in precise detail, but persons are able to communicate with others
and each is part of the other’s external reality. Reconstructions of reality
then include not only elements of the stable external universe but self and
other persons. As knowledge about objective reality accumulates individual-
ized reconstructions become systematic. As more and more people become
exposed to the same elements of objective reality and communicate amongst
themselves with respect to specific objects and the nature of relations among
objects in this reality, there emerges an external world which is regarded as
being relatively fixed and stable, and various elements of this reality appear to
a greater or lesser extent in individual reconstructions of it. The necessity for
overlap in these individual reconstructions is at once obvious. Each person
must exist in a common external environment and in the many artificial
structurings imposed on objective reality (such as political, legal, moral, econ-
omic and social structures), and to achieve existence without chaos there
must be some common structurings and understandings.

To sum up then, intervening between a constant but changing external
world and a chaotic mass of unique sensate beings are the internalized reflec-
tions of the external flux or the isomorphisms of this flux produced by the
minds of the sensate beings. Although each of these isomorphisms is a
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transformation unique to a being, there is no evidence that a unique transfor-
mation determines the world in which the being exists, or that it is subject to
only one determination. It appears that no-one fully invents his own scheme
of conceptual interpretation;? it is handed down in language. For example, as
a child learns language he learns the broad features of the more or less
traditional interpretations of experience and the more or less stable and
identifiable objects in the external world. The adult, having learned the
language, lives in a world of conceptual objects which he directly perceives.
What he perceives consists of intuitive data with their identifying interpret-
ations adhering to them. So ‘reality’ to an adult is the world of perceptual
and remembered objects in which he lives.

Thus, in order to remove ourselves from the realm of utter chaos we
impose many different structures on ‘external reality’, and we impose even
more structures (i.e., constructions) on the activity relationships between our-
selves and external environments. These constructions partly condition the
interface between man and external reality and partly limit interaction poten-
tial, and include things such as social systems, legal systems, economic sys-
tems, and psychological systems. The success with which we can both form
and conform to these constructions (and therefore can exist in and use reality)
is very much a product of the transformations made at the individual level.
Lack of success in making communicable constructions may mean ostracism
and/or (frequently) confinement.

IIT. A SPATIAL PERSPECTIVE ON REALITY AND PROCESS

Epistemologically, the analysis of reality can be approached from a number
of different directions. Traditionally, two directions seem to dominate: one
of these consists of undertaking the analysis of a complex system of knowl-
edge (such as may be found in mathematics and natural science or even the
organized sense of ordinary language), and the second concentrates on investi-
gating the process of gaining knowledge in a wide variety of situations of
varying degrees of complexity.

The first approach seeks to lay bare the structure of knowledge and may
be called the paradigmatic approach. In this approach, one takes already
formulated knowledge from the ultimate to logically primitive. One then pro-
ceeds by analyzing fully formulated relatively complex cases of adult knowl-
edge. Prerequisites for such knowledge are both the mastery of language and
experience of a world full of things. It is assumed that adults already have
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language and have experienced things and consequently, it can be assumed
that things can be taken for granted as soon as knowledge of the external
world to contain them has been established. In other words, this is an attempt
to show how ready made minds can know a ready made external world.

The second approach investigates the process of gaining knowledge; this is
a dynamic and somewhat speculative approach, in that the structure of
knowledge is the goal of the investigation but the structure is clearly delin-
eated only as it stands out in the process of knowing and learning. The
relation between structure and process is one of the things to be explicated
but no explications are achieved by neglecting one of the terms of the
relation. The second direction then assumes that the world is a world of pro-
cess and it argues that in the course of obtaining knowledge, things are
abstracted from events. What happens is more fundamental than what is
because what happens gives rise to what is. If we give an emphasis to events
rather than things, this gives time and continuity an importance beyond
what normally accrues to them in much of traditional epistemology. Events
then are selections from the continuous, on-going flux of process, but things
are static and discreet. Since space, like time, is a continuum, it would seem
that to acquire knowledge about space it is only reasonable to concentrate on
processes and events related to space rather than on the things of space. Let
us briefly pursue this problem of achieving knowledge about space.

Philosophers from Plato to Wittgenstein have pointed out that the only
way to grasp a continuous process is to stop it. Processes are stopped concep-
tually, not actually, for by stopping a process one kills it. To understand
reality then, one must conceptually stop a process; by stopping the process,
events in space-time can be defined and a picture of a moment of reality can
be constructed.

In attempting to understand or to conceptualize the continuity of space,
we make the equivalent of a Dedekind cut (Dedekind, 1901). As we cut the
continuous space-time process at different places, then facts can be observed
to be in existence at each particular place. Natural phenomena can be
interpreted as objects or events that exist in space and time and are perceiv-
able in principle. They are delineated by concepts and their contents are the
intuitive data that are the concepts of perception: natural phenomena are
therefore episodes in the continuous flux of being. Elements of objective
reality are in essence facts in space-time. But facts about space are physically
conditioned by the frame of reference to which they relate. They are also
conditioned by the conceptual frame by which they become known. Recog-
nition of the existence of such facts is a product of the way the mind reacts
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to the flux outside its boundary and makes its Dedekind cuts. Knowledge of
space results from the reaction between mind and the external universe. The
content of knowledge (for example, knowledge of nature) is composed of
selections from this flux. Mind orders the content and builds it into a theo-
retic structure. The structure is not something already there to be inspected
and investigated by scientists (as would be the case if Cartesian dualism was
accepted); it is built by scientists and is the achievement of communal think-
ing.

IV. ‘EVERYDAY REALITY’ ASPROCESS

Bergmann (1957) argues that process knowledge is the most complete and
powerful form of knowledge. He also assumes that process knowledge is divis-
ible into subprocesses and through this divisibility we find out much about
life and everyday experiences. Through the workings of various subprocesses
we get to know multiple realities including various cultural-specific realities as
well as our own subjective reality. These realities are formed through an inter-
change of what each person thinks is inside or outside his/her organism and
according to what the community thinks is inside or outside an organism.
There is therefore a dialectical relationship between individual and environ-
ment, in which the environment affects and gives meaning to the individual
who, at the same time, acts with respect to and gives meaning to environment
(Berger and Pullberg, 1965). This of course is the process of objectification
mentioned earlier in this paper.

The objectification process has been subdivided into four moments or sub-
processes (Berger and Pullberg, 1965, p. 200); these are objectification,
externalization, internalization and historization. Each is important in the
following ways:

(a) a consensus of objectifications is the basis for institutionalization and
the acceptance of a common external reality;

(b) externalization separates self from external objects and allows external
reality to have a structure independent of self;

(c) internalization represents conscious awareness of an external object
and the assimilation of the objectified experience into a belief system; and

(d) historization is transmission of knowledge about objectifications
among people.

For any individual only a small number of experiences are sedimented
such that they remain in consciousness (Berger and Luckman, 1966). These
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experiences then congeal into recognizable entities which may be used for
referencing purposes. Consciousness of certain experiences which are sedi-
mented are transmitted from generation to generation in the form of insti-
tutions. Institutions of both natural and artificial kinds provide the structure
on which everyday life functions —in other words they embody a general
social knowledge of reality. Awareness of parts of this general social knowl-
edge allows us to abstract from various external environments, to focus on
and interpret cues relating to such environments, and to participate in an
everyday existence. Although there is a difference from present moment to
present moment, individuals rely on knowledge of a continuing objective
reality to provide a security with which to face the next presence. As one
aid, we continually rewrite or re-interpret the past (Meade, 1932: p. 11) and
this helps us to continue existing by being able to face the next present.

To understand (and to exist in) everyday environments, people learn to
select critical subsets of the mass of experiences to which they are exposed.
Experiences of which we become aware are stored as information and assist
us in living a real everyday life. This continual and simultaneous exposure to
experiences, the sensing and storing of bits of information, and the use of
information to cope with the task of existing can be termed process knowl-
edge of everyday life (Nyerges, 1975).

It is this process which we need to ‘cut’ and examine closely if we are to
gain further meaningful insights into the relationship between mankind and
the environments in which he lives.

V. CONCLUDING COMMENTS

Although I have spent considerable time and space in this paper recording
some of the primitives and assumptions necessary for the acquisition of
knowledge of spatial form and spatial processes, I have also tried to introduce
some epistemological assumptions relating to the study of the constructions
superimposed on external reality by the minds of sensate beings. By putting
forward these assumptions a wide range of problems become at once obvious.

Specific types of questions that are implicit in the discussion are: What
relationship exists between objective reality and the world inside our heads?
How can we determine the nature of the relationship between man in the
world and the world in man? How can we determine what is assimilated by
individuals from this objective reality and to what do we accommodate our-
selves? How can we extract from people what their re-constructions of objec-
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tive reality are? How can we represent these extractions in an external form
so that others can observe them? How can we analyze the representations
that we so construct? What purposes would underlie the analysis of such
representations?

As geographers we have a number of particularly important things to which
we must pay attention if we are to improve the level of understanding of the
worlds in which we live and if we are to hasten the accumulation of knowl-
edge about these worlds. If we confine ourselves to determining what is out-
side of us, we are in effect concentrating only on a process of external vali-
dation of a segment of this large external objective reality. Even if we are cap-
able of establishing what exactly exists in the external environment at a par-
ticular point in time, for the most part we establish its presence only for a
fleeting period of time. While this fleeting period of time may be enough for
us to obtain a generalized picture of how the objects in external reality are
associated with each other, and while the gaining of such knowledge may
help us in coordinating our activities with the object relationships that we can
determine, it should not be the whole essence and purpose of our search for
knowledge. Obviously, many of the certainties for which we search are those
which simply establish the permanence or impermanence, the transitive
nature, or the stabilities, of elements in the external environment in which we
place ourselves, but we must remember that our attempts to operate in these
environments are in a very real sense conditioned by the constructions we
place on them. In order to remove ourselvgs from the realm of utter chaos we
impose many different structures on such environments and we impose even
more structures on the activity relationships between ourselves and environ-
ments. Thus, as well as an objective physical environment existing which can
be described in mechanistic terms there are a series of constructions placed on
such environments which limit man’s ability to interact with them and partly
condition his behaviors. The success with which we can form and conform to
these constructions and with which we are able to use elements of objective
reality, are very much dependent on the transformations that are made at the
individual level from objective reality to the world inside our heads. It is even
more important to know the nature of the transformations between what is
extracted from an external environment and what is translated into an action
so as to begin to achieve the barest skeleton of process knowledge.

Department of Geography
University of California, Santa Barbara
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NOTES

! The final draft of this paper was written while the author was a Visiting Professor in
the Department of Geography at the University of Aukland in 1976. I would like to
acknowledge the insightful criticisms that were made by members of the Auckland
faculty at that time.

2 Except possibly autistic and/or ‘insane’ persons.
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PETER GOULD

SIGNALS IN THE NOISE

... only human beings find their way by a light
that illumines more than the patch of ground they
stand on.

PETER and JEAN MEDAWAR, Revising the Facts
of Life, Harpers, 1977.

I.INTRODUCTION

This essay expresses opinion. It could hardly express anything else, since it is
not an exercise in logic, using specified rules to tease out from stated con-
ditions the consequences contained in them. My aim is to capture your assent,
even though it is only partially given. Without such an aim there is no point
in writing, and, equally, no point in reading. If you disagree with my opinions,
I hope you tell me. I may revise some or all of them, and look again at a num-
ber of questions which are far from resolved. In scholastic fashion, I shall
marshall references to support my opinions, but these will be only more
opinions, frequently those of authority figures in my current intellectual
pantheon. A few of these seem to be permanent residents, others are new
arrivals, and some may shortly disappear. But be skeptical of all of them:
opinions supporting opinions should not be taken too seriously.

It is an unnerving experience to write a ‘philosophical’ essay, for I believe
with Nietzsche that it is practically impossible to say anything new. Philos-
ophers have covered a lot of ground; they tend to be clever, articulate people,
and the better ones are very intelligent indeed. At the same time, it is dis-
appointing to see how the same questions appear millenium after millenium,
and how much remains unresolved by their concentrated speculation. Time
and again a new body of thought, a new school, insinuates that it has super-
seded or absorbed previous approaches (Mehta, 1962; Popper, 1976). In
reality, it only captures the assent of a new coterie for a few decades, or per-
haps centuries, but then it falls. Sometimes philosophers ‘absorb’ previous
ideas, in much the same way that newly generated theories about the physical
world ‘absorb’ earlier constructs, reducing them by equivalence concepts, but
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then moving beyond them (Stegmiiller, 1976). Sometimes an older philo-
sophical position is nourishing (i.e., Hegel > Marx: Popper -> Stegmiiller:
Nietzsche - Foucault), but often a former idea is positively dietetic, for
example Poincaré’s insistence on the primacy of Euclidean geometry, versus
Einstein’s willingness to explore the implications of the Riemannian
(Kockelmans, 1972, p. 400). With such a record, we cannot take ourselves
too seriously, and it is healthy to imagine how inadequate the essays of this
book will appear when someone reads them a few decades or a century from
now. We shall almost certainly know many more things of fundamental bio-
logical and physiological importance, and our extensive use of prosthetic
intelligence will both answer some current questions and make others
redundant.

II. THE COMMONPLACE DIVINITY OF MAN

Lying on my back in an open field on a warm summer’s night convinces me
that teleological speculations are a waste of time. Even a superficial reading of
contemporary astronomy reinforces the absurdity, the futility, the utter
hubris of asking such questions. What bodies of myth have congealed through
the ages in response to such speculations is important for the intellectual cast
they have given to whole cultures, but this is an entirely different thing from
ascribing intellectual worth to the primitive stories themselves. Ignoring the
infinite regress of teleology allows us to focus, in a fashion less emotional
than usual, upon material objects with a capacity to sustain and reproduce
themselves briefly by organizing energy inputs from a small star. What we call
living forms appear to be small, local, and highly temporary negentropic per-
turbations in an expanding, energy-smoothing process. In common with all
living forms, those termed human have changed over time by a process we
label evolution. The word is unfortunate, for it has acquired a load of mythi-
cal connotation characteristic of nineteenth century England. Speculations
based upon it are completely tautological, for in a theory dealing with the
‘survival of the fittest’, the fit are defined by survival. Since there can never
be a counterexample, we must consider Darwinism as a metaphysical research
program (Popper, 1976, p. 168), a body of ideas replacing primitive religious
myths, but not a theory since it is untestable.

With this caveat, human beings have evolved and survived in diverse physi-
cal environments, and in the presence of larger, carnivorous creatures. We
ascribe such survival to the enlarged brain (Calhoun, 1971), a slightly alkaline
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lump of matter running on glycogen at 25 watts (Beer, 1974). Unless we wish
to generate pleasure by self-glorification, there is no reason to regard the
brain as something out of the ordinary, which is to say that if we wish to
regard it as miraculous, then we are obliged to regard everything else in the
universe as miraculous. As a posture for consciousness, this intellectual dead
end does not appear to be desirable, but I will be the first to admit that we
have entered an area beyond the ‘bubble of discourse’, and rational discussion
is not possible if you wish to disagree.

Like all other living forms, the brain has developed by chance from the
necessity of random conjunctions of elements chained into self-replicating
molecules (Monod, 1972). Presumably it has enlarged, and grown topologi-
cally richer (Thom, 1975), by a selection process necessarily and tautologi-
cally implying survival value. After all, we seem to be here. A basic question,
then, is what sentient capacities have increased the chances of human survival?
In brief, I am asking what we know about the fundamental proclivities of the
brain before we start using it in traditionally speculative ways. Perhaps such
a prosaic beginning will constrain later flights of Germanic fancy, and avoid
simultaneously the plodding naivities of Anglo-Saxon empiricism. It is likely
that proponents of each will disagree.

Despite considerable efforts, we know little about the general proclivities
and operations of the brain. Molecular, neural and synaptal research are ask-
ing different, highly reductionist questions, while psychiatric models are still
extremely crude. Yet one finds lots of false modesty, but little humbleness,
in molecular biology and psychiatry. It is curious how brains, engaged upon
an infinitely recursive process of self-examination and awareness (Brown,
1969, p. 105; Steiner, 1972, p. 77), are prepared to stop and imply that the
Truth about themselves is just around the corner — another push along this
line of research, a bit of fine tuning (after all, nineteenth century Vienna is
not exactly typical), and surely we can see the day when . .. ?

What can brains do? Along with the rest of the neural world, they appear
to be able to draw a distinction (Brown, 1969, p. 1; Bannister and Fransella,
1971, p. 7). Such distinction drawing appears to be biased towards things that
move, presumably for survival reasons (stones and logs do not eat you), and
taken to an extreme form of cleaved dichotomy, as a form of total partitional
thinking, it seems to have become intellectually dysfunctional. Most distinc-
tion drawing appears highly visual, presumably because of the extreme sen-
sory importance of the eyes for survival, and Thom (1975, p. 5) has noted
that intellectualization consists of interpreting a given process geometrically
— where this word now has deeper connotations than those usually ascribed
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by traditional thinking in Geography and the Human Sciences. We could
perhaps imagine other, topologically richer, forms for which another sense is
dominant, and speculate what the equivalent of geometry might be in a world
of sound or feel. But this is best left to creative writers of science fiction: in
our world the deaf person in the wilderness has a better chance of maintain-
ing the gene pool than the blind.

Secondly, the brain has the ability to impose pattern upon a set of events,
and such a proclivity also appears to have had great survival value. Pattern
seeking and imposition seem to be absolutely fundamental functions of the
brain, and in as much as pattern is defined in terms of its opposite, random-
ness (itself a human construct), pattern implies predictability (Polanyi, 1963;
Sayre, 1963). Even a slight edge here, a flickering taper of intellect reducing
the gloom ahead, has greatly increased the chances for survival. I am obliged
to assume an imposition of pattern upon chaos, in as much as it is impossible
for a brain to assume the opposite — namely the existence of a pattern ‘out
there’ in reality (whatever ‘reality’ means) — since a demonstration of the
latter, would be an instance of the former. Similarly, with Borges (1964,
p. xii), I assume imposition upon chaos, despite the authoritative declaration
of Thom (1975, p. 1) that the universe is not chaotic [because?] there is local
clumping and some degree of stability. These ‘reasons’ are non sequiturs.
Even simple nearest neighbor studies indicate that quadrats shifted around in
E? impose local clustering, chaos (randomness), or uniformity. We impose
pattern at the local level, at a particular scale of observation, but the non-
chaotic universe of Thom must imply some ordering presence. At the moment
my sights are set lower, and revising Thomas Aquinas somewhat, it is for the
sake of reasonableness that I shall suspend belief (Popper, 1976, p. 87).

The proclivity of pattern imposition is so strong, so fundamental, that a
number of people have invoked genetic imprinting to account for it (Thom,
1975, p. 13; Popper, 1976, pp. 48-49). Nor is this the only area where genetic
transmission is invoked: in the tightly related area of language, it has been
postulated that the deep-structure is genetically programmed (Chomsky,
1957, 1965, 1968, 1975; Lyons, 1970, p. 4); and in the closely associated
area of problem-solving the propensity of the human brain to search for struc-
tural invariance has again been founded upon genetic transmission (Popper,
1976, p. 49; Thom, 1975, p. 13). Heredity plays a fundamental role. That
this raises political problems today should not obscure the fact, which is not
to deny in the least the part played by a cultural environment. In extreme
cases, we know that a brain’s early environment can totally override genetic
imprinting, for the brains of infants existing in isolation never become human
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in any sense distinguishable from non-human forms. Most either—or,
nurture-nature discussions, when they are not simply silly, are distorted by
the latent political and ethical questions raised.

We also have much firmer evidence today of the inseparable and interact-
ing effects of hereditary and environment from a broad spectrum of research
in fields demarcated by traditionally drawn and culturally transmitted distinc-
tions. That these fields are dealing with connected facets of the same problem
should make us ask about the intellectual utility of the distinctions. It is
impossible to review many examples here, but the ethnographic work of
Whorf, and many subsequent workers, has demonstrated the role of language
in shaping our view of the world (Whorf, 1956). Laing has formalized our
intuition that projected and induced cultural perturbations are transmitted by
the response stuctures of one generation to another, and he has made us
acutely aware of the way an individual experiential structure fails to be
mapped onto a public event (Laing, 1969a; Laing and Esterson, 1970; Levine,
1975, pp. 3-5). That his language of formalization is set-theoretic should not
escape our attention. Thom has noted that the brain’s dynamic to think of
only one thing at a time constrains our apprehension of the world (Thom,
1975, p. 11), and even if we enlarge the repertoire that human thought can
use, from verbal and written language to pictures and algebras, we must
acknowledge the acute constraints under which we try to think. It is surely
not difficult to make a strong case for the rapid extension of artificial,
prosthetic intelligence under such limited natural circumstances. Finally, in
this necessarily limited review, Kelly has placed the problem-solving propen-
sity at the center of his Man as Scientist (Kelly, 1955; Bannister and Fransella,
1971), and since this defines science properly as a prosaic, everyday affair, it
raises the question of clinging to yet another traditionally-drawn distinction
(Snow, 1959; Leavis, 1963) — something we shall consider again later.

Distinctions, patterns, languages, solving problems, culture and heredity: a
highly connected structure of enquiry that should be considered in a multi-
dimensional discourse space, and not for the first time do I feel the constraint
and loss as Time’s Arrow maps such complexity onto the single dimension of
conventional narrative. The order of consideration depends simply upon
which projection we choose.
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III. PATTERN

By pattern I shall mean structural regularity in a local space. As I have noted,
the perceptior. of pattern implies predictability, and also survival value in a
species sense. Predictability necessarily implies order, and there are (at least?)
four types: orders of symmetry, clumping, periodicity, and time-space
sequences capable of being extrapolated. These are not mutually exclusive:
for example, symmetry and periodicity both imply repetition of form. But all
orders are juxtaposed against randomness, which is defined in terms of an
inability of the brain to pre- or postdict an event with any edge of certainty.
Claims have been made by eminent philosophers, scientists and mathema-
ticians that a random series “[passing] all statistical tests of randomness” can
be generated (Popper, 1976, p. 101; Hawkins, 1964, p. 199; Ulam, 1974, pp.
323-324), thus making it perfectly predictable to anyone who knows the
underlying generating function. This contradiction is only apparent: it
dissolves when one follows up the references, and actually tries out the sug-
gestions. All sequences soon cycle, display pattern, and are therefore not
random even if the aggregate distributions are rectangular. So much for stat-
istical tests (Gould, 1976, pp. 139-144). Conversely, it is amusing to read the
tortuous reasoning of statisticians when a series is generated by an empircal
process (dice throwing, geiger clicks, etc.), and does not conform to ‘all stat-
istical tests’. Randomness in the finite aggregate, say the statisticians, must
conform to our template (Brown, 1957) — or should we say, perhaps, our
pattern?

In this short essay, it is only possible to demonstrate fleetingly the domi-
nance of pattern in all areas of human inquiry. The Polish novelist and play-
wright Gombrowicz has affirmed the creative act as one of pattern formu-
lation (May, 1975, p. 61; Richler, Fortier and May, 1975); literary criticism
today links apparently diverse and superficial instances with deeper, under-
lying forms (Barthes, 1963, 1974, 1975); stylistics expresses language not as
... reality, but a pattern in reality” (Tumer, 1973, p. 29); a great author
writes “... behind the cottonwool is hidden a pattern” (Woolf, 1977);
cybernectics equates pattern and model (Beer, 1972, 1974); and architects
note that the functional origin of a design problem is in pattern seeking
(Alexander, 1966, p. 15). From history we see growing acknowledgement of
pattern imposition (Mehta, 1962, pp. 124-126, quoting Carr and Toynbee),
while narrative that decomposes complexity into simpler components
(Braudel, 1972, pp. 20-21) represents a form of intuitive Fourier analysis for
which psychology and research in artificial intelligence confirm that the
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“... higher frequency dynamics are associated with the subsystems, the
lower-frequency dynamics with the larger systems” (Simon, 1969, p. 106).
From formal enquiry into mental processes (de Bono, 1971, p. 92), and
research in artificial intelligence (Greg, 1974; Kotovsky and Simon, 1973;
Newell and Simon, 1973), it appears that the seeking of pattern is a funda-
mental act of creativity; and the psychiatry of Jung confirms artistic form as
an often unconscious expression of pattern (Storr, 1973, pp. 96-97). Increas-
ingly, the contemporary study of literature moves from the particular to
emphasize repetitive, constantly reoccurring themes (Sharpless, 1974;
Borrowes, Lapides, and Shawcross, 1973). Music, poetry and mathematics are
founded on patterns generated by rare and gifted intelligences. To marshall
examples from areas traditionally labeled as science is simply unnecessary.

That the patterns we impose are not permanent may be seen in the long
history of replacement, transformation and change (Scheffler, 1970;
Ehrmann, 1970). Many have noted how mythologies are devices for ordering
experience (Cranston, 1969; Storr, 1973; Hawkins, 1964; Levi-Strauss, 1955,
1964, 1966, 1968; Leach, 1969, 1970), and how they corrupt languages
(Barthes, 1957), but they too are examples of the contingent structures
human beings use. The vinicultural symbolism of the Bacchanalia is borrowed
almost intact by Christianism (Campbell, 1974; Jung, 1964, pp. 141-143),
with graftings of fertility rites from European animism. “We are writing to
shape into a version a tangle of events that was not designed as a pattern”,
writes the historian Taylor (1976, p. 11); his colleague Carr echoes that * . . .
the facts of the past are simply what human minds make of them” (Mehta,
1962, p. 159); and Geyl’s Napoleon: For and Against is an explicit attempt to
demonstrate a variety of contingent patterns on the same events. Newton’s
Laws, once immutable, are now contingent expressions absorbed by equiv-
alence staternents into a larger structure (Kockelmans, 1972, p. 400), while a
physics, one of many, may be defined richly or weakly depending upon the
algebra onto which it happens to be mapped (Atkin, 1965). Linguistics is a
succession of models contingently held (Lyons, 1970), reminding one of the
early days of the Copenhagen School, when atomic models designed for pos-
terity lasted weeks (Hoffman, 1959, pp. 45-58). And if Foucault and
Nietzsche are right, that language reflects the desires of men whose power
drives are shaped by society, then as societies transform and break (Marchand,
1974, p. 18), so all expressions of language must be regarded as contingent
upon the social underpinnings.

A fundamental act of imposing pattern is classification, an arbitrary act of
drawing distinctions. The aesthetic, pleasure-seeking component may be
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strong, as we know from the ‘tidiness complex’ of the collector, and studies
of seminal minds such as Sade, Fourier and Loyola, for whom the obsession
and pleasure of classification has been emphasized (Barthes, 1976). The arbi-
trary nature of all taxonomy is worth stating explicitly: the recognition of
similarity and distinction appears to be almost entirely a projection of culture
(Foucault, 1965). Desires for the absolute, for the objective, are themselves
culturally specific (Steiner, 1974a, p. 51). Leach has noted the acute com-
ments of Lévi-Strauss on the seemingly bizarre classificatory schemes used by
the English for animals, schemes just as arbitrary and incomprehensible as cer-
tain categories of Australian aboriginal groups (Leach, 1970, pp. 36 and 40).
Foucault presents the ‘Chinese encyclopedia’ of Borges on the first page of
The Order of Things (Les mots et les choses), to shock the reader into a state
of disorientation, a state in which all the familiar ordering constructs of
Linneaus are knocked away, so forcing the reader into a state of self-examin-
ation in which the fetters of culture are themselves loosened. At the same
time, it is worth noting how perceptive analyses of such fundamental acts of
pattern imposition in a culture have led to much deeper insights (Levi-Strauss,
1963). The arbitrary, contingent nature of classificatory schemes was recog-
nized in earlier debates; Linneaus, with his great authority, demanding that
the natural world should be accommodated by classification, while Buffon
and Bonnet insisted upon a graduated continum (Foucault, 1973, pp. 126,
146-147; Glacken, 1967). It is a thought-provoking and salutary lesson to see
the way the pendulum between these views is swinging.

Classically, that is to say since the days of Linneaus, a ‘good’ classification
has been defined in terms of imposing a partition upon the finite set of indi-
vidual, discrete elements. Much intellectual energy has been expended in
traditional numerical taxonomy upon finding ‘better’ ways of putting things
into non-overlapping boxes. Today one can only marvel at such simplicity
and the unintelligent way in which the leading exponents of taxonomy have
been followed. Granting that the brain draws distinctions, one would have
thought that the stress-inducing experience of forcing a partition would have
given emotional, if not intellectual, insight that a pattern of cleavage could
destroy more than it created. Despite paying lip service to the idea that
boundary lines on maps are only representative of shaded zones of gradual
transition, geographers have rushed blindly down the Gadarene slopes of
traditional numerical taxonomy, a formal area where the underlying par-
titional thinking is seldom examined. They should have known better, and
insisted that taxonomy enlarge its view to accommodate them, rather than
conforming to existing, and highly constrained, methods.
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The notion of overlap, of course, leads directly to the idea of a cover,
rather than a partition, a reasonably obvious idea that appeared in botany
thirty years ago, at a time when the proponent did not have the mathematical
apparatus to express and develop it (Hogben, 1963). It is ironical that it
should be available in a popular book for the lay person before being in the
consciousness, let alone operational approaches, of most people working in
the human and biological sciences (de Bono, 1971, p. 204). I partially exclude
the physical sciences here, because there seem to be some fundamental differ-
ences in the meaning of the word classification. Mendelev, for example, did
not classify in the sense of partitioning a set of elements, but found a pattern,
a new and original cover set, expressed in spatial, two-dimensional form,
which included blank spaces for elements undiscovered in his day. For such a
marvellously creative feat of structuring he was ridiculed and nearly broken
by his peers. With that historical lesson behind them, physicists today are
more open. Indeed, the success of group theoretic approaches in quantum
mechanics laid such a basis of intellectual acceptance that the pattern of the
eight-fold way for baryons, based upon a Lie group, actually included a gap
that was later filled (Stewart, 1975, pp. 274-277; Gardner, 1970, p. 210).

In contrast to arranging elements in a spatial pattern, and guessing that
gaps have meaning, a classificatory act in the biological and human sciences
consists of assigning elements of a set to subsets by partition. Anyone who
has formally approached a set of data with a traditional numerical technique
has ‘felt’ the tension and uncertainty generated by the unexamined authority
of partitional thinking. It is for this reason that a critique by Atkin is so
important, not the least because it is couched in completely practical terms
(Atkin, 1975a, p. 13). In Britain, as elsewhere, the Ministry of Labour’s job
classification scheme is partitional, so it destroys some of the information
inherent in such ‘ambiguous’ elements as jobs. Destroying information by
forcing a partition means greater difficulty in getting unemployed people to
new jobs: the partition is dysfunctional. In Atkin’s language of structure, the
insistence of a classical partition, rather than a cover, destroys structure
inherent in the data, hinders traffic (searching for jobs) on the backcloth, and
generates the t-forces indicative of the stress induced by forcing a partition in
the first place.

IV. PROBLEM SOLVING

If we admit to much ignorance about the process of structuring pattern, how
much more must we be tentative in the larger area of problem-solving, in
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which patterns play such an important role. It is in this area that we find little
help from philosophers; as Simon has noted, some of the opinions of the earl-
iest philosophers went unchallenged for over two millenia. No one, for
example, pointed out the absurdity of the conclusion derived by Socrates
with Meno that all answers were already in the ‘mind’ and only had to be
found. Such a notion would imply a genetic inheritance of the infinite set of
all solutions to all problems ever to be postulated. There is no need to discuss
this sort of thing with philosophical solemnity.

Physical objects, possessing a topology of such richness that it defines life
(Thom, 1975, p. 8; Popper, 1976, p. 179; Simon, 1969, p. 97), solve prob-
lems by sensing a structure or pattern in the environment. Whether it is
spermatozoa sensing an acidity gradient, or a mathematician developing the
implications of an algebra, both require some degree of structure in the prob-
lem domain to find a solution. Intelligence requires a problem in which there
is structure, and if solutions were randomly distributed in a problem space
there would be no way of exhibiting intelligence (Simon and Newell, 1976).
In brief, problem solving requires a detectable structure; it is structure detec-
tion that emerges as a key concept in the construction of artificial intelli-
gence. Virtually all of the concerted efforts over the past twenty years have
extended the abilities of machines to detect properties that could be mapped
onto structures already contained within the algorithm (Moore and Newell,
1974, p. 251). Algorithms, such as UNDERSTAND, constitute formal
searches for isomorphs (Simon and Hayes, 1976, p. 165; Klahr, 1974, p. 300),
which may be viewed as stricter, more tightly defined forms of analogy — the
richest source of human problem solving (Hawkins, 1964, pp. 249-250). In
this they are modelling the brain, which also explores the structure of a prob-
lem and tries to map it upon a known form, or searches a space with known
heuristics as guiding constraints in a hillclimbing process. Such a program as
Lenat’s AM has generated rediscoveries in areas of mathematics originally
opened up by such seminal thinkers as Ramamujam (Lenat, 1976, pp.
285-286). Every application of a standard optimizing technique demon-
strates the process of analogical search and structural mapping. Some fascinat-
ing, cross-linked ideas emerge from this expanding body of work. Exper-
iments with UNDERSTAND demonstrate that the way objects are named,
and the way the internal problem is represented, are virtually determined by
the language of the problem instructions (Simon and Hayes, 1976, p. 189),
something that is directly confirmed in humans by Whorf, and an idea
explicitly built upon by Atkin (1974a). It is little wonder that the latter has
focused upon the problem of finding a language to express structure, and his
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demonstration is enhanced by the wide application of his work, particularly
in the game of chess (Atkin, 1974a; Atkin, Hartston and Witten, 1976; Atkin
and Witten, 1975). This work is particularly important if we think about the
possible extensions over the next century into other ‘games’, such as econ-
omics, politics, and many other areas of human affairs.

It has been clear for many years that tree-searching is not what Grand-
masters do as a general approach to a game of chess. Efforts in these direc-
tions demand bigger computers to search down the combinatorial branches a
bit further, postulate up to 50000 templates of previous positions, or call
for non-local use of information in a space where search is still conceived
essentially as a tree — except that we now need to connect some of the
branches (Simon and Newell, 1976). In contrast, Atkin has described the
microgeography of a chess board, and the relationships between its aggressive
inhabitants, to express the problems at the positional, or strategic, level that
appears to match much more closely the ‘fields of force’ sense of Master play
(Steiner, 1974b). The structure vectors clearly reflect the positional dis-
solution of one player, and the growing dominance of the other, long before
resignation.

V. THE LANGUAGES OF OUR INVESTIGATIONS

In the structural description of chess we have an example of the way in which
the expression of a problem in a particular language changes our abilities to
see patterns, anticipate events, and solve problems. Having covered some of
these questions in simpler, pedagogic settings (Gould, 1976, 1977a, 1977b), I
shall make only a few, fairly brief remarks here. We have many languages
(dance, theatre, music, film, body gestures, and so on), but when we investi-
gate the world around us, rather than express our inner sensibilities, we tend
to confine our languages to three; the verbal, the graphic, and the algebraic.
Many have commented upon the problems of using ordinary verbal languages:
the way linguistic structures make translations virtually impossible (Popper,
1976, p. 24); the manner in which new areas of analysis extend * . . . beyond
the point of simplicity where language ceases to act normally as a currency of
communication” (Brown, 1969, p. xx; Steiner, 1969, p. 33); the way we are
using more words to say less (Steiner, 1972, p. 96); and the way in which
subject—object differentiation varies between, say, Greek and Chinese gram-
mars (Pirsig, 1974, p. 344), with profound consequences for the way in
which these two cultural traditions perceive and structure the world. Bernstein
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has shown the way in which linguistic differences between classes in England
shape their experiences and the manner in which they construe their social
and physical environments (Bernstein, 1959, 1961; Halsey, Floyd and
Anderson, 1961). In this area there is little one can add to increase the aware-
ness of anyone who has taken a reasonably intelligent interest in human
thought and investigation.

But less has been said about the graphical and algebraic languages, perhaps
because much less education is attempted in these despite their growing
importance in all fields (Steiner, 1969, p. 36). Graphical languages vary, but
central to all is the idea of a map. And I use the word in a greatly expanded,
and intellectually much richer, sense than the traditional portrayal of a piece
of the earth’s surface. It is central to something we might call ‘spatial think-
ing’, a dimension of intellect so potent and creative that one wonders why so
little attention is paid to it. There is even some evidence that young children
possess natural skills and propensities which are allowed to atrophy in the
present educational system (Blaut, McCleary and Blaut, 1970).

Any graphic expression is a filtered, mathematical relation, and it can be
considered fruitfully as a model (Hawkins, 1964, p. 32; Toulmin, 1953). In
many such selected and contrived simplifications there can be an intellectual
immediacy, literally an ‘Oh I see!’, that is difficult for verbal and algebraic
languages to match. One only has to contrast the words and equations of
catastrophe theory with the two and three dimensional graphic expressions
(Zeeman, 1976; Isnard and Zeeman, 1975; Collins, 1975). No wonder Thom
has equated intellectualization with geometricalization; but why are we all so
blind to the pedagogic implications (Steiner, 1971, p. 111)? The problem is
that most of the graphic potential in an investigation or exposition is wasted:
we seem incapable of employing what is available, even though the repertoire
of imaginative graphic approaches has expanded greatly in recent years
(Tobler, 1973, 1975; Tobler and Weinberg, 1971). Part of the problem is that
our thinking is confined to traditional earth spaces, when in many investi-
gative areas people desperately need maps of the botanical, theatre, psycho-
therapy, archeological, intellectual, and other specialized spaces relevant for
their particular subject. For in Leibnitzian fashion, the spaces are defined by
the relationships between the elements or objects that are the focus of the
investigation, and the expression or projection of a set of relationships in E2
or E? can sometimes add greatly to creative thought (Gardner, 1970, p. 159;
Weinberg, 1972, p. 16). Such an enlargement of the traditional definition of a
map brings it much closer to that of the mathematician, and joins it to the
spaces of the systems analyst and the cybernetician. For the latter, a sense of
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dynamics can be achieved by emphasizing the trajectory of a system through
the appropriate phase space.

A willingness to think in non-traditional spatial terms, to consider care-
fully the space appropriate to a problem area, and how one might transform
one into another, could also clarify some problems whose difficulty may be
more apparent than real. For example, diffusion processes, which appear hier-
archic on the ordinary map, may be considered more simply as contagious in
the appropriate space. Influenza is carried by people to people, and appears
to be controlled by some degree of ‘trickle down’ effect in the urban hier-
archy. In a suitably transformed, perhaps multidimensional space, in which
distances between cities are determined by a gravity type formulation, the
diffusion of influenza may be treated as contagious if the cities are ‘captured’
by a multidimensional bubble spreading from the initial source.

There come times, however, when graphical languages are no longer
adequate, for the dimensionality of many problems today forces us to eschew
the visual. It is here that algebraic languages take over as the only forms cap-
able of describing complexity with any degree of depth. Ironically, those who
point most frequently to the complexity of the Human Sciences, almost as
an excuse to do nothing at all, are frequently those who deliberately avoid
the intellectual efforts to learn the languages most appropriate for their
expression. Along the same lines, it is worth noting how algebraic expressions
of human complexity arouse deep resentments if ‘translations’ are not pro-
vided. As far as the physical and biological sciences are concerned, lay people
accept that many areas of contemporary research are far beyond them. But in
the Human Sciences, where all acknowledge the extreme complexity of the
subject matter, there is the feeling that somehow everything should be under-
standable to everyone. The contradiction is an interesting topic of investi-
gation in its own right.

What is the intellectual strength of algebraic languages, the “‘unreasonable
effectiveness of mathematics”, to use Wigner’s puzzled phrase (Browder,
1976, p. 548)? Surely it lies in the fact that every algebra represents a
relatively well-explored area of human thought at a highly abstract and unam-
biguous level. Quite apart from the question of multidimensionality, if we can
map a subject area onto an algebra, and the algebra is rich enough to bear the
complexity of the subject, then highly creative extensions of the subject
matter may be discovered by exploring and interpreting the implications
already inherent in the algebra itself. For example, some theories can be
reduced to others by equivalence concepts, although the theories, and the
conceptual systems that underpin them, are completely different (Stegmiiller,
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1976; Kockelmans, 1976, p. 295). In artificial intelligence, the Merlin pro-
gram maps problems onto equivalent structures already known (Simon and
Newell, 1976; Moore and Newell, 1974; Greg, 1974), and Knuth has noted
how the traveling salesman problem is computationally equivalent to hundreds
of problems of general interest (Knuth, 1976, p. 1240).

The idea of mapping a subject area onto an algebra is extremely simple,
and pedagogic examples can be given at the advanced high school-beginning
university level (Strack, 1971; Gould, 1977c, 1977d). It is easy to show, for
example, that simple linear algebra can bear von Thunen’s theory extended to
mixed land uses once linear constraints are introduced, demographic structure
and prediction, flows through networks, and numerous other geographical
subjects usually treated as quite separate and disparate areas, although they
share a similar algebraic structure. Admittedly, the algebra is not very robust,
and the applications are pedagogically simple. On the other hand, Nobel
Prizes are awarded in economics for exactly the same naive mappings.

Perhaps the best examples of mapping traditional subject matter areas
onto algebras are the early work of Atkin, and the more recent extensions
into diverse areas of application in the Human Sciences, including medicine
(Atkin, 1972a; Chamberlain, 1976). He noted how a physics begins by defin-
ing a set of elements, a set of scales, and the complete set of measures (Atkin,
1965, pp. 499-500; 1971). The content is then defined by the elements,
while the structure is dependent solely upon the scales. Thus a theoretical
physics can be defined by an algebra whose elements are in correspondence
with the measures by bijective mappings (Atkin, 1965, p. 500). In such a
framework, ‘conservation of energy’.in one algebra is the same as ‘wave
motion’ in another by an algebraic endomorphism. The theory of wave
motion is nothing more than the mapping itself. Atkin has followed his own
advice, to map measures onto various algebras to explore their full significance,
by writing a language of structure in algebraic topology suitable for the
expression of human affairs (Atkin, 1972b, 1972¢c, 1973, 1974a, 1974b,
1974c, 1974d, 1975a). In the process, he has created a totally original per-
spective, a perspective of such generality that a number of traditional
approaches, particularly the statistical, are subsumed, and the questions we
ask are being altered.

I noted earlier that the space of linear narrative tears apart the structure of
relationships between the topics discussed so far. Pattern is inseparable from
problem solving, classification is tightly linked to structure imposed upon a
set of data, and expression in a language sufficiently robust to bear the com-
plexity is vital for fruitful extension and deeper understanding. Seldom is the
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interlocked nature of all these elements seen more clearly than in the area of
diagnostics, whether the problem is one of machine failure (Kruskal and Hart,
1966), human illness (Chamberlain, 1976), or familial dysfunction (Mulhall,
n.d., (a), (b) and (c)). In all these examples, we are faced with the task of
understanding a structure of relationships that has moved from a desirable
equilibrium position, and then steering it back to a state labeled ‘health’. The
problem is to provide a description of a highly complex structure such that
the effects of a chosen treatment can be anticipated. This may not be easy
because of the joint nature of symptoms whose ambiguity can lead to errors
and misinterpretations. In every case, we require a set of tests that slice away
portions of the space of all malfunctions, until the particular malfunction is
disclosed. Each illness can be considered as a composite of symptoms with a
particular geometrical structure —a simplical complex, forming part of a
backcloth of all malfunctions. The problem is to search such a diagnostic
space, uniquely define and isolate the particular simplex, and then know
enough about the complexity of relationships to be able to alter it to a more
desirable state without changing other sets of relationships in the process —
to avoid falling into the trap of-the cure being worse than the disease. Such
‘side effects’ are exactly the same as Forrester’s counter-intuitive effects in
larger scale areas of modelling, diagnosing, and steering complexity (Forrester,
1971; Meadows and Meadows, 1973).

VI. NAVIGATING IN THE SEA OF COMPLEXITY

The human brain, constrained and equipped with the impediments of culture,
is a problem solving instrument that for the related reasons of survival and
pleasure tries to structure complexity in the physical and social environment.
It is ill-equipped to do so, the complexity is usually too great, and only a few
alternatives seem available. First, a person may retire, withdraw and discon-
nect from the set of relations that define a particular life and position in a
society, an act of deliberate simplification that may be seen in communes,
religious retreats, and certain states traditionally labeled ‘ill’ that follow
mental breakdown. The latter are being reinterpreted today as strategies
invented to live in an unliveable society, as acts of sanity in an insane world
(Laing, 1969b; Levine, 1975). Secondly, the challenge to deal with complex-
ity beyond normal limits may not be felt, or may be considered too demand-
ing and beyond the developed capacities of the particular individual. Perhaps
most people are content to live passively unchallenged lives. As a result they
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are largely controlled and manipulated. The tired eyes of daily commuters,
the glazed passivity of the TV watcher, testify to the willingness to exist
rather than live, to “ . .. sink into resigned incomprehension which habit will
change to indifference”” (Thom, 1975, p. 5).

A third alternative is to engage complexity and attempt to reduce it to
understandable proportions in order to control the trajectories describing the
courses of individual lives and the larger societies in which they are embedded.
This is an immensely difficult task given the limited capacity of the brain to
handle complexity, and all the evidence points to the fact that the problems
are getting worse. Our lack of understanding of environmental systems has led
to catastrophic local poisoning of living forms; the ignorance of the medical
profession about the human body as a total system reduces most treatments
of serious illness to quackery or butchery; we have only the slightest knowl-
edge about controlling a complex modern economy; and our urban areas
appear increasingly as devices for breaking human beings. Mental illness in
large cities is at much higher levels than generally realized (Strole, 1962);
intakes of psychiatric wards are three times higher than ‘normal’ around large
airports, the National Academy documents the inability of teachers to com-
municate with their pupils for twelve minutes out of every hour even by
shouting at the top of their voices. At the same time, we pour asbestos into
drinking water supplies, reduce rivers to lifeless sewers, break down the ozone
layer with deodorant sprays, produce plutonium in ever greater quantities
without having the faintest idea of how to dispose of it for the next 25 000
years, slaughter whales to extinction for lipsticks, spend 1600 hours each year
to gather resources to propel a car 7500 miles (at an average speed of less
than 5mph (Levine, 1975, p. 74)), and . . . the list appears endless. The crazy
ape of Szent-Gyorgyi frequently seems unaware that systems of great com-
plexity and sensitivity are even involved (Szent-Gyorgyi, 1970). And if the
niceties of Club of Rome reports are debated like the pins and angels of
medieval theologians (Forrester, 1971; Meadows, Meadows, Randers and
Behrens, 1972; Mesarovic and Pestel, 1974; Tinbergen, 1976), what possibil-
ity is there that the following voice will be heard?

As with all such generalized catastrophies, the evolution will first be very indeterminant,
consisting of a mass of small, initially reversible phenomena; then the catastrophe will
simplify topologically and enter on an irreversible phase ... (Thom, 1975, p. 251)

How many small, reversible catastrophies can the Mediterranean absorb, for
example, before the system simplifies topologically into a lifeless catastrophe
like Lake Erie (Ginsburg, Holt and Murdoch, 1974)? In contrast, the countries
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of the Baltic have moved far towards systems modelling of that large ecosys-
tem, and it is probably not too much of an exaggeration to say that the
degree of international cooperation achieved stems in part from the deliberate
systems approach (Lundholm, 1974; Berg, 1974).

The ways of dealing with the levels of complexity now facing contempor-
ary society seem to be extremely limited and self-evident. Basically they all
reduced to seeking pattern and structure in highly complex dynamic systems
with the aid of prosthetic intelligence. Concretely, this means modeling at
levels of non-linearity only recently attempted, and mapping onto mathemati-
cal structures of sufficient robustness and generality to provide both global
insight as well as local detail. But behind these approaches lie two, more
general problems. First, is a willingness to commit resources to monitoring
the states of complex systems in real, or close to real, time (Beer, 1975,
pp- 429-446). In a simple, rudimentary way, this is what WHO attempts in
the area of contagious diseases, although little is done to structure the vast
quantities of information, most of which are useless and represent a waste of
resources (Chang, 1977). Without constant monitoring there is simply no
chance of modeling and steering a system to a more desired state (Block et al.,
1976).

Data gathering, even when the required information has been carefully
justified, is a prosaic, unexciting task, and the memories of politicians are
short. After the disastrous famines of the Sahel, for example, the President of
the United States asked the National Academy of Sciences to prepare a series
of studies examining America’s posture in the face of future food shortages.
It is generally conceded that the supply and distribution to the famine areas
of the Sahel was disastrous (Rogier, 1975; Sheets and Morris, 1974), and a
number of administrators broke down under the enormous pressures and
responsibilities. Unfortunately, little could be done because neither Congress,
nor any federal agency, were prepared to find the trivial amounts of money
to engage in such a vital task, but such an ability to bump from one deepen-
ing crisis to another could be illustrated over many areas.

Secondly, our ideas about prediction have got to be radically revised, for
they are rooted in the physical sciences of the nineteenth century. It is
extremely unlikely that we will be able to predict the trajectory of large sys-
tems to any far point in the future. Quite apart from trying to define reason-
able closure, and dealing with large shocks that change the structure of the
system being investigated, the basic reason is simply that we cannot specify
the relationships with sufficient accuracy. As an analogy, think of twenty
perfectly elastic particles in a box (Linhart, 1973; Hawkins, 1964, p. 196).
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Suppose we could specify without error their positions, velocities and direc-
tions; then we would have a completely determined, ‘Laplacian’ system, and
we could predict the future states with complete assurance. But now suppose
that there is a small error term in the specification of just one parameter of
one particle. After a while the particle will bump into another, and transfer
its error and uncertainty to it. Eventually an epidemic of uncertainty will dif-
fuse through the system until we can no longer say anything about the future
states. We have reached the ignorance time beyond which we can only specify
statistical parameters totally useless for steering and planning.

I disparage the specification of statistical parameters because they tell us
so little that is of real worth. To tell me that the weather next month is speci-
fied by the mean temperature and variance gives me very little information.
More complex systems, in which the human component is large, may present
even wider variability, and we may have to face the fact that many of the sys-
tems of interest to us are so unconstrained that our models may account for
only a small fraction of the variation observed. For example, the disappoint-
ing results from a number of space-time analyses of diseases may be due not
to a lack of skill, imagination, or technical ability on the part of the investi-
gators, but simply that the signals are very small compared to the background
noise. For example, a recent study of influenza diffusion in the United States,
using reasonably sophisticated methods, found the major, annual component
only accounted for roughly ten percent of the variance over the time series of
756 weeks for 121 major cities. Detecting the signal of a new virus moving
through the connected urban system is a very difficult task when the masking
(noise) effects of other viral forms and pulmonary diseases are present. Thus
our ability to allocate scarce resources (vaccines, public health personnel,
etc.), over time and space, to intervene in the process and alleviate the dis-
tressing human consequences, may be extremely limited and little better than
a commonsense guess.

VII. IMPLICATIONS FOR EDUCATION

We have covered a great deal of ground in a necessarily highly compressed
form, a form that can represent little more than a sketch of some basic
themes that should be pursued at far greater length and in much greater
detail. Nevertheless, we have arrived at the point where we can begin to see
some of the implications of the opinions expressed. The implications are
basically educational, although we must realize that educational institutions



SIGNALS IN THE NOISE 139

are themselves embedded in a cultural matrix. It is difficult to get out of a
trap if you do not realize you are in it.

Western society at its core appears schizoid; divisons and splits characterize
virtually every aspect of its life and ideas — ideas which today are dominant
in the world. Many, from very diverse backgrounds, have commented upon
the fractured nature of western thought. The fundamental and damaging
division into sacred and profane, part of the ““... disgusting farrago of
Judeo-Christian religiosity . ..” is incomprehensible to many non-western
people (Monod, 1972, pp. 171-175), who can accept alternative explanations
of natural phenomena without conflict (Dart and Pradhan, 1967, p. 651).
The separation of man from God in western mythology is part of the deep
structure of the culture. In other cultures man is still within the garden
(Vernon, 1973); indeed, the notion of an ‘outside’, of separation, is absurd to
many non-western people (Spink, 1975). In other mythologies, male and
female arose from a division and an enlargement of God, elements of both are
contained in each other, and the sexuality and eroticism that are forbidden in
the West are part of the inseparable whole elsewhere (Campbell, 1974). Some
have postulated the aggressive intellectual drive of the West to such a distinct
subject—object separation (Steiner, 1974a, p. 59), and have noted how even
Indo-European syntax is a mirror of order and hierarchic dependence
(Steiner, 1971, p. 113). But thought that is aggressive, in Kelly’s sense of
actively seeking, does not have to be founded upon such a schizoid base, as we
know from the monumental work of Needham on China (1963).

The intellectual and psychic schisms of western society naturally appear
throughout the educational institutions, which are staffed by their own pro-
ducts, so perpetuating fragmented thought at the core, while too frequently
proselytizing it with evangelical fervor abroad. Simon has lamented the high
degree of fragmentation, and has urged a search for a common core of knowl-
edge, a “... common understanding of our relation to the inner and outer
environments ... " (Simon, 1969, p. 81); but others have documented how
‘contrary imaginations’ appear at an early age (Hudson, 1968). What appears
to be unstated in such enquiries is that children’s patterns of thought are a
result of successive and discriminatory reinforcements by the culture in
which they find themselves. Thus personal constructs may lead some towards
the ‘arts’, and others to the ‘sciences’, but the educational system appears
deliberately designed for Kelly’s ‘hardening of the categories’ rather than the
ehrichment and cross-linking of alternative modes of thought (Bannister and
Francella, 1971, pp. 88-93). It is pathetic to see how young boys can play
the roles of ‘Artist’ and ‘Scientist’, and in the process change their patterns of
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creative thought towards the divergent and convergent (Hudson, 1968, 1970).
Why are we so blind to the educational implications? Namely, that the very
purpose of a humane schooling should be to heal the splits, to balance the
constructs, rather than encourage some to grow in an intellectually parasitic
and cancerous fashion by feeding on the others. The enrichment of personal
constructs is very closely tied to Jung’s process of individuation, which
ideally should be a lifelong process (Jung, 1961, p. 209). Young children
should not have to play at roles, defined by the society as impermeable par-
titions, in order to think in creative ways. Whether human beings are
‘bicameral’ or not is irrelevant, whether opposite sides of the brain take on
different tasks is beside the point, if we are thinking about educational sys-
tems that will help to produce ‘whole’ people. Children sense very early the
set of conditioning expectations placed upon them, and we are finally realiz-
ing the crippling effect these may have; for example, the often blatant expec-
tations, both at home and at school, that young women will not enter scien-
tific fields, so that mathematical skills are neglected. Only now are some, few,
efforts being made to provide remedial work in such basic languages of
natural enquiry (Stent, 1977, p. 41).

The ultimate expression of the present system of western education is seen
in the ‘Two Cultures’ debates (Snow, 1959), and the truly pathetic responses
of demi-men who appear to lobotomize and cauterize themselves deliberately
from vast areas of human knowledge and creative understanding (Leavis,
1963). In time these debates, and the nauseous attempts to maintain cultural
privilege (Williams, 1976, p. 183; Steiner, 1975b, p. 4) will be seen as some
of the many symptoms of the schizoid nature of the culture in which they
take place.

VIII. PATTERN IN THE HUMANITIES

If one is prepared to move to the N + 1 level (Atkin, 1974a), to get outside
the system and look in, it is difficult to see how such an artificial split
between the N-level sciences and humanities can be sustained. Linguistics is
already leading the way by abolishing the boundary between the arts and
sciences (Lyons, 1970, p. 9), but all truly creative human endeavor appears as
an intellectual process of imposing form, of construing the world to reduce it
to some level of just-graspable comprehension. The forms are also contingent,
for each era chafes under the constraints of those before, but eventually
bursts from the ordering constructs to create new ones. Music is a history of
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linguistic change characterized by successive explorations into the currently
unknown (Ives, 1962; Wittall, 1972); painting and sculpture become stultified
by uncreative imitation and break out to new forms; poetry can be seen as a
constant exploration for ways of working within contingent constraints of
language; in the hands of a Joyce or a Celine, the nineteenth century novel
explodes, while Robbe-Grillet and Borges generate short narratives of such
originality that they no longer fit former categories of writing. Beckett,
TIonesco and Genet enlarge the space of the theatre (Esselin, 1969).

The similarities between the traditional arts and the sciences seem so much
more persuasive than the differences, and how could it be otherwise when the
same brain is structuring both? Popper has noted:

Thus musical and scientific creations seem to have this much in common: the use of
dogma, or myth, as a man-made path along which we move into the unknown, exploring
the world, both creating regularities or rules and probing for existing regularities. And
once we have found, or erected, some landmarks [discovered, or imposed, some patterns]
we proceed by trying new ways of ordering the world, new coordinates, new modes of
exploration and creation . . . (Popper, 1976, p. 58)

Creative work in the traditional humanities (can we not now discard the
term?), is replete with, is defined by, pattern imposition and a search for
structure. Barthes has commented exhaustively upon the role of myth
(Barthes, 1957, 1967a, 1967b), while the repetitive symbols and archetypes of
Jung have altered our interpretation and deepened our understanding of
artistic forms (Jung, 1964). The film Crin Blanc, the play Equus, and
Picasco’s Guernica are linked by the deep symbolism of the horse, but this
example could be multiplied a thousandfold. When we have eyes to see, we
perceive constantly repetitive themes in artistic expression: Susan Langer
reaches the same conclusions about Mandala forms as Jung (Langer, 1953, pp.
69-70); Ehrenzweig (1967) acknowledges the creative role of the uncon-
scious; and in the drawings of children the Mandala constitutes * . . . the most
important single unit of prerepresentational drawing™ (Storr, 1973, p. 98;
also Kellogg, 1967, 1969). In the diagnosis and treatment of mental illness
the creation of artistic forms is encouraged by those trained in the scientific
ways of contemporary medicine. And it is worth noting that in many cases
painting may be the only language available, for psychosis transcends gram-
mar, and Freudian analysis is necessarily limited to neurosis where verbal
language is available (Steiner, 1972, p. 87). In these areas of healing brains the
scientific-humanistic categories take on the bizarre character of the Chinese
encyclopedia of Borges. Our divisions and excisions are as awesome as the
animals “drawn with a very fine camelhair brush” (Foucault, 1973, p. xv).
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Fortunately the language used to convey meaning in artistic areas is closing
the traditional schism. Steiner has pleaded for a more balanced, more cre-
atively functional, approach to criticism, and has emphasized the crucial
importance of mathematical languages in contemporary linguistics and litera-
ture: * . .. the instigations of Queneau and Borges, which are among the most
bracing in modern letters, have algebra and astronomy at their back™ (Steiner,
1971, p. 130). The structure of Whitman’s poetry is reassessed by Lawrence
and Crane, and a poem is seen as a ‘field’, enlarging its dimensionality from
the single path of conventional narrative (Creeley, 1973, pp. 8, 11). The
episodes of Proust’s A la recherche du temps perdu are presented as an
ordered space (Poulet, 1963); Needham is named his successor for his “sus-
tained flight . . . of recreative intellect™ (Steiner, 1971, p. 130); while Marcel
himself creates a ““ ... segment of negative space ... a hole in the fabric”
(Shattuck, 1974, p. 38), exactly analagous, and perhaps eventually describ-
able, as a Q-hole in the narrative space, a solid object which creates traffic
against the backcloth (Atkin, 1974d, 1976). And those who feel the analogy
is specious should consider the Q-analysis of a Shakespearean sonnet, and
think about the words that appear to create ‘aesthetic traffic’ by the geo-
metrical object (hole) they form in the space (Atkin, 1977b).

Mapping, as a fundamental act of the human intellect, is emerging with
ever greater strength in the artistic—scientific areas. Steiner has stressed
repeatedly that all acts of communication are acts of translation (Steiner,
1972, p. 17), and I have indicated elsewhere the value of various forms of
translation in a traditional academic field (Gould, 1974). To juxtapose
Steiner’s comments on translation as “. .. a search for underlying patterns
... (Steiner, 1972, p. 147), with Simon’s Turing Lecture, in which he com-
ments upon the problem of mapping a natural language onto a symbolic form
and then undertaking a further transformation to another natural language, is
to realize that two rare intelligences are converging from different traditions
and obliterating the conventional boundaries in the process. Nor are such
insights found only in formal analytical studies: the mathematical concepts, if
not always their formal expressions, are seeping rapidly into the conscious-
ness of literature itself. What else can we conclude when Ramanujan says,
“I have tried . . . not to match the Kannada with the English, but to map the
medieval Kannada onto the soundlook of modern English . . . ”” (Ramanujan,
1973, p. 13)?

In other fields, the philosopher Ryle claims to be a “. . . kind of concep-
tual geographer . . . providing people with maps . . . to understand where they
are” (Cranston, 1969, p. 47); Hawkins and Toulmin insist that maps are
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models (Hawkins, 1964, pp. 31-32; Toulmin, 1953); Bateson speaks of . . .
mapping onto a system” (Bateson, 1972, pp. 401); and research in artificial
intelligence is founded upon mapping concepts (Simon and Newell, 1976).
Biologists hope for a . .. more or less complete map of the central nervous
system ...” (Kenney et al., 1972, p. 22); Jakobson speaks of mapping an
unknown region in structural poetics (Jakobson, 1972, p. 86; DeGeorge and
DeGeorge, 1972); Freud’s ‘mythology’ (his own word) of human behavior
and its underlying motives is referred to as a mapping by a man whose con-
tact with creative mathematicians has been extensive (Steiner, 1972, p. 84).
Psychologists use the image of mapping psychological space (Bannister and
Fransella, 1971, p. 71); while Beer (1975, p. 352), in a typical leap of great
imagination, has raised the possibility of cultural bridging by mapping ethical
systems into each other under some transformation.

Simple, non-metric scaling procedures have already opened up the possibil-
ity of providing new graphic images of structural relations in certain forms of
literature — particularly in theatre and film. When interactions are recorded
between players, the resulting maps of the tragedies of Racine and Corneille
are found to possess a virtually similar structure (Rogier, 1974); Romeo and
Juliet provides a readily interpretable map (Gould, 1977b); the map of
Hamlet provocatively places all those dead at the end of the play in one
region; the scene-by-scene trajectories of players in Through a Glass Darkly
reflect the changing relationships in ‘Bergman Space’ (de Aquino, 1976).

While one can conceive of random transformations, mapping virtually
implies structure since it imposes relationships within and between sets of
elements. Again pattern and structure appear as fundamental, and in the
Structuralist movement we can see further evidence for intellectual pro-
clivities that may yet result in the *“ ... incorporation of the mental energies
and speculative forms of science . .. into educated literacy” (Steiner, 1972,
p. xi). What is encouraging is that the movement appears in so many fields of
the traditional humanities and seems to be working fowards those areas ordi-
narily considered to be scientific. I think it is fair to note that the schism is
far more easily bridged by those with traditional scientific training, rather
than the other way around, because of the linguistic problems of math-
matics. For example, a sensitive physicist, chemist or mathematician finds
little intrinsic difficulty in appreciating music, theatre, poetry, dance and
literature, while his own area of intellectual exploration is virtually closed to
those without the algebras and calculi mandatory for their deeper expression
and understanding. But those in the traditional humanities, both consciously
and unconsciously , appear to be reaching out towards similar concepts, terms,
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and relationships as those now found in the advanced, and generally non-
metric, qualitative, areas of the sciences. Perhaps algebraic topology can pro-
vide a stronger conceptual underpinning at these levels (Thom, 1975).

It seems natural today that the origins of the Structuralist movement were
founded upon linguistics, that the richest sources of inspiration and analogy
were found in analyses of language itself (Saussure, 1959). From linguistics
the wave spreads to anthropology, literature and psychiatry, so that a search
for the deep structures that lie beneath and generate the literally superficial
forms that appear initially disparate now characterizes much research focused
upon humans and their works (Cranston, 1969, 60-61; Pirsig, 1974, p. 259).
Increasingly “. . . the focus . . . is shifted from the hitherto uncomprehended
particulars to the understanding of their joint meaning” (Polanyi, 1963, pp.
29, 35). In literature, structuralist activity is a *“ . . . veritable fabrication of
the world which resembles the first one, not in order to copy it but to render
it intelligible” (Barthes, 1967c, p. 84; DeGeorge and DeGeorge, 1972, p. 150),
a phrase that exactly describes modelling and mapping in all areas of human
inquiry, and very different from traditional approaches concentrating upon
the unique and particular. Literary enquiry is the establishment of ‘rules of
association’, of relationships, of “. .. submission to regular constraints . ..
a kind of battle against chance ... the work of art is what man wrests from
chance” (Barthes, 1967c, p. 86). For Leach, as for Lévi-Strauss, the paired
equivalences of synchrony-diachrony, metaphor-metonym, paradigm-
syntagym, similarity—contiguity, harmony-melody, possess an intellectual
utility far beyond the analysis of culture, for the ultimate aim is to under-
stand the deep structures of the brains producing the apparently disparate,
superficial (lying on the surface), aspects of culture (Leach, 1970, pp. 14-52).

IX. TOTEACH: ANINTRANSITIVE VERB?

In these final pages, I want to explore, briefly and inadequately, some of the
educational problems and implications in these thoughts, even as I acknowl-
edge the oxymoron of this final subheading. It may be that such explorations
are irrelevant, that they are wrong, or that the sheer dead weight, the inertia,
of educational institutions is simply too overpowering. But to accept this is to
commit intellectual suicide, in Camus’ sense of *“ . . . acceptance pushed to its
logical extreme” (O’Brien, 1970, p. 31; Camus, 1955). Opportunities
occasionally arise at the personal and institutional level for genuine growth
and advance, and it is to these small stars in the educational blackness that we
must direct our attention.



SIGNALS IN THE NOISE 145

Partitional thinking has impressed upon the university a schizoid struc-
ture of jealous fiefdoms that reflects the divisive nature of the culture. That
such a structure is frequently dysfunctional at a number of levels is obvious:
in times of budget constraints, scarce resources are allocated according to
numbers of students, so that much energy is spent on devising courses which
make few intellectual demands. Successful travesties are rewarded by ‘the sys-
tem’: most teachers in a university can point to such courses, and if they can-
not, then the students can. Other allocations are predicted on fads and band-
wagons, so that the university too frequently resembles a frantic shopkeeper
trying to supply teenage fancies — if not outright fantasies. In doing so, it
reflects its own insecurity and its own inability to deal with complexity. At
the level of the major, the student is fequently constrained to take more and
more courses within a department or college to bolster the credit hours that
mean survival for the institution concerned. At the personal level, a student is
faced with a fragmented intellectual landscape, with little perspective to
fashion the pieces into a coherent, meaningful experience. At the same time,
catalogues are overblown, and undergraduate curricula closely resemble those
of forty years ago. Few have the energy, the insight, or the opportunity, to
revise the accumulated baggage of the decades, for as Simon has noted “. ..
curriculum revisions that rid us of the accumulations of the past are infre-
quent and painful” (Simon, 1969, p. 116). One president of a distinguished
university noted that “... students perceive correctly that there is little
direct relationship between the detail that must be mastered in many courses
and the substantive knowledge they will need at later stages in their lives”
(President’s Message, 1976).

What ‘common core of knowledge’ can be provided, what is really worth
teaching ‘at the center’, that will allow people to move creatively and demand-
ingly within a system of archaic fiefdoms? Let me suggest three: mathematics,
philosophy and systems analysis — one new, and two old, areas of enquiry
that form languages and covers for the traditional disciplines. Mathematics
today is a fundamental language that opens vast and growing areas of human
knowledge. Without it those same areas are closed tight, either as sources of
joy themselves, or as areas of rich analogy, structure and pattern. And when
literary criticism is conceived as set relations (Shattuck, 1974, p. 132), when
psychiatrists use the notation of set theory to map a personal experience onto
a public event (Laing, 1969a), when logical symbols and operations are at the
core of modern linguistics (Steiner, 1972, p. 150), should not mathematics
shake itself? Too frequently ... the progress from elementary to advanced
courses is to a considerable extent a progress through the conceptual history
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of the science itself” (Simon, 1969, p. 116). It need not be so: the Open Uni-
versity foundation course in mathematics provides an indication of what can
be done when there is a clean blackboard to write on (Open University,
1970), and the imaginative teacher can explain the rudiments of quite
advanced areas, so opening up some insight and understanding that can lead
to further exploration (Stewart, 1975).

Philosophy is another cover, but again the catalogues and courses too fre-
quently resemble a recapitulation of the field, a historical trudge, for which
the convenient linearity of Time is the ordering construct, rather than imagin-
ative synthesis and restructuring to form a core from which people can move
to more detailed study. Why must Hegel, Marx and Wittgenstein be reachable
only through a long recapitulation? It is precisely the ability to synthesize
and highlight basic, underlying ideas that characterizes the third cover, sys-
tems analysis. Here we have a superb example of finding common pattern and
structure in many diverse fields, and then organizing such commonalities into
a meaningful body of insight and skills really worth teaching. Again the Open
University has been able to move far ahead with its sequence of courses on
systems analysis, while most traditional universities have yet to grapple with
the implications. In fact the Open University is rapidly becoming a measure
of the binding institutional and human constraints on existing, and all too
conventional, universities. Consider how its first year course ranges across
dozens of traditional fields, and how the second builds on eight modules from
engineering (container ports, air traffic control, and telephone communi-
cations), sociology (industrial social systems), political science (local govern-
ment), geography and agriculture (management of ecosystems), medicine and
biology (human respiration), and economics (modeling economic systems), all
done with a flair, an imagination, and a concern for general principles seldom
found in traditional courses in these fields.

And where, in this essay, contained in a volume of Geography and Philos-
ophy, has Geography gone? Like all the traditional disciplines it has dis-
appeared, and yet not disappeared. It has disappeared at the N + 1 level
under the cover of systems analysis, mathematics and philosophy, for like all
the Human Sciences it has little to contribute from its traditional and conven-
tional pool of teaching at this higher level. The exception would be cartogra-
phy, radically revitalized and expanded into a study and exposition of map-
ping, in which the fundamental, and therefore cover, properties of spatial
thinking and representation are taught. Such a course would bear little
resemblence to present conceptions, for it would have to range over trans-
formations, graphic languages, algebras for spatial patterns, scaling algorithms,
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graphic representations of relationships, and the properties of spaces defined
by non-Euclidean metrics. Unfortunately, the greater part of contemporary
cartography is so naive and banal that few geographers or cartographers
would have the intellectual, imaginative, or technical abilities to contribute to
a program in higher education.

Yet geography has also not disappeared: it could be recast and reinterpreted
as a base, one of many intellectual bases, from which a person might grow to
an enlarged and purposeful understanding of the world. Can we imagine what
Geography would become if students entered it only after the completion of
two years of work under the mathematical, philosophical and systems covers?
Students would no longer be satisfied with the conventional materials in Geo-
graphy, or any other discipline for that matter. They would begin to ask why
traditionally taught materials were relevant, how one justified the factual
heaps generally loaded upon them. Under such pressures it is quite possible
that a number of fiefdoms would not survive. Indeed, these are often the
questions asked by students in their last year, or later in life, but by then it is
too late. Those who were not prepared to sieve, reorganize, rethink and
restructure their accumulated middens would have little to say to students
who possess a core of knowledge giving them precisely a perspective to make
judgements about the intellectual depth and worth of a traditional discipline.
And by sharing such a common core, perhaps we would see, once again, the
type of intellectual discourse last seen in early twentieth century Vienna,
when the common, but rigorous, demands of the gymnasium allowed men
and women of diverse intellectual persuasions to discuss and communicate
freely (Janik and Toulmin, 1973).

I can hear the arguments now: it would never work administratively; it
would be too demanding on students, particularly in a democratic system of
higher (?) education. But already in some universities of excellence both
students for degrees, and faculty being considered for tenure, are evaluated
by committees with a majority representation from fields other than their
own. Intellectual excellence and imaginative contributions to research and
teaching are not that difficult to recognize. As for democratic education,
what does the word mean in these circumstances? Why should democratic
education be equated with a watered-down curriculum, why should it be
mapped onto a set of elements that make up an intellectual pablum? Such an
education still has the old and honorable tasks of helping people to grow, to
deal with complexity, to structure the world into meaningful patterns, and to
help them see the contingency and impermenance of those structures. Other-
wise education has no perspective on itself, no meta-language to discuss itself,
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and so becomes dogma and myth. Perhaps, in the end, the university can only
provide opportunities, genuinely demanding opportunities, for people to
teach themselves. Perhaps the verb to teach really is intransitive after all.

Department of Geography
Pennsylvania State Univeristy

NOTES

! Apart from the intellectual debts referenced at the end of this essay, I would like to
acknowledge the influences of Ronald Atkin, Torsten Hagerstrand, Alan Knight,
Bernard Marchand and Thomas Wilson. I hope such acknowledgement does not embar-
rass them, for they will not agree with all that I have written. The mistakes are mine.
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DAVID HARVEY

POPULATION, RESOURCES, AND
THE IDEOLOGY OF SCIENCE

It would be convenient indeed if such a contentious issue as the relationship
between population and resources could be discussed in some ethically neutral
manner. In recent years scientific investigations into this relationship have
multiplied greatly in number and sophistication. But the plethora of scientific
investigation has not reduced contentiousness; rather, it has increased it. We
can venture three possible explanations for this state of affairs: (1) science is
not ethically neutral; (2) there are serious defects in the scientific methods
used to consider the population—resources problem; or (3) some people are
irrational and fail to understand and accept scientifically established results.
All of these explanations may turn out to be true, but we can afford to
proffer none of them without substantial qualification. The last explanation
would require, for example, a careful analysis of the concept of rationality
before it could be sustained (Godelier, 1972). The second explanation would
require a careful investigation of the capacities and limitations of a whole
battery of scientific methods, techniques, and tools, together with careful
evaluation of available data, before it could be judged correct or incorrect. In
this paper, however, I shall focus on the first explanation and seek to show
that the lack of ethical neutrality in science affects each and every attempt at
‘rational’ scientific discussion of the population-resources relationship. I shall
further endeavor to show how the adoption of certain kinds of scientific
methods inevitably leads to certain kinds of substantive conclusions which, in
turn, can have profound political implications.

I. THE ETHICAL NEUTRALITY ASSUMPTION

Scientists frequently appear to claim that scientific conclusions are immune
from ideological assault. Scientific method, it is often argued, guarantees the
objectivity and ethical neutrality of ‘factual’ statements as well as the con-
clusions drawn therefrom. This view is common in the so-called natural
sciences; it is also widespread in disciplines such as economics and sociology.
The peculiarity of this view is that the claim to be ethically neutral and
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ideology free is itself an ideological claim. The principles of scientific method
(whatever they may be) are normative and not factual statements. The prin-
ciples cannot, therefore, be justified and validated by appeal to science’s own
methods. The principles have to be validated by appeal to something external
to science itself. Presumably this ‘something’ lies in the realms of metaphysics,
religion, morality, ethics, convention, or human practice. Whatever its source,
it lies in realms that even scientists agree are freely penetrated by ideological
considerations. I am not arguing that facts and conclusions reached by means
of a particular scientific method are false, irrelevant, immoral, unjustifiable,
purely subjective, or non-replicable. But I am arguing that the use of a
particular scientific method is of necessity founded in ideology, and that any
claim to be ideology free is of necessity an ideological claim. The results of
any enquiry based on a particular version of scientific method cannot conse-
quently claim to be immune from ideological assault, nor can they auto-
matically be regarded as inherently different from or superior to results
arrived at by other methods.

The ideological foundation of the ethical neutrality assumption can be
demonstrated by a careful examination of the paradigmatic basis of enquiry
throughout the history of science (both natural and social) (Harvey, 1973;
Kuhn, 1962; Mesjaros, 1972), as well as by examining the history of the
ethical neutrality assumption itself (Mesjaros, 1972; Tarascio, 1966). The
ideological foundation can also be revealed by a consideration of those
theories of meaning in which it is accepted that there cannot be an ethically
neutral language because meaning in language cannot be divorced from the
human practices through which specific meanings are learned and com-
municated (Hudson, 1970; Kapp, 1950). It is not, however, the purpose of
this paper to document the problems and defects of the ethical neutrality
assumption, critical though these are. I shall, rather, start from the position
that scientific enquiry cannot proceed in an ethically neutral manner, and
seek to show how the inability to sustain a position of ethical neutrality
inevitably implies some sort of an ideological position in any attempt to
examine something as complex as a population—-resources system.

Lack of ethical neutrality does not in itself prove very much. It does serve,
of course, to get us beyond the rather trivial view that there is one version of
some problem that is scientific and a variety of versions which are purely
ideological. For example, the Malthusian terms ‘overpopulation’ and ‘pressure
of population on the means of subsistence’ are inherently no more or less
scientific than Marx’s terms ‘industrial reserve army’ and ‘relative surplus
population’, even though there is a predilection among unsophisticated
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analysts to regard the former phrases as adequately scientific and the latter as
purely ideological. Unfortunately, it is not very informative to aver also that
all versions of a problem are ideological, and it is downright misleading to
suggest that our views on the population-resources problem depend merely
upon whether we are optimists or pessimists, socialists or conservatives,
determinists or possibilists, and the like. To contend the latter is not to give
sufficient credit to that spirit of scientific endeavor that seeks to establish
‘truth’ without invoking subjective personal preferences; to say that there is
no such thing as ethical neutrality is not to say that we are reduced to mere
personal opinion.

We are, however, forced to concede that ‘scientific’ enquiry takes place in
a social setting, expresses social ideas, and conveys social meanings. If we care
to probe more deeply into these social meanings, we may observe that par-
ticular kinds of scientific method express certain kinds of ethical or ideo-
logical positions. In something as controversial as the population—-resources
debate an understanding of this issue is crucial; yet it is all too frequently
ignored. If, as I subsequently hope to show, the dominant method of logical
empiricism inevitably produces Malthusian or neo-Malthusian results, then we
can more easily understand how it is that scientists raised in the tradition of
logical empiricism have, when they have turned to the population-resources
question, inevitably attributed a certain veracity to the Malthusian and neo-
Malthusian view. When they have found such a view distasteful such scientists
have rarely challenged it on ‘scientific’ grounds; they have, rather, resorted to
some version of subjective optimism as a basis for refutation. This kind of
refutation has not been helpful, of course, for it has perpetuated the illusion
that science and ideology (understood as personal preference) are indepen-
dent of each other when the real problem lies in the ideology of scientific
method itself.

It is easiest to grapple with the connections between method, ideology,
and substantive conclusions by examining the works of Malthus, Ricardo,
and Marx, for it is relatively easy to grasp the connections in these works and
thereby to discern some important and often obscured questions that lie at
the heart of any analysis of the population-resources relation.

II. MALTHUS

It is sometimes forgotten that Malthus wrote his first Essay on the Principle of
Population in 1798 as a political tract against the utopian socialist-anarchism
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of Godwin and Condorcet and as an antidote to the hopes for social progress
aroused by the French Revolution. In his introduction, however, Malthus
lays down certain principles of method which ought, he argues, to govern dis-
course concerning such an ambitious subject as the perfectibility of man:

A writer may tell me that he thinks a man will ultimately become an ostrich. I cannot
properly contradict him. But before he can expect to bring any reasonable person over
to his opinion, he ought to show that the necks of mankind have been gradually elongat-
ing, that the lips have grown harder and more prominent, that the legs and feet are daily
altering their shape, and that the hair is beginning to change into stubs of feathers. And
till the probability of so wonderful a conversion can be shown, it is surely lost time and
lost eloquence to expatiate on the happiness of man in such a state: to describe his
powers, both of running and flying, to paint him in a condition where all narrow luxuries
would be condemned, where he would be employed only in collecting the necessaries of
life, and where, consequently, each man’s share of labour would be light, and his portion
of leisure ample (Malthus, 1970, p. 70).

The method which Malthus advocates is empiricism. It is through the
application of this empiricist method that the competing theories of the
utopian socialists, the proponents of liberal advancement and the rights of
man, and the advocates of ‘the existing order of things’ can be tested against
the realities of the world. Yet the first edition of the Essay is strongly
colored by a priori deduction as well as by polemics and empiricism. Malthus
sets up two postulates — that food is necessary to the existence of man and
that the passion between the sexes is necessary and constant. He places these
two postulates in the context of certain conditions; deduces certain conse-
quences (including the famous law through which population inevitably
places pressure on the mean of subsistence); and then uses the empiricist
method to verify his deductions.: Thus Malthus arrives at a conception of
method which we may call ‘logical empiricism’. This method broadly assumes
that there are two kinds of truths which we may call ‘logical truths’ (they are
correct deductions from certain initial statements) and ‘empirical truths’
(they are correct and verifiable factual statements which reflect observation
and experiment). Logical truths may be related to empirical truths by uniting
the two kinds of statements into a hypothetico-deductive system. If empirical
observation indicates that certain of the derived statements are ‘factually
true’, then this is taken to mean that the system of statements as a whole is
true, and we then have a ‘theory’ of, for example, the population-resources
relationship. Malthus constructs a crude version of such a theory.

Another feature of empiricism is worthy of note. Empiricism assumes that
objects can be understood independently of observing subjects. Truth is
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therefore assumed to lie in a world external to the observer whose job is to
record and faithfully reflect the attributes of objects. This logical empiricism
is a pragmatic version of that scientific method which goes under the name of
‘logical positivism’, and is founded in a particular and very strict view of
language and meaning.

By the use of the logical empiricist method Malthus arrives at certain
conclusions supportive of those advanced by the advocates of ‘the existing
order of things’, rejects the utopianism of Godwin and Condorcet, and
rebuffs the hopes for political change. The diminution in polemics and the
greater reliance on empiricism in the subsequent editions of the Essay may in
part be regarded as a consequence of Malthus’ basic discovery that scientific
method of a certain sort could accomplish, with much greater credibility and
power than straight polemics, a definite social purpose. The resort to empiric-
ism was facilitated in turn by the growing body of information concerning
the growth and condition of the world’s population — a prime source, for
example, was the work of the geographer Alexander von Humboldt (1811).

Having shown that the “power of population is indefinitely greater than
the power of the earth to produce subsistence”, and that it is a ‘natural law’
that population will inevitably press against the means of subsistence, Malthus
then goes on to discuss the positive and preventive checks through which
population is kept in balance with the means of subsistence. The subsequent
evolution in Malthus’ ideas on the subject are too well-known to warrant
repetition here. What is often forgotten, however, is the class character with
which he invests it. Glacken, for example, who treats Malthus in the penul-
timate chapter of his monumental study, Traces on the Rhodian Shore
(Glacken, 1967), ignores this aspect to Malthus entirely.

Malthus recognizes that ‘misery’ has to fall somewhere and maintains that
the positive checks will necessarily be the lot of the lower classes (Malthus,
1970, p. 82). Malthus thereby explains the misery of the lower classes as the
result of a natural law which functions “absolutely independent of all human
regulation”. The distress among the lowest classes has, therefore, to be inter-
preted as “‘an evil so deeply seated that no human ingenuity can reach it”
(Malthus, 1970, p. 101). On this basis Malthus arrives, ‘reluctantly’, at a set of
policy recommendations with respect to the poor laws. By providing welfare
to the lowest classes in society, aggregate human misery is only increased;
freeing the lowest classes in society from positive checks only results in an
expansion of their numbers, a gradual reduction in the standards of living of
all members of society, and a decline in the incentive to work on which the
mobilization of labor through the wage system depends. He also argues that
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increasing subsistence levels to “a part of society that cannot in general be
considered as the most valuable part diminishes the shares that would other-
wise belong to more industrious and worthy members, and thus forces more
to become dependent” (Malthus, 1970, p. 97).

From this Malthus draws a moral:

Hard as it may appear in individual instances, dependent poverty ought to be held dis-
graceful. Such a stimulus seems to be absolutely necessary to promote the happiness of
the great mass of mankind, and every general attempt to weaken this stimulus, however
benevolent its apparent intention will always defeat its own purpose . . .

I feel no doubt whatever that the parish laws of England have contributed to raise
the price of provisions and to lower the real price of labour. They have therefore con-
tributed to impoverish that class of people whose only possession is their labour. It is
also difficult to suppose that they have not powerfully contributed to generate that care-
lessness and want of frugality observable among the poor, so contrary to the disposition
to be remarked among petty tradesmen and small farmers. The labouring poor, to use a
vulgar expression, seem always to live from hand to mouth. Their present wants employ
their whole attention, and they seldom think of the future. Even when they have an
opportunity of saving, they seldom exercise it, but all that is beyond their present neces-
sities goes, generally speaking, to the ale-house. The poor laws of England may therefore
be said to diminish both the power and the will to save among the common people, and
thus to weaken one of the strongest incentives to sobriety and industry, and consequently
to happiness (Malthus, 1970, p. 98).

Thus, Malthus arrives at what we have now come to know as the ‘counter-
intuitive solution’ — namely, that the best thing to do about misery and
poverty is to do nothing, for anything that is done will only exacerbate the
problem. The only valid policy with respect to the lowest classes in society
is one of ‘benign neglect’. This policy is further supported by a certain charac-
terization of ‘typical’ behaviors exhibited among the lower classes. Arguments
such as these are still with us. They appear in the policy statements by Jay
Forrester, Edward Banfield, Patrick Moynihan and others. In fact, welfare
policy in the United States at the present time is dominated by such thinking.

Malthus’ approach to the lower classes has, if it is to be judged correctly,
to be set against his view of the roles of the other classes in society — princi-
pally those of the industrial and landed interests. These roles are discussed
more analytically in The Principles of Political Economy. Here he recognizes
that there is a problem to be solved in accounting for the accumulation of
capital in society. The capitalist saves, invests in productive activity, sells the
product at a profit, ploughs the profit back in as new investment, and com-
mences the cycle of accumulation once more. There is a serious dilemma
here, for the capitalist has to sell the product to someone if a profit is to be
achieved, and the capitalist is saving rather than consuming. If the capitalist
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saves too much and the rate of capital accumulation increases too rapidly,
then long before subsistence problems are encountered, the capitalists will
find expansion checked by the lack of effective demand for the increased out-
put. Consequently, “both capital and population may at the same time, and
for a period of great length, be redundant, compared to the effective demand
for produce” (Malthus, 1968, p. 402).

Malthus placed great emphasis upon the effective demand problem and
sought to convince his contemporary Ricardo that in practice: “the actual
check to production and population arises more from want of stimulant than
want of power to produce” (Keynes, 1951, p. 117). Ricardo was not per-
suaded, and the idea of effective demand in relationship to capital accumu-
lation and wage rates remained dormant until Keynes (1936) resurrected it in
his General Theory of Employment, Interest and Money .

Malthus’ solution to the problem of effective demand is to rely upon the
proper exercise of the power to consume on the part of those unproductive
classes — the landlords, state functionaries, etc. — who were outside of the
production process. Malthus took pains to dissociate himself from any direct
apologetics for conspicuous consumption on the part of the landed gentry.
He was merely saying that if the capitalist, who was not giving in to what
Adam Smith calls “mankind’s insatiable appetite for trinkets and baubles”,
was to succeed in the task of capital accumulation, then someone, some-
where, had to generate an effective demand:

It is unquestionably true that wealth produces wants; but it is a still more important
truth that wants produce wealth. Each cause acts and reacts upon the other, but the
order, both of precedence and importance, is with the wants which stimulate industry
... The greatest of all difficulties in converting uncivilized and thinly peopled countries
into civilized and populous ones, is to inspire them with the wants best calculated to
excite their exertions in the production of wealth. One of the greatest benefits which
foreign commerce confers, and the reason why it has always appeared an almost necess-
ary ingredient in the progress of wealth, is its tendency to inspire new wants, to form
new tastes, and to furnish fresh motives for industry. Even civilized and improved
countries cannot afford to lose any of these motives (Malthus, 1968, p. 403).

Effective demand, located in the unproductive classes of society and
stimulated by need creation and foreign trade, was an important and vital
force in stimulating both the accumulation of capital and. the expansion of
employment. Labor might be unemployed, consequently, simply because of
the failure of the upper classes to consume. This theory of effective demand
does not sit easily with the theory of population. For one thing, it appears
contradictory to assert via the theory of population that the power to con-
sume be withheld from the lowest classes in society while asserting, through
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the theory of effective demand, that the upper classes should consume as
much as possible. Mathus attempts to resolve this contradiction by arguing
that the upper classes do not increase their numbers according to the prin-
ciple of population — they consume conspicuously and regulate their num-
bers by prudent habits generated out of a fear of a decline in their station in
life. The lowest classes imprudently breed. The law of population is conse-
quently disaggregated into one law for the poor and another law for the rich.
But Malthus also has to explain why an effective demand cannot be generated
by an increasing power to consume on the part of the laboring classes. Such a
possibility Malthus quickly dismisses as illogical for: “no one will ever employ
capital merely for the sake of the demand occasioned by those who work for
him” (Malthus, 1968, p. 404).

He adds that the only case in which this could occur would be if the
laborers “produce an excess of value above what they consume”. He dis-
misses this possibility entirely. But even Ricardo, in annotating this passage,
asks quite simply “why not?”” and writes out a simple case to prove his point
(Ricardo, 1951b, p. 429). And, of course, it is this idea, which Malthus rejects
out of hand, that forms the foundation of Marx’s theory of surplus value,
out of which the Marxist theory of relative surplus population stems.

Internal to Malthus’ own work there is a central contradiction. On the
one hand, the ‘natural law’ of population asserts a doctrine of inevitable
misery for the mass of mankind, while the theory of effective demand points
to social controls to the employment of both capital and labor. Zinke suggests
that Malthus did not need to reconcile these conflicting positions, for the
principle of population applies in the long run, while the theory of effective
demand is an explanation for short run cyclical swings (Zinke, 1967). Malthus
does not appear to have thought this way about it. In the Summary View of
the Principle of Population, published in 1830, Malthus attempts to reconcile
these divergent views. Here he admits that “the laws of private property,
which are the grand stimulants to production, do themselves so limit it as
always to make the actual produce of the earth fall very considerably short of
the power of production” (Malthus, 1970, p. 245).

He then goes on to point out that under a system of private property “the
only effectual demand for produce must come from the owners of property”,
and that the control of effective demand so intervenes with respect to the
principle of population that it prevents the visitation of misery on all sectors
of mankind and “secures to a portion of society the leisure necessary for the
progress of the arts and sciences” — a phenomena that “confers on society a
most signal benefit”. Claims for social reform, and particularly any challenges
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to the principle of private property, are misplaced. To do away with a society
based on competitive individualism regulated through the institutions of
private property is to permit the principle of population to operate
unchecked — an eventuality that will plunge all of mankind into a state of
misery. The laws of private property, insofar as they have restricted the
opportunities for the laboring classes, have artificially checked the operation
of the principle of population and thereby reduced the aggregate misery of
mankind. Malthus thus reconciles the principle of population with the theory
of effective demand:

It makes little difference in the actual rate of increase of population, or the necessary
existence of checks to it, whether the state of demand and supply which occasions an
insufficiency of wages to the whole of the labouring classes be produced prematurely by
a bad structure of society, and an unfavourable distribution of wealth, or necessarily by
the comparative exhaustion of the soil. The labourer feels the difficulty in the same

degree and it must have nearly the same results, from whatever cause it arises (Malthus,
1970, p. 247).

Malthus was, in principle, a defender of private property arrangements,
and it is this ideology that underlies his formulation of the principle of
population as well as the theory of effective demand. Private property
arrangements inevitably mean an uneven distribution of income, wealth, and
the means of 