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PREFACE 

This textbook contains, with some extensions, our lectures given at the 
Deparlment of General Mechanics of the International Centre for Mechanical 
Seiences (CISM) in Udine/Italy during the month ofOctober, 1973. 

The book is divided into Jour major parts. The first part (Chapter 2, 3) is 
concerned with the mathematical representation of vibration systems and the 
corresponding general solution. The second part (Chapter 4) deals with the 
boundedness and stability of vibration systems. Thus, information on the general 
behavior of the system is obtained without any specified knowledge of the initial 
conditions and forcing functions. The third part (Chapter 5, 6) is devoted to 
deterministic excitation forces. In particular, the harmonic excitation Ieads to the 
phenomena of resonance, pseudoresonance and absorption. The fourth part 
(Chapter 7) considers s~ochastic excitation forces. The covariance analysis and the 
spectral density analysis of random vibrations are presented. Throughout the book 
examples are inserted for illustration. 

In conclusion, wr wish to express our gratitude to the International 
Centre for Mechanical Seiences (CISM) and to Professor Sobrero who invited us to 
deliver the lecture in Udine. We also acknowledge the support of Professor Magnus 
from the Institute B of Mechanics at the Technical University Munich. 

Munich, October 19 7 3 

Peter C. Müller Werner 0. Schiehlen 



CHAPTER 1 

Introduction 
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The subject of vibration deals with the oscil­

latory behavior of physical systems. The interaction of mass 

and elasticity allows vibration as well as the interaction of in­

duction and capacity. Most vehicles, machines and circuits ex­

perience vibration and their design generally requires consid­

eration of their oscillatory behavior. 

Vibration systems can be characterized as 

linear or non-linear, as time-invariant or time-variant, as 

free or forced, as single-degree of freedom or multi-degree 

of freedom. For linear systems the principle of superposition 

holds, and the mathematical techniques available for their 

treatment are well-developed in matrix and control theory. 

In contrast, for the analysis of nonlinear systems the tech­

niques are only partially developed and they are based mainly 

on approximation methods. For linear, time-invariant sys­

tems the concept of modal analysis is available featuring ei­

genvalues and eigenvectors. In contrary, for the analysis of 

linear, time-variant systems the fundamental matrix has to 

be found by numerical integration. Free vibrations take place 

when a system oscillates without external impressed forces. 

The system under free vibration will oscillate at its natural 
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frequencies or eigenfrequencies. In contrast, forced vibrations 

take place under the excitation of external forces, in particular, 

impulse, periodic and stochastic forces. Single-degree of free­

dom systems are characterized by a scalar differential equation 

of second order. In contrary, multi-degree of freedom systems 

are usually described by vector and matrixdifferential equations. 

The nurober of degrees of freedom is equal to the minimum 

nurober of generalized coordinates necessary to describe the 

motion of the system. In addition to the notions presented above, 

Magnus (1969) uses the notions self-excited and parameter-ex­

cited. Self-excited vibrations may occur in nonlinear time-in­

variant, free systems while parameter-excited vibrations are 

typical for linear, periodic time-invariant free systems. 

In this contribution, linear, time-invariant 

forced vibrations of mechanical systems with multi-degrees of 

freedom will be considered. Linear time-invariant systems are 

often obtained by the linearization of me chanical systems in the 

neighborhood of an equilibrium position. Forced systems result 

in addition to free systems in many vital phenomena such as 

resonance, pseudo-resonance, absorption and random vibra­

tions. Multi-degree of freedom systems are usually necessary 

for an adequate representation of mechanical systems. Even if 

a continuous elastic body has an infinite nurober of degrees of 

freedom, in many cases, part of such bodies may be assum­

ed to be .. rigid and the system may be dynamically equivalent 
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to one with finite degrees of freedom. 

A rigorous treatment is given to the bounded­

nes s and stability of the system 1 s vibration, to resonances in­

cluding pseudo-resonance and absorption, and to the random 

vibration analysis via the covariance and the spectral density 

technique. The computer-minded matrix theory is applied and 

approved numerical algorithms are mentioned to serve the spe­

cial needs of multi-degree of freedom systems. But simple ex­

amples are also analytically treated to achieve a better under­

standing. 
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CHAPTER 2 

Mathematical Representation of Mechanical Vibration Systems 

The mathematical representation of a mechan­

ical system requires firstly an adequate model. Secondly, one 

of the principles of dynamics has to be applied to the model 

and, then, the equations of motion are obtained. Finally, the 

equations of motion can be summarized to the state equation of 

the vibration system. 

2. 1 Modeling of Vibration Systems 

For the modeling of vibration systems four 

approaches can be·listed: 

1. Multi-body approach, 

2. Finite element approach, 

3. Continuous system approach, 

4. Hybrid approach. 

For each engineering problem, the appropriate approach has 

to be elected. Same examples may illustrate the proceeding. 

The vibrations of an automobile suspension 

can be properly modeled by a three-body system, Fig. 2. 1, 

where the automobile body and the wheels and axles are con­

sidered a-s rigid bodies connected by springs and dashpots. 



Further, the elasticity of the tires is represented by springs 

without damping. 

The vibrations of a 

spinning centrifuge with 

respect to its flexible 

suspension can be mod-

+ 

eled by a rotating rigid 

body in the best manner, 

Fig.2.1. Three-body model of an automobile 
suspension 

Fig. 2. 2. The suspension is rep-

resented by spring and dashpot. 

The bending vibra­

tions of an automobile body have to 

be modeled by bar, reetangular and 

triangular elements, Fig. 2. 3. Each 

element is considered as a flexible 

body where stiffness, damping and 

mass are concentrated in the nodes 

connecting the elements. 

The torsional vibrations 

of a uniform bar are mod-

eled best by a continuous 

sy stem, Fig. 2. 4. The in-

! 

~ 
! 

Fig.2.2. One-body model 
of a centrifuge 

9 

finite small elements are 
Fig.2.3. Finite element model of an automobile 

body 

furnished with mass and elasticity. 

However, sometimes the three fundamental 
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approaches do not fit the engineering problern as well. As an 

I 

! 
I _ Infinite small 
' c-
1 element 

i 
i 

Fig.2.4. Continuous system 
model of a bar 

example the spinning flexible satellite 

may be mentioned. Here, the core body 

is surely a rigid body while the flexible 

appendages represent continuous bars. 

In such cases, the continuous system 

may be replaced by a large nurober of 

elastically interconnected rigid bodies. 

Then, the multi-body approach can be used again. Or a hybrid 

approach, Fig. 2. 5, is used combining the multi-body and the 

continuous system approach; 

lllffillll 
Fig.2.5. Hybrid model of a spinning satellite 

with flexible appendages 

2. 2 Multi-body Approach 

see Likins (1971). 

In the next s ections the 

three fundamental approaches 

will be reviewed in short and 

the corresponding principles of 

dynamics will be applied. 

Assurne a discrete, mechanical system with 

the following elements: rigid bodies with constraints, springs 

dashpots and actuators, Fig. 2.6. Then, either Euler 1s equa-

tion tagether with N ewton1 s equation or Lagrange 1 s equation 

may be applied. Both methods require the same kinematics. 
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Kinematics 

The position of the rigid 

body K i is uniquely char-

acterized in space by a 

body-fixed, orthogonal 

frame. With respect to 

the inertial frame X1, YI,Zr, 

the body-fixed frame Xi , 

Yi, Z i , with origin at the 

Fig.2.6. Discrete mechanical system with 
rigid bodies 

center of mass Ci can be described by the 3x1-position vec­

tor ri and the 3x3 -rotation matrix Ai. If there is only one 

free rigid body, then the position vector may be given by three 

Gartesian c:oordinates 

i - 1 (2. 1) 

and the rotation matrix may be given by three Euler angles, re­

presenting three generalized coordinates, 

COS 8 COS'IjJ -cos8sin'J.I sin 8 

cos ~ sin 1p COS ~ COS'IjJ 
-sin~ cos8 

Ai= + sin~ Sin 8 COS'IjJ -~in~ sin e sin'ljJ ' i = 1. 
(2. 2) 

sin ~ sin1p sin ~ COS'IjJ 
cos ~ cos8 

- cos <!> sin e cos lp + cos ~ sin e sin 1jJ 
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Obviously, the free rigid body has six degrees of freedom. How­

ever, if there is a system of p rigid bodies, possibly with some 

holonomic constraints, then the position vector and the rotation 

matrix of the body Ki may depend on all generalized coordi-· 

nates of (translational) position as well as of rotation 

(2. 3) 
r; = r; ( y, t) , } 

·1 (1)p 
A;•Ai(y,t), 

where y is the f X 1 -generalized position vector composed 

of the generalized coordinates. For the system 1s number of 

degrees of freedom it yields 

(2. 4) F ~ 6 p . 

The 3 X 1 -velocity vector V; and the 3 X 1 -angular velocity 

vector mi of the body K; with respect to the inertial frame 

are obtained by düferentiation of (2. 3) 

(2. 5) v; - a r;/ a t '} .1 =1(1)p 
ru;- aaJat, 

where 
arxi arxi . arxi 
ay1 ay2 ay, 

(2. 6) 3ri • 
() r. ary; C>ry; C)ry; 

i=1(1)p -!.. = . . . . . 
ay a y, Cly2 C>y, , 

arzi tlrzi . C>rzi 
a y, ay2 ay, 

is the 3 X f -Jacobian matrix of translation and 
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aaxi aaxi • aaxi 
ay, C)y2 ay, 

3' aai .. aayi aayi • 3ayi -1(1)p (2. 7) R·=-
I ay ay, ay2 ay, 

aazj aazi • aazi 
ay, ay2 Cly, 

is the 3 X F -Jacobian matrix of rotation. The angular veloc­

ity iöi and the rotational Jacobian matrix 3-Ri are obtained 

from the corresponding skew-symmetric rotation tensors 

aa· _I= 
at 

where 

aAi. A~ eH I 

-1(1)p 

j •1(1)F 
(2. 8) 

(2. 9) 

and ai is a 3 X 1 -vector. Thus, ,... characterizes the matrix 

notation of the vector cross product. 

Newton1s and Euler 1s Equation 

Newton 1s equation reads for each rigid body Ki with respect to 

the center of mass Ci as 

m· V· • f. I I I -1(1)p (2.10) 

where mi is the scalar mass and fi is the 3 X 1 -force vec­

tor including all forces acting on body Ki • Euler 1s equation 

reads for each body Ki with respect to Ci as 
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(2. 11) -1(1)p 

where I i is the 3 X 3 inertia tensor of body Ki and 1 i is the 

3 X 1 -torque vector including all torques acting on body K i • 

The force f i and the torque l i depend in forced vibration 

systems on the generalized coordinates (spring forces), on the 

generalized velocities (dashpot forces), on the time (actuator 

forces) and on the constraints 

(2.12) 
f;- 1 8 ;(y,~,t)+ fc;,} 
li = L 8 i(Y~ Y~ t) +Lei 1 

=1(1)p 

where fci , l Ci are due to the constraints. 

Introducing (2. 5) and (2. 12) in (2. 1 0), (2. 11) it remains 

milTi y + milri y + mi ii- faiCY~Y~t) + fci, 

Ii JRi y+lijRiY+ Iii>i + ( M +~j) Ii (JRi y + iiii) = 
(2.13) 

= 1 Bi ( y, y , t ) + l Ci , 

i-1(1)p 

The 6 p s calar equations (2. 13) can be summarized in matrix 

notation 

(2.14) M ( y, t) y + g ( y, y I t) + fc = 0 

where M is a 6p X f -mas s matrix, g is a 6p X 1 -vector func­

tio:::l including V i and ii> i and f c is the 6p X 1 -vector of the 
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constraint forces and torques. Thus, one gets 6p equations for 

the f generalized Coordinates and 6p- f linear independent con-

straint forces. Usually, however, the constraint forces are not 

required and for system order reduction they have, then, to be 

eliminated. This can be done by the principle of virtual work 

regarding (2. 6), (2. 7): 

or 

-r-
3- fc • 0 

-r [ -r - T -r - r J 
where 3 • Jr1 3'r2 ----- lRp-1 ']Rp is the global 

-r 
bian matrix. Then, premultiplying (2. 14) by l , 

M (y,t)Y + g(y,y,t)- o 

(2. 16) 

f X 6p -Jaco-

it remains 

(2.17) 

where M is the f X f -symmetric mass matrix and g is a 

f X 1 -vector function. 

Lagrange 1s equation 

Lagrange 1s equation reads for a system of p rigid bodies as 

d BT + f)T q 
dt ay ay • ' (2. 18) 

where-

T - 1 :f (v ~ m. V·+ m! 1. m·) 2 i•1 I I I I I I 
(2. 19) 
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is the scalar kinetic energy and 

is the generalized f X 1 -force vector. 

As simple as Lagrange 1 s equation is looking as difficult m1.y be 

the evaluation. This is obvious if (2. 5) is introduced in (2. 19) 

(2. 21) 

• T JT I J . 2 . J I - -TI·· - ) + Y Ri i Ri Y + Y Ri i (t)i + (t) i i (t)i • 

However, after proceeding through the differentiation of the ki­

netic energy (2. 21 ), it finally follows from Lagrange 1s equation 

(2. 18) exactly the same equation of motion (2. 17) as obtained 

via Newton 1 s and Euler 1 s equation. In recent days of digital and 

electronic computers, therefore, Newton 1 s and Euler 1 s equation 

seem to be more convenient since only matrix operations are 

required. Further, Euler 1s and Newton 1s equation can be easi­

ly extended to moving ref erence frame-s (relative motion) as 

shown by Schiehlen (1972) . 

Linearization 

Assurne equilibrium position y = 0 and small oscillations in 

the neighborhood of the equilibrium position. Then, the s econd 

and higher order terms in the generalized coordinates can be 
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neglected and it remains from (2. 17) 

My+ (D+G)j+(K-rN)y • h(t). (2. 22) 

Here, M , 0 and K are symmetric F X F -matrices; G , N 

are skew-symmetric F X F -matrices and h(t)is a f X 1 

-forcing vector. 

2. 3 Finite Element Approach 

Assurne a discrete, mechanical system with 

finite, flexible elements such as bars, triangles, cubes, etc., 

Fig. 2. 7. Firstly, each element 1s characterized by n nodes 

in an arbitrary frame. Then, 

the stiffnes s, the internal vis­

cous damping and the inertia 

of each element are concentrat-

ed at the nodes. Applying the 

principles of mechanics equiv­

alent generalized forces are ob­

tained for each element separately 

fK = k e, 

fo - d Q' 
fM 

.. - me 

X 

z 

y 

Fig.2. 7. Discrete mechanical system 
with flexible elements 

(2.23) 
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where f are 6n X 1 -force vectors, k, d, m are 6n X 6n -ma­

trices characterizing stiffness, damping and inertia, and () 

is the 6n X 1 -displacement vector of the considered element. 

Further, there may be given additional (external) forces f ( t) 

acting on some nodes. Secondly, the forces at all nodes of all 

elements are summarized in a global matrix equation 

(2. 24) 

" " " " " where M , D, K are diagonal-hyper-matrices and e , f are 

hyper-vectars of corresponding dimension. Thirdly, the kine­

matic constraints between the elements are regarded by an in­

cidence matrix A : 

(2.25) e • Az 

where z is the displacement vector of the considered (free) 

system. 

The result is a matrix equation of strongly· re-

duced order 

(2.26) 

Then, the boundary conditions have to be considered, i. e. the 

displacement of some essential nodes may be constrained while 

the corresponding forces are unknown. After the elimination of 

these reaction forces, finally the equation of motion is obtained: 
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My+Dy+Ky -h(t) (2. 27) 

where y is the f X 1 -vector of the generalized node coordinates; 

M , D, Kare symmetric f X f -matrices and h ( t) is the f X 1 -

-forcing function. For more details of the finite e1ement method, 

usually applied to vibrations of structures, see Zienkiewicz (1971). 

2. 4 Continuous System Approach 

As sume a continuous mechanical system, Fig. 2. 8, 

X 

/ y 

Fig.2.8. Continuous mechanical 
system 

without any obvious e1ement. Then, 

for an infinite small element of the 

continuous system, a partial differ­

ential equation can be obtained. in 

general, the equation reads for a 

two-dimensional space as 

(){)t: LM [w(x,y,t)] + ;t Lo[w(x,y,t)]+ LK[w(x,y,t)] = 

= F(x,y,t) (2.28) 

where 

(2. 29) 
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is a linear düferential operator, w ( x,y) is the displacement at 

the position(x,y) and F(x,y,t)is the force acting at (x,y). In 

addition, the boundary conditions have to be satisfied, i. e., 

(2. 30) B [w(x,y,t )] = 0 

where 8 is another linear düferential operator. Then, the 

solution is approximated by a series 

(2.31) 

where Wr (X, Y) are the eigenfunctions of the free, undamped 

system and Yr( t) are generalized coordinates. Introducing (2. 31) 

in (2. 28) and recalling that the operators L are linear, one ob­

tains the matrix düferential equation 

(2. 32) My+Dy+Ky-h(t) 

where y is the f X 1 -vector of the generalized coordinates; 

M, D, K are constant, symmetric f X f -matrices and h ( t) 

is a f X 1 -forcing vector. For more details on the continuous 

systern approach, often applied to simple machine elements, 

see Meirovitch (1967). 
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2. 5 State Equation of Vibration Systems 

The equation of motion of a forced linear vib­

ration system obtained in the previous three sections has al­

ways the typical form featuring the second order equation 

My(t) +(D+G)y(t)+(K+N)y(t)= h(t) '} 

y(to)=yo, y(to)=Yo 
(2.33) 

where y ( t) is the f X 1 -vector of the generalized coordinates, 

h ( t) is the f X 1 -vector of the forcing function and M , D, G, 

K , N are f X F -matrices. Further, the initial conditions 

y (t 0 ) and y(t 0 ) are written for completeness. The matrices 

in (2. 33) can also be interpreted physically: M "" MT is the sym­

metric rnass or inertia rnatrix, 0 "" 0 T is the syrnrnetric darnp­

ing rnatrix usually due to viscous darnping, G =- GT is the skew­

symrnetric gyro-rnatrix usually due to gyros copic phenornena in 

rotating vibration systems, K • KT is the syrnmetric rnatrix of 

cons ervative forces usually due to springs and N =-NT is the 

skew-syrnrnetric rnatrix of non-conservative forces sornetirnes 

due to damping in rotatinl3' systems. However, if there are 

active servomechanisrns within the systern, this interpretation 

rnay be not true. For constant rnatrices M, D, G, K, N, the vi­

bration systern is called time-invariant. This will be assurn-

ed in the following throughout. 
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In addition to the second order equation, the 

first order state equation is essential 

(2. 34) 

where 

(2. 35) 

is the 

(2.36) 

is the 

(2. 37) 

i(t)-Ax(t)+f(t), x(t0 )-x0 

X ( t ) -. [ ~ ( t )] 
y ( t) 

n X 1 -state vector, 

n x 1 -forcing vector and 

is the n X n -system matrix. Here, 0 is the F x f -zero ma­

trix and E is the f X f -unit matrix. The dimension of the 

first order system is n = 2 f • The first order state equation 

often allows the direct application, of c.omputer-·minded algo­

rithms for vibration analysis. 
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2. 6 Examples 

The state equations will be specified for an au­

tomobile suspension and a centrifuge using the multi-body ap­

proach. These examples will also be employed in the next chap­

ters for illustration. 

Example 2. 1: Automobile wheel suspension 

The automobile suspension is mode1ed by a 

two-body system, Fig. 2. 9. 

Only vertical vibration-s will 

be _considered. Then, the 

small oscillations y, , Y2 

in the neighborhood of the 

ly, 

ly2 

lyt' 

Body 

Wheel and 
axlex 

Road 

equilibrium position are 

immediately generalized 

Fig.2.9. Automobile wheel suspension 
model 

coordinates and Newton1s equation (2.10) results in the follow-

ing s econd order state equationa 

m, :;, - - c, ( y 1 - Y2) - d, ( y, - Y2) , } 

m2 Y2 = c, ( y,- Y2) + d, ( y,- Y2) - C2 ( Y2- Ye) 
(2. 38) 

The parameters mh Cj.di, i •1,2 follow from Fig. 2. 9 and the 

road is generating the forcing coordinate Ye ( t) . Introducing 

the vector 
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(2. 39} y = [ y, Y2 JT 

and the forcing vector 

(2.40} 

the matrix equation (2. 33} is obtained 

My(t) + Dy(t) + Ky(t)- h(t) 

where 

(2. 41} M = [ m, 0 J 
0 m2 

, D = [ d, 
-d, 

... d,J 
d, 

[ 
c, 

K-
- c, 

- c, ] 

C1 +C2 

are symmetric, constant 2 X 2 -matrices. Further, the 

first order state equation (2. 34} reads as 

x(t) = Ax(t) + f(t) 

where 

(2. 42) X ( t) = [ y1 Y2 • • J T y, Y2 , 

(2. 43) f(t)= [o 0 0 c2 J m2 Yt ' 

0 0 1 0 
0 0 0 1 

(2. 44) A= 
-~ ~ d, EI m, m, m, m, 

c, c, + c2 ~ -~ 
m2 m2 m2 m2 
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Consider that the submatrices of A in (2. 44) are non-symmetric. 

Example 2. 2: Gentrifuge 

The centrifuge is. modeled by one rotating body, 

Fig. 2.1 0. The center of 

mass C is assumed tobe 

fixed within the bearing. 

Then, the small Euler 

angles cl> ' a '1jJ are general­

ized coordinates while the 

large Euler angle 'ljJ • Q t 

represents the spin motion 

where Q is the constant 

Yr 

Suspension 

spin rate. The rotation ma­

trix (2. 2) reads as 
Fig.2.10. Gentrifuge 

(1- ~ <P 2)sin!Jt 

+<P e cos nt 

<P sin Q t - e cos Q t 

( 1 - ~ <P 2) cos Q t 

-<l>Bsin!Jt 

<Pcos!Jt+ Bsin!Jt 

e 

-<P 

<1>,8<<1 

(2.45) 
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The Jacobian matrix (2. 7) follows as 

(2. 46) 

0 
1 

~ -n 
where generalized coordinate vector 

(2. 47) 

has been used. Further, it is from (2. 45) by (2. 5) the angular 

velocity 

~ + .Q 9 . 
(2. 48) ro = 9 - .Q <II 

Now, Euler 1s equation has to be applied. The inertia tensor of 

the symmetric centrifuge is in the body-fixed frame 1 assum­

ed as 

(2. 49) 

lx 

11- 0 

0 

0 0 

I yz , I yz << I x , I z • 

In the inertial frame I it yields 
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0 
I= A1 ·~1 ·A~ = 

0 

lx 

(lz- lx) e- lyz sin .Qt 

- (Iz - lx) • +I yz COS .Q t 

(lz-lx)9 
-lyz sin.Qt 

- ( lz- lx) fP 
+ lyz COS .Qt 

(2. 50) 

where the transformation law for tensors in Cartesian frames 

is used. Further, the external torques by spring and dashpot 

of the suspension are given by 

(2. 51) 

Introducing (2. 48), {2. 50) and {2. 51) in {2. 11) it remains 

lx + + d. + C. + lz .Q S 
Ixä + dQ + ce- lz.Q+ 

lz • 0 

• 1 yz .Q2 COS .Q t,) 
• I yz .Q2 sin .Q t, 

- 0. 

(2. 52) 

Premultiplying {2. 52) by :J~ , the first two equations of {2. 52) 

are obtained as essential equations. In matrix form, it follows 

with y = [ • e] r 

y (t) + (öE+roS) y(t) + ky(t) • h(t) {2. 53) 
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where the abbreviations 

(2. 54) 
c 

k=-
lx 

, d = 

the skew-symmetric matrix 

d 
lx 

(2.55.) s- [ -~ ~] 
and the periodic forcing vector 

lyz .Q2 cos .Q t 
(2. 56) h ( t) = lx 

lyz Q2 sin Q t 
lz 

are used. 

The first order state equation is trivial since M = E and it 

will not be listed here. 
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CHAPTER 3 

General Solution of Linear Vibration Systems 

As shown in the previous chapter each finite 

dimensional linear (or linearized) dynamical mechanical sys­

tem can be represented in state space notation by a set of n 

first order differential equations 

x ( t) • A ( t) x ( t) + f ( t) , x ( t0 ) • x0 , (3. 1) 

where x is the n X 1 state vector, A the n x n system ma­

trix, and f the n X 1 forcing vector. In this chapter the gen­

eral solution of (3.1) and its properties are briefly reviewed 

in the case of a time-invariant system matrix A(t) =A = con­

stant. 

3. 1 Solution by the State Transition Matrix 

The linear time invariant homogeneaus system 

i(t)- Ax (t) 

has a fundamental set of n linearly independent solutions 

q.»1( t), ... , CJ>n (t) satisfying the düferential equation (3. 2), 

i·1(1)n, 

(3. 2) 

(3. 3) 
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and the initial conditions 

(3. 4) 

where ei is the i- th unit vector of the n -dimensional vector 

space. Arranging these solutions f/Ji ( t) as the n columns of 

a matrix the state transition matrix (fundamental matrix) for 

(3. 2) 1s obtained 

(3.5) <P(t) = [tp,(t)qJ2 (t) ----fJn(t)] 

Obviously, f/l(t) 'satisfies the matrixdifferential equation 

(3. 6) cP(t) .. A<P(t), <P(O) = E. 

The unique solution of (3. 6) is formally given by a converging 

infinite power series defining the exponential function of the 

matrix At: 

(3. 7) cp ( t) _ e At = _! (At )i 
. I 

i =0 I . 

Then, following properties of 4'( t) can be proved 

( 3. 8) 

( 3. 9) 4J _, ( t ) = cJ> (- t) ' 

(3.10) detcJ>(t) =et·trA 
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where det and tr means determinant and trace of a matrix. 

Using the fundamental matrix (3. 5) the general 

solution of (3. 2) can be written as 

n 

X ( t) • ~ 9'i ( t) X iO • cp ( t) X 0 i .. , 
(3. 11) 

where x0 = [X i 0 J is an arbitrary initial vector of the dynami­

cal system x 0 =X (0). 

Now the inhomogeneous equation 

i(t)=Ax(t) +f(t), X ( 0) = Xo (3.12) 

is considered. The general solution of (3. 12) is given by su­

perposition of the general solution (3. 11) of the homogeneous 

system (3. 2) and of a particular integral of (3. 12). This par-

ticular solution is constructed by the method of variation of 

constants. This result in the unique general solution of (3. 12) 

l 

x (t) = cJ>(t)x 0 + J cJ>(t--t)f (-t)d-t (3. 13) 

0 

The state transition matrix is the fundamental concept for the 

solution of linear differential equations. But the solution of lin-

ear time-invariant dynami <;al systems can be characterized al-

gebraically by eigenvalues and eigenvectors, too. They will lead 

to a second computation algorithm for the fundamental matrix. 
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3. 2 Eigenvalues, Eigenvectors, Normal Coordinates 

Looking for invariant modes of the homoge­

neous system (3. 2) the statement 

(3.14) x ( t) • x e At 

leads to the eigenvalue-eigenvector problern 

(3.15) (;.E-A)x -o. 

For a nontrivial solution of (3. 15) the characteristic matrix 

().E- A) has to be singular or ). has to be a zero of the char­

acteristic polynomial of A, 

(3.16) 

Such zeros ). =Ai , i,., ( 1) n, are called the eigenvalues of A , and 

the corresponding nontrivial solution vectors X = X i are (right) 

eigenvectors of A . (Left eigenvectors arise in the problern 

XT (;.E-A)- 0 ). 
The coefficients ai of the characteristic polynomial associated 

with a real matrix A are real values. In particular, the rela-

tions 

(3.17) a, .. - tr A , 

hold. Furthermore, if a complex eigenvalue ).k exists, 
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the conjugate complex value ~K = -<5K - i ooK 1s also an eigen­

value. Likewise, corresponding eigenvectors are complex and 

conjugate complex, respectively. 

Eigenvectors associated with distinct eigen­

values are linearly independent. In the case of multiple eigen­

values one has to distinguish between the multipHrity #i ofthe 

root Ai of (3. 16) and of the nullity Vj , i. e. the number of 

the linearly independent solutions of (3. 15), Vj = n -rank (Ai E-A)· 

The multiplicity of an eigenvalue is not less than its nullity 

1 ~ 'Vj ~ !Li • 

a) Sim~l~~~i~~~-~L~Y-i_f~3l~~L~ 

For each eigenvalue Aj there exist !Li linearly independent 

eigenvectors X i • Arranging all eigenvectors as columns of 

a (regular) modal'matrix 

(3.19) 

and defining a diagonal matrix A of the eigenvalues ). i , 

A • diag [;,,, ---,An], (3. 20) 

the complete solution of the eigen-problern (3. 15) is compactly 

written 

AX = XA (3. 21) 
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which is equivalent to the similarity transformation of A by X: 

(3.22) 

The linear modal transformation 

(3.23) x(t)= X i(t) 

applied to the homogeneaus system (3. 2) results in a decoupled 

representation of the dynamical system 

(3.24a) i(t)=Ai(t) 

or 

(3.24b) =1(1)n. 

Therefore, the eigenvectors form a basis of so-called normal 

coordinates of (3. 2). 

Usually, most of the eigenvalues Aj in (3. 24b) will be complex. 

For physical interpretation of the results a real analogue of 

(3. 24 b) is prefered. For this purpose, the decoupled complex 

differential equations (3. 24 b) for each pair of complex and con­

jugate complex eigenvalues can be transformed into a real dif­

ferential equation of second order. From XK = (-oK+ iwK)xK 
and ~K+1 = ( -OK- iroK) X K+1 it follows with 

(3. 25) 

X K +1 = i (X K - X K +1) 
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the differential equations 

0 

><K- -<5Kxl< + roKxK+1, 

0 

XK+1- -WKXK- <51< XK+1 
(3o 26a) 

or equivalently 

(3o26b) 

While the transformation (3o 23) of X to X is generated in the 

cas e of complex eigenvalues by the complex eigenvectors 

XK= )(KR+ )(KI, XK+1=XKR-iXK1 , the transformation 

x(t)=Xx(t) 

= 

(3o 27) 

of X to X is generated by the real column vectors XKR and 

X K 1 summarized by the real matrix X o 

b) ~~~9i~~~atri~~~~~p~Jo~a~lea~~E~~iRen~al~~!~ 
For at least one eigenvalue ).i there exist only Vj < f.Li linear-

ly independent eigenvectors 

X· 
' '~i • 

To get a modal transformation similar to (3o 19) the missing 

f.Li - vi linearly independent vectors are determined by recur-

sive linear equations 

()..E-A)xc.n 
I IK 

(j-1) 
= -X. ' 'K 

(3 0 28) 
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j=2, ... ,Q K • 1 < 1) '~'1 

breaking off for • Q K since J • QK + 1 does not yield a 

solution vector. These generalized eigenvectors X 1 <~> 

supplement the usual eigenvectors X i to a complete 

basis of an eigenspace associated with the eigenvalue Ai • 

Then, the generalized modal matrix X is given by s block ma­

trices related to the S distinct eigenvalues Ä i : 

(3. 29) X = [X, 1-----1 Xs] 

X·• [X· I IX·]-[ ·I ~ 2>1 I (e1 )1 I I <2>1 I (e.,;)J , , 1 ---- '-·· X 11 x, --- x i ___ xi x i ___ xi . 
... , 1 1 "'lj "'lj "I; 

(3. 30) 

The corresponding similarity transformation represents the 

system matrix A in the Jordan canonical form: 

(3. 31) X- 1A X • ~ • diag [ ___ ; ai1 , ___ , ~i.,i ___ ] 

where the b:Pock diagonal elements are 

(3. 32) 
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In cantrast to simple matrices (Case a) the Jordan canonical 

form of defective matrices is not a diagonal matrix but a ma-

trix consisting of the Ä.j 1s in the diagonal and certain "1" in 

the first upper off-diagonal. 

Further details will be found in the books of Zurmtihl [ 1964] 

and Lancaster [ 1969] • 

3. 3 Solution by Eigenvalues and Eigenvectors 

The similarity transformation x(t)•Xi(t).with 

the modal matrix (3. 29) transfers the representation (3. 2) of a 

linear time-invariant dynamical system in its Jordan canonical 

representation 

i(t)- 3i(t), i(o) .. x-1x(o). (3. 3 3) 

The state transition matrix of this system is given by 

,"'i.. ( t) ~ t d. [ ~ i1 t ~ ;.". i t J "Y = e - 1ag ---, e , ___ ,e ; __ _ (3. 34) 

where t t2 t l!k-1 
1 

1! 2! ------ (QK-1)! ... .. ... .. 
t ... 

1 
... ... ... I 

1! ... ... t2 (3. 35) e ~iKt .. eA;t 
... .. ... . ... ... 2! 1 ... ... ... ... ... .. ... .... ... t ...... 

0 .. ... 1! ... ... ... .... 
1 (ekxllk) 
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Backtransformation to the original system (3. 2) yields 

(3. 36) 

In the case of simple matrices, J • A, the expression (3. 36) of 

«P (t) reduces 

(3.37) cJ>(t) • XeAt X-1 , 

Then, the general solutiop. of the homogeneous differential equa­

tion (3. 2) may be written in terms of eigenvalues and eigenvec-

tors, 
n 

(3. 38) x(t)-~ 
i=1 

where the coefficients c i are related to the initial condition 

X ( 0) • Xo by 

(3. 39) 

In general, the calculation of the solution X ( t) or equivalently 

of the fundamental matrix fP ( t) is reduced to the calculation 

of the elementary solutions X i K e 1iK t characterizing the eigen­

modes of the system. The general solution is a linear combina­

tion of the elementary solutions represented in normal Coordi­

nates. Therefore, the dynamical behaviour o~ system (3. 2) is 

completely characterized by the state transition matrix (I) ( t) 

as shown in (3. 11) or equivalently by the eigenvalues and (gen­

eralized) eigenvectors as shown e. g. in (3. 38). Both concepts 

are connected by (3. 36). 
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CHAPTER IV 

Boundedness and Stability 

The general solution of a vibration system has 

been found in chapter 3 for a given initial condition and a given 

forcing function. In technical applications, however, initial con­

dition and forcing function are sometimes not exactly known, 

they are only specified as elements of a set of possible initial 

conditions or a family of forcing functions. Then, the behavior 

of the vibration system can be characterized by the qualitative 

properties of boundedness and stability. 

Although most people have an intuitive feeling 

as to what stability means, the concept is very subtle, and rigor­

ous definitions are necessary. They are discussed in section 4. 1. 

This chapter is based on references by Cesari (1963) , Lehn-

igk (1966) , Mtiller (1974) Willems (1970) . 

4. 1 Definitions 

The concept of stability for general time-de­

pendent non-linear systems is very complex. A very !arge num­

ber of definitions exists; only the most useful ones will be dis­

cussed in this section. Furthermore, this discussion will be re­

stricted to finite-dimensionallinear systems with constant sys-
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tem matrices, 

(4. 1) X ( t) • A X ( t) + f ( t ) , X ( 0 ) • x0 • 

Basically the definitions can be divided in three classes. The 

first class of stability definitions deals with the response of 

forced systems to various inputs f ( t) • The second class con­

cerns the boundedness behavior of forced systems with a giv­

en input f ( t ). The third class of stability definitions is related 

to the motions of free systems with respect to the initial con­

ditions. 

Definition 4. 1: BIBO stability 

The dynamical system (4.1) is called bounded­

input-bounded-output (BIBO) stable if any bounded input f ( t) 
produces a bounded output X ( t), regardless of the bounded ini­

tial state X 0 • 

Definition 4. 2: Boundedness (stability in the sense of Lagrange) 

The dynamical system (4. 1) is called bounded 

or Lagrange stable, with respect to a given input f ( t) , if the 

output X( t) is bounded, regardless of the (bounded) initial state 

Xo 
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Definition 4. 3: Stability in the sense of Lyapunov 

The equilibrium state X • 0 of the free system 

x(t) = Ax(t), X ( 0) = Xo (4. 2) 

is called stable (in the sense of Lyapunov) if for any positive E 

there exists a positive <5 = <5 ( E) such that 

(4. 3) 

implies 

(4. 4) 

for all t ~ 0 . 

Definition 4. 4: Asymptotic stability 

The equilibrium state X= 0 of the free sys­

tem (4. 2) is called asymptotically stable if it is stable and 

lim x(t)-0. (4. 5) 
t-ao 

In engineering language, the concept of stability in the sense 

of Lyapunov can be interpreted as follows: if a system is dis­

placed from the eqiulibrium state, then its motion remains in 

a corresponding neighborhood of the equilibrium state. Asymp­

totic stability is stronger: it requires in addition that the mo-
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tion returns to the equilibrium after perturbation. 

The definitions 4. 3 and 4. 4 are not concerned 

with properties of systems, but of equilibrium solutions of the 

system equation. However, in the case of linear systems (4. 2), 

the stability of each motion can b e reduced to the stability of the 

equilibrium solution. Hence, linear systems can be classified 

as stable or asymptotically stable systems depending on the 

stability of the equilibrium state. 

The free system (4. 2) is said to be unstable if 

it is not stable. 

For technical reasons not only stability with re­

spect to perturbations in the initial conditions is of interest but 

even more the behavior of the system with respect to ex­

ternal disturbances. Therefore, BIBO stability has to be inves­

tigated too. For linear systems some very interesting results 

have been obtained on the relationship between different types 

of stability. Theseare discussed in the next section. 

4. 2 Criteria of Boundedness and of BIBO Stability 

Obviously, BIBO stability implies boundednes·s 

and asymptotic 'stability implies stability. More 'int·eresting is 

the relationship 'hetween asymptotic stability and BIBO stability. 
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Theorem 4. 1: BIBO and asymptotic stability (I) 

The forced linear dynamical system (4. 1) is 

BIBO stable if and only if the free linear dynamical system (4. 2) 

is asymptotically stable. 

The exact proof is omitted, but following considerations may 

be helpful for a plausible explanation of theorem 4. 1. If the sys­

tem (4. 1) is BIBO stable, the system (4. 2) must be at least 

stable for f = 0. But if (4:. 2) is only stable a periodic bound­

ed vector function f ( t) always exists such that the motion x( t) 

of (4. 2) will be unbounded (see section 6. 2). Therefore, the 

system must be asymptotically stable. In the opposite, if the 

free system is asymptotically stable, the fundamental matrix 

fP ( t) is exponentially bounded, 

(see section 4. 3.1) and the general solution of (4. 1), given by 

equation (3. 13), satisfies the inequality 

t 

II X ( t )II E II cp ( t ) II II X 0 II + J II cp ( t - -d 1111 f ( 't" ) II d 't" 

0 

t 

.c c II X II + c 1 c 3 Je-tz ( t -1:) d ".. 
"' 1 0 " 

0 
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where II f ( t) II < c 3 : a bounded input produces a bounded out­

put. The forced system is BIBO stable. 

Often the forcing vector function f ( t) is restrict­

edto r(<n) functions Ui{t): 

(4. 6) f(t)- Bu(t). 

where U ( t )• [u i ( t )] is a r -dimensional vector and B an X r -ma 

trix, e. g • .iu.r nTechanical syst'e:ms- t(t·)•[OIM-1rh(t) .Then theo­

rem 4.1 is not valid. But a slight modification results in a sim­

ilar theorem. 

Theorem 4. 2: BIBO and asymptotic stability (II) 

Asymptotic stability of (4. 2) implies BIBO sta­

bility of the dynamical system 

(4. 7) i ( t) • A x ( t) + B u ( t) , x ( 0) = x0 • 

BIBO stability of (4. 7) implies stability of (4. 2). Moreover, if 

(4. 7) is completely controllable, i. e. 

(4. 8) 

(see Appendix A), BIBO stability of (4. 7) implies asymptotic 

stability of (4. 2). 

Finally, if the forcing vector function is re­

stricted to a given f ( t ) two relations of stability and bounded­

ness can be established. 
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Theorem 4. 3: Boundedness and asymptotic stability 

Asymptotic stability of (4. 2) implies bounded-

ness of (4. 1 ). 

This theorem follows obviously by the definitions and by theo­

rem 4. 1. 

Theorem 4. 4: Boundedness and stability 

Boundedness of (4.1) implies stability of (4. 2). 

Vice versa, stability does not imply boundedness; this depends 

on the given type of forcing function: (i) In the case of a bound­

ed periodic function f (t) • f ( t + T) stability of (4. 2) implies 

boundedness of (4. 1) if and only if the frequencies given by the 

purely imaginary eigenvalues of A do not coincide with the 

frequencies of the nonvanishing Fourier terms of f ( t); (ii} in 
ao 

the case of forcing functions bounded by J II f ( t) II dt <00 sta-
0 

bility of (4. 2) implies boundednes s of (4. 1 ). 

The theorems 4. 1-4. 4 justify to .investigate 

only stability and asymptotic stability in more detail which will 

be done in the next section. 
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4. 3 Criteria of Stability and Asymptotic Stability 

This section dea1s with the stability and as­

ymptotic stability of linear time-invariant dynamic systems 

(4. 2). Necessary and sufficient conditions for asymptotic sta­

bility have already been known for a century; the ear1y work 

of Hermite was pub1ished in 1850. The best known criteria 

were found by Routh in 1877 and Burwitz in 1895.Another class 

of stability criteria is due to Lyapunov 1892, presenting the 

mathematica1 background of stability criteria for mechanica1 

systems due to Thomson and Tait, 1879. This second class of 

criteria has today a reviva1 in modern system theory summa­

rized e.g. by Mtiller (1974}. 

4. 3. 1 Stability and Eigenva1ues 

The stability of linear systems (4. 2) is invari­

ant to linear coordinate transformations X ( t) ... T X ( t), det T ~ 0. 

The requirements (4. 3) - (4. 5) on X ( t) are satisfied if and on-

1y lf {4. 3) - (4. 5) are valid for i ( t), too. Therefore, the dy-

namical system is investigated in the Jordan canonical repre­

sentation (3. 32) instead of (4. 2). From the so1ution 

(4. 9) 
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the following stability theorem holds. 

Theorem 4. 5: Stability behavior dependent on eigenvalues 

The linear time-invariant dynamical system 

(4. 2) is 

~~~toti~lly_~tab.!_e..z. if all the eigenvalues of the system ma­

trix A have negative real parts: He ). i < 0 • 

i=1(1)n; 

..!!1_2.!.~E,al_!y_stabl~, if all the eigenvalues have non positive real 

parts and some of them actually have a zero 

real part where the multiplicities p, i and the 

nullities '~~i of these eigenvalues with vanishing 

real parts are equal, respectively Re). i ~ 0 , 

i = 1 ( 1 ) n and Re ). j • 0 : v i • p, i ; 

u12_stable, if at least one of the eigenvalues has a positive real 

part, or if there exists at least one eigenvalue 

with vanishing real part where the nullity 1s 

less than the multiplicity: Re ).i > 0 or 

Re).i =0 and vi <p,i. 

The criterion for asymptotic stability Re Ai< 0, i = 1 ( 1) n 1 fol­

lows immediately by the system representation (4. 9) with elt 

given by (3. 33) and (3. 34). Likewise, instability arises if at 

least one eigenvalue has a positive real part. Only the critical 

case of eigenvalues with vanishing real part has to be C'onsider­

ed in more detail. The corresponding elementary solution is 
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bounded if and only if no tim e-weighted exponential ( t KeÄi t) ex­

ists. This is valid if and only if 'Vj • P,i is valid for these crit­

ical eigenvalues. From this fact the statements of stability and 

instability in theorem 4. 5 follow. 

Theorem 4. 5 characterizes the stability of (4. 2) 

by the eigenvalues of A • Therefore the dynamical problern of 

stability is reduced to the algebraic problern of eigenvalue dis­

tribution of a matrix. This algebraic problern can be solved by 

two different approaches: the Routh-Hurwitz approach by the 

characteristic polynomial and the Lyapunov approach by the so­

called Lyapunov matrix equation. 

4. 3. 2 Routh-Hurwitz Criteria 

The eigenvalues Äi of A are the zeros of the 

characteristic polynomial (3. 16). Therefore the eigenvalues 

are completely determined by the characteristic coefficients 

a i , i = 1 ( 1) n • It can be found conditions for the a i' s to guar­

antee that all Äi have negative real parts. They are given by 

theorems due to Routh, Hurwitz and Lit:~nard and Chipart. 

Theorem 4. 6: N ecessary condition for asymptotic. stability 

(Stodola condition) 

A necessary condition that all zeros of the real 



49 

characteristic polynomial (3. 16) have negative real parts (i. e. 

that system (4. 2) is asymptotically stable) is that all coeffi­

cients ~i { i •1 ( 1) n) are positive: 

=1(1)n. (4.10) 

Theorem 4. 7: Routh criterion 

All zeros of the real characteristic polynomial 

(3. 16) have negative real parts, i. e. the system (4. 2) is as­

ymptotically stable, if and only if all Routh number s Ri ( i =1 (1 )n) 

are positive : 

=1(1)n. ( 4. 11 ) 

The Routh numbers R i are given by the elements of the first 

column in the Routh array associated with p ( .A.) (3. 16). 

Routh-array 

·---------, 
I 1 I 
I I 
1 R1 = a1 I 

(4.12) 
Rj-2 

r·=--
1 R ;-1 ~i = Cj1 c;k = ci-2,k+1- r;c;-1,k+1 

I 
Rn= an I L _________ _J 
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Theorem 4. B: Hurwitz criterion 

All zeros of the real characteristic polynomial 

(3. 16) have negative real parts, i. e. the system (4. 2) is as­

ymptotically stable, if and only if all Hurwitz determinants 

Hi ( i • 1 t 1 )n) are positive : 

(4.13) 

The Hurwitz determinants Hi are the main principal minors 

of the Hurwitz matrix associated with the characteristic poly-

nomial (3. 16) 

a1 1 0 0 ------ 0 

a3 ~2 a1 1 

as a4 a3 a2 
(4.14) H= 

a1 a6 as a4 

a7 a6 

0 0 0 0 ------ an 

Combining the necessary conditions (4.10) and the Hurwitz con­

ditions (4. 13) a more simple theorem is obtained. 
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Theorem 4. 9: Lienard-Chipart criterion 

All zeros of the real characteristic polynomial 

(3.16) have negative real parts, i. e. the system (4. 2) is as­

imptotically stable, if and only if the n conditions 

(4. 16) 

are satisfied. 

Remark: Theorems 4. 6-4. 9 allow to check asymptotic stability. 

But there is no equivalent theorem to check only stability. 

4. 3. 3 Lyapunov Criteria 

Although Lyapunov1 s stability theory is very fa­

mous for general nonlinear time-variable dynamical systems, 

his algebraic criteria to the linear time-invariant stability prob­

lern arenot as well-known. But today, in modern system and co~ 

trol theory it is important to be familiar with his results and 

their extensions. 

For a plausibility interpretation consider firstly the square root 

of a positive definite quadratic form as a special vector norm 

( 4. l 7) 
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Then, the time derivative of (4. 17) along a traj ectory of (4. 2) 

leads to 

(4. 18) 

If it is possible, second1y, to keep constant or to reduce II x( t )11 2 

along any trajectory of (4. 2), i. e. 

(4.19) s = S1 ~o 
' ' 

where S is a nonnegative definite matrix, then the linear sys­

tem (4. 2) must be stable or asymptotically stable by the defini­

tions 4. 3 and 4. 4. Equations (4. 18) and (4. 19) have to be satis­

fied simultaneously for all state vectors X • Therefore, R and 

S are related by the Lyapunov matrix equation 

(4. 20} 

Similar to section 4. 3. 2 the characteristic coefficients are de-

termining the stability behavior of (4. 2). Here the solution R of 

(4. 20) with given S = S1 > 0 characterizes completely the eigen­

value distribution of A . 

In Appendix B the properties of the Lyapunov equation are re­

viewed; here we are only interested in the stability results. 

Theorem 4. 10: Lyapunov criterion 

The linear time-invariant system (4. 2) is as­

ymptotically stable if and on1y if for any given symmetric, posi-
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tive definite matrix S there exists a symmetric, positive defi­

nite matrix R which is the unique solution of the Lyapunov ma­

trix equation (4. 20). 

To check asymptotic stability by this theorem it suffices to 

solve (4. 20) only for one given s .. sT > 0 (e. g. s .. E) because 

if (4. 2) is asymptotically stable then each S =ST >0 leads uni­

quely to a symmetric, positive definite solution matrix R of 

(4. 20). 

Recently, some useful extensions of the Lya­

punov stability theorem were developed which are of particular 

interest for mechanical systems, Mtiller (197 4). 

Theorem 4. 11: Asymptotic stability theorem 

The linear time-invariant system (4. 2) is as-

ymptotically stable if and only if there exists a unique, sym­

metric, positive definite solution matrix R of ( 4. 20) for at 

least one (and hence for any) given symmetric, positive semi­

definite matrix S which satisfies the observability condition 

(4. 21) 

with re spect to the system matrix A. (The meaning of observ­

ability is discussed in Appendix A). 

Obviously, theorem 4. 10 is a special case of 

theorem 4. 11: for a positive definite matrix S the condition 

(4. 21) is trivially satisfied. 
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Theorem 4. 12: Stability theorem 

The linear time-invariant system (4. 2) is 

marginally stable if and only if there exists a (not nec­

essarily unique) symmetric, positive definite solution ma­

trix R of (4. 20) for at least one symmetric, positive, semi­

definite matrix S which violates the observability condition 

(4. 21}. 

Theorem 4. 13: Instability theorem 

The linear time-invariant system (4. 2) is un­

stable if and only if there exists a symmetric, positive semi­

definite matrix S which leads to a solution matrix R with the 

property of X T R X < 0 for an arbitrary observable state vec­

tor X , 

(4. 22) 

where z is a suitable n2 x 1 vector. 

Especially, theorem 4.13 contains Lyapunov1s sufficient insta­

bility theorem choosing S as a positive definite matrix. 

As an application of theorem 4. 11-4. 13 let 

consider the stability problern of the following linear autono­

maus discrete mechanical system 

(4. 23) My +(D+G)y + Ky =0 

where y means the f X 1 vector of generalized coordinates, 
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M = M1 > 0 the mass matrix, D. 0 1 ;t 0 the damping matrix 

of dissipative forces, G • -G1 the matrix of gyroscopic forces, 

K=r K1 (tiet K=JII o) the nonsingular spring matrix of forces de­

rivable from a potential (see also Chapter 2). The state space 

representation of (4. 23) was given in section 2. 4 by 

E ] x , x = [ Y l. n - 2 f • (4. 24) 
-M-1(D+G) y j 

A 
Investigating the stability of (4 .• 23) or equivalently of (4. 24) the 

Hamiltonian of (4. 23) is chosen as a quadratic form for (4. 17) 

The time derivative of (4. 25) is written as 

. ·ro· r[O H=-y y=-X O 0] T D X=-xSx. 

From this the following stability theorem is obvious. 

(4. 25) 

(4. 26) 

Theorem 4. 14: Thomson-Tait-Chetaev stability theorem with 

semidefinite damping 

When the Hamiltonian (4. 25) of the mechanical 
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system (4. 23) is positive definite, i. e. if 
T K = K > 0, the sys-

tem is at least stable. Moreover, if the damping is pervasive, i.e. 

(4. 21) 

with A of (4. 24) and S of (4. 26), then the system is asymptot­

ically stable if and only if K = KT > 0, . Theorem 4. 11, and is un­

stable if K =*"0 (det K =FO), Theorem 4.13. 

This theorem was stated by Thomson and Tait 

in 1879 and by Chetaev in 1946 for definite damping D > 0. The 

extension to semidefinite damping D ~ 0 by means of a contro1-

lability or observability condition was given by Mtiller (1970 ). 

Example 4. 1 Automobile wheel suspension 

In examp1e 2. 1 the problern of an automobile 

wheel suspension was considered. The equation of motion reads 

as 

For the stability ana1ysis of this system theorem 4. 9 (Lienard­

Chipart) and theorem 4. 14 (Thomson-Tait-Chetaev) may be ap­

plied. The characteristic po1ynomia1 is 



Here the Lienard-Chipart conditions are 

c1 c2 
a 4 = > 0 

m1m2 

which yie1ds the stability conditions 
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> 0 ' 

(4. 27) 

Theorem 4. 14 yie1ds the conditions (4. 27) immediate1y. On1y 

the question of pervasive damping has to be considered in more 

detail. In the case of a vanishing gyroscopic matrix G the ob­

servability condition (4. 21) of theorem 4. 14 can be rep1aced by 

the controllability condition 

(4. 28) 

Here one has to ca1cu1ate 

d1 d1 c1d1 (-1 + _1 ) _ c1d1 (-1- + _1 J 
rank m1 m1 m1 m1 m2 m1 m1 m2 

= 
d1 d1 _ c1d1 (-1-+ _1_) _ C2~1 c1d1 ( 2._+ ~ )+ C2~1 
m2 m2 m2 m1 m2 m2 m2 m1 m2 m2 
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d1 d1 c1d1 ( ~+ _1 ) - c, d, (-1 + _, ) 
m, m, m1 m1 m2 m1 m1 m2 

=rank =2. 
0 0 

c2d1 c2d1 -- ~ m2 
2 2 

Although the damping force is only acting between the two 

masses m 1 and m2 (see example 2. 1) the system is perva­

sively damped and therefore asymptotically stable for d1 > 0 , 

c 1 >0, c2 >0. 

Example 4. 2: Gentrifuge 

The motion of the centrifuge considered in ex-

ample 2. 2 is determined by the normalized matrix düferential 

equation 

For d >0, k >0 the system is asymptotically stable by theorem 

4. 14. Also by the characteristic polynomial 

asymptoti!; stability for d >0 , k > 0 can be easily shown v1a 
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Routh-Hurwitz conditions. The special case of 6 = 0 and k < 0 

can be considered, too, due to the factorization of p ( l.) : 

The eigenvalues will be purely imaginary if and only if 

In this case the system is stabilized by gyroscopic forces al­

thougP. the spring forces are statically unstable. Butthis effect 

of gyroscopic stabilization is only possible if there is no damp­

ing. Therefore, in real systems with damping (e. g. by friction) 

gyroscopic stabilization is not possible. 
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CHAPTER 5 

Special Responses of Linear Vibration Systems 

Mechanical vibration systems are often excit­

ed by forces with specialtime history. Suchspecial excitations 

are the impulse forces and the periodic forces. Impulse forces 

appear, in particular, at vehicle vibration systems, e. g. an 

automobile driving on a good road with some holes, an air­

plane flying through a turbulence or a satellite hitting a me­

teor. Periodic forces are found.in vibration systems with un­

balanced rotating parts, e. g. an unbalanced centrifuge or an 

automobile with unbalanced wheels. But periodic forces may 

be caused by a rough road or sea, too, affecting vehicles and 

ships. Further, in machine dynamics periodic forces are the 

primary disturbances. Therefore,. an analysis of the system 

response due to impulse and periodic forces is well justified. 

5. 1 Excitation by Impulse Forces 

The impulse forces may be modeled by the Di­

rac function d ( t- tr): 

(5.1) f(t) = f1 d(t -t 1 ) 

where f 1- is a constant n x 1 -vector and t 1 1s the time of the 
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impu1se. The Dirac function has the following properties 

<5(t-t 1)- 0 for t < t 1_, 

d(t-td-oo For tl+~t~tl+' 

d(t-tr) = 0 
(5. 2) 

for t > tl+, 
tr+ 

f d(t-tl)dt •1, tl+- tl--+ 0 , 
t 1-

where t 1_ is the instant immediately before the impulse and 

t I+ is the instant immediately after the impulse, Fig. 5. 1. 

mathematical idealiza:tion of a real 

impulse. However, this idealized 

Obviously the Dirac function is a ß(t-t1)

1 

I 
t1-7 t1+ 

model facilitates the solution con- ,__ ___ ......;;._jti'-
1

..;...._ ____ t 

siderably. 

The general solution of the vibration 

system 1s differential equation 

Fig.S.l. Dirac function 

x(t) =Ax(t)+f(t) 

is given by {3.13) as 
t 

x(t) = f)(t)x 0 +JtP(t-.,;)f(.,;)d-c. 
0 

{5. 3) 

{5. 4) 

Introducing {5. 1) in {5. 4) one obtains the impulse response 

tr-

X I ( t ) = tJ ( t ) X0 + f fP ( t - 'C) f 1 d ( 1: - t I) d 1: + {5. 5a) 
0 
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tl+ t 

(5. Sb) + f 4) ( t- ~) f I() ( ~- t 1) d ~ + f 4) ( t - ~) f 1 d ( ~- t I) d ~ .. 
t I- t I+ 

Using the properties (5. 2), the impulse response can be repre-

sented as 

For t < t1_ , 

(5. 6) 

For t > t1+ • 

This means that the impulse forces result in a singular varia­

tion of the initial vector at impulse time t r • 

The steady-state behavior to impulse excita­

tions depends on the stability of the vibration system (5. 3). From 

the definitions given in Chapter 4 it follows: 

x1 ( t - oo) is zero if (5. 3) asymptotically stable, 

x1 ( t - oo) is bounded if (5. 3) stable, 

X1 ( t- oo) is unbounded if (5. 3) unstable. 

5. 2 Excitation by Periodic Forces 

The periodic forces may be given by 

(5. 7) f(t)==f(t+T) 

where f ( t) is a n X 1 -vector with period T. The periodic forces 

(5. 7) can be expanded by a Fourier series 
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(5. 8) 

where f o 
(1) (2) 

is a constant n x 1 -vector and f k , f k are n X 1 

-vectors of the Fourier coefficients. The period is given by 

T = 2 n (5. 9) 
Q 

where Q is the frequency of the tctl 

·forces, Fig. 5. 2. 

Introducing (5. 8) in the general 

solution (5. 4), one obtains the 

response to periodic forces 
Fig.S.2. Periodic function 

(5. 1 0) 

where 4»(t -$') = eA(t-'t) according to (3. 7) may be substituted. 

Thus, the response to periodic forces is available if the in­

tegrals in (5.10) are solved. There appear only two different 

kinds of integrals which will now be investigated in more de-

tail. 

The response to the constant force f(t) = 1 fo 

reads as 
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(5.11) 

where 

(5.12) 1 A-1 f 
Xoo • - 2 0 

is a constant n X 1 -vector. Thus, for the computation of X00 

the system matrix A has to be regular. 

The response to harmonic forces has only to be determined for 

the first harmonic, k = 1 • Then, the result for higher har­

monics, k > 1 , is trivial. For a convenient computation, the 

complex representation of a harmonic function will be used: 

(5.13) 

where 

(5.14) 

is a complex n X 1 -vector. It has to be pointed out that the vec­

tor (5. 13) of a harmonic force has components with different 

amplitudes e i and phase angles fJJi : 

(5.15) 

i=1(1)n. 
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The response to the harmonic force (5. 13) follows as 

(5.16) 

where 

(5.17) 

is a comp1ex n x 1 -vector and 

(5.!8) 

is the n X n -frequency response matrix. In (5. 16), it appears 

a harmonic function 

(5.19) 

often called frequency response, with period T = 2 rc / Q and the 

amplitudes a i and phase ang1es '1/Ji: 

=1(1)n. (5. 20) 

Obviously, the frequency response is completely characterized 

by the comp1ex vector g ( Q) . 

Then, the response (5. 1 0) to periodic forces 

reads, for the first harmonic, as 
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(5. 21) 

The steady-state behavior to periodic excitations depends again 

on the stability of the vibration system (5. 3): 

X P (t-+ oo) is bounded if (5. 3) asymptotically stable, 

X p (t -+oo) may be bounded or unbounded if (5. 3) stable, 

X P (t-+ oo) is unbounded if (5. 3) unstable. 

The steady-state response of an asymptotically stable system 

follows from (5. 21) as 

(5.22) 

Thus, the frequency response (5. 19} is the most essential part 

of the steady-state response. Therefore, the frequency re­

sponse, characterized by the vector g(.Q) and the frequency 

matrix F (.Q), will be investigated and intrepreted in detail in 

the following Chapter 6. Further, the components of the vector 

g can be represented graphically if the frequency .Q is used 

as an independent variable : 

(5.23) =1(1)n 

where ai(.Q) is the amplitude function, "Pi(.Q) is the phase 

function. In the complex plane, g i ( .Q) is called the locus func­

tion. Some typical plots of these functions are shown in Figs. 

5. 3 - 5. 5. 

General statements for the amplitude, phase 



and/or locus function are 

possible in the limit cases 

!J = 0 and !J - oo and 

for the forcing function 

f = f ' 1 > cos !J t . Then it 

follows from (5. 17) and 

(5. 18) 

( ) -1 (1) 
g- i.QE-A .f • 

Fig.5.3. Typical amplitude plot 

Fig.5.4. Typical phase plot 

= adj (i!JE-A) fc 1> 

det (i.QE-A) 

or 

respectively, where a k are 

the characteristic coefficients 

and bik are real coefficients 

depending on the matrix A 

and the real forcing vectC?r 

f C1>, k = 1 ( 1 ) n . For .Q = 0 , 

one obtains from (5. 25) 

lmg,(.O) 
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n 

(5. 24) 

(5. 25) 

Reg,(.!2) 

Fig.5.5. Typical polar plot of the locus function 
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9i( 0) aio 
bin 

const , = - = 
an 

(5.26) ai ( 0) aio 
bin = const , = = 
an 

wi(o) = o, ± ~ , ... ,± ;(n-1). 

For !J- oo, it yields 

9i(oo) = 0 

(5. 27) ai(oo) = 0 

V'i(oo) ± n ± n '. + n n ::: 

2 ' 
.. ,_2 

Obviously,V?i(oo) •+ ~ follows for bi1 > 0 while V'i(oo)=; n is 

obtained if bi1= bi2 • .... bin-1= 0 and bin> 0 • Beyond these gen­

eral statements, the amplitude, phase and/ or locus function 

has to be computed numerically. Butthis is not expected to 

be a problern since matrix inversion is an everywhere avail-

able computation procedure. It has to be mentioned that some­

times the forcing vector f itself is depending on the excita-

tion frequencies. Then, even in the limit cases, various am­

plitude, phase and/ or locus functions are obtained. An exam-

ple for a frequency-dependent forcing vector is the excitation 

by unbalances. Further reference is given to Klotter (1951 ), 

(1960), Lippmann (196 8) and Magnus, Ltickel, Mtiller, Schieh-

1en (1971). 
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CHAPTER 6 

Resonance and Absorption 

Harmonie excitation often occurs in engineer­

ing systems. It is commonly produced by the unbalance in ma­

chines with rotating parts. Further, understanding the behav­

ior of a system with harmonic excitation is an essential indica­

tion how the system will respond to more general types of ex­

citation. Therefore, for system analysis the frequency response 

introduced in Chapter 5 has to be investigated in more detail. 

This investigation yields a theory of resonance and absorption 

affecting the design of vibration system little sensitive to ex­

citations, · the tuning of vibration ab sorbers, the contraction of 

vibration measuring instruments, etc. 

6.1 Frequency Response 

The frequency response of an asymptotically 

stab1e vibration system 

x(t) =Ax(t) +f(t) ( 6. 1) 

excited by a harrnonic vector function (S. 13) 
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(6. 2) 

was given by (5. 17-5. 19) 

(6. 3) 

where 

(6. '4) 

with the frequency response matrix 

(6. 5) F ( Q) = ( i Q E - A ) -1 

The frequency response vectors 9 <1 > and 9 <2 > can also be cal­

culated without complex manipulations 

(6. 6) 
9< 1 ) =- (n 2 E + A2 r1 (A t<n+ n t< 2>), 

9<2> =- (!J2 E+ Azt(-Qf(1)+ At<2>). 

lf the mechanical vibration system is given by the second order 

equation 

My(t)+(D+G)y(t)+(K+N)y(t)= h<1>cos!Jt+h<2>sinQt, 
(6. 7) 

then, the steady-state response of the system is described by 

(6. 8) 
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where 

(6. 9) 

or equivalently 

(6.10) 

The response Ypm ( t) is easily obtained from (6. 8) as 

Y. (t) = Uq'2'cos Ut- Uqc 1>sinUt. p(Z) (6. 11) 

The representations (6. 3 - 6. 5) and (6. 8 - 6. 11) are equiva­

lent for mechanical systems. For the further development the 

first order representation (6. 3 - 6. 5) will be used. 

The steady-state response (6. 3) is essentially determined by 

the frequency response matrix (6. 5). Therefore, one has to 

discuss the properties of this matrix. Usually it is required 

that the amplitudes ai(U) (5. 20), 

a. = 1 /9m2+ gc.2>2 
I V I I I ' i=1(1)n, (6. 12) 

of the coordinates X ipoo ( t ) will be small for some frequency 

domain of the harmonic ewcitation. As shown in Fig. 5. 3 the 

amplitude functions a i ( U) have peaks at some critical freq­

uencies. These peaks are determined by F ( U) and by the input 

vectors f 11 ) and f 12). Although asymptotic stability of the system 

matrix A implies boundedness of the steady-state response 
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{theorem 4. 3) one is interested in the maximal amplitudes of 

a i ( !l) , particularly when the damping of the vibration system 

is small or approaches zero. Therefore, in the following dis­

cussion stable matrices A will be included. 

6. 1. 1 Elementary Frequency Responses 

The general frequency response {6. 3) can be 

interpreted as a superposition of elementary frequency re­

sponses. For the most important case of simple system ma­

trices A the real nodal transformation {3. 27) leads {6. 1) to 

the nodal representation of the harmonically excited vibration 

system 

(6.13) 

= 
where A is a real block diagonal matrix of l real eigenval-

ues ).i=-di,i=1(1)l,andofs=~(n-l)real2x2 blocks 

for the n-l complex eigenvalues ).k k+1= -Ok± irok: 
' 
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-A= (6. 14) 

The problern of the general frequency response is decoupl.ed in 

l + s problems of elementary frequency responses. These el­

ementary frequency responses are represented by two different 

types. By (6. 13) for real eigenvalues the scalar equation 

.!. = -(1) 1"\ -(2) 1"\ ( ) x k = - d k x k + f k cos .Jo.!i t + f k s in .:.~ t , k • 1 1 l , (6. 15) 

is obtained while for a pair of complex eigenvalues the coupled 

equations 

(6. 16) 

k= l+1 (2)l+2s-1 , 

-m --1 cn 
are relevant (compare 3. 26a). For abbreviation f • X f and 

f' 21= x- 1 fC 2 ) are introduced. 

The frequency response of the elementary system (6. 15) is giv­

en by 

(6. 17) 
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yielding the amplitude function 

(6.18) 

and the phase function 

(6.19) k=1(1)l. 

In a similar way the frequency response of the second elemen­

tary system (6.16) is calculated 

(6. 20) 

o (o2+ro2+.a2) k k k 

- i .Q ( 0~ -0>~+.02 ) 

rok(o~+ro~- .0 2) 

-2iokrok.Q 

-rok(o~+ro~-.02) ok(o~+ro~+.0 2 ) 
+ 2 i o k ro k .Q - i .Q ( o ~- ro~ + .Q 2) 

-F <1> 0 -f <2> 
k -I k 

f(1) - 0 f (2) 
k+1 I k+1 

For example, the amplitude functions of the two coordinates are 

(6. 21a) 
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k•l+1(2)l+2s-1. 
(6.2Ib) 

For illustration of these results a one-degree-of-freedom me­

chanical system is considered : 

m y + d y + c y • e cos Q t . (6.22) 

Using the abbreviations 

2d- d 
m ' 

the state space equation of (6. 22) reads as 

(6.23) 

Assurne conjugate complex eigenvalues, i. e. l 1,2 = -d±ioo and ..1 = 

=~ <1. Then the real modal transformation x(t) =X x(t) 
d2+oo2 

where 

- [ 1 0 J - -1 [ 1 0 ] X • -d 00 , X - _Q_ ..!._ , 
(!) (l) 

(6. 24) 

results in 

[ - d x-
-Cl) 

; J i ( t ) + [ m~J cos Q t . (6. 25) 
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This system (6. 25) is of type (6. 16). Therefore, the frequency 

response of (6. 25) is directly giv:en by (6. 20) for Fi11 =f<2>= "fY>=o 
-m e 

and f 2 • -- • The back transformation. in physical coordinates mro 
is obtained by 

(6. 26) 

Finally, one gets from (6.2.0) and (6. 26) 

9(1)-
e 1 

[ ~ 2+ru2 -Q 2] 
(d2+ro2-.Q2)2+ 4 d2.Q2 2 d .Q-2 ' m 

(6.27) 

9(2) = e 1 
[ 2dQ J 

m (Öl+ (1)2- .Q2 )2 + 4 ö 2 .Q2 -.Q(ö2+(1)2-.Q.2) • 

This Ieads to the well-known amplitude and phase functions for 

the displacement and for the velocity coordinate, y and y , 
respectively 

(6. 28a) 

(6. 29a) 
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= t an ( 1P1 - ~ ) • (6. 29b) 

The amplitude functions characterize the magnitudes of the 

steady-state vibration response of Ypoo ( t) and Ypoo( t) depen­

dent an the excitation frequency n , while the phase functions 

give the shifting of the phase oll'! 

angles of the displacement and 

input. The qualitative curves 

of the functions (6. 28a -6. 29b) 

are plotted in Figs. 6. 1 -6.6 

for a constant excitation am-

plitude e and various values 

of the damping ratio L1 = wb = 
- d ö2+ro2 
- 2VCil\ . 
In io'igs. 6. I and 6. 4 there 

are dotted lines representing 

the geometrical locus of max­

imal values of the amplitude 

functions for various damp-

ing ratios L1: 

Fig.6.3. Displacement polar plot for various 
values of damping ratio 

Fig.6.1. Displacement amplitude plot for 
various values of damping ratio 

.n 

Fig.6.2. Displacementphase plot for various 
values of damping ratio 
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e 1 e 1 1 
= c V1 - ( ö2~:2 r c 2.1 V1-L1 2 

<5 2+002 (6. 30) for Q2 = 
1 a 1 m01x = 

1-2.12 ,L1<V2"' 

e for Q=O .1 ~ 
1 

' V2 c 

1 =~ = V <52+ oo2'. (6.31) e for Q a 2 möiX = vcm 2.1 

For a stable system with purely imaginary eigen­

eigenvalues i. e. o = 0 or .1 = 0 , the maximum amplitude ap­

proaches infinity. 

The curve marked by little lines 

characterizes an amplitude func-

tion for .1 = 2 , i. e. for a me­

chanical system (6. 22) with two 

real eigenvalues. Although the 

Fig.6.4. Velocityamplitudeplotforvarious results (6. 27- 6. 29) were de-
values of damping ratios 

n 

Fig.6.5. Velocityphase plot for various 
values of damping ratio 

rived from the secend elemen-

tary system (6. 16) with com-

plex eigenvalues, the frequency 

response (6. 27) remains valid. 

But in general systems with 

real eigenvalues the frequency 

response has to be characterized by the superposition of first 

order elementary systems (6. 15). For illustration amplitude, 



phase and locus functions are shown for 

in Figs. 6.7- 6.9. 

The amplitude, phase and 

locus functions shown in 

Figs. 6. 1 - 6. 9 are cha;r-

acteristic for excitations 

with input vectors f <1> 

and f 12) independent on 

!J • If, for example; 

dynamical mass unbal­

ances lead to input vec-

tors increasing with !J 2 , then 

quite different amplitude, phase 

and polar plots are obtained. 

gcf _____________________ :_ ____ _ 

n 

Fig.6.8. Phase plot for a frrst order 
elementary system 

Fig.6.6. Velocity polar plot for various 
values of damping ratio 

•• 

.. 

Fig.6. 7. Amplitude plot for a ftrst order 
elementary system 

Fig.6.9. Polarplotfora first order 
elementary system 

79 
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6. 1. 2 General Frequency Response 

The frequency response of the system (6. 1, 

6. 2) was characterized by (6. 3 - 6. 5) and is obtained by a suit­

able superposition of the elementary frequency responses. 

Therefore, the properties of the elementary frequency re­

sponses will arise in the general frequency response, too. In 

particular, if there is a stable (but not asymptotically stable) 

mode then the elQmentary frequency response approaches in­

finity for an excitation frequency equal to the eigenfrequency 

and this may cause a similar behavior of the general frequen­

cy response. If there is a frequency n implying an infinite 

value for at least one coordinate of the steady-state response 

(6. 3) then the system is in strict resonance. For a weakly as­

ymptotically stable system, however, the amplitude will not 

be infinite but the amplitude function peaks will be large, see 

e. g. Fig. 6.1 for small damping ratios L1 • Then the sys­

tem is in resonance. The discussion of the elementary fre­

quency responses has shown that in the case of strict reso­

nance the excitation frequency coincides with the eigenfre­

quency of an undamped mode butthat resonance arises usual­

ly for excitation frequencies different from eigenfrequencies. 

However, for small damping this difference is small, too. 

Since the investigation of resonances is very cumbersome, and. 

since resonance phenomena are continuous functions of the pa-
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rameters of the dynamical system, usually strict resonance is 

investigated instead of resonance for small damping. 

Due to the linear superposition of the elemen­

tary frequency responses also new effects exist for the gener­

al frequency response: there may occur some cancelling phe­

nomena. The amplitude functions (6.18, 6. 28 a, b) do not van­

ish for 0 < n < 00 ' but in the general case elementary fre­

quency responses may cancel themselves for a certain n 
Cancellation cannot occur in a first order system (6. 15) or in 

a one-degree-of-freedom mechanical system (6. 22) but it can 

still appear in a general secend order system (6.16): Choosing 

f<1) 2 f'2> d (1) 0 (2) .12 2 • 
k =rok, k =-rok k, fk+1= and fk+1=uk+rok the amphtude 

function a k = ( .Q) (6. 21) vanishes for .Q = (l}k and d k > 0 • 

This vanishing effect is called an absorption. Another phenom-

enon may happen by a simultaneous occurrence of strict reso-

nance and of absorption: choosing additionally dk = 0 in the ex­

ample of a k ( .Q) numerator and denominator vanish for .Q = (() k 

and yfeld a finite limit: a k (.Q - wk) = ~ rok • The strict reso­

nance is cancelled by an absorption. Therefore, this effect is 

called pseudo-resonance. 

From the mathematical point of view the ef-

fects of strict resonance, absorption, and pseudo-resonance 

are a problern of a vanishing denominator, a vanishing numer­

ator, or of both within the frequency response. Therefore, the 

solution (6. 4) for the frequency response g <1l and g< 2l has 
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has to be presented in the following form 

(6. 32) 

where 

(6. 33) 

adj ( i.Q E- A) ( t<1>- it< 2 >) 
det ( i .Q E- A) 

F ( .Q) • ( i .Q E - A f1 = a d i ( i.~II:- A) 
det(i.QE-A) 

has been used. Here, adj (i.Q E- A) is the so-called adjoint 

matrix of ( i Q E- A) . In {6. 32) the frequency response is writ-

ten as a numerator vector divided by a scalar denominator po­

lynomial. By this representation the effects of resonances and 

absorptionswill be discussed in the next section in more detail. 

6. 2 Strict Resonance, Pseudo-Resonance, and Absorption Cri­

teria 

First, some simple considerations for the cri­

teria of strict resonance, of pseudo-resonance, and of absorp­

tion are given. A necessary condition for strict resonance is 

the vanishing of the characteristic polynomial (3.16) for Ä == i.QR 

(6.34) 
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where .Q R is the resonance frequency. Therefore, strict res­

onance does not occur in asymptotically stable systems. For 

sufficient conditions the numerator vector adj ( i .QRE- A) ( t<1 >_ tf<2>) 

has to be considered, too. Also for vibration absorption and 

for pseudo-resonance this numerator is relevant. 

The numerator of (6. 32) consists essentially of the adjoint ma­

trix, adj(i.QE-A). The adjoint matrix is defined as the trans­

posed matri?' of the cofactors of· ( iDE-A)! see Lancaster (1969). 

The following properties are summarized: 

1. 

2. 

3. 

(i.QE-A)adj (i.QE-A)-
(6. 35) 

= a d j ( i .Q E - A ) ( i .Q E - A ) = d et ( i .Q E - A ) · E 

rank (i.QE-A) rank adj(i.QE-A) 
(6.36) 

n n 
n -1 1 

< n -1 0 

rank [adj (i.QE-A)] =1: 

a) ( i .Q E- A) X - 0 has 1 independent so1ution 

vector presented by each nonvanishing co1-

um vector of 

adj(i.QE-A), (6. 37a) 

b) adj ( i .Q E-A)x=O has n -1 independent so-

lution vectors presented by the n- 1 inde­

pendent column vectors of ( i .Q E- A ). (6. 37b) 
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nance frequency .QR yields strict or pseudo-resonance. Rank 

(i.QRE-A)=n-1 and f(1)-iff 2>::;:.(i.QRE-A)k, k arbitrary, imply 

at least in one coordinate strict resonance. Further, rank 

(i.QRE-A).=n-1 and t<1>-it<2>=(i.QRE-A) k yield pseudo-resonance. 

It remains to discuss the case rank (i.QR E- A) < n -1 which will 

be done later. 

Absorption is guaranteed if· det ( i.QAE-A)::;:. 0 

and at least one of the coordinates of adj (i.QAE-A)(t<1l-if< 2 l) is 

zero. It should be noted that vibration absorption in all Coordi­

nates is not po ssible because det ( j.QAE- A);~:O implies a regular 

d .. . d (1) • ( 2 ) • h "f d 1 "f t<1l .,(2) a J01nt matr1x an g - I g van1s es 1 an on y 1 - 1 

= 0 • However, it is remarkable that absorption arises in 

asymptotically stable systems. The discussion of absorber ef­

fects is more complicated if det(i.QAE-A)=O,i.e. QA = .QR. 

Then, absorption is only possible if there is a pseudo .. reso-

nance with vanishing amplitudes. 

Investigating the critical case rank ( i.QRE-A)< n -1 the concept 

of generalized inverse is advantageaus. The generalized inverse 

B + of an arbitrary (rectangular) matrix B is uniquely defined 

as the solution of the four simultaneaus equations (see Lancaster 

(1969)) 

(6. 38a) 
e+e = (B+B )1, 
ee+ ... (ee+)r, 



e e+e - e, 
e+e e+ = e+. 
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(6. 3 8b) 

For an n X n regular matrix B the pseudo-inverse e+ co­

incides with the inverse B _, . An application of the general­

ized inverses is the solution of linear equations: 

Bx-b (6. 39) 

is solvable if and only if 

(6. 40a) 

or equivalently b is of the type 

b =Bk (6.40b) 

then the solution is 

(6.4la) 

with an arbitrary vector X ; especially the minimum norm 

solution is 

(6.4lb) 

The problern of critical resoP"l.nce frequency Q R 

is completely solved by this concept of generalized inverses. 

The frequency response vectors g( 1) and g( 2 ) satisfy 
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(6. 42) 

There is a (finite) solution of (6. 42) if and only if 

(6.43) [ E - ( i Q E- A) ( i Q E - A )+] ( f <1>- i f <2>) = 0 . 

For Q with det (i!JE-A)+O relation (6.43) is satisfied for 

each t<t>_ i f'2>. No resonance or pseudo..-resonance occur. For 

Q = QR with det(i.QRE-A)=O there is no resonance if and only if 

(6. 43 ) is valid, or equivalently 

(6. 44) 

k arbitrary. Then the finite resonance response is character­

ized by the minimum norm solution (6. 41 b) 

{6. 45) 

gm(.oR)- ig<2>(.oR) = (i.OR E- A)+( fm_ if<2>) = 

• (i.QRE-A)+(i.ORE-A)k =k. 

Table 6.1. Conditions for strict resonance, pseudo-resonance and absorbtion 

[ E- (i.UE -A )(in·E -At] (1"'- if 121) 

-o 
f 111-if 121 • (i.UE -A)k 

k •(t.!IE -At(i.UE-A)k 

• O k 1 .,. 0 : Pseudo.resonance 

k. """0 : Absorption 

adj (i.OE -A)(f"'-i1121) 

• dfl (t.!IE-A) 

k 1 + 0 VIbration 

k 1 = 0 Absorption 

.. o 

Stnct resonance (ac least 

m one courdmatc) 
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Pseudo-resonance in the whole system is obtained if and only 

if (6. 44) is true. Furthermore, vibration absorption occurs if 
'V 

some coordinates of k are zero. 

The results of this section can be summarized in Table 6. 1. 

6. 3 Examples 

Example 6.1: Automobile wheel suspension 

Consider the automobile 

wheel suspension of example 2.1 

where the vehicle is driving on a 

rough road, see Fig. 6. 1 O. The 

mathematical modelwas repre­

sented by the second order equa-

tion 

Assuming a harmonic excitation 

body 

wheels 
axles 

Fig.6.10. Automobile wheel 
suspension 
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the frequency response of the wheel suspension 1s easily ob­

tained by (6. 9). Introducing the abbreviations 

the frequency response matrix of the mechanical system is cal­

culated as 

d.et (- !J 2 M + iQ D + K) = m1m2 { ( co~- Q2 ) (co~-Q 2)- co~co~2 + 

+i!J [- (d 1 +d2 ).0 2 +01 (ro~-ro~2 )]}. 

This leads to the complex frequency response vector (6. 9) 

q(1)- iq(2) = 

which yields the amplitude functions 
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Now the phenomena of resonance, pseudo-resonance and absorp-

tion will be discussed. Resonance is possible if the damping 

vanishes, 01 • 02 = 0 • Then the necessary condition (6. 34) of res­

onance leads to .QR = .Q R 1.2 where .QR1.2 are the zerOß of 

Since .Q~ '* w;, the numerators of a~ ( .Q) and a~ ( .Q) do not 
1,2 

vanish for .Q = .QR • Therefore, for .QR 1 the system is in strict 
t2 ,2 

resonance ( o1"... 02 ... 0). Pseudo-resonance does not exist here, 

but absorption can arise in the second coordinate if 01 = 0 • For 

.Q 2 = .Q~ = ro~ and <5 1 = 0 the amplitude of the axle coord.inate 

vanishes. The mass m1 acts like a vibration absorber for 

the mass m 2 if the system is excited with the frequency of 

this absorber. 

Another phenomenon in resonance theory is the 

effect of fixed points in the amplitude plot of a1( .Q). For 

and 

the amplitudes are independent of the damping parameter d1 • 
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The damping has no influence to the motion of the body if the au­

tomobile is forced by a harmonic road excitation with frequencies 

.QFi ,i= 1 2 3 • This effect is very interesting and leads to some de­

sign techniques of vibratory sys~ems, see section 6. 4. 

From the technical point of view the frequency 

response of the vertica1 vehicle acceleration Y 1 is important. 

This resporrs"e is relevant to the vehic1e comfort. Therefore in 

Fig. 6. 11 some typical am-

plitude functions .Q 2 a, ( .Q) 

of the automobile acceler .. 

ation are p1otted. 
', 

increasing ',, 
...................... ~ 

[ damping The considered automobile 

wheel suspension results 

in a limited driving com-
Fig.6.11. Amplitude plot of vertical automobile 

accelerationforvariousvaluesofdamping fort due to the fixed points. 

,,, 
_l__,__---.--.---' 

Fig.6.12 Engine absorber 

Looking for better comfort 

the engine of the car can be designed 

as a vibration absorber. For this an-

alysis the automobile is modeled by 

a body with m 2 and a linear suspen­

sion with spring coefficient c2 and 

dashpot coefficient d 2 while the en­

gine with mass m1 is e1astically 

coupled by a spring (coefficient c1 

to m2 • The masses of wheels and 



91 

ax1es as well as the tire are neglected. The model of such an 

engine absorber is sketched in Fig. 6. 12. 

The equation of motion reads as 

Assuming again a harmonic excitation 

the amplitude functions of the steady- state frequency response 

are ca1culated as 

where the abbreviations are 

2 C1 
(()1 = -m1 

The engine absorber is in strict resonance only for vanishing 

damping and the excitation frequencies Q = QR1.2 • The absorp-
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tion effect occurs in the coordinate y2 of the body; 

n 

In contrary to the automobile 

wheel suspension absorption 

arises independently from the 

dashpot coefficient d2 • There­

fore the absorption frequency 

DA yields also a fixed point 

in the amplitude plot .12 ( Q ) • 

A qualitative sketch of a2(D) 
Fig.6.13. Amplitude plot of the automobile body 

frequency response using an engine ab- is given in Fig. 6.13. Obvious­
sorber 

ly, there exist three further fix-

ed points. For 

n2 2 2 
,}~ F2 = 00 1 + W12 

V 1 ( 2 2 2 2 )2 2 2 ± 4 C.01 + c.o12- 002 + 001 0012 

frequency response amplitudes a 1 ( Q) as well as a2 ( Q) have 

fixed points independently on d2 

= 1, 2,3 

-1,2,3. 
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Example 6. 2 : Gentrifuge 

At the centrifuge example 2. 2, small unsym­

metries of the rotor lead to dynamical mass unbalances. The 

mathematical model of the centrifuge was given by (2. 53) 

.. .. . 
eil + ö eil + g Q e + k <I» ... e Q 2 cos Q t ' 
. . . . 
e - g Q eil + ö e + k e = e Q 2 sin Q t 

with the abbreviations 

d 
ö =­

lx 
t k = 

c 

Ix 

The frequency response (6. 9) reads as 

' e 

However, if k-!J 2(1+g)+iö!J=O the characteristic 
2 k 

effect of pseudo-resonance occurs for 0 = 0, !JR1 = 1 +g • This 

is the well-known effect that the counter-rotating eigenmode of 

centrifuges excited by unbalances does not lead to resonance. 

On the contrary, the undamped parallel rotating eigenmode of 
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. 
--;:g 

t:.=-6-
•/k (1-g) 

---

n. 

Fig.6.14. Amplitudeplot of centrifuge 
frequency response 

the centrifuge yields strict res­

onance for c5 = 0 , .0~ 2= 1 ~g • Fi­

nally, the amplitude functions 

are given by 

Typical amplitude plots for various values of the damping are 

shown in Fig. 6. 14. 

6. 4 Optimization and Absorber Tuning 

In the design of vibration systems the param­

eters have to be found optimally with respect to some criterion. 

For example, in Fig. 6. 13 the amplitude function a 2 (.Q) of the 

automobile body frequency response is quite different for the 

various damping coefficients. Also in Fig. 6. 14 the amplitude 

function a~ ( .Q) ofthe centrifuge frequency respons e depends on 

the damping ratio L1 • Therefore, the frequency response rep­

resents a good tool for an optimal parameter tuning of the vibra­

tion system. Therefore, in this section some aspects of parame~ 

ter optimi_zation with respect to a good frcquency responsc are 
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discussed. 

6. 4. 1 Optimization 

Although the meaning of a "good" frequency 

response is intuitively clear a precise performance criterion 

is necessary. Usually the goal of optimization is the reduction 

of the amplitude of the frequency response. Wbil-e in Fig. 6. 14 

an increasing damping ratio leads to a decreasing of the ampli­

tudes in Fig. 6.13 the situation is more complicated: in certain 

frequency domains an increasing damping effects decreasing 

amplitudes but in other domains an opposite behavior is observ­

ed. In applications, the behavior of the amplitudes in Fig. 6. 13 

is more common than that in Fig. 6. 14 which is due to the bal-

ance theorem stating that for a certain class of systems the im­

provement by parameter Variations is zero in the mean over 

all frequencies, see Krebs (1973). Consequently, optimizing the 

frequency response ampiit.udes the frequency domain of interest 

has to be restricted. Then the amplitude functions have to be 

minimal in the domain ii = [ .Q 1, .02] with respect to a perfor­

mance criterion. Such criteria are discussed in the following. 

a) Minimal peak of an amplitude function a ( .Q) on iJ = [.Q1, .02]: 

max {a(.Q)} ===C> minimum 
Qe [.0.1,Qz] 

(6. 46) 
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If there are some fixed points in the amplitude plot minimal 

peaks are often obtained by two optimization steps: (i) put the 

fixed points as low as possible by variation of those parame­

ters which influence tlie fixed points, {ii) choose the param­

eters without influence on the fixed points such that the peaks 

of the amplitude function coincide with the fixed points (see 

Klotter (1960)). It has to be noted that this procedure is not 

always successful. For example, see the amplitude plot of 

Fig. 6. 13. The fixed points are determined as a2 (.QFi) = Y~o 
and a 2 ( w1 ) = 0 independent on spring or damping parameters 

Also the peaks can not coincide with the fixed points because 

a2 (.QR 1 ) > Y~o and a2(.QRJ >Y~o • 
In multi-degree-of-freedom mechanical vibration systems usu­

ally more than one amplitude function of a1(.Q) , ... , ak ( .Q) are of 

interest. Then the performance criterion (6. 46) can be replac-

ed by 

(6.47) max { s1 a1 ( .Q), ... , sk ~k (.Q)} ===e> minimum 
.0. E [ .0.1, Uz] 

where Si , i = 1 ( 1) k, are certain weighting factors character-

izing the importance of a i ( .Q) 

b) Minimal amplitudes in the mean oh .Q = [ .Q1, .Q2]: 

nz 
f a ( .Q) d .Q ==t> minimum (6. 48) 

Q1 

In the multidimensional case v_arious generalizations of (6. 48) 

are possible, e. g. 
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max minimum, (6. 49a) 
i = 1' ... 'k 

k nz 
~ si J ai (.a) d.Q ~ minimum. 
i=1 n1 

(6.49b) 

This optimization problern of minimizing the linear area of the 

amplitude of the frequency response on a certain frequency in­

terval is always well defined but cumbersome in computation. 

c) Minimal squared amplitudes in the mean on Q = [ .Q 1 , .02]: 

O.z 
J a2 ( .Q) d .Q ~ minimum (6.50) 

Q.1 

or 

O.z k 

I ~ si a~ ( Q) d.Q ~ minimum. 
Q.1 i = 1 

(6.51) 

This performance criterion is equivalent to the requirement 

O.z 
I 9•( .a) s 9 ( .a) ct .a ~ minimum (6. 52) 

Q1 

where 9 (Q) is the complex vector (5.17) characterizing com-

pletely the steady-state frequency response and 

S = dia9 [s 1 , ••• ,sn] (6.53) 

is a symmetric (diagonal) matrix of nonnegative weighting fac-

tors Si. 

U sing complex curvature integral technique or 

Fourier transformation technique, respectively, this value of 
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(6. 52) can be calculated in the special case of an infinite fre­

quency domain ii = [- oo, oo] . Then 

+~ +00 

I g* ( lJ) s g ( Q) d !J • f. I (- i !J E -A1 t s ( i Q E - A )-1 d Q f = 
-~ -m 

(6. 54) CO T 
= 2 .1t f *I e A t Se At d t f 

0 

where A is the asymptotically stable system matrix and f is 

the complex constant input vector of the harmonic excitation 

vector function. The integral (6. 54) can be calculated by the 

Lyapunov matrix equation (see (B. 6) of Appendix B) 

+~ 

(6. 55) I g*(!J) s g (!J) d.Q = 2 .1t f* R f 
-ao 

wher e R is the solution of 

(6. 56) 

After establishing a performance criterion that will weight the 

technical requirements effectively, two additional problems ex­

ist in optimizing the dynamical behaviour of a vibration system: 

(i) calculate the criterion, (ii) determine the free parameters 

such that the criterion takes its optimal value. Both problems 

can be solved by pencil and paper only for low order systems; 

for high order systems (usually n ~ 3 or 4 ) calculation and 

parameter search can only be performed on a digital computer. 

But these problems are behind the s cope of this book and the 

reader is referred to the proper literature, e. g. Drenick (1967 ). 
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6. 4. 2 Absorber Tuning 

A special aspect of optimization with respect 

to the frequency response is the parameter tuning correspond­

ing to absorption phenomena. As shown in Fig. 6. 13 the fre­

quency response of the automobile body is quite satisfactory in 

the neighborhood of the engine frequency ro;- c1 / m1 • The mass 

m 1 of the engine acts as a vibration absorber of the body mo­

tion, i. e. although the excitation force affects the body mass di­

rectly, this mass does not vibrate if the excitation frequency is 

exactly Q = m1 • Then the mass of the engine vibrates in count­

er-phase to the excitation with an amplitude such that the forces 

acting on the body mass m 1 are vanishing, i. e. the force due 

to the first spring ( c1 ) cancels the force of excitation. This 

phenomenon is often used to neutralize vibrations of machine 

foundations by adding a tuned vibration absorber. 

The absorption technique is illustrated by an 

additional example. Consider 

the automobile wheel suspen-

sion of example 6. 1. There, 

the lined amplitude function 

of the vertical acceleration 

is reasonably good, see Fig. 

6. 11. For further improve­

ment of the amplitude func-

Fig.6.15. Automobile wheel suspension 
with vibration absorber 
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tion an absorber has to be used. The mechanica1 mode1 of the 

automobile whee1 suspension with an absorber mass is shown 

in Fig. 6. 15. 

The corresponding equations of motion read as 

0 

/ without absorber 

0 n [••] 

Fig.6.16. Amplitudeplot of vertical acceleration 
employing a vibration absorber 

A parameter ana1ysis for 

the absorber coefficient d3 

resu1ts qualitative1y in the 

following amplitude p1ot of 

the vertica1 automobile ac-

ce1eration, Fig. 6. 16. For 

vanishing absorber damping 

a comp1ete absorption oc­

curs for the absorber fre-

quency roi= c3 / m3 (curve I). But in other regions of the interesting 

frequency domain, the amplitude function is increasing. There­

fore, damped absorbers characterized by curves II and III in Fig. 



101 

6. 16 are preferable featuring a compromise for the whole fre­

quency domain. 

CHAPTER 7 , 

Random Vibrations 

Mechanical vibration systems are sometimes 

excited by stochastic forces. Such excitations may appear in 

all kinds of vibration systems, e. g. an automobile driving on a 

standard road, a centrifuge with erratic charge or a tall build­

ing waving in all weathers. Stochastic forces can not be repre­

sented by a single time function, a description by a stochas­

tic process is necessary. Further, the response of the vibra .. 

tion system will be also a stochastic process. Therefore, the 

stochastic processes will be discussed in short at the beginning. 

7. 1. Vector Sto-chastic Processes 

A scalar stochastic pro­

cess V ( t) can be thought 

of as a family of time 

function { v< i> ( t ) } • Each 

time is called a realiza-

tion of the process, Fig. 

Random variables 

V(t) 

Fig. 7 .1. Scalar stochastic process 
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7 .1. For a fixed time the stochastic process is characterized by 

a random variable. Suppose that Yi( t), i •1 (1) n , are n scalar sto­

chastic processes which are possibly mutually dependent. Then, it is 

(7. 1) 

a vector stochastic process which can be characterized by the 

probability dist:ribution 

(7. 2) 

Pr{v(t): vi(ti) ~ vii}, i=1(1)n, 

j =1(1)m, 

for all V i , for all t i ;. t0 and for every number m • In many 

cases only the first and s econd-order properties of a stochas-

tic process are important. For the vector stochastic process 

(7. 3) 

is called the mean vector, 

(7. 4) 

is called the correlation matrix an·d 

(7. 5) 

is called the central correlation matrix where E is the expec­

tation operator. If the stochastic process under- consideration 

has zero mean, m ( t) e 0 , then the correlation rnatrix and the 
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central correlation matrix coincide. The correlation matrices 

characterize the coupling of the process at various instants. 

They have the following properties: 

(7. 6) 

for all t, 't' • Since the second-order properties of a stochastic 

process are equally well characterized by the correlation ma­

trix Cv ( t, 't') and the central correlation matrix N v ( t , 't') 
usually only Nv ( t, 't') will be considered. 

The covariance matrix Pv (t) of the stochastic process V ( t) 
is obtained for = 't' from the correlation matrix 

(7. 7) 

for all t where Pv ( t ) is nonnegative definite. The covariance 

matrix Pv ( t) summarizes the most essential statistical prop­

erties of a stochastic process. In particular, Pvii (t) is the vari­

ance of the i- th scalar stochastic process Vj ( t), i = 1 (1) n 

and Gvi ( t) = VPvii ( t )' is ~he corresponding standard deviation. 

A stochastic proces s V ( t) is called stationary 

if 
Pr{v(t): vi(ti) ~ vii} = 

= Pr {V ( t + T ) : V i ( t i + T ) ~ V i i} (7. 8) 
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for all T • This means that the statistical properties of a sta­

tionary process are time-invariant. In particular, it holds 

mv ( t ) = const , 

(7. 9) 

i. e. the correlation matrix depends on (t- ";) only. For a sta­

tionary stochastic proces s v ( t) the spect;ral density matrix 

Sv ( Q) can be introduced 

+ao 

(7.10) Sv(.O) == Je-i.O.sNv(s) ds 
-ao 

where Sv (!1) is defined as the Fourier transform, if it exists, 

of the correlation matrix Nv·( t- 1:) and S • t- "; . The complex 

spectral density matrix has the properties 

(7. 11) 

Sv (- !J ) = S! ( Q ) 

s~(!l) = sy(!l) 

for all Q • Further, it yields 



105 

CJ) 

N v ( s) = 2 ~ _[Sv ( .Q) e i Qs d .Q (7. 12) 

The spectral density matrix is a succes sful mean to obtain ex-

perimentally data of a stationary stochastic process. 

A stochastic process V ( t) is called Gaussian if for each set 

of instants of time t i , j = 1 ( 1 ) m , the n x 1 -random vector 

V ( t i) has a Gaussian probability distribution. Since the Gaus­

sian probability distribution is completely characterized by the 

first and second-order properties, a Gaussian stochastic I:ro­

ces s V ( t) is completely characterized by the mean vector mv(t) 

and the correlation matrix Nv ( t, -r). 

A stochastic proces s V ( t ) is called a Markov proces s if 

Pr { vi ( tt) ~ vit I vi ( t 1), vi ( t 2 ), ... vi ( tt_1 )} = 

Pr{ vi(tt)~ vielvi(tt_1)}, i =1(1)n 
(7. 13) 

for all l , for all t1, t2 , ... ,tl with tl ;r tl_ 1 ~ ... ;;;:= t1 and 

for all V il. The symbol Pr { A IB} means conditional probability, 

i. e. the probability of A if it is known that 8 already occur­

red. The Markov process does not depend on the events in the 

past. 

A stochastic process V ( t) , t ;r t0 with indepen-

dent increments is given if 
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i 

(7. 14) E {V ( t 2)- V ( t 1 ) } = E {V ( t4) -V ( t 3)} -= 0 , 

for any sequence of instants t 1 , t 2 , t3 , t4 with t0 ~ t1 E; 

Ei t2 Ei t3 Ei t4 • A stochastic process V ( t) is called a Wiener 

process if it is a process with independent increments where 

each of the increments [V ( t2 )- V ( t 1 )] is a Gaussian random 

vector with zero mean and covariance matrix P = Q ( t2- t1) 

where Q is a constant, nonnegative intensity matrix. 

A stochastic process V ( t) is called a station-

ary white noise process if it is an idealized Gauss-Markov pro­

ces s with independent increments even for ( t2- t1) __. 0 . The 

properties of such a process are given by 

(7. 15) 

where Qv is the constant, nonnegative definite intensity ma­

trix of the white noise pro ces s and Ö ( t - t") is the Dirac func­

tion (5. 2}. The corresponding spectral density matrix of this 

process follows from (7.10) and (7.15} as 
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(7. 16) 

Thus, the stationary white noise process is completely given 

by the intensity matrix Ov • Due to the small correlation even 

between two near values V ( t 1 ) and V ( t 2 ) the white noise 

process is very irregular and contains signals at quite high 

frequencies. Therefore, the covariance matrix of the white 

noise process has an infinite value 

(7. 1 7) . 

which immediately points out that this process does not exist 

in the physical world. However, if the white noise process has 

passed an integration, one obtains the Wiener process and is 

again on a firm physical background. In the following sections 

the response of vibration systems to stochastic excitations is 

considered. But this means at least one integration and, there­

fore, the white noise process can be applied successfully for 

the excitation. For a more extensive discussion of stochastic 

processes in theory and application consult, e. g., Papoulis 

(1965), Parkus (1969) Jazwinski (1970) Kwakernaak and Sivan 

(197 2). 
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7. 2 Response to Stochastic Forces 

The stochastic forces acting on a vibration sys­

tem rnay be modeled by a stationary white noise process 

characterized by 

(7. 18) 
m, ( t) = 0 , 

N,(t,-r;)= Qd(t--r;) 

where Q is the n x n -intensity matrix. Due to the stochas­

tic excitation, the vibration system 'is now governed by a sto­

chastic differential equation. But for the white noise excitation 

formally the deterministie differential equation 

(7. 19) x ( t ) = A X ( t ) + f ( t ) , X ( 0 ) = X 0 

can be used as well-known from co.ntrol theory, e. g. Jazwinski 

(1970). However, the initial state Xo has to be a Gaussian 

randorr1 vector 

(7. 20) 

independent of the white noise excitation (7. 18), where m0 is 

the n x 1 -mean vector and P0 is the n x n -covariance ma­

trix. Then, the general solution is given by 

t 
(7. 21) X ( t) = fJ ( t ) X0 + f fJ ( t - t;) f ( -r;) d.,; 

0 
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where tJ ( t) is the fundamental matrix (3. 7) and the integral 

is a stochastic integral. It can be shown that the stochastic re­

sponse X ( t) is a nonstationary Gauss-Markov process. Such a 

process is completely specified by the knowledge of the mean 

vector mx(t)andthecorrelationmatrix Nx(t 1 ,t2 ) • For 

the further evaluation of (7. 21 ), two properties of the stochas­

tic integral introduced by Ito (1944) are presented: 

t 

E f cp (t-;)f (-r;)d-r; •0, (7. 22) 
to 

minCt1,t2> 

• ftJ(t1--r;)Q+T(t2-'t')d-r;. (7. 23) 
to 

Then, it holds 

(7. 24) 

for the mean vector and 

(7. 25) 
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for the correlation matrix. Further, the covariance matrix 

Px ( t) • Nx(t , t) is easily obtained from (7. 25) by t, • t2= t 

and t0 = 0 as 

t 

( 7 • 26 ) p x ( t ) = ~ ( t ) p 0 ~ T ( t ) + f fj) ( t - ·d Q ~ T ( t - t") d t" • 
0 

Thus, the covariance. mat:cix Px ( t ) of the response X ( t ) is 

available if the integral in (7. 26} is solved. Introducing (3. 7) 

the integral reads as 

(7. 27) 

and can be finally solved by 

(7. 28) 

t 

f -A't Q -AT" d -At p -A1t p e e t'=e e -
0 

where P is a constant n x n -matrix following from the Lya-

punov matrix equation 

(7. 29) 

The integral (7. 28) is plausible by differentiation and it can be 

proved by the series expansion (3. 7) of the fundamental matrix 

e A 1 • The conditions for existence and u.niqueness of the ma­

trix P , and therefore for the integral (7. 28) are given in Ap­

pendix B. 
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The first and second-order statistical properties 

of the stochastic response X ( t) can now be summarized as 

mx(t) =4)(t)m0 

Px ( t) = 4) ( t) ( P0 - P) 4» T ( t) + P . 
(7. 30) 

In particular, Pi i ( t ) offers the variance and <1i ( t) = V Pii ( t) 

the standard deviation of the i - t h state variable X i ( t ) . The 

steady-state stochastic response is obtained uniquely for asymp­

totically stable systems as a consequence of Theorem B. 2. In 

particular, it holds 

(7. 31) 

(7.32) 

if (7. 19) is asymptotically stable. Thus, the covariance matrix 

P is the most essential part of the steady-state response. It 

can be computed via the covariance analysis or via the spectral 

density analysis as shown in the next sections. 

7. 3 Covariance Analysis 

The covariance analysis reduces the computa-

tion of the stochastic response to the solution of the algebraic 

Lyapunov equation (7. 29). In Appendix B four different solution 
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methods for the Lyapunov equation are outlined. Here, the ex­

plicit solution, Theorem B. 4, and the implicit solution, Theo­

rem B. 5, will be presented with some modifications. 

For the explicit solution, formula (B. 9) can 

be rewritten as 

(7. 33) 
1 

P----~-:-:-
2 a0 det H 

n-1 2k )m T 
.I Hk+1 1 .I ( -1 Am Q A2k-m 
k=O ' m•O 

where 

(7. 34) 

is a n x n -matrix) a m the m- th · characteristic coefficient, 

H the n X n -Hurwitz matrix (4.14) and HK+ 1 , 1 the cofac­

tor of the k +1, 1- th element of H . This formula is extreme-

1y usefu1 for the ana1ytical investigations of low order systems 

as shown by Schiehlen (1973 a). 

The implicit solution, Theorem B. 5, can be 

simplified for the follo.wing linear mechanical system 

(7. 35) My (t)+(D+G)y(t)+ (K+N)y(t)=h(t) 

where h ( t ) is the f X 1 -stationary white noise vector pro­

ces s with the f X f -intensity matrix V . Then, the first order 

system (7. 19) is characterized by 
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(7. 36) 

where f is the n x 1 -stationary white noise vector process 

with the n x n -intensity matrix Q , n = 2 f • Further, the n x n­

covairance matrix P is divided in f X f -submatrices P1 Pu , 

Pm : 
[ 

Pr 
P= 

p~ 

Pu ] 

Pm 
(7. 37) 

Then, using A , Q and P from (7. 36) and (7. 37) the Lyapu­

nov equation (7. 29) can be extended as 

( K + N) Pr+ ( D + G) Pti - M Pm • 0 , 

(7.38) 
(K+ N )PnM+ ( D +G) P111M+ 

+ MPit(K- N)+MP111 (D-G)-V=O. 

This means that the submatrix P 11 is a skew-symmetric ma­

trix and n/4 (n/2+1) essential elements are cancelled within the 

covariance matrix P. Thus, in the Lyapunov equation (7. 29) 

or (7. 38), respectively, remain only n/4 (3n/2+1) unknown vari-

ables and it can be rewritten as a common linear equation 
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(7. 39) 

with the reduced order of n/4 ( 3n/2+1). The implicit solution 

presented in this section is often restricted to low order sys­

tems for numerical reasons. But even if other methods for the 

computation of the Lyapunov equation of mechanical vibration 

systems is used, the skew-symmetry of the submatrix Pn 

is maintained and can be used to check the numerical results, 

see also Schiehlen (197 4). 

7. 4 Spectral Density Analysis 

The spectral density analysis, widely applied 

in random vibrations, uses the simple algebraic formula for 

the spectral density of the solution process and the inverse 

Fourier transform to obtain the covariance matrix. From (7. 23) 

and (7. 25), it follows for the steady-state correlation matrix 

of the solution proces s X ( t+oo) of an asymptotically stable sys-

tem 

CZ> CZ> 

(7. 40) Nx(s)=J J ~(z 1 )Qö(s+z2 -z 1 )~T(z 2 )dz 1 dz 2 
-CD-00 

where s =t 1-t 2 , z 1 = t1-r1 , z2 = t2 -~2 • The Fourier transform 

Sx ( Q) of (7. 40) can now be calculated by (7. 1 0) resulting in 
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(7. 41 ) 

where F (.Q) is the frequency response matrix (5. 18) represent­

ing also the Fourier transform of the transition matrix tP ( t). 

Therefore, the spectral density matrix Sx (.Q) of the solution 

process X ( t) can be easily obtained. But the spectral density 

is of slight interest only. In technical applications the covari­

ance matrix P is essential. The matrix P follows from (7. 12) 

for S=O: , 
P= (7. 42) 

Thus, an infinite integral has to be solved for each element of 

the spectral density matrix S x ( .Q) • Thi s is a hard job. For 

the standard deviations a i of the variances Pii , the infinite 

integrals have been solved by James, Nicho1s and Phillips 

(1947) in the early days of stochastic control theory 

where 

9n(.Q) = bo.Q2n-2+b1.Q2n-4+ .... + bn-1 ' } 

'h n ( .Q) = a 0 ( i .Q t + a 1 ( i .Q r-\ .... + an= det ( i .Q E- A) 

(7.43) 

(7. 44) 
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are polynomials in Q and, in particular, h 0 ( Q) represents the 

characteristic equation of the vibration system. However, the 

integrals (7. 43) have been completely evaluated only for systems 

with order n E 7 • Further, these integrals have been found by 

Grandall and Mark (1963), Fabian (1973) and some of the other 

authors dealing with random vibrations. Thus, the integrals do 

not have to be repeated here. 

Goroparing the covariance analysis and the 

spectral density analysis it turns out that the covariance anal­

ysis is more adequate for the solution of the random vibration 

problems. The spectral density analysis, however, is more 

popular for historical reasons. The filter theory, strongly re­

lated with random vibration theory, has been firstly developed 

in the frequency domain by Wiener (1949} while the extension 

to the time domain was given later by Kaiman (1960}. However, 

in random vibrations the development from spectrai density an­

alysis to the covariance analysis is going on very slowly. For 

integrity, it has to be mentioned that the spectral density anal­

ysis is restricted to the steady-state response of time-invari­

ant sy!;!tems while the covariance analysis allows the investiga­

tion of the transition response as well as the response of time­

variant systems. 
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7. 5 Modeling of Stochastic Processes 

The white noise is a very successful mean to 

overcome mathematical problems related to stochastic differ­

ential equations. On the other hand, the white noise process 

does not exist in the physical world and therefore the intensity 

can never be exactly measured. However, for stationary sto­

chastic processes, the intensity can be approximated very 

closely. 

Assurne 

the spectral density Sv(.Q) 

of the real scalar process 

v(t) as shownin Fig.7.2. 

Then, three cases may be 

considered: 

S,(!l) 

------~o ____ _ 

-2n0 -no 

-----~ 

I 
I 
I 

!1. 

Fig.7.2. Typical spectral density of a real process 

1. Slow system. If max1Aii<<.Q0 ,i=1(1)n,then 0v=2So where Ai 

is the i- th eigenvalue of the system under consideration 

and Qo , 50 follow from Fig. 7. 2. 

2. Medium system. If m~xiAii~Q 0 , i=1(1)n,then Ov=So or 

Qv = a~/2Q 0 where Ai is the i- th eigenvalue of the system, 

Q 0 , 50 follow from Fig. 7. 2. and a v is the standard devia­

tion of the real process V ( t). 

3. Fast system. If maxj Ai I >>Q0 ,then the dynamic modeling of 

the colored noise V ( t) is necessary. It yields 
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(7.45) v(t)= av{t)+bw(t) 

where a , b are constants and w ( t) is a white noise process 

with intensity Q w • Then, by the constants a, b the spectral 

density Sv ( D) can be approximated closely. For analysis, the 

system (7 .19) has to be completed by (7. 45), often called col-

ored noise shaping filter. 

For a vector process, these considerations 

have to be applied to each diagonal element of the spectral den­

sity matrix. In particular, for the colored noise modeling, it 

holds generally 

(7. 46) 

or summarized 

(7. 47) 

x(t) •Ax(t)+v(t), 

v(t)=C§(t), 

~(t)=Äi(t)+ Bw(t) 

where W ( t ) is stationary white noise, V ( t) colored white noise 

and Ä , B , C are matrices of corresponding dimensions, avail­

able for the modeling of colared noise. Obviously, the order of 

the system may be increasing strongly. But the solution approach 
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for (7.19) presented in section 7.2 suits for (7.47) just so well. 

7. 6. Examples 

An automobile driving on a standard road and 

a centrifuge with erratic charge will be used as examples. The 

automobile problern is treated by covariance and spectral den­

sity analysis while the centrifuge is investigated by the explicit 

and implicit solution available for the covariance analysis. 

Example 7.1: Automobile 

An automobile will be driving with constant velocity V on a 

standard road given by Ye(t), Fig.7.3. m 

The automobile is modeled by a body ly 
V 

with mass m and a linear suspension 

with spring coefficient C and damping lYE 

coefficient d • The masses of wheels 

and axles are neglected. Then, the 
Fig. 7 .3. Automobile model 

equation for the vertical motion y ( t) reads as 

y ( t ) + 0 ·y ( t ) + K y ( t ) = h ( t ) (7.48) 

where D=d/m,K=c/m and h(t):Dye(t)+Ky(t)is a scalar white 

noise process with intensity V • The corresponding first or-

der system is given by 
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(7. 49) 

where 

(7. 50) 

x(t) ·Ax(t)+f(t) 

x-[;]' 
f = [ ~] ' 

A- [ o 
-K 

Q = [~ 

1 ]· 
-0 ' 

~l 
Due to theorem 4.13, system (7. 48) or (7. 49), respectively, is 

asymptotically stable for c > 0 , d > 0 • 

Firstly, the spectral density analysis is applied. 

The frequency response matrix (5. 18) follows as 

(7. 51 ) F(.O). 1 [i.Q+O 
K -.Q2 + i .Q 0 - I< 

The spectral density matrix of the solution process results from 

(7. 41) 

(7. 52) 
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Then the covariance matrix can be found from (7. 42) 

(7. 53) 

The solution of the integral (7. 53) will be presented for the vari­

ances. It holds 

V 
p =-

11 2ni (7. 54) 

(7. 55) 

Now, the typical integrals (7. 43) are obtained. From James, 

Nichols and Phillips (1947) it follows the result 

-CD 

(7. 56) 

By comparison of (7. 56) with (7. 54) or (7. 55), one gets the co­

efficients a0 :-1,a1 :iD,a2 :K and b0 :0,b1 =i or bo=i,b 1 =0. 

Then, the result is finally obtained by (7. 56): 

(J y 2 - p 11 - V I 2 D K ' (7. 57) 

(J y 2 = p22 = V I 2 D . (7. 58) 
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Secondly, the covariance analysis is used. The 

Lyapunov equation (7. 29) can be expanded immediately: 

(7. 59) [ 0 1 J [P11 

- K -0 P12 

-KJ [0 0] 
-0 = 0 -V 

or 

(7. 60) 2 P12 = 0, 

(7. 61 ) 0 P12 + K P11 - P22 = 0, 

(7. 62) 2 K P12 + 2 0 P22 = V. 

Thus, from (7. 62) it follows (7. 58), from (7. 61) and (7. 58) one 

gets (7. 57) and (7. 60) verifies the skew symmetry of the sub­

matrix P 12 which means zero for f = 1. This simple exam-

ple shows obviously the advantage of the covariance analysis. 

Example 7. 2: Gentrifuge 

Fig. 7 .4. Centrifuge model 

A centrifuge is charged during the opera-: 

tion time with liquid blowing stochastically 

out of two pipes, Fig. 7. 4. The centrifuge 

is modeled as a symmetric, rigid body with 

moments of inertia lx , I z • The centrifuge 

will be spinning with constant angular ve-
. 

locity 'lfJ and there is an elastic, symmet-
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ric suspension characterized by C and d • Then, the equation 

of motion for the small ang1es •(t), 9(t) reads as 

y(t)+(D+G)y(t)+Ky(t)•h(t) (7. 63) 

where .y·[• ey, D=öE ,G•mS.K·kE and ö ·dllx' m-Iz,PIIx' k. Cllx. 

Further, h ( t) is a white noise process with intensity matrix 

y. [~ ~]' (7. 64) 

i. e., the stochastic forces are acting only in the <!» -direction. 

The corresponding first order system (7 .19) is characterized 

by the matrices 

0 0 1 0 0 0 0 0 

A- 0 0 0 1 ,Q- 0 0 0 0 
(7. 65) 

-k 0 -ö -m 0 0 'V 0 
0 -k (.() -ö 0 0 0 0 

Due to Theorem 4.14, the system (7. 63) is asymptotically stable 

for Ö>O, k >0 • 

Firstly the exp1icit so1ution is applied. From (7. 33), it follows 

(7. 66) 
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The matrices Am are according to (7. 34) given by 

(7. 67) A 0 = E , 

(7. 68) 

(7. 6 9) 

(7.70) 

[ 

2 <} 

A1= o 
-k 
0 

[ 
kd 

A = -kw 
3 - k2 

0 

0 
2d 
0 

-k 

1 
0 
d 
w 

0 <} 

k+d 2+m2 w 
kw k 

-kö 0 

kw 
kd 
o. 

- k2 

k 
0 
0 
0 

The coefficients a m of .the characteristic equation read as 

(7. 7 2) 
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and the Hurwitz matrix (4.14) is for 

a, , 0 0 

H· a3 a2 a1 1 
(7. 7 3) 

0 a4 a3 a2 

0 0 0 a4 

Then, the cofactors are obtained 

H31 • 2 d k 2 , 

and the Hurwitz determinant follows as 

(7. 7 5 ). 

Introducing (7. 67) + (7. 75) in (7. 66) one gets immediately the 

covariance matrix 

2 d2+oi dro 0 0 

V dro oi 0 0 
P= (7. 76) 

4dk(d 2 +w 2 ) 0 0 ( 2 d2+ro2) k drok 

0 0 drok (1)2 k 
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The submatrices P 1 and Pm are symmetric.while the sub­

matrix P 11 is zero which is not a contradiction to the skew­

symmetry predicted in section 7. 3. The spectral densities 

a~, a~, a9 , aä are the square roots of the elements P11 , P22 , 

P33 , P44 • They are not listed here. 

Secondly, the implicit solution is used. The 

submatrices 

(7. 77) 

indicate that the covariance matrix has 4/4 (3·4/2+1)=7 essential 

elements. Then, the Lyapunov equation {7. 21) can be converted 

in an ordinary equation system of order 7: 

k 0 0 00 
I -1 0 0 p 11 0 I 
I 

0 k 0 -d I 0 - 1 0 p12 0 I 
I 

0 k 0 d I 0 
_, 

0 p22 0 I 
I 

{7. 7 8) 0 0 k CO I 0 0 -1 p14 = 0 
----------L-------
0 0 0 0 l 2d 2co 0 p33 V 

I 
0 0 0 0 1 -co 2d 00 p34 0 

I 

0 0 0 0 I 0 -2co 2d p44 0 I 
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The solution of the linear equation system {7. 7 8) can be pre­

sented analytically 

p11 2 <)2 + (1)2 

p12 äro 

p22 ro2 

p14 
V 

0 {7. 79) = 
4 ä k (ä?+ro2) (2d2;;2fk p33 

p34 äwk 

p44 w2k 

Thus, the result {7. 76) is completely confirmed. In this exam­

ple, the implicit solution seems to be more adequate than the 

explicit solution. However, this is not a general statement. 
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APPENDIX A 

Gontrollability and Observability 

The concepts of controllability and observabil­

ity are two of the most essential concepts in modern dynamical 

system theory. They are important to the design of control sys­

tems and give an insight into the physical problem. Roughly 

speaking, controllability characterizes the influence of input 

forces to the dynamical behavior of the system while observa­

bility characterizes the information on the state by output mea­

surement. If a dynamical system is. completely controllable, 

all the .eigenmodes of the system can be excited from the input; 

if a dynamical system is completely obs ervable, all the eigen­

modes of the system can be observed at the output. Assurne a 

linear time-invariant dynamical system represented by a state 

equation 

(A. 1) x(t) .. Ax(t)+ Bu(t) 

and by an output equation 

(A. 2) z(t) = Cx(t) 

where X, U, and Z denote state, input, and output vectors of 

dimensions n , r , s, respectively. The matrices A , B , C 

are of order compatible with the vectors X , U, and z • Then, 
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it holds the following definitions. 

Definition A. 1: Complete controllability 

The dynamical system (A.l) is said to be completely (state) con­

trollable if for any initial state X ( t0 ) • x0 and any state X 1 there 

exists a finite time t1 > to and an input u (t) defined on [t0 ,t1] 

that will transfer the state x0 to the state X 1 at time t1 • 

This definition requires only that the input u is. ca­

pable of moving any state in the state space to any ot]:ler state in 

a finite time; what trajectory the state should take is not spec­

ified. Furthermore, there is no constraint impos ed on the input; 

its magnitude can be as large as desir·ed. 

Definition A. 2: Complete observability 

The dynamical system (A. 1, A. 2) is said to be completely ob­

servable if for any state X ( t0 )• x 0 there exists a finite time 

t 1 > t 0 such that the knowledge of the input U ( t) and the output 

z ( t ) over the time interval [ t 0 , t1] suffices to determine the 

state X 0 

General criteria for controllability and observability of linear 

time-invariant systems are due to Kaiman (1959 /60 ). 

Theorem A.l: Kalman criterion for controllability 

The dynamical system (A. 1) is completely controllable if and 

only if 
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(A. 3) rank [ B I A B I -_. I An -1 B] = n . 

Theorem A. 2: Kaiman criterion for observability 

The dynamical system (A. 1, A. 2) is completely observable if 

and nnly if 

(A. 4) [ T 1 T T 1 1 rn-1 rJ rank C A C ___ A C = n. 

Uncontrollable or unobservable states "' X are characterized by 

or 

respectively. 

Further convenient controllability and observability criteria are 

due to Hautus (1969) who gives a nice relationship of these con­

cepts to the eigenmodes of the system matrix A . 

Theorem A. 3: Hautus criterion for controllability 

The dynamical system (A.l) is completely controllable if and 

only if each right eigenvector of the transposed system matrix 

AT is not orthogonal to all columns of B , or equivalently 

(A. 5) AT xi - ). i X i implies 



131 

for all right eigenvectors X i of AT 

On the contrary' AT X i = ). i X i with er X i = 0 means that the 

i- th eigenmode of the homogeneaus system X (t)=Ax(t) is 

not excited by any control B U ( t) • Therefore, this eigenmode 

(and also the system) is not controllable. 

Theorem A. 4: Hautus criterion for observability 

The dynamical system (A.l, A. 2) is completely observable if 

and only if each right eigenvector of the system matrix A is 

not orthogonal to the rows of C : 

A X· - 1 · X· implies I- .11.1 I (A. 6} 

for all right eigenvectors X i 

Does not hold relation (A. 6) for one X i this eigenmode is not 

observable by the output Z ( t) • Therefore the system is not 

completely observable. 
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APPENDIX B 

L_yapunov Matrix Equation 

In this appendix the Lyapunov matrix equation 

is considered 

(B. 1) 

where A , S are given n x n matrices and R is an unknown 

n X n matrix. This equation arises in various fie1ds of linear 

system theory: stability ana1ysis, optimization theory, calcula­

tion of covariance m.atrices, investigation of sensitivity of con­

trol systems. Therefore, it is neces sary to look for existence 

and uniqueness of the solutions of (B.l) as well as for analyti­

cal and numerical·methods for solving (B.l ). 

Theorem B. 1 : Existence 

For given (real) matrices A and S a (real) solution R of 

(B. 1) exists if and only if there is at least one (real) similarity 

transformation matrix T such that 

(B. 2) 

This theorem is due to Roth (1952) and is plausible by the rela-
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tion 

(B. 3) 
if R is a solt:.tion of (B.1 ). 

Theorem B. 2: Uniqueness 

If Ai , i = 1 ( 1) n, are the eigenva1ues of the matrix A , then 

(B. 1) has a unique solution R if and only if 

.A.· + .A.· ... 0 I J "T" (B. 4) 

for all i, j = 1 ( 1 ) n • This requires that A has no zero eigen-

value and no eigenvalues which are opposite, or equivalently, 

that A and -A do not have common eigenvalues. The condi-

tion (B. 4) is also equivalent to 

Hn = det H :4: 0 (B. 5) 

where H is the Burwitzmatrix (4.14, 4.15). 

This is a very well-known theorem and its proof is given e. g. 

in the book of Lancaster (1969). There is also the next theorem 

proven. 

Theorem B. 3: Integral solution 

If all eigenvalues of the matrix A have negative real parts, 
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then the unique solution (B.l) is given by 

(B. 6) 

This result is easily verified. The infinite integral converges 

and 

AT R + RA • JOD[ AT eAT1: S eA't+ eAr1: S eA,. A J d t' = 
0 

-S. 

In the opposite to theorem B. 3 where asymptotic stability of the 

system matrix A is assumed, the following analytical solution 

yields always if the solution is unique as shown by Mtiller (1969). 

Theorem B. 4: Leverrier-Faddeyev algorithm solution 

Let the characteristic coefficients A of the system matrix 

given by the Leverrier-Faddeyev algorithm, 

ak=- ~ trAAk_1 , a0 = 1, A0 .. E 

(B. 7) 

and let q be a solution of 

(B. 8) Hq 1 
=- e1 

2 
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where H is the nonsingular Hurwitz matrix (4. 14) ( Hn=det H :;~:0) 

and e 1 the fir st unit vector, then 

n-1 2 j . 

R = ~ q 1·+1 ~ (-1) 1 AT_ SA 2 ·_· 
. O . O I I I-J• I• 

(B. 9) 

is the unique solution of (B.l) (remark: A k = 0 for k ~ n ) • 

The solution (B. 6) is generally only of theoretical 

interest while (B. 9) is very useful for the solution (B. 1) in the 

case of low order systems. But when the system order in­

creases one has to look for numerically stable solution algo­

rithms for the Lyapunov matrix equation (B. 1 ). Here we will 

give three successfully tested computer algorithms. 

Theorem B. 5: Direct solution method 

As suming S is a symmetric matrix, S = S T, the solution ma­

trix R of (B. 1) is symmetric, too, R = RT , and consists of 

n ( n+ 1 ) /2 unknown variables. By organizing R = RT and S =ST 

as vectors 

(B. 10} 

the system (B .1) is rewritten as common linear equations 

.9/r=s, (B. 11} 
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and can be so1ved by genera1 methods, like Gaussian elimina­

tion. The matrix .91 can be formed from A by use of 1ogical 

operations, Chen and Shieh (1968). 

The programming of this algorithm is easily done. 

The main disadvantages are that the memory requirement is 

[n {n+1)12] 2 and the number of multiplicative operations for 

1arge n is of the order n 6 I 24 • But for small systems (say: 

n < 8 ) it is the best algorithm. 

Theorem B. 6: Iterative, infinite s eries solution method 

Assuming A is an asymptotically stab1e matrix (Re Äi <0) then 

the so1ution of (B.1) .. is given by 

(B. 12) R = ~ yrk-1 S V k-1 

k•1 

where 

(B. 13) 

and 

(B. 14) V = ( a E + A ) ( a E - A t 1 • 

The positive real number a > 0 is chosen suchthat (aE -A). 

is a well conditioned nonsingular matrix and that the infinite 

series solution (B.l2) has a good convergence rate. A good 

convergence is yield by 
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a ~ - 1 tr A = a1 
n n 

or 
(B. 15) 

n n 
a ~ V (-1 t det A = ~. 

Acce1erated convergence of (B.12) is obtained by a suggestion 

of Smith (1968): 

Lim Rk=R. 
(B.16) 

k-+oo 

• 2 k • 2 k -1 
S1nce V 1s obtained by squaring the matrix V the iterative 

procedure (B.16) is convenient for computation. For 1arge or­

der systems (say: n > 8 ) and asymptotically stable matrices 

the iterative infinite series solution (B.l6) can be recommend-

ed. 

Theorem B. 7: Solution via Hessenberg form 

Let A H be a lower Hessenberg representation of A , which 

can be computed efficiently by the use of a numerically stable 

Hessenberg process, Zurmtihl (1964): T- 1AT • A H • 

After that (B.1) reads as 

(B. 17) 
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where 

'V 'V 

(B.18) R = RT S• ST • 

N N 

' ' ' ', 

0 
I 
I 
I 
I 

hn-1,1 ------------ hn-1,n 

hn1. ------------ hnn 

Then the columns R i of R are obtained by the algorithm 

(B. 19) 

(B. 20) 

N N 

where Si are the columns of S , and d H and G H can be cal-

culated using the recursive algorithm (B. 20) as follows: sub-
N N 

stitute Rn = 0 in (B. 20), then for i =1 Ro = -dH is obtained, 
N N 

whereas for S = 0 and Rn :::a e k the algorithm (B. 20) yields 

for i = 1 the k- th column of G H , k • 1 ( 1) n . 
This result is due to Kreisseimeier (1972), but 

a similar result is also given by Meyer-Spasche (1972). The 

procedure is recommended if the application of theorems B. 5 

or B.6 is not possible or if one is interested in the solution of 

the Lyapunov matrix equation as well as in the eigenvalue-ei-

genvector problem. In both problems the transformation to a 

Hessenberg representation is needed. The numerical process 

of theorem B. 7 can be made ve-ry stable, especially roundoff 
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errors in the algorithm (B.19, B. 20) can be reduced by a sim­

ple repeated implementation of the algorithm itself (see Kreis­

selmeier (1972)). 

Further comparison of numerical methods for 

solving the Lyapunov matrix equation can be found in the recent 

papers of Hagander (1972) and of Pace and Barnett (1972), 

(where, however, the new algorithm of theorem B. 7 is not tak­

en into account). 
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