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## PREFACE

This textbook contains, with some extensions, our lectures given at the Department of General Mechanics of the International Centre for Mechanical Sciences (CISM) in Udine/Italy during the month of October, 1973.

The book is divided into four major parts. The first part (Chapter 2, 3) is concerned with the mathematical representation of vibration systems and the corresponding general solution. The second part (Chapter 4) deals with the boundedness and stability of vibration systems. Thus, information on the general behavior of the system is obtained without any specified knowledge of the initial conditions and forcing functions. The third part (Chapter 5, 6) is devoted to deterministic excitation forces. In particular, the harmonic excitation leads to the phenomena of resonance, pseudoresonance and absorption. The fourth part (Chapter 7) considers stochastic excitation forces. The covariance analysis and the spectral density analysis of random vibrations are presented. Throughout the book examples are inserted for illustration.

In conclusion, we wish to express our gratitude to the International Centre for Mechanical Sciences (CISM) and to Professor Sobrero who invited us to deliver the lecture in Udine. We also acknowledge the support of Professor Magnus from the Institute B of Mechanics at the Technical University Munich.

Munich, October 1973

Peter C. Müller

Werner O. Schiehlen

## CHAPTER 1

Introduction

The subject of vibration deals with the oscillatory behavior of physical systems. The interaction of mass and elasticity allows vibration as well as the interaction of induction and capacity. Most vehicles, machines and circuits experience vibration and their design generally requires consideration of their oscillatory behavior.

Vibration systems can be characterized as linear or non-linear, as time-invariant or time-variant, as free or forced, as single-degree of freedom or multi-degree of freedom. For linear systems the principle of superposition holds, and the mathematical techniques available for their treatment are well-developed in matrix and control theory. In contrast, for the analysis of nonlinear systems the techniques are only partially developed and they are based mainly on approximation methods. For linear, time-invariant systems the concept of modal analysis is available featuring eigenvalues and eigenvectors. In contrary, for the analysis of linear, time-variant systems the fundamental matrix has to be found by numerical integration. Free vibrations take place when a system oscillates without external impressed forces. The system under free vibration will oscillate at its natural
frequencies or eigenfrequencies. In contrast, forced vibrations take place under the excitation of external forces, in particular, impulse, periodic and stochastic forces. Single-degree of freedom systems are characterized by a scalar differential equation of second order. In contrary, multi-degree of freedom systems are usually described by vector and matrix differential equations. The number of degrees of freedom is equal to the minimum number of generalized coordinates necessary to describe the motion of the system. In addition to the notions presented above, Magnus (1969) uses the notions self-excited and parameter-excited. Self-excited vibrations may occur in nonlinear time-invariant, free systems while parameter-excited vibrations are typical for linear, periodic time-invariant free systems.

In this contribution, linear, time-invariant forced vibrations of mechanical systems with multi-degrees of freedom will be considered. Linear time-invariant systems are often obtained by the linearization of mechanical systems in the neighborhood of an equilibrium position. Forced systems result in addition to free systems in many vital phenomena such as resonance, pseudo-resonance, absorption and random vibrations. Multi-degree of freedom systems are usually necessary for an adequate representation of mechanical systems. Even if a continuous elastic body has an infinite number of degrees of freedom, in many cases, part of such bodies may be assumed to be rigid and the system may be dynamically equivalent
to one with finite degrees of freedom.
A rigorous treatment is given to the boundedness and stability of the system's vibration, to resonances including pseudo-resonance and absorption, and to the random vibration analysis via the covariance and the spectral density technique. The computer-minded matrix theory is applied and approved numerical algorithms are mentioned to serve the special needs of multi-degree of freedom systems. But simple examples are also analytically treated to achieve a better understanding.

## CHAPTER 2

Mathematical Representation of Mechanical Vibration Systems

The mathematical representation of a mechanical system requires firstly an adequate model. Secondly, one of the principles of dynamics has to be applied to the model and, then, the equations of motion are obtained. Finally, the equations of motion can be summarized to the state equation of the vibration system.

### 2.1 Modeling of Vibration Systems

For the modeling of vibration systems four approaches can be listed:

1. Multi-body approach,
2. Finite element approach,
3. Continuous system approach,
4. Hybrid approach.

For each engineering problem, the appropriate approach has to be elected. Some examples may illustrate the proceeding. The vibrations of an automobile suspension can be properly modeled by a three-body system, Fig. 2.1, where the automobile body and the wheels and axles are considered as rigid bodies connected by springs and dashpots.

Further, the elasticity of the tires is represented by springs without damping.

The vibrations of $a$ spinning centrifuge with respect to its flexible suspension can be modeled by a rotating rigid


Fig.2.1. Three-body model of an automobile suspension body in the best manner, Fig.2.2. The suspension is represented by spring and dashpot.

The bending vibrations of an automobile body have to be modeled by bar, rectangular and triangular elements, Fig. 2.3. Each element is considered as a flexible body where stiffness, damping and mass are concentrated in the nodes


Fig.2.2. One-body model of a centrifuge connecting the elements.

The torsional vibrations of a uniform bar are modeled best by a continuous system, Fig. 2.4. The infinite small elements are


Fig.2.3. Finite element model of an automobile body
furnished with mass and elasticity.
However, sometimes the three fundamental
approaches do not fit the engineering problem as well. As an


Fig.2.4. Continuous system model of a bar example the spinning flexible satellite may be mentioned. Here, the core body is surely a rigid body while the flexible appendages represent continuous bars. In such cases, the continuous system may be replaced by a large number of elastically interconnected rigid bodies. Then, the multi-body approach can be used again. Or a hybrid approach, Fig. 2.5, is used combining the multi-body and the


Fig.2.5. Hybrid model of a spinning satellite with flexible appendages
continuous system approach; see Likins (1971).

In the next sections the three fundamental approaches will be reviewed in short and the corresponding principles of dynamics will be applied.

### 2.2 Multi-body Approach

Assume a discrete, mechanical system with the following elements: rigid bodies with constraints, springs dashpots and actuators, Fig. 2.6. Then, either Euler's equation together with Newton's equation or Lagrange's equation may be applied. Both methods require the same kinematics.

## Kinematics

The position of the rigid body $\mathrm{K}_{\mathrm{i}}$ is uniquely characterized in space by a body-fixed, orthogonal frame. With respect to the inertial frame $X_{I}, y_{I}, z_{I}$, the body-fixed frame $X_{i}$,


Fig.2.6. Discrete mechanical system with rigid bodies
$y_{i}, z_{i}$, with origin at the
center of mass $C_{i}$ can be described by the $3 \times 1$-position vector $\mathbf{r}_{i}$ and the $3 \times 3$-rotation matrix $\mathbf{A}_{i}$. If there is only one free rigid body, then the position vector may be given by three Cartesian coordinates

$$
\mathbf{r}_{i}=\left[\begin{array}{lll}
r_{x} & r_{y} & r_{z} \tag{2.1}
\end{array}\right]^{\top}, \quad i=1
$$

and the rotation matrix may be given by three Euler angles, representing three generalized coordinates,
$\mathbf{A}_{i}=\left[\begin{array}{lll}\cos \theta \cos \psi & -\cos \theta \sin \psi & \sin \theta \\ \cos \phi \sin \psi & \cos \phi \cos \psi & \\ +\sin \phi \sin \theta \cos \psi & -\sin \phi \sin \theta \sin \psi & -\sin \phi \cos \theta \\ \sin \phi \sin \psi & \sin \phi \cos \psi & \\ -\cos \phi \sin \theta \cos \psi & +\cos \phi \sin \theta \sin \psi & \cos \phi \cos \theta\end{array}\right], i=1$.

Obviously, the free rigid body has six degrees of freedom. However, if there is a system of $p$ rigid bodies, possibly with some holonomic constraints, then the position vector and the rotation matrix of the body $K_{i}$ may depend on all generalized coordi-. nates of (translational) position as well as of rotation

$$
\left.\begin{array}{l}
\mathbf{r}_{i}=\mathbf{r}_{i}(\mathbf{y}, \mathrm{t}),  \tag{2.3}\\
\mathbf{A}_{i}=\mathbf{A}_{i}(\mathbf{y}, \mathrm{t}),
\end{array}\right\} i=1(1) p
$$

where $y$ is the $f \times 1$-generalized position vector composed of the generalized coordinates. For the system's number of degrees of freedom it yields

$$
\begin{equation*}
f \leqslant 6 p \tag{2.4}
\end{equation*}
$$

The $3 \times 1$-velocity vector $\mathbf{v}_{\mathrm{i}}$ and the $3 \times 1$-angular velocity vector $\omega_{i}$ of the body $K_{i}$ with respect to the inertial frame are obtained by differentiation of (2.3)

$$
\left.\begin{array}{ll}
\mathbf{v}_{i}=\boldsymbol{\mathcal { F }}_{\mathrm{i} i} \dot{\mathbf{y}}+\overline{\mathbf{v}}_{i}, & \overline{\mathbf{v}}_{i}=\partial r_{i} / \partial t  \tag{2.5}\\
\omega_{i}=\boldsymbol{\mathcal { F }}_{R i} \mathbf{y}+\bar{\omega}_{i}, & \bar{\omega}_{i}=\partial a_{i} / \partial t,
\end{array}\right\} i=1(1) p
$$

where
(2.6)

$$
\boldsymbol{J}_{\mathrm{Ti}}=\frac{\partial \mathbf{r}_{i}}{\partial \mathbf{y}}=\left[\begin{array}{ll}
\frac{\partial r_{x i}}{\partial y_{1}} & \frac{\partial r_{x i}}{\partial y_{2}} \cdots \cdots \frac{\partial r_{x i}}{\partial y_{\mathrm{f}}} \\
\frac{\partial r_{y i}}{\partial y_{1}} & \frac{\partial r_{y i}}{\partial y_{2}} \cdots \cdot \frac{\partial r_{y i}}{\partial y_{f}} \\
\frac{\partial r_{z i}}{\partial y_{1}} & \frac{\partial r_{z i}}{\partial y_{2}} \cdots \cdots \frac{\partial r_{z i}}{\partial y_{f}}
\end{array}\right], i=1(1) p
$$

is the $3 \times f$-Jacobian matrix of translation and

$$
\boldsymbol{Z}_{R i}=\frac{\partial a_{i}}{\partial y}=\left[\begin{array}{ll}
\frac{\partial a_{x i}}{\partial y_{1}} & \frac{\partial a_{x i}}{\partial y_{2}} \cdots \cdot \frac{\partial a_{x i}}{\partial y_{f}}  \tag{2.7}\\
\frac{\partial a_{y i}}{\partial y_{1}} & \frac{\partial a_{y i}}{\partial y_{2}} \cdots \cdot \frac{\partial a_{y i}}{\partial y_{f}} \\
\frac{\partial a_{z i}}{\partial y_{1}} & \frac{\partial a_{z i}}{\partial y_{2}} \cdots \cdots \frac{\partial a_{z i}}{\partial y_{f}}
\end{array}\right], i=1(1) p
$$

is the $3 \times f$-Jacobian matrix of rotation. The angular velocity $\overline{\boldsymbol{\omega}}_{\mathbf{i}}$ and the rotational Jacobian matrix $\boldsymbol{\mathcal { F }}_{\mathrm{Ri}}$ are obtained from the corresponding skew-symmetric rotation tensors

$$
\frac{\partial \tilde{\mathbf{a}}_{i}}{\partial t}=\frac{\partial \mathbf{A}_{i}}{\partial t} \cdot \mathbf{A}_{i}^{\top}, \frac{\partial \tilde{\mathbf{a}}_{i}}{\partial \mathbf{y}_{j}}=\frac{\partial \mathbf{A}_{i}}{\partial \mathbf{y}_{j}} \mathbf{A}_{i}^{\top}, \quad \begin{align*}
& i=1(1) p  \tag{2.8}\\
& j=1(1) f
\end{align*}
$$

where

$$
\tilde{a}_{i}=\left[\begin{array}{ccc}
0 & -a_{z i} & a_{y i}  \tag{2.9}\\
a_{z i} & 0 & -a_{x i} \\
-a_{y i} & a_{x i} & 0
\end{array}\right] \text { for } a_{i}=\left[\begin{array}{c}
a_{x i} \\
a_{y i} \\
a_{z i}
\end{array}\right]
$$

and $\mathbf{a}_{\mathrm{i}}$ is a $3 \times 1$-vector. Thus, $\sim$ characterizes the matrix notation of the vector cross product.

## Newton's and Euler's Equation

Newton's equation reads for each rigid body $K_{i}$ with respect to the center of mass $C_{i}$ as

$$
\begin{equation*}
m_{i} \dot{\mathbf{v}}_{i}=f_{i}, \quad i=1(1) p \tag{2.10}
\end{equation*}
$$

where $m_{i}$ is the scalar mass and $f_{i}$ is the $3 \times 1$-force vector including all forces acting on body $K_{i}$. Euler's equation reads for each body $K_{i}$ with respect to $C_{i}$ as
(2.11)

$$
\mathbf{I}_{i} \dot{\omega}_{i}+\tilde{\omega}_{i} \mathbf{I}_{i} \boldsymbol{\omega}_{i}=\mathbf{l}_{i}, \quad i=1(1) p
$$

where $I_{i}$ is the $3 \times 3$ inertia tensor of body $K_{i}$ and $\boldsymbol{l}_{i}$ is the $3 \times 1$-torque vector including all torques acting on body $K_{i}$. The force $\mathbf{f}_{i}$ and the torque $\mathbf{l}_{i}$ depend in forced vibration systems on the generalized coordinates (spring forces), on the generalized velocities (dashpot forces), on the time (actuator forces) and on the constraints

$$
\left.\begin{array}{l}
\mathbf{f}_{i}=f_{B i}(\mathbf{y}, \dot{\mathbf{y}}, \mathrm{t})+\mathbf{f}_{\mathrm{ci}},  \tag{2.12}\\
\mathbf{t}_{\mathrm{i}}=\mathrm{t}_{\mathrm{Bi}}(\mathbf{y}, \dot{\mathbf{y}}, \mathrm{t})+\mathrm{t}_{\mathrm{ci}},
\end{array}\right\} i=1(1) p
$$

where $\mathbf{f}_{\mathrm{Ci}}, \mathbf{l}_{\mathrm{Ci}}$ are due to the constraints.
Introducing (2.5) and (2.12) in (2.10),(2.11) it remains

The $6 p$ scalar equations (2.13) can be summarized in matrix notation

$$
\begin{equation*}
\overline{\mathbf{M}}(\mathbf{y}, t) \ddot{\mathbf{y}}+\overline{\mathbf{g}}(\dot{\mathbf{y}}, \mathbf{y}, \mathrm{t})+\bar{f}_{c}=0 \tag{2.14}
\end{equation*}
$$

where $\bar{M}$ is a $6 p \times f$-mass matrix, $\overline{\mathbf{g}}$ is a $6 p \times 1$-vector fundtron including $\overline{\mathbf{v}}_{i}$ and $\overline{\boldsymbol{\omega}}_{i}$ and $f_{c}$ is the $6 p \times 1$-vector of the
constraint forces and torques. Thus, one gets $6 p$ equations for the $f$ generalized coordinates and $6 p-f$ linear independent constraint forces. Usually, however, the constraint forces are not required and for system order reduction they have, then, to be eliminated. This can be done by the principle of virtual work regarding (2.6), (2.7):

$$
\begin{equation*}
\sum_{i=1}^{p}\left(f_{\mathrm{Ci}}^{\top} \delta \mathbf{r}_{\mathrm{i}}+\mathbf{l}_{\mathrm{Ci}}^{\top} \delta \mathbf{a}_{i}\right)=\delta \mathbf{y}^{\top} \sum_{i=1}^{p}\left(\boldsymbol{\mathcal { F }}_{\mathrm{Ti}}^{\top} \mathbf{f}_{\mathrm{Ci}}+\boldsymbol{\mathcal { F }}_{\mathrm{Ri}}^{\top} \mathbf{l}_{\mathrm{Ci}}\right)=0 \tag{2.15}
\end{equation*}
$$

or

$$
\begin{equation*}
\overline{\boldsymbol{f}}^{\top} \overline{\mathbf{f}}_{c}=0 \tag{2.16}
\end{equation*}
$$

where $\overline{\boldsymbol{F}}^{\top}=\left[\overline{\boldsymbol{F}}_{T_{1}}^{\top} \overline{\boldsymbol{F}}_{T_{2}}^{\top} \ldots \overline{\boldsymbol{F}}_{\mathrm{Rp}-1}^{\top} \overline{\boldsymbol{F}}_{\mathrm{Rp}}^{\top}\right]$ is the global $\mathcal{f} \times 6 \mathrm{p}-\mathrm{Jaco}-$ bian matrix. Then, premultiplying (2.14) by $\overline{\mathcal{F}}^{\top}$, it remains

$$
\begin{equation*}
M(y, t) \ddot{y}+g(\dot{y}, y, t)=0 \tag{2.17}
\end{equation*}
$$

where $M$ is the $\mathcal{F} \mathcal{F}$-symmetric mass matrix and $g$ is a $f \times 1$-vector function.

## Lagrange's equation

Lagrange's equation reads for a system of $p$ rigid bodies as

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial T}{\partial \dot{y}}+\frac{\partial T}{\partial y}=q \tag{2.18}
\end{equation*}
$$

where

$$
\begin{equation*}
T=\frac{1}{2} \sum_{i=1}^{p}\left(v_{i}^{\top} m_{i} v_{i}+\omega_{i}^{\top} I_{i} \omega_{i}\right) \tag{2.19}
\end{equation*}
$$

is the scalar kinetic energy and

$$
\begin{equation*}
\mathbf{q}=\sum_{i=1}^{p}\left(\boldsymbol{\mathcal { F }}_{\mathrm{Ti}}^{\top} \mathbf{f}_{i}+\boldsymbol{\mathcal { F }}_{R i}^{\top} \boldsymbol{l}_{\mathrm{i}}\right) \tag{2.20}
\end{equation*}
$$

is the generalized $f \times 1$-force vector.
As simple as Lagrange's equation is looking as difficult may be the evaluation. This is obvious if (2.5) is introduced in (2.19)

$$
T=\frac{1}{2} \sum_{i=1}^{p}\left(\dot{\mathbf{y}}^{\top} \mathcal{F}_{T i}^{\top} m_{i} \mathcal{F}_{T i} \dot{\mathbf{y}}+2 \dot{\mathbf{y}} \mathcal{F}_{T i} m_{i} \overline{\mathbf{v}}_{i}+\overline{\mathbf{v}}_{i}^{\top} m_{i} \overline{\mathbf{v}}_{i}+\right.
$$

(2.21)

$$
\left.+\dot{\mathbf{y}}^{\top} \boldsymbol{\mathcal { F }}_{\mathrm{Ri}}^{\top} \mathbf{I}_{\mathrm{i}} \boldsymbol{\mathcal { F }}_{\mathrm{Ri}} \dot{\mathbf{y}}+2 \dot{\mathbf{y}} \boldsymbol{\mathcal { F }}_{\mathrm{Ri}} \mathbf{I}_{\mathrm{i}} \overline{\boldsymbol{\omega}}_{\mathrm{i}}+\overline{\boldsymbol{\omega}}_{\mathrm{i}}^{\top} \mathbf{I}_{\mathrm{i}} \overline{\boldsymbol{\omega}}_{\mathrm{i}}\right) .
$$

However, after proceeding through the differentiation of the kinetic energy (2.21), it finally follows from Lagrange's equation (2.18) exactly the same equation of motion (2.17) as obtained via Newton's and Euler's equation. In recent days of digital and electronic computers, therefore, Newton's and Euler's equation seem to be more convenient since only matrix operations are required. Further, Euler's and Newton's equation can be easily extended to moving reference frames (relative motion) as shown by Schiehlen (1972).

## Linearization

Assume equilibrium position $y=0$ and small oscillations in the neighborhood of the equilibrium position. Then, the second and higher order terms in the generalized coordinates can be
neglected and it remains from (2.17)

$$
\begin{equation*}
M \ddot{y}+(D+G) \dot{y}+(K \div \dot{N}) y=h(t) \tag{2.22}
\end{equation*}
$$

Here, $\mathbf{M}, \mathbf{D}$ and $\mathbf{K}$ are symmetric $\boldsymbol{f x f}$-matrices; $\mathbf{G}, \mathbf{N}$ are skew-symmetric $\& \times f$-matrices and $h(t)$ is a $f \times 1$ --forcing vector.

### 2.3 Finite Element Approach

Assume a discrete, mechanical system with finite, flexible elements such as bars, triangles, cubes, etc., Fig. 2.7. Firstly, each element is characterized by $n$ nodes in an arbitrary frame. Then, the stiffness, the internal visecons damping and the inertia of each element are concentrated at the nodes. Applying the principles of mechanics equivalent generalized forces are ob-


Fig.2.7. Discrete mechanical system with flexible elements taine for each element separately

$$
\left.\begin{array}{l}
\mathbf{f}_{\mathrm{K}}=\mathbf{k} \boldsymbol{\varrho},  \tag{2.23}\\
\mathbf{f}_{0}=\mathbf{d} \dot{\boldsymbol{\rho}}, \\
\mathbf{f}_{M}=\mathbf{m} \ddot{\varrho}
\end{array}\right\}
$$

where fare $6 n \times 1$-force vectors, $k, d, m$ are $6 n \times 6 n-m a-$ trices characterizing stiffness, damping and inertia, and $\varrho$ is the $6 \mathrm{n} \times 1$-displacement vector of the considered element. Further, there may be given additional (external) forces f(t) acting on some nodes. Secondly, the forces at all nodes of all elements are summarized in a global matrix equation
$\hat{\mathbf{M}} \ddot{\hat{\varrho}}+\hat{\mathbf{D}} \dot{\hat{\mathbf{e}}}+\hat{\mathbf{K}} \hat{\mathbf{\varrho}}=\hat{\mathbf{f}}$
where $\hat{\mathbf{M}}, \hat{\mathbf{D}}, \hat{\mathbf{K}}$ are diagonal-hyper-matrices and $\hat{\boldsymbol{\varrho}}, \hat{\mathbf{f}}$ are hyper-vectors of corresponding dimension. Thirdly, the kinematic constraints between the elements are regarded by an incidence matrix $\mathbf{A}$ :

$$
\begin{equation*}
\hat{\varrho}=\mathbf{A z} \tag{2.25}
\end{equation*}
$$

where $\mathbf{Z}$ is the displacement vector of the considered (free) system.

The result is a matrix equation of strongly-reduced order
$\overline{\overline{\mathbf{M}}} \ddot{\boldsymbol{z}}+\overline{\bar{D}} \dot{z}+\overline{\bar{K}} z=\overline{\bar{f}}$.

Then, the boundary conditions have to be considered, i. e. the displacement of some essential nodes may be constrained while the corresponding forces are unknown. After the elimination of these reaction forces, finally the equation of motion is obtained:

$$
\begin{equation*}
M \ddot{y}+D y+K y=h(t) \tag{2.27}
\end{equation*}
$$

where $y$ is the $f \times 1$-vector of the generalized node coordinates; $\mathbf{M}, \mathbf{D}, \mathbf{K}$ are symmetric $f \times f$-matrices and $h(t)$ is the $f \times 1$ --forcing function. For more details of the finite element method, usually applied to vibrations of structures, see Zienkiewicz (1971).

### 2.4 Continuous System Approach



Fig.2.8. Continuous mechanical system without any obvious element. Then, for an infinite small element of the continuous system, a partial differential equation can be obtained. in general, the equation reads for a two-dimensional space as

$$
\begin{align*}
\frac{\partial^{2}}{\partial t^{2}} L_{M}[w(x, y, t)]+ & \frac{\partial}{\partial t} L_{D}[w(x, y, t)]+L_{K}[w(x, y, t)]= \\
& =F(x, y, t) \tag{2.28}
\end{align*}
$$

where

$$
\begin{equation*}
L=A_{1}+A_{2} \frac{\partial}{\partial x}+A_{3} \frac{\partial}{\partial y}+A_{4} \frac{\partial^{2}}{\partial x^{2}}+\ldots \tag{2.29}
\end{equation*}
$$

is a linear differential operator, $w(x, y)$ is the displacement at the position $(x, y)$ and $F(x, y, t)$ is the force acting at $(x, y)$. In addition, the boundary conditions have to be satisfied, i.e.,

$$
\begin{equation*}
B[w(x, y, t)]=0 \tag{2.30}
\end{equation*}
$$

where $B$ is another linear differential operator. Then, the solution is approximated by a series

$$
\begin{equation*}
w(x, y, t)=\sum_{r=1}^{t} w_{r}(x, y) y_{r}(t) \tag{2.31}
\end{equation*}
$$

where $w_{r}(x, y)$ are the eigenfunctions of the free, undamped system and $y_{r}(t)$ are generalized coordinates. Introducing (2.31) in (2.28) and recalling that the operators $L$ are linear, one obtains the matrix differential equation

$$
\begin{equation*}
M \ddot{y}+D \dot{y}+K y=h(t) \tag{2.32}
\end{equation*}
$$

where $y$ is the $f \times 1$-vector of the generalized coordinates; $\mathbf{M}, \mathbf{D}, \mathbf{K}$ are constant, symmetric $f \times f$-matrices and $h(t)$ is a $\mathrm{f} \times 1$-forcing vector. For more details on the continuous system approach, often applied to simple machine elements, see Meirovitch (1967).

## 2. 5 State Equation of Vibration Systems

The equation of motion of a forced linear vibration system obtained in the previous three sections has always the typical form featuring the second order equation

$$
\left.\begin{array}{c}
M \ddot{y}(t)+(D+G) \dot{\mathbf{y}}(t)+(K+N) \mathbf{y}(t)=h(t),  \tag{2.33}\\
\dot{\mathbf{y}}\left(t_{0}\right)=\dot{\mathbf{y}}_{0}, \quad \mathbf{y}\left(t_{0}\right)=\mathbf{y}_{0}
\end{array}\right\}
$$

where $y(t)$ is the $f \times 1$-vector of the generalized coordinates, $h(t)$ is the $f \times 1$-vector of the forcing function and $\mathbf{M}, \mathbf{D}, \mathbf{G}$, $\mathbf{K}, \mathbf{N}$ are $f \times f$-matrices. Further, the initial conditions $\mathbf{y}\left(t_{0}\right)$ and $\dot{\mathbf{y}}\left(\mathrm{t}_{0}\right)$ are written for completeness. The matrices in (2.33) can also be interpreted physically: $\mathbf{M}=\mathbf{M}^{\boldsymbol{\top}}$ is the symmetric mass or inertia matrix, $\mathbf{D}=\mathbf{D}^{\top}$ is the symmetric damping matrix usually due to viscous damping, $\mathbf{G}=-\mathbf{G}^{\boldsymbol{\top}}$ is the skewsymmetric gyro-matrix usually due to gyroscopic phenomena in rotating vibration systems, $\mathbf{K}=\mathbf{K}^{\boldsymbol{\top}}$ is the symmetric matrix of conservative forces usually due to springs and $\mathbf{N}=-\mathbf{N}^{\top}$ is the skew-symmetric matrix of non-conservative forces sometimes due to damping in rotating systems. However, if there are active servomechanisms within the system, this interpretation may be not true. For constant matrices $\mathbf{M}, \mathbf{D}, \mathbf{G}, \mathbf{K}, \mathbf{N}$, the vibration system is called time-invariant. This will be assumed in the following throughout.

In addition to the second order equation, the first order state equation is essential

$$
\begin{equation*}
\dot{x}(t)=A x(t)+f(t), \quad x\left(t_{0}\right)=x_{0} \tag{2.34}
\end{equation*}
$$

where

$$
x(t)=\left[\begin{array}{l}
y(t)  \tag{2.35}\\
\dot{y}(t)
\end{array}\right]
$$

is the $n \times 1$-state vector,
(2.36)

$$
f(t)=\left[\begin{array}{c}
0 \\
M^{-1} h(t)
\end{array}\right]
$$

is the $n \times 1$-forcing vector and
(2.37)

$$
A=\left[\begin{array}{c|c}
0 & E \\
\hline-M^{-1}(K+N) & -M^{-1}(D+G)
\end{array}\right]
$$

is the $n \times n$-system matrix. Here, 0 is the $f \times f$-zero matrix and $E$ is the $f \times f$-unit matrix. The dimension of the first order system is $n=2 f$. The first order state equation often allows the direct application of computer-minded algorithms for vibration analysis.

### 2.6 Examples

The state equations will be specified for an automobile suspension and a centrifuge using the multi-body approach. These examples will also be employed in the next chapters for illustration.

Example 2.1: Automobile wheel suspension
The automobile suspension is modeled by a two-body system, Fig. 2.9.

Only vertical vibratioss will be considered. Then, the small oscillations $y_{1}, y_{2}$ in the neighborhood of the equilibrium position are immediately generalized


Fig.2.9. Automobile wheel suspension model coordinates and Newton's equation (2.10) results in the following second order state equations

$$
\left.\begin{array}{l}
m_{1} \ddot{y}_{1}=-c_{1}\left(y_{1}-y_{2}\right)-d_{1}\left(\dot{y}_{1}-\dot{y}_{2}\right)  \tag{2.38}\\
m_{2} \ddot{y}_{2}=c_{1}\left(y_{1}-y_{2}\right)+d_{1}\left(\dot{y}_{1}-\dot{y}_{2}\right)-c_{2}\left(y_{2}-y_{e}\right)
\end{array}\right\}
$$

The parameters $m_{i}, c_{i}, d_{i}, i=1,2$ follow from Fig. 2.9 and the road is generating the forcing coordinate $y_{e}(t)$. Introducing the vector
(2.39)

$$
\mathbf{y}=\left[\begin{array}{ll}
y_{1} & y_{2}
\end{array}\right]^{\top}
$$

and the forcing vector
(2.40)

$$
h=\left[\begin{array}{ll}
0 & c_{2} \\
y_{e}
\end{array}\right]^{\top}
$$

the matrix equation (2.33) is obtained

$$
M \ddot{y}(t)+D \dot{y}(t)+K y(t)=h(t)
$$

where
(2.41) $\quad \mathbf{M}=\left[\begin{array}{cc}m_{1} & 0 \\ 0 & m_{2}\end{array}\right], \quad \mathbf{D}=\left[\begin{array}{cc}d_{1} & -d_{1} \\ -d_{1} & d_{1}\end{array}\right], \quad K=\left[\begin{array}{cc}c_{1} & -c_{1} \\ -c_{1} & c_{1}+c_{2}\end{array}\right]$
are symmetric, constant $2 \times 2$-matrices. Further, the first order state equation (2.34) reads as

$$
\dot{x}(t)=A x(t)+f(t)
$$

where
(2.42)

$$
f(t)=\left[\begin{array}{llll}
0 & 0 & 0 & \frac{c_{2}}{m_{2}} y_{e} \tag{2.43}
\end{array}\right]
$$

$$
\mathbf{A}=\left[\begin{array}{cc|cc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\hline-\frac{c_{1}}{m_{1}} & \frac{c_{1}}{m_{1}} & -\frac{d_{1}}{m_{1}} & \frac{d_{1}}{m_{1}} \\
\frac{c_{1}}{m_{2}} & -\frac{c_{1}+c_{2}}{m_{2}} & \frac{d_{1}}{m_{2}} & -\frac{d_{1}}{m_{2}}
\end{array}\right]
$$

Consider that the submatrices of $\mathbf{A}$ in (2.44) are non-symmetric.

Example 2.2: Centrifuge
The centrifuge is modeled by one rotating body,
Fig. 2.10. The center of mass $C$ is assumed to be fixed within the bearing. Then, the small Euler angles $\phi, \theta, \widetilde{\psi}$ are generalized coordinates while the large Euler angle $\psi=\Omega$ t represents the spin motion where $\Omega$ is the constant spin rate. The rotation matrix (2.2) reads as


Fig.2.10. Centrifuge
$\mathbf{A}_{1}=\left[\begin{array}{ccc}\left(1-\frac{1}{2} \Theta^{2}\right) \cos \Omega t & -\left(1-\frac{1}{2} \Phi^{2}\right) \sin \Omega t & \theta \\ \left(1-\frac{1}{2} \Phi^{2}\right) \sin \Omega t & \left(1-\frac{1}{2} \Phi^{2}\right) \cos \Omega t & \\ +\Phi \theta \cos \Omega t & -\Phi \theta \sin \Omega t & -\Phi \\ \Phi \sin \Omega t-\theta \cos \Omega t & \Phi \cos \Omega t+\theta \sin \Omega t & 1-\frac{1}{2} \Phi^{2}-\frac{1}{2} \theta^{2}\end{array}\right]$,

$$
\begin{equation*}
\Phi, \Theta \ll 1 \tag{2.45}
\end{equation*}
$$

The Jacobian matrix (2.7) follows as
(2.46) $\quad \boldsymbol{F}_{R}=\left[\begin{array}{rrr}1 & 0 & \theta \\ 0 & 1 & -\phi \\ 0 & \phi & 1\end{array}\right]$
where generalized coordinate vector

$$
\eta=\left[\begin{array}{lll}
\phi & \theta & \tilde{\psi} \tag{2.47}
\end{array}\right]^{\top}
$$

has been used. Further, it is from (2.45) by (2.5) the angular velocity
(2.48)

$$
\omega=\left[\begin{array}{c}
\dot{\phi}+\Omega \theta \\
\dot{\theta}-\Omega \phi \\
\Omega+\dot{\widetilde{\psi}}
\end{array}\right]
$$

Now, Euler's equation has to be applied. The inertia tensor of the symmetric centrifuge is in the body-fixed frame 1 assumed as
(2.49) $\quad, I=\left[\begin{array}{ccc}\mathrm{I}_{x} & 0 & 0 \\ 0 & \mathrm{I}_{\mathrm{x}} & \mathrm{I}_{\mathrm{yz}} \\ 0 & \mathrm{I}_{\mathrm{yz}} & \mathrm{I}_{\mathrm{z}}\end{array}\right], \quad \mathrm{I}_{\mathrm{yz}} \ll \mathrm{I}_{\mathrm{x}}, \mathrm{I}_{\mathrm{z}}$.

In the inertial frame I it yields

$$
\mathbf{I}=\mathbf{A}_{1} \cdot{ }_{\mathrm{J}} \mathbf{I} \cdot \mathbf{A}_{1}^{\top}=\left[\begin{array}{ccc}
\mathrm{I}_{\mathrm{x}} & 0 & \left(\mathrm{I}_{\mathrm{z}}-\mathrm{I}_{\mathrm{x}}\right) \theta-\mathrm{I}_{\mathrm{yz}} \sin \Omega \mathrm{t}  \tag{2.50}\\
0 & \mathrm{I}_{\mathrm{x}} & -\left(\mathrm{I}_{\mathrm{z}}-\mathrm{I}_{\mathrm{x}}\right) \phi+\mathrm{I}_{\mathrm{yz}} \cos \Omega \mathrm{t} \\
\left(\mathrm{I}_{\mathrm{z}}-\mathrm{I}_{\mathrm{x}}\right) \theta & -\left(\mathrm{I}_{\mathrm{z}}-\mathrm{I}_{\mathrm{x}}\right) \phi & \\
-\mathrm{I}_{\mathrm{yz}} \sin \Omega \mathrm{t} & +\mathrm{I}_{\mathrm{yz}} \cos \Omega \mathrm{t} & \mathrm{I}_{\mathrm{z}}
\end{array}\right]
$$

where the transformation law for tensors in Cartesian frames is used. Further, the external torques by spring and dashpot of the suspension are given by

$$
I=-\left[\begin{array}{c}
c \phi  \tag{2.51}\\
c \theta \\
0
\end{array}\right]-\left[\begin{array}{c}
d \dot{\phi} \\
d \dot{\theta} \\
0
\end{array}\right]
$$

Introducing (2.48), (2.50) and (2.51) in (2.11) it remains

$$
\left.\begin{array}{rl}
\mathrm{I}_{\mathrm{x}} \ddot{\phi}+\mathrm{d} \dot{\phi}+\mathrm{c} \phi+\mathrm{I}_{\mathrm{z}} \Omega \dot{\theta} & =\mathrm{I}_{\mathrm{yz}} \Omega^{2} \cos \Omega \mathrm{t}, \\
\mathrm{I}_{\mathrm{x}} \ddot{\theta}+\mathrm{d} \dot{\theta}+\mathrm{c} \theta-\mathrm{I}_{\mathrm{z}} \Omega \dot{\phi} & =\mathrm{I}_{\mathrm{yz}} \Omega^{2} \sin \Omega \mathrm{t}  \tag{2.52}\\
\mathrm{I}_{\mathrm{z}} \cdot 0 & =0 .
\end{array}\right\}
$$

Premultiplying (2.52) by $\boldsymbol{F}_{R}^{\top}$, the first two equations of (2.52) are obtained as essential equations. In matrix form, it follows with $y=\left[\begin{array}{ll}\phi & \theta\end{array}\right]^{\top}$

$$
\begin{equation*}
\ddot{y}(t)+(\delta E+\omega S) \dot{y}(t)+k y(t)=h(t) \tag{2.53}
\end{equation*}
$$

where the abbreviations
(2.54) $\quad k=\frac{c}{I_{x}}, \delta=\frac{d}{I_{x}}, \omega=\frac{I_{z} \Omega}{I_{x}}$,
the skew-symmetric matrix
(2. 5.5 )

$$
S=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

and the periodic forcing vector

$$
h(t)=\left[\begin{array}{l}
\frac{I_{y z}}{I_{x}} \Omega^{2}  \tag{2.56}\\
\cos \Omega t \\
\frac{I_{y z}}{I_{z}} \Omega^{2} \\
\sin \Omega t
\end{array}\right]
$$

are used.
The first order state equation is trivial since $M=E$ and it will not be listed here.

## CHAPTER 3

General Solution of Linear Vibration Systems

As shown in the previous chapter each finite dimensional linear (or linearized) dynamical mechanical system can be represented in state space notation by a set of $n$ first order differential equations

$$
\begin{equation*}
\dot{x}(t)=A(t) x(t)+f(t), \quad x\left(t_{0}\right)=x_{0}, \tag{3.1}
\end{equation*}
$$

where $x$ is the $n \times 1$ state vector, $A$ the $n \times n$ system matrix, and $f$ the $n \times 1$ forcing vector. In this chapter the general solution of (3.1) and its properties are briefly reviewed in the case of a time-invariant system matrix $\mathbf{A}(t)=\mathbf{A}=$ constant.

### 3.1 Solution by the State Transition Matrix

The linear time invariant homogeneous system

$$
\begin{equation*}
\dot{x}(t)=A x(t) \tag{3.2}
\end{equation*}
$$

has a fundamental set of $n$ linearly independent solutions $\varphi_{1}(t), \ldots, \varphi_{n}(t)$ satisfying the differential equation (3.2),

$$
\begin{equation*}
\dot{\varphi}_{i}(t)=A \varphi_{i}(t), \quad i=1(1) n, \tag{3.3}
\end{equation*}
$$

and the initial conditions

$$
\begin{equation*}
\boldsymbol{\varphi}_{i}(0)=e_{i}, \quad i=1(1) n, \tag{3.4}
\end{equation*}
$$

where $e_{i}$ is the $i$-th unit vector of the $n$-dimensional vector space. Arranging these solutions $\boldsymbol{\varphi}_{i}(\mathrm{t})$ as the n columns of a matrix the state transition matrix (fundamental matrix) for (3.2) is obtained́

$$
\begin{equation*}
\Phi(t)=\left[\varphi_{1}(t) \varphi_{2}(t) \ldots \varphi_{n}(t)\right] \tag{3.5}
\end{equation*}
$$

Obviously, $\boldsymbol{\Phi}(\boldsymbol{t})$ satisfies the matrix differential equation

$$
\begin{equation*}
\dot{\Phi}(t)=A \Phi(t), \quad \Phi(0)=E . \tag{3.6}
\end{equation*}
$$

The unique solution of (3.6) is formally given by a converging infinite power series defining the exponential function of the matrix At:

$$
\begin{equation*}
\Phi(t)=e^{A t}=\sum_{i=0}^{\infty} \frac{(A t)^{i}}{i!} . \tag{3.7}
\end{equation*}
$$

Then, following properties of $\boldsymbol{\Phi}(\boldsymbol{t})$ can be proved

$$
\begin{equation*}
\boldsymbol{\Phi}\left(\mathrm{t}_{1}+\mathrm{t}_{2}\right)=\boldsymbol{\Phi}\left(\mathrm{t}_{1}\right) \boldsymbol{\Phi}\left(\mathrm{t}_{2}\right) \tag{3.8}
\end{equation*}
$$

$$
\begin{equation*}
\Phi^{-1}(t)=\Phi(-t) \tag{3.9}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{det} \Phi(t)=e^{t \cdot \operatorname{tr} A} \tag{3.10}
\end{equation*}
$$

where det and $t r$ means determinant and trace of a matrix. Using the fundamental matrix (3.5) the general solution of (3.2) can be written as

$$
\begin{equation*}
x(t)=\sum_{i=1}^{\pi} \varphi_{i}(t) x_{i 0}=\Phi(t) x_{0} \tag{3.11}
\end{equation*}
$$

where $X_{0}=\left[x_{i 0}\right]$ is an arbitrary initial vector of the dynamical system $X_{0}=X(0)$.

Now the inhomogeneous equation

$$
\begin{equation*}
\dot{x}(t)=A x(t)+f(t), \quad x(0)=x_{0} \tag{3.12}
\end{equation*}
$$

is considered. The general solution of (3.12) is given by superposition of the general solution (3.11) of the homogeneous system (3.2) and of a particular integral of (3.12). This particular solution is constructed by the method of variation of constants. This result in the unique general solution of (3.12)

$$
\begin{equation*}
\mathbf{x}(\mathrm{t})=\boldsymbol{\Phi}(\mathrm{t}) \mathrm{x}_{0}+\int_{0}^{\mathrm{t}} \boldsymbol{\Phi}(\mathrm{t}-\tau) \mathbf{f}(\tau) \mathrm{d} \tau \tag{3.13}
\end{equation*}
$$

The state transition matrix is the fundamental concept for the solution of linear differential equations. But the solution of linear time-invariant dynamic̣al systems can be characterized algebraically by eigenvalues and eigenvectors, too. They will lead to a second computation algorithm for the fundamental matrix.

### 3.2 Eigenvalues, Eigenvectors, Normal Coordinates

Looking for invariant modes of the homageneous system (3.2) the statement
(3.14)

$$
x(t)=\tilde{x} e^{\lambda t}
$$

leads to the eigenvalue-eigenvector problem

$$
\begin{equation*}
(\lambda \mathbf{E}-\mathbf{A}) \tilde{\mathbf{x}}=0 \tag{3.15}
\end{equation*}
$$

For a nontrivial solution of (3.15) the characteristic matrix ( $\lambda E-\mathbf{A}$ ) has to be singular or $\lambda$ has to be a zero of the characteristic polynomial of $\mathbf{A}$,

$$
\begin{equation*}
p(\lambda)=\operatorname{det}(\lambda E-A)=\lambda^{n}+a_{1} \lambda^{n-1}+\ldots+a_{n-1} \lambda+a_{n}=0 . \tag{3.16}
\end{equation*}
$$

Such zeros $\lambda=\lambda_{i}, i=1(1) n$, are called the eigenvalues of $A$, and the corresponding nontrivial solution vectors $\tilde{\mathbf{x}}=\mathbf{x}_{\boldsymbol{i}}$ are (right) eigenvectors of $\mathbf{A}$. (Left eigenvectors arise in the problem $\left.\tilde{\mathbf{x}}^{\top}(\lambda \mathbf{E}-\mathbf{A})=0\right)$.

The coefficients $a_{i}$ of the characteristic polynomial associated with a real matrix $\mathbf{A}$ are real values. In particular, the rebalions

$$
\begin{equation*}
a_{1}=-\operatorname{tr} \mathbf{A}, \quad a_{n}=(-1)^{n} \operatorname{det} \mathbf{A} \tag{3.17}
\end{equation*}
$$

hold. Furthermore, if a complex eigenvalue $\lambda_{k}$ exists,

$$
\begin{equation*}
\lambda_{k}=-\delta_{k}+i \omega_{k} \tag{3.18}
\end{equation*}
$$

the conjugate complex value $\bar{\lambda}_{K}=-\delta_{K}-i \omega_{K} \quad$ is also an eigenvalue. Likewise, corresponding eigenvectors are complex and conjugate complex, respectively.

Eigenvectors associated with distinct eigenvalues are linearly independent. In the case of multiple eigenvalues one has to distinguish between the multiplicity $\mu_{i}$ of the root $\lambda_{i}$ of (3.16) and of the nullity $\boldsymbol{\nu}_{\mathrm{i}}$, i.e. the number of the linearly independent solutions of (3.15), $\boldsymbol{\nu}_{\mathrm{i}}=\boldsymbol{n}-\operatorname{rank}\left(\lambda_{i} E-A\right)$. The multiplicity of an eigenvalue is not less than its nullity $1 \leqslant \nu_{i} \leqslant \mu_{i}$.
a) Simple matrices: $\boldsymbol{\nu}_{i_{i}}=\mu_{\boldsymbol{\mu}_{\mathrm{i}}}$ for all $\boldsymbol{\lambda}_{\mathrm{i}}$ -

For each eigenvalue $\lambda_{i}$ there exist $\mu_{i}$ linearly independent eigenvectors $\mathbf{x}_{\mathbf{i}}$. Arranging all eigenvectors as columns of a (regular) modal matrix

$$
\begin{equation*}
X=\left[x_{1}\left|x_{2}\right| \ldots \mid x_{n}\right] \tag{3.19}
\end{equation*}
$$

and defining a diagonal matrix $\boldsymbol{\Lambda}$ of the eigenvalues $\lambda_{i}$,

$$
\begin{equation*}
\Lambda=\operatorname{diag}\left[\lambda_{1}, \ldots, \lambda_{n}\right] \tag{3.20}
\end{equation*}
$$

the complete solution of the eigen-problem (3.15) is compactly written

$$
\begin{equation*}
A X=X \Lambda \tag{3.21}
\end{equation*}
$$

which is equivalent to the similarity transformation of $\mathbf{A}$ by $\mathbf{X}$ :
(3.22)

$$
\mathbf{X}^{-1} \mathbf{A} \mathbf{X}=\boldsymbol{\Lambda}
$$

The linear modal transformation

$$
\begin{equation*}
x(t)=X \bar{x}(t) \tag{3.23}
\end{equation*}
$$

applied to the homogeneous system (3.2) results in a decoupled representation of the dynamical system

$$
\begin{equation*}
\dot{\bar{x}}(t)=\Lambda \bar{x}(t) \tag{3.24a}
\end{equation*}
$$

or

$$
\begin{equation*}
\dot{\bar{x}}_{i}(t)=\lambda_{i} \bar{x}_{i}(t), \quad i=1(1) n . \tag{3.24b}
\end{equation*}
$$

Therefore, the eigenvectors form a basis of so-called normai coordinates of (3.2).

Usually, most of the eigenvalues $\lambda_{i}$ in (3.24b) will be complex. For physical interpretation of the results a real analogue of (3.24b) is prefered. For this purpose, the decoupled complex differential equations ( 3.24 b ) for each pair of complex and conjugate complex eigenvalues can be transformed into a real differential equation of second order. From $\dot{\bar{x}}_{K}=\left(-\delta_{K}+i \omega_{K}\right) \bar{x}_{K}$ and $\dot{\bar{x}}_{K+1}=\left(-\delta_{K}-i \omega_{K}\right) \bar{x}_{K+1}$ it follows with

$$
\overline{\bar{x}}_{k}=\bar{x}_{k}+\bar{x}_{k+1},
$$

$$
\begin{equation*}
\overline{\bar{x}}_{k+1}=i\left(\bar{x}_{k}-\bar{x}_{k+1}\right) \tag{3.25}
\end{equation*}
$$

the differential equations

$$
\begin{align*}
& \dot{\overline{\bar{x}}}_{k}=-\delta_{k} \overline{\bar{x}}_{k}+\omega_{k} \overline{\bar{x}}_{k+1} \\
& \dot{\overline{\bar{x}}}_{k+1}=-\omega_{k} \overline{\bar{x}}_{k}-\delta_{k} \overline{\bar{x}}_{k+1} \tag{3.26a}
\end{align*}
$$

or equivalently

$$
\begin{equation*}
\ddot{\overline{\mathrm{x}}}_{\mathrm{K}}+2 \delta_{\mathrm{K}} \dot{\overline{\mathrm{x}}}_{\mathrm{K}}+\left(\delta_{\mathrm{K}}^{2}+\omega_{\mathrm{K}}^{2}\right) \overline{\overline{\mathrm{x}}}_{\mathrm{K}}=0 \tag{3.26b}
\end{equation*}
$$

While the transformation (3.23) of $\overline{\mathbf{x}}$ to $\mathbf{x}$ is generated in the case of complex eigenvalues by the complex eigenvectors $X_{K}=X_{K R}+X_{K I}, X_{K+1}=X_{K R}-i X_{K I}$, the transformation

$$
\begin{equation*}
x(t)=\bar{X} \overline{\bar{x}}(t) \tag{3.27}
\end{equation*}
$$

of $\overrightarrow{\bar{x}}$ to $\boldsymbol{x}$ is generated by the real column vectors $\mathbf{X}_{K R}$ and $\mathbf{X}_{\text {KI }}$ summarized by the real matrix $\overline{\mathbf{X}}$.
b) Defective matrices: $\boldsymbol{\nu}_{i} \leq \mu_{i}$ for at least one eigenvalue: $\boldsymbol{\lambda}_{i}$ For at least one eigenvalue $\boldsymbol{\lambda}_{i}$ there exist only $\boldsymbol{\nu}_{i}<\mu_{i}$ linearly independent eigenvectors

$$
\mathbf{x}_{\mathrm{i}_{1}}, \ldots, \mathbf{x}_{\mathrm{i}_{\boldsymbol{v}_{i}}}
$$

To get a modal transformation similar to (3.19) the missing $\mu_{i}-\boldsymbol{\nu}_{\mathrm{i}}$ linearly independent vectors are determined by recursive linear equations

$$
\begin{equation*}
\left(\lambda_{i} E-\mathbf{A}\right) \mathbf{x}_{i_{k}}^{(j)}=-x_{i_{k}}^{(j-1)} \tag{3.28}
\end{equation*}
$$

$$
j=2, \ldots, \varrho \quad x_{i_{k}}^{(1)}=x_{i_{k}}, \quad K=1(1) \nu_{i}
$$

breaking off for $j=\varrho_{K}$ since $j=\varrho_{K}+1$ does not yield a solution vector. These generalized eigenvectors $X_{i_{k}}{ }^{(j)}$ supplement the usual eigenvectors $\mathbf{X}_{\boldsymbol{i}}$ to a complete basis of an eigenspace associated with the eigenvalue $\lambda_{i}$. Then, the generalized modal matrix $\mathbf{X}$ is given by $s$ block matrices related to the s distinct eigenvalues $\lambda_{i}$ :

$$
\begin{equation*}
X=\left[X_{1}|\ldots| X_{s}\right] \tag{3.29}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{X}_{i}=\left[\mathbf{x}_{i_{1}}|\ldots| \mathbf{x}_{i_{v_{i}}}\right]=\left[\mathbf{x}_{i_{1}}\left|\mathbf{x}_{i_{1}}^{(2)}\right| \ldots\left|\mathbf{x}_{i_{1}}^{\left(e_{1}\right)}\right| \ldots\left|\mathbf{x}_{i_{v_{i}}}\right| \mathbf{x}_{i_{v_{i}}}^{(2)}|\ldots| \mathbf{x}_{i_{v_{i}}}^{\left(\ell_{v_{i}}\right)}\right] . \tag{3.30}
\end{equation*}
$$

The corresponding similarity transformation represents the system matrix $\mathbf{A}$ in the Jordan canonical form:

$$
\begin{equation*}
X^{-1} A X=J=\operatorname{diag}\left[\ldots ; j_{i_{1}}, \ldots, \boldsymbol{j}_{i_{v_{i}}} ; \ldots\right] \tag{3.31}
\end{equation*}
$$

where the bPock diagonal elements are

$$
\boldsymbol{J}_{i_{k}}=\left[\begin{array}{ccccc}
\lambda_{i} & 1 & 0 & \cdots & 0  \tag{3.32}\\
& \ddots & \ddots & 0 \\
& & \ddots & \ddots & \vdots \\
& & \ddots & \ddots & \\
& & & \ddots & 1 \\
& & & & \lambda_{i}
\end{array}\right]_{\left(o_{k} \times \Omega_{k}\right)}
$$

In contrast to simple matrices (Case a) the Jordan canonical form of defective matrices is not a diagonal matrix but a matrix consisting of the $\lambda_{i}$ 's in the diagonal and certain " 1 " in the first upper off-diagonal. Further details will be found in the books of Zurmuhl [1964] and Lancaster [1969].

### 3.3 Solution by Eigenvalues and Eigenvectors

The similarity transformation $\mathbf{X}(t)=\mathbf{X} \overline{\mathbf{x}}(\mathrm{t})$. with the modal matrix (3.29) transfers the representation (3.2) of a linear time-invariant dynamical system in its Jordan canonical representation

$$
\begin{equation*}
\dot{\bar{x}}(t)=J \bar{x}(t), \quad \bar{x}(0)=X^{-1} x(0) . \tag{3.33}
\end{equation*}
$$

The state transition matrix of this system is given by

$$
\begin{equation*}
\bar{\Phi}(t)=e^{J t}=\operatorname{diag}\left[\ldots, e^{d_{i} t}, \ldots, e^{J_{i_{i}} t} ; \ldots\right] \tag{3.34}
\end{equation*}
$$

where

$$
e^{\partial_{i} t}=e^{\lambda_{i} t}\left[\begin{array}{cccccc}
1 & \frac{t}{1!} & \frac{t^{2}}{2!} & \cdots \cdots & \cdots & \frac{t^{2_{k}-1}}{\left(e_{k}-1\right)!}  \tag{3.35}\\
& 1 & \frac{t}{1!} & \ddots & \ddots & \vdots \\
& & 1 & \ddots & \ddots & \frac{t^{2}}{2!} \\
& & & \ddots & \ddots & \ddots \\
& & & \ddots & \frac{t}{1!} \\
& & & & \ddots & 1
\end{array}\right] .
$$

Backtransformation to the original system (3.2) yields

$$
\begin{equation*}
\Phi(t)=X e^{\partial t} X^{-1} \tag{3.36}
\end{equation*}
$$

In the case of simple matrices, $\boldsymbol{J}=\boldsymbol{\Lambda}$, the expression (3.36) of $\Phi(t)$ reduces

$$
\begin{equation*}
\Phi(t)=X e^{\Lambda t} X^{-1}, \quad e^{\Lambda t}=\operatorname{diag}\left(e^{\lambda_{i} t}\right) . \tag{3.37}
\end{equation*}
$$

Then, the general solution of the homogeneous differential equation (3.2) may be written in terms of eigenvalues and eigenvectors,

$$
\begin{equation*}
x(t)=\sum_{i=1}^{n} c_{i} x_{i} e^{\lambda_{i} t} \tag{3.38}
\end{equation*}
$$

where the coefficients $c_{i}$ are related to the initial condition $\mathbf{x}(0)=x_{0}$ by

$$
\begin{equation*}
c=\left[c_{i}\right]=X^{-1} x_{0} . \tag{3.39}
\end{equation*}
$$

In general, the calculation of the solution $\mathbf{x}(t)$ or equivalently of the fundamental matrix $\boldsymbol{\Phi}(t)$ is reduced to the calculation of the elementary solutions $X_{i_{k}} e^{\boldsymbol{J i}_{\mathrm{i}}{ }^{t}}$ characterizing the eigenmodes of the system. The general solution is a linear combination of the elementary solutions represented in normal coordinates. Therefore, the dynamical behaviour of system (3.2) is completely characterized by the state transition matrix $\Phi(t)$ as shown in (3.11) or equivalently by the eigenvalues and (generalized) eigenvectors as shown e.g. in (3.38). Both concepts are connected by (3.36).

## CHAPTER IV

## Boundedness and Stability

The general solution of a vibration system has been found in chapter 3 for a given initial condition and a given forcing function. In technical applications, however, initial condition and forcing function are sometimes not exactly known, they are only specified as elements of a set of possible initial conditions or a family of forcing functions. Then, the behavior of the vibration system can be characterized by the qualitative properties of boundedness and stability.

Although most people have an intuitive feeling as to what stability means, the concept is very subtle, and rigorous definitions are necessary. They are discussed in section 4.1. This chapter is based on references by Cesari (1963), Lehn igk (1966), M\&ller (1974), Willems (1970).

## 4. 1 Definitions

The concept of stability for general time-dependent non-linear systems is very complex. A very largenumber of definitions exists; only the most useful ones will be discussed in this section. Furthermore, this discussion will be restricted to finite-dimensional linear systems with constant sys-
tem matrices,

$$
\begin{equation*}
\dot{x}(t)=A x(t)+f(t), \quad x(0)=x_{0} . \tag{4.1}
\end{equation*}
$$

Basically the definitions can be divided in three classes. The first class of stability definitions deals with the response of forced systems to various inputs $f(t)$. The second class concerns the boundedness behavior of forced systems with a given input $\mathbf{f}(t)$. The third class of stability definitions is related to the motions of free systems with respect to the initial conditions.

Definition 4.1: BIBO stability

The dynamical system (4.1) is called bounded-input-bounded-output (BIBO) stable if any bounded input $f(t)$ produces a bounded output $\mathbf{x}(\mathrm{t})$, regardless of the bounded initial state $\mathbf{x}_{0}$.

Definition 4.2: Boundedness (stability in the sense of Lagrange)

The dynamical system (4.1) is called bounded or Lagrange stable, with respect to a given input $f(t)$, if the output $X(t)$ is bounded, regardless of the (bounded) initial state $x_{0}$

Definition 4.3: Stability in the sense of Lyapunov

The equilibrium state $x=0$ of the free system

$$
\begin{equation*}
\dot{x}(t)=A x(t), \quad x(0)=x_{0} \tag{4.2}
\end{equation*}
$$

is called stable (in the sense of Lyapunov) if for any positive $\varepsilon$ there exists a positive $\delta=\delta(\varepsilon)$ such that

$$
\begin{equation*}
\left\|x_{0}\right\|<\delta \tag{4.3}
\end{equation*}
$$

implies

$$
\begin{equation*}
\|x(t)\|<\varepsilon \tag{4.4}
\end{equation*}
$$

for all $t \geqslant 0$.

Definition 4.4: Asymptotic stability

The equilibrium state $X=0$ of the free system (4.2) is called asymptotically stable if it is stable and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} x(t)=0 \tag{4.5}
\end{equation*}
$$

In engineering language, the concept of stability in the sense of Lyapunov can be interpreted as follows: if a system is displaced from the eqiulibrium state, then its motion remains in a corresponding neighborhood of the equilibrium state. Asymptotic stability is stronger: it requires in addition that the mom
tion returns to the equilibrium after perturbation.
The definitions 4.3 and 4.4 are not concerned with properties of systems, but of equilibrium solutions of the system equation. However, in the case of linear systems (4.2), the stability of each motion can be reduced to the stability of the equilibrium solution. Hence, linear systems can be classified as stable or asymptotically stable systems depending on the stability of the equilibrium state.

The free system (4.2) is said to be unstable if it is not stable.

For technical reasons not only stability with respect to perturbations in the initial conditions is of interest but even more the behavior of the system with respect to external disturbances. Therefore, BIBO stability has to be investigated too. For linear systems some very interesting results have been obtained on the relationship between different types of stability. These are discussed in the next section.

### 4.2 Criteria of Boundedness and of BIBO Stability

Obviously, BIBO stability implies boundedness and asymptotic stability implies stability. More interesting is the relationship between asymptotic stability and BIBO stability.

Theorem 4.1: BIBO and asymptotic stability (I)
The forced linear dynamical system (4.1) is BIBO stable if and only if the free linear dynamical system (4.2) is asymptotically stable.

The exact proof is omitted, but following considerations may be helpful for a plausible explanation of theorem 4.1. If the system (4.1) is BIBO stable, the system (4.2) must be at least stable for $f=0$. But if (4.2) is only stable a periodic bounded vector function $f(t)$ always exists such that the motion $X(t)$ of (4.2) will be unbounded (see section 6.2). Therefore, the system must be asymptotically stable. In the opposite, if the free system is asymptotically stable, the fundamental matrix $\boldsymbol{\Phi}(\mathrm{t})$ is exponentially bounded,

$$
\|\Phi(t)\|<c_{1} e^{-c_{2} t}, \quad c_{i}>0, \quad i=1,2,
$$

(see section 4.3.1) and the general solution of (4.1), given by equation (3.13), satisfies the inequality

$$
\begin{gathered}
\|\mathbf{x}(\mathrm{t})\| \leqslant\|\boldsymbol{\Phi}(\mathrm{t})\|\left\|\mathbf{x}_{0}\right\|+\int_{0}^{\mathrm{t}}\|\boldsymbol{\Phi}(\mathrm{t}-\tau)\|\|\mathbf{f}(\tau)\| \mathrm{d} \tau \\
\leqslant c_{1}\left\|\mathrm{x}_{0}\right\|+\mathrm{c}_{1} \mathrm{c}_{3} \int_{0}^{\mathrm{t}} \mathrm{e}^{-c_{2}(\mathrm{t}-\tau)} \mathrm{d} \tau \\
\leqslant c_{1}\left\|\mathbf{x}_{0}\right\|+\frac{c_{1} c_{3}}{c_{2}}
\end{gathered}
$$

where $\|f(t)\|<c_{3}$ : a bounded input produces a bounded output. The forced system is BIBO stable.

Often the forcing vector function $f(t)$ is restricted to $r(<n)$ functions $u_{i}(t)$ :

$$
\begin{equation*}
f(t)=B u(t) . \tag{4.6}
\end{equation*}
$$

where $\mathbf{u}(t)=\left[u_{i}(t)\right]$ is a $r$-dimensional vector and $B a n \times r-m a$ trix, e.g. ior itiechanical systerrs $f(t)=\left[0 \mid M^{-1}\right]^{\top} h(t)$. Then theorem 4.1 is not valid. But a slight modification results in a similar theorem.

Theorem 4.2: BIBO and asymptotic stability (II)
Asymptotic stability of (4.2) implies BIBO stability of the dynamical system
(4.7) $\quad \dot{x}(t)=A x(t)+B u(t), \quad x(0)=x_{0}$.

BIBO stability of (4.7) implies stability of (4.2). Moreover, if (4.7) is completely controllable, i.e.
(4.8)
rank $[\mathbf{B} \mid A B$
$\mathbf{A}^{2} \mathbf{B}|\ldots|$
$\left.A^{n-1} B\right]=n$
(see Appendix A), BIBO stability of (4.7) implies asymptotic stability of (4.2).

Finally, if the forcing vector function is restricted to a given $f(t)$ two relations of stability and boundedness can be established.

Theorem 4.3: Boundedness and asymptotic stability
Asymptotic stability of (4.2) implies boundedness of (4.1).

This theorem follows obviously by the definitions and by theorem 4.1.

Theorem 4.4: Boundedness and stability
Boundedness of (4.1) implies stability of (4.2).
Vice versa, stability does not imply boundedness; this depends on the given type of forcing function: (i) In the case of a bounded periodic function $f(t)=f(t+T)$ stability of (4.2) implies boundedness of (4.1) if and only if the frequencies given by the purely imaginary eigenvalues of $\mathbf{A}$ do not coincide with the frequencies of the nonvanishing Fourier terms of $f(t)$; (ii) in the case of forcing functions bounded by $\int_{0}^{\infty}\|f(t)\| d t<\infty$ stability of (4.2) implies boundedness of (4.1).

The theorems 4.1-4.4 justify to investigate only stability and asymptotic stability in more detail which will be done in the next section.

### 4.3 Criteria of Stability and Asymptotic Stability

This section deals with the stability and asymptotic stability of linear time-invariant dynamic systems (4.2). Necessary and sufficient conditions for asymptotic stability have already been known for a century; the early work of Hermite was published in 1850. The best known criteria were found by Routh in 1877 and Hurwitz in 1895. Another class of stability criteria is due to Lyapunov 1892, presenting the mathematical background of stability criteria for mechanical systems due to Thomson and Tait, 1879. This second class of criteria has today a revival in modern system theory summarized e.g. by Muller (1974).

### 4.3.1 Stability and Eigenvalues

The stability of linear systems (4.2) is invariant to linear coordinate transformations $\quad \mathbf{x}(t)=\mathbf{T} \overline{\mathbf{x}}(t)$, $\operatorname{det} \mathbf{T} \neq 0$. The requirements (4.3)-(4.5) on $\mathbf{x}(t)$ are satisfied if and only if (4.3) - (4.5) are valid for $\overline{\mathbf{x}}(\mathrm{t})$, too. Therefore, the dynamical system is investigated in the Jordan canonical representation (3.32) instead of (4.2). From the solution

$$
\begin{equation*}
\overline{\mathbf{x}}(t)=\mathrm{e}^{\mathrm{ft}} \bar{x}_{0} \tag{4.9}
\end{equation*}
$$

the following stability theorem holds.

Theorem 4.5: Stability behavior dependent on eigenvalues The linear time-invariant dynamical system
(4.2) is
asymptotically stable, if all the eigenvalues of the system matrix $\mathbf{A}$ have negative real parts: $\overline{\mathrm{R}} \hat{\lambda}_{i}<0$. $i=1(1) n ;$
marginally_stable, if all the eigenvalues have non positive real parts and some of them actually have a zero real part where the multiplicities $\mu_{i}$ and the nullities $\boldsymbol{\nu}_{\mathrm{i}}$ of these eigenvalues with vanishing real parts are equal, respectively $\operatorname{Re} \lambda_{i} \leqslant 0$, $i=1(1) n$ and $\operatorname{Re} \lambda_{j}=0: \nu_{j}=\mu_{j} ;$
unstable, if at least one of the eigenvalues has a positive real part, or if there exists at least one eigenvalue with vanishing real part where the nullity is less than the multiplicity: Re $\lambda_{i}>0$ or $\operatorname{Re} \lambda_{i}=0 \quad$ and $\quad \nu_{i}<\mu_{i}$.
The criterion for asymptotic stability $R e \lambda_{i}<0, i=1(1) n$, follows immediately by the system representation (4.9) with $e^{\text {ft }}$ given by (3.33) and (3.34). Likewise, instability arises if at least one eigenvalue has a positive real part. Only the critical case of eigenvalues with vanishing real part has to be considered in more detail. The corresponding elementary solution is
bounded if and only if no timemweighted exponential ( $\left.t^{K} e^{\lambda_{i} t}\right)$ exists. This is valid if and only if $\boldsymbol{\nu}_{i}=\mu_{i}$ is valid for these critical eigenvalues. From this fact the statements of stability and instability in theorem 4.5 follow.

Theorem 4.5 characterizes the stability of (4.2) by the eigenvalues of $\mathbf{A}$. Therefore the dynamical problem of stability is reduced to the algebraic problem of eigenvalue distribution of a matrix. This algebraic problem can be solved by two different approaches: the Routh-Hurwitz approach by the characteristic polynomial and the Lyapunov approach by the socalled Lyapunov matrix equation.

### 4.3.2 Routh-Hurwitz Criteria

The eigenvalues $\lambda_{i}$ of $\mathbf{A}$ are the zeros of the characteristic polynomial (3.16). Therefore the eigenvalues are completely determined by the characteristic coefficients $a_{i}, i=1(1) n$. It can be found conditions for the $a_{i} ' s$ to guar antee that all $\lambda_{i}$ have negative real parts. They are given by theorems due to Routh, Hurwitz and Liénard and Chipart.

Theorem 4.6: Necessary condition for asymptotic. stability (Stodola condition)

A necessary condition that all zeros of the real
characteristic polynomial (3.16) have negative real parts (i.e. that system (4.2) is asymptotically stable) is that all coefficients $\mathbf{a}_{\mathrm{i}}(\mathrm{i}=1(1) \mathrm{n})$ are positive :

$$
\begin{equation*}
a_{i}>0, \quad i=1(1) n \tag{4.10}
\end{equation*}
$$

Theorem 4.7: Routh criterion
All zeros of the real characteristic polynomial (3.16) have negative real parts, i.e. the system (4.2) is asymptotically stable, if and only if all Routh numbers $R_{i}(i=1(1) n)$ are positive :

$$
\begin{equation*}
R_{i}>0, \quad i=1(1) n . \tag{4.11}
\end{equation*}
$$

The Routh numbers $R_{i}$ are given by the elements of the first column in the Routh array associated with $p(\lambda)$ (3.16). Routh-array


Theorem 4.8: Hurwitz criterion
All zeros of the real characteristic polynomial (3.16) have negative real parts, i.e. the system (4.2) is asymptotically stable, if and only if all Hurwitz determinants $H_{i}(i=1(1) n)$ are positive :
(4.13)

$$
H_{i}>0, i=1(1) n .
$$

The Hurwitz determinants $H_{i}$ are the main principal minors of the Hurwitz matrix associated with the characteristic polynomial (3.16)
(4.14) $\quad \mathbf{H}=\left[\begin{array}{ccccc:c}a_{1} & 1 & 0 & 0 & \ldots & 0 \\ a_{3} & a_{2} & a_{1} & 1 & & \\ a_{5} & a_{4} & a_{3} & a_{2} & & \\ a_{7} & a_{6} & a_{5} & a_{4} & & \\ \vdots & \vdots & a_{7} & a_{6} & & \\ \vdots & \vdots & \vdots & \vdots & & \\ 0 & 0 & 0 & 0 & \ldots & a_{n}\end{array}\right]$,

$$
H_{1}=a_{1}, \quad H_{2}=a_{1} a_{2}-a_{3}, \ldots \ldots, H_{n}=a_{n} H_{n-1}=\operatorname{det} H .
$$

Combining the necessary conditions (4.10) and the Hurwitz conditions (4.13) a more simple theorem is obtained.

Theorem 4.9: Liénard-Chipart criterion
All zeros of the real characteristic polynomial (3.16) have negative real parts, i.e. the system (4.2) is asimptotically stable, if and only if the $\boldsymbol{n}$ conditions

$$
\begin{align*}
& a_{n}>0, H_{n-1}>0, a_{n-2}>0,  \tag{4.16}\\
& H_{n-3}>0, \ldots \ldots, H_{1}=a_{1}>0
\end{align*}
$$

are satisfied.
Remark: Theorems 4.6-4.9 allow to check asymptotic stability. But there is no equivalent theorem to check only stability.

### 4.3.3 Lyapunov Criteria

Although Lyapunov's stability theory is very famous for general nonlinear time-variable dynamical systems, his algebraic criteria to the linear time-invariant stability problem are not as well-known. But today, in modern system and con trol theory it is important to be familiar with his results and their extensions.

For a plausibility interpretation consider firstly the square root of a positive definite quadratic form as a special vector norm

$$
\begin{equation*}
\|x(t)\|^{2}=x^{\top}(t) \mathbf{R} x(t) ; \quad \mathbf{R}=\mathbf{R}^{\top}>0 . \tag{4.17}
\end{equation*}
$$

Then, the time derivative of (4.17) along a trajectory of (4.2) leads to
(4.18)

$$
\frac{d}{d t}\|x(t)\|^{2}=x^{\top}(t)\left(A^{\top} R+R A\right) x(t)
$$

If it is possible, secondly, to keep constant or to reduce $\|x(t)\|^{2}$ along any trajectory of (4.2), i.e.

$$
\begin{equation*}
\frac{d}{d t}\|x(t)\|^{2} \stackrel{\vdots}{=}-x^{\top}(t) S x(t), \quad S=S^{\top} \geqslant 0 \tag{4.19}
\end{equation*}
$$

where $S$ is a nonnegative definite matrix, then the linear system (4.2) must be stable or asymptotically stable by the definitions 4.3 and 4.4. Equations (4.18) and (4.19) have to be satisfied simultaneously for all state vectors $\mathbf{X}$. Therefore, $\mathbf{R}$ and $\mathbf{S}$ are related by the Lyapunov matrix equation

$$
\begin{equation*}
\mathbf{A}^{\top} \mathbf{R}+\mathbf{R} \mathbf{A}=-\mathbf{S} . \tag{4.20}
\end{equation*}
$$

Similar to section 4.3 .2 the characteristic coefficients are determining the stability behavior of (4.2). Here the solution $\mathbf{R}$ of (4.20) with given $\boldsymbol{S}=\boldsymbol{S}^{\top} \geqslant 0$ characterizes completely the eigenvalue distribution of $\mathbf{A}$.

In Appendix B the properties of the Lyapunov equation are reviewed; here we are only interested in the stability results.

Theorem 4.10: Lyapunov criterion
The linear time-invariant system (4.2) is asymptotically stable if and only if for any given symmetric, posi-
tive definite matrix $\mathbf{S}$ there exists a symmetric, positive definite matrix $\mathbf{R}$ which is the unique solution of the Lyapunov matrix equation (4.20).
To check asymptotic stability by this theorem it suffices to solve (4.20) only for one given $\mathbf{S}=\boldsymbol{S}^{\top}>\mathbf{O}$ (e.g. $\boldsymbol{S}=\boldsymbol{E}$ ) because if (4.2) is a symptotically stable then each $\boldsymbol{S}=\boldsymbol{S}^{\top}>\mathbf{0}$ leads uniquely to a symmetric, positive definite solution matrix $\mathbf{R}$ of (4.20).

Recently, some useful extensions of the Lyapunov stability theorem were developed which are of particular interest for mechanical systems, Muller (1974).

Theorem 4.11: Asymptotic stability theorem
The linear time-invariant system (4.2) is asymptotically stable if and only if there exists a unique, symmetric, positive definite solution matrix $\mathbf{R}$ of (4.20) for at least one (and hence for any) given symmetric, positive semidefinite matrix $\mathbf{S}$ which satisfies the observability condition

$$
\begin{equation*}
\operatorname{rank}\left[S\left|A^{\top} S\right| \ldots \ldots \mid A^{\top n-1} S\right]=n \tag{4.21}
\end{equation*}
$$

with respect to the system matrix A. (The meaning of observability is discussed in Appendix A).

Obviously, theorem 4.10 is a special case of theorem 4.11: for a positive definite matrix $\mathbf{S}$ the condition (4.21) is trivially satisfied.

Theorem 4.12: Stability theorem
The linear time-invariant system (4.2) is marginally stable if and only if there exists a (not necessarily unique) symmetric, positive definite solution matrix $R$ of (4.20) for at least one symmetric, positive, semidefinite matrix $\mathbf{S}$ which violates the observability condition (4.21).

Theorem 4.13: Instability theorem
The linear time-invariant system (4.2) is unstable if and only if there exists a symmetric, positive semidefinite matrix $\mathbf{S}$ which leads to a solution matrix $\mathbf{R}$ with the property of $\mathbf{x}^{\top} \mathbf{R} \mathbf{x}<0$ for an arbitrary observable state vector $\mathbf{X}$,
$x=\left[S\left|A^{\top} S\right| \ldots . \mid A^{T n-1} S\right] z$,
where $Z$ is a suitable $n^{2} \times 1$ vector.
Especially, theorem 4.13 contains Lyapunov's sufficient instability theorem choosing $\mathbf{S}$ as a positive definite matrix.
As an application of theorem 4.11-4.13 let consider the stability problem of the following linear autonomous discrete mechanical system

$$
\begin{equation*}
M \ddot{y}+(D+G) \dot{y}+K y=0 \tag{4.23}
\end{equation*}
$$

where $\boldsymbol{y}$ means the $\mathfrak{f x} 1$ vector of generalized coordinates,
$M=M^{\top}>0$ the mass matrix, $D=D^{\top} \geqslant 0$ the damping matrix of dissipative forces, $\mathbf{G}=\mathbf{- G}^{\boldsymbol{\top}}$ the matrix of gyroscopic forces, $\mathbf{K}=\mathbf{K}^{\top}(\operatorname{det} \mathbf{K} \neq 0)$ the nonsingular spring matrix of forces derivable from a potential (see also Chapter 2). The state space representation of (4.23) was given in section 2.4 by

$$
\dot{x}=\left[\begin{array}{cc}
0 & E  \tag{4.24}\\
-M^{-1} K & -M^{-1}(D+G)
\end{array}\right] x, x=\left[\begin{array}{l}
y \\
\dot{y}
\end{array}\right], n=2 f .
$$

Investigating the stability of (4.23) or equivalently of (4.24) the Hamiltonian of (4.23) is chosen as a quadratic form for (4.17)

$$
\begin{align*}
& H=\frac{1}{2}\left(\dot{y}^{\top} M \dot{y}+y^{\top} K y\right)= \\
= & \frac{1}{2} x^{\top}\left[\begin{array}{cc}
K & 0 \\
0 & M
\end{array}\right] x=x^{\top} R x . \tag{4.25}
\end{align*}
$$

The time derivative of (4.25) is written as

$$
\dot{H}=-\dot{y}^{\top} D \dot{y}=-x^{\top}\left[\begin{array}{ll}
0 & 0  \tag{4.26}\\
0 & D
\end{array}\right] x=-x^{\top} S x .
$$

From this the following stability theorem is obvious.

Theorem 4.14: Thomson-Tait-Chetaev stability theorem with semidefinite damping

When the Hamiltonian (4.25) of the mechanical
system (4.23) is positive definite, i.e. if $\mathbf{K}=\mathbf{K}^{\top}>\mathbf{0}$, the system is at least stable. Moreover, if the damping is pervasive, i.e. (4.21) $\operatorname{rank}\left[\mathbf{S}\left|\mathbf{A}^{\top} \mathbf{S}\right| \ldots . . \mid\right.$
$\left.A^{\top n-1} S\right]=n$
with $A$ of (4.24) and $S$ (4.26), then the system is asymptotically stable if and only if $\mathbf{K}=\mathbf{K}^{\top}>0$, Theorem 4.11, and is unstable if $\mathbf{K} \neq \mathbf{0}(\operatorname{det} \mathbf{K} \neq 0)$, Theorem 4.13.

This theorem was stated by Thomson and Tait in 1879 and by Chetaev in 1946 for definite damping $\mathbf{D}>0$. The extension to semidefinite damping $\mathbf{D} \geqslant \mathbf{0}$ by means of a controllability or observability condition was given by Muller (1970).

Example 4.1 Automobile wheel suspension

In example 2.1 the problem of an automobile wheel suspension was considered. The equation of motion reads as

$$
\left[\begin{array}{cc}
m_{1} & 0 \\
0 & m_{2}
\end{array}\right] \ddot{\boldsymbol{y}}+\left[\begin{array}{cc}
d_{1} & -d_{1} \\
-d_{1} & d_{1}
\end{array}\right] \dot{\boldsymbol{y}}+\left[\begin{array}{cc}
c_{1} & -c_{1} \\
-c_{1} & c_{1}+c_{2}
\end{array}\right] \boldsymbol{y}=0
$$

For the stability analysis of this system theorem 4.9 (LiénardChipart) and theorem 4.14 (Thomson-Tait-Chetaev) may be applied. The characteristic polynomial is

$$
p(\lambda)=\lambda^{4}+d_{1}\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}\right) \lambda^{3}+\left(\frac{c_{1}}{m_{1}}+\frac{c_{1}}{m_{2}}+\frac{c_{2}}{m_{2}}\right) \lambda^{2}+
$$

$$
+\frac{d_{1}}{m_{1}} \frac{c_{2}}{m_{2}} \lambda+\frac{c_{1} c_{2}}{m_{1} m_{2}}
$$

Here the Liénard-Chipart conditions are

$$
\begin{gathered}
a_{4}=\frac{c_{1} c_{2}}{m_{1} m_{2}}>0, \\
H_{3}=a_{1} a_{2} a_{3}-a_{1}^{2} a_{4}-a_{3}^{2}=\frac{d_{1}^{2} c_{2}^{2}}{m_{1} m_{2}^{3}}>0, \\
a_{2}=c_{1}\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}\right)+\frac{c_{2}}{m_{2}}>0, \\
H_{1}=a_{1}=d_{1}\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}\right)>0
\end{gathered}
$$

which yields the stability conditions

$$
\begin{equation*}
d_{1}>0, \quad c_{1}>0, \quad c_{2}>0 \tag{4.27}
\end{equation*}
$$

Theorem 4.14 yields the conditions (4.27) immediately. Only the question of pervasive damping has to be considered in more detail. In the case of a vanishing gyroscopic matrix $G$ the observability condition (4.21) of theorem 4.14 can be replaced by the controllability condition
$\operatorname{rank}\left[\mathbf{M}^{-1} \mathbf{D}\left|\left(\mathbf{M}^{-1} \mathbf{K}\right) \mathbf{M}^{-1} \mathbf{D}\right| \ldots . . \mid\left(\mathbf{M}^{-1} \mathbf{K}\right)^{\digamma-1} \mathbf{M}^{-1} \mathbf{D}\right]=\mathrm{f}$.
Here one has to calculate
$\operatorname{rank}\left[\begin{array}{rrr}\frac{d_{1}}{m_{1}} & -\frac{d_{1}}{m_{1}} & \frac{c_{1} d_{1}}{m_{1}}\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}\right) \\ -\frac{c_{1} d_{1}}{m_{1}}\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}\right) \\ -\frac{d_{1}}{m_{2}} & -\frac{c_{1} d_{1}}{m_{2}}\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}\right)-\frac{c_{2} d_{1}}{m_{2}^{2}} & \frac{c_{1} d_{1}}{m_{2}}\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}\right)+\frac{c_{2} d_{1}}{m_{2}^{2}}\end{array}\right]=$
$=\operatorname{rank}\left[\begin{array}{ccc}\frac{d_{1}}{m_{1}} & -\frac{d_{1}}{m_{1}} & \frac{c_{1} d_{1}}{m_{1}}\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}\right) \\ 0 & 0 & -\frac{c_{1} d_{1}}{m_{1}}\left(\frac{1}{m_{1}}+\frac{1}{m_{2}}\right) \\ 0 & -\frac{c_{2} d_{1}}{m_{2}^{2}} & \frac{c_{2} d_{1}}{m_{2}^{2}}\end{array}\right]=2$.

Although the damping force is only acting between the two masses $m_{1}$ and $m_{2}$ (see example 2.1) the system is pervasively damped and therefore asymptotically stable for $d_{1}>0$, $c_{1}>0, c_{2}>0$.

Example 4.2: Centrifuge

The motion of the centrifuge considered in example 2.2 is determined by the normalized matrix differential equation

$$
\left[\begin{array}{l}
\ddot{\phi} \\
\ddot{\theta}
\end{array}\right]+(\delta \mathbf{E}+\omega \mathbf{S})\left[\begin{array}{l}
\dot{\phi} \\
\dot{\theta}
\end{array}\right]+k\left[\begin{array}{l}
\phi \\
\theta
\end{array}\right]=0 .
$$

For $\delta>0, k>0$ the system is asymptotically stable by theorem 4.14. Also by the characteristic polynomial

$$
\begin{gathered}
p(\lambda)=\lambda^{4}+2 \delta \lambda^{3}+\left(2 k+\delta^{2}+\omega^{2}\right) \lambda^{2}+2 \delta k \lambda+k^{2}= \\
=\left[\lambda^{2}+(\delta+i \omega) \lambda+k\right]\left[\lambda^{2}+(\delta-i \omega) \lambda+k\right]
\end{gathered}
$$

asymptotic̣ stability for $\delta>0, k>0$ can be easily shown via

Routh-Hurwitz conditions. The special case of $\delta=0$ and $k<0$ can be considered, too, due to the factorization of $p(\lambda)$ :

$$
\lambda_{1,2,3,4}= \pm \frac{i}{2}\left[\omega \pm \sqrt{\omega^{2}+4 k}\right] \quad(\delta=0)
$$

The eigenvalues will be purely imaginary if and only if

$$
\omega^{2}>-4 k \quad(k<0) .
$$

In this case the system is stabilized by gyroscopic forces although the spring forces are statically unstable. But this effect of gyroscopic stabilization is only possible if there is no damping. Therefore, in real systems with damping (e.g. by friction) gyroscopic stabilization is not possible.

## CHAPTER 5

## Special Responses of Linear Vibration Systems

Mechanical vibration systems are often exciteed by forces with special time history. Such special excitations are the impulse forces and the periodic forces. Impulse forces appear, in particular, at vehicle vibration systems, egg. an automobile driving on a good road with some holes, an airplane flying through a turbulence or a satellite hitting a methor. Periodic forces are found in vibration systems with unbalanced rotating parts, egg. an unbalanced centrifuge or an automobile with unbalanced wheels. But periodic forces may be caused by a rough road or sea, too, affecting vehicles and ships. Further, in machine dynamics periodic forces are the primary disturbances. Therefore, an analysis of the system response due to impulse and periodic forces is well justified.

### 5.1 Excitation by Impulse Forces

The impulse forces may be modeled by the Dirace function $\delta\left(t-t_{I}\right)$ :

$$
\begin{equation*}
f(t)=f_{I} \delta\left(t-t_{I}\right) \tag{5.1}
\end{equation*}
$$

where $f_{I}$ is a constant $n \times 1$-vector and $t_{I}$ is the time of the
impulse. The Dirac function has the following properties

$$
\begin{array}{ll}
\delta\left(t-t_{I}\right)=0 & \text { for } \quad t<t_{I^{-}}, \\
\delta\left(t-t_{I}\right) \rightarrow \infty & \text { for } t_{I+} \leqslant t \leqslant t_{I+}, \\
\delta\left(t-t_{I}\right)=0 & \text { for } \quad t>t_{I^{+}},  \tag{5.2}\\
\int_{t_{1-}-}^{t_{1+}} \delta\left(t-t_{I}\right) d t=1, & t_{I+}-t_{I-} \rightarrow 0,
\end{array}
$$

where $t_{I-}$ is the instant immediately before the impulse and $t_{\text {I }}$ is the instant immediately after the impulse, Fig. 5.1. Obviously the Dirac function is a mathematical idealization of a real impulse. However, this idealized model facilitates the solution considerably.


Fig.5.1. Dirac function

The general solution of the vibration system's differential equation

$$
\begin{equation*}
\dot{x}(t)=A x(t)+f(t) \tag{5.3}
\end{equation*}
$$

is given by (3.13) as

$$
\begin{equation*}
\mathbf{x}(\mathrm{t})=\boldsymbol{\Phi}(\mathrm{t}) \mathbf{x}_{0}+\int_{0}^{\mathrm{t}} \boldsymbol{\Phi}(\mathrm{t}-\tau) \mathbf{f}(\tau) \mathrm{d} \tau . \tag{5.4}
\end{equation*}
$$

Introducing (5.1) in (5.4) one obtains the impulse response

$$
\begin{equation*}
\mathrm{x}_{\mathrm{I}}(\mathrm{t})=\Phi(\mathrm{t}) \mathrm{x}_{0}+\int_{0}^{\mathrm{t}_{\mathrm{I}}} \boldsymbol{\Phi}(\mathrm{t}-\tau) \mathrm{f}_{\mathrm{I}} \delta\left(\tau-\mathrm{t}_{\mathrm{I}}\right) \mathrm{d} \tau+ \tag{5.5a}
\end{equation*}
$$

$$
\begin{equation*}
+\int_{\mathrm{t}_{\mathrm{I}}-}^{\mathrm{t}_{1+}} \Phi(\mathrm{t}-\tau) \mathbf{f}_{\mathrm{I}} \delta\left(\tau-\mathrm{t}_{\mathrm{I}}\right) \mathrm{d} \tau+\int_{\mathrm{t}_{1+}}^{\mathrm{t}} \Phi(\mathrm{t}-\tau) \mathbf{f}_{\mathrm{I}} \delta\left(\tau-\mathrm{t}_{\mathrm{I}}\right) \mathrm{d} \tau . \tag{5.5b}
\end{equation*}
$$

Using the properties (5.2), the impulse response can be represented as

$$
x_{\mathrm{I}}(\mathrm{t})=\Phi(\mathrm{t}) \mathrm{x}_{0} \quad \text { for } \mathrm{t}<\mathrm{t}_{\mathrm{I}-},
$$

$$
\begin{equation*}
x_{\mathrm{I}}(\mathrm{t})=\boldsymbol{\varphi}(\mathrm{t})\left[\mathrm{x}_{0}+\boldsymbol{+}\left(-\mathrm{t}_{\mathrm{I}}\right) \mathrm{f}_{\mathrm{I}}\right] \text { for } \mathrm{t}>\mathrm{t}_{\mathrm{I}+} . \tag{5.6}
\end{equation*}
$$

This means that the impulse forces result in a singular variation of the initial vector at impulse time $t_{I}$.

The steady-state behavior to impulse excitations depends on the stability of the vibration system (5.3). From the definitions given in Chapter 4 it follows:

$$
\begin{aligned}
& \mathbf{x}_{1}(\mathrm{t} \rightarrow \infty) \text { is zero if (5.3) a symptotically stable, } \\
& \mathbf{x}_{\mathrm{I}}(\mathrm{t} \rightarrow \infty) \text { is bounded if (5.3) stable, } \\
& \mathbf{x}_{\mathrm{I}}(\mathrm{t} \rightarrow \infty) \text { is unbounded if (5.3) unstable. }
\end{aligned}
$$

### 5.2 Excitation by Periodic Forces

The periodic forces may be given by

$$
\begin{equation*}
f(t)=f(t+T) \tag{5.7}
\end{equation*}
$$

where $f(t)$ is a $n \times 1$-vector with period $T$. The periodic forces (5.7) can be expanded by a Fourier series

$$
\begin{equation*}
f(t)=\frac{1}{2} f_{0}+\sum_{k=1}^{\infty}\left(f_{k}^{(1)} \cos k \Omega t+f_{k}^{(2)} \sin k \Omega t\right) \tag{5.8}
\end{equation*}
$$

where $f_{0}$ is a constant $n \times 1$-vector and $f_{k}^{(1)}, f_{k}^{(2)}$ are $n \times 1$ -vectors of the Fourier coefficients. The period is given by

$$
\begin{equation*}
T=\frac{2 \pi}{\Omega} \tag{5.9}
\end{equation*}
$$

where $\Omega$ is the frequency of the forces, Fig. 5.2.

Introducing (5.8) in the general solution (5.4), one obtains the response to periodic forces


Fig.5.2. Periodic function

$$
\begin{gather*}
x_{p}(t)=\Phi(t) x_{0}+\frac{1}{2} \int_{0}^{t} \Phi(t-\tau) f_{0} d \tau+  \tag{5.10}\\
+\sum_{k=1}^{\infty} \int_{0}^{t} \Phi(t-\tau)\left[f_{k}^{(1)} \cos k \Omega t+f_{k}^{(2)} \sin k \Omega t\right] d \tau
\end{gather*}
$$

where $\Phi(t-\tau)=e^{A(t-\tau)}$ according to (3.7) may be substituted. Thus, the response to periodic forces is available if the integrals in (5.10) are solved. There appear only two different kinds of integrals which will now be investigated in more detail.

$$
\text { The response to the constant force } f(t)=\frac{1}{2} f_{0}
$$

$$
\begin{equation*}
x_{p o}(t)=\frac{1}{2} \int_{0}^{t} e^{A(t-\tau)} f_{0} d \tau=\left(E-e^{A t}\right) x_{\infty} \tag{5.11}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{\infty}=-\frac{1}{2} A^{-1} f_{0} \tag{5.12}
\end{equation*}
$$

is a constant $n \times 1$-vector. Thus, for the computation of $\mathbf{x}_{\infty}$ the system matrix $\mathbf{A}$ has to be regular.

The response to harmonic forces has only to be determined for the first harmonic, $k=1$. Then, the result for higher harmonics, $k>1$, is trivial. For a convenient computation, the complex representation of a harmonic function will be used :

$$
\begin{equation*}
f(t)=f^{(1)} \cos \Omega t+f^{(2)} \sin \Omega t=f e^{i \Omega t}+\bar{f} e^{-i \Omega t} \tag{5.13}
\end{equation*}
$$

where

$$
\begin{equation*}
f=\frac{1}{2}\left(f^{(1)}-i f^{(2)}\right) \tag{5.14}
\end{equation*}
$$

is a complex $n \times 1$-vector. It has to be pointed out that the vector (5.13) of a harmonic force has components with different amplitudes $\mathbf{e}_{\mathrm{i}}$ and phase angles $\varphi_{\mathrm{i}}$ :

$$
\mathrm{f}_{\mathrm{i}}(\mathrm{t})=\mathrm{f}_{\mathrm{i}}^{(1)} \cos \Omega \mathrm{t}+\mathrm{f}_{\mathrm{i}}^{(2)} \sin \Omega \mathrm{t}=\mathrm{e}_{\mathrm{i}} \cos \left(\Omega \mathrm{t}-\varphi_{\mathrm{i}}\right),
$$

(5.15)

$$
e_{i}=\sqrt{F_{i}^{(1) 2}+f_{i}^{(2) 2}}, \tan \varphi_{i}=\frac{f_{i}^{(2)}}{f_{i}^{(1)}}, \quad i=1(1) n .
$$

The response to the harmonic force (5.13) follows as

$$
\begin{align*}
x_{p 1}(t) & =\int_{0}^{t} e^{A(t-\tau)}\left(f e^{i \Omega t}+\bar{f} e^{-i \Omega t}\right) d \tau= \\
& =g e^{i \Omega t}+\bar{g} e^{-i \Omega t}-e^{A t} g^{(1)} \tag{5.16}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{g}=\frac{1}{2}\left(\mathbf{g}^{(1)}-i \mathbf{g}^{(2)}\right)=\mathbf{F} \mathbf{f} \tag{5.17}
\end{equation*}
$$

is a complex $n \times 1$-vector and

$$
\begin{equation*}
\mathbf{F}=(\mathrm{i} \Omega \mathbf{E}-\mathbf{A})^{-1} \tag{5.18}
\end{equation*}
$$

is the $n \times n$-frequency response matrix. In (5.16), it appears a harmonic function

$$
\begin{equation*}
x_{p \infty}(t)=\mathbf{g} e^{i \Omega t}+\overline{\mathbf{g}} e^{-i \Omega t}=\mathbf{g}^{(1)} \cos \Omega t+\mathbf{g}^{(2)} \sin \Omega t, \tag{5.19}
\end{equation*}
$$

often called frequency response, with period $T=2 \pi / \Omega$ and the amplitudes $a_{i}$ and phase angles $\psi_{i}$ :

$$
\begin{equation*}
a_{i}=\sqrt{g_{i}^{(1) 2}+g_{i}^{(2) 2}}, \tan \psi_{i}=\frac{g_{i}^{(2)}}{g_{i}^{(1)}}, i=1(1) n . \tag{5.20}
\end{equation*}
$$

Obviously, the frequency response is completely characterized by the complex vector $\mathbf{g}(\Omega)$.

Then, the response (5.10) to periodic forces reads, for the first harmonic, as

$$
\begin{equation*}
x_{p}(t)=\Phi(t)\left[x_{0}-x_{\infty}-g^{(1)}\right]+x_{\infty}+x_{p \infty}(t) . \tag{5.21}
\end{equation*}
$$

The steady-state behavior to periodic excitations depends again on the stability of the vibration system (5.3):
$x_{p}(t \rightarrow \infty)$ is bounded if (5.3) asymptotically stable, $x_{p}(t \rightarrow \infty)$ may be bounded or unbounded if (5.3) stable, $x_{p}(t \rightarrow \infty)$ is unbounded if (5.3) unstable.
The steady-state response of an asymptotically stable system follows from (5.21) as

$$
\begin{equation*}
x_{p}(t \rightarrow \infty)=x_{\infty}+x_{p \infty}(t) . \tag{5.22}
\end{equation*}
$$

Thus, the frequency response (5.19) is the most essential part of the steady-state response. Therefore, the frequency response, characterized by the vector $\mathbf{g}(\Omega)$ and the frequency matrix $\mathbf{F}(\Omega)$, will be investigated and intrepreted in detail in the following Chapter 6. Further, the components of the vector
g can be represented graphically if the frequency $\Omega$ is used as an independent variable :

$$
\begin{equation*}
g_{i}(\Omega)=a_{i}(\Omega) e^{-i \psi_{i}(\Omega)}, i=1(1) n \tag{5.23}
\end{equation*}
$$

where $\mathrm{a}_{\mathrm{i}}(\Omega)$ is the amplitude function, $\psi_{\mathrm{i}}(\Omega)$ is the phase function. In the complex plane, $g_{i}(\Omega)$ is called the locus function. Some typical plots of these functions are shown in Figs. 5.3-5.5.

General statements for the amplitude, phase
and/or locus function are possible in the limit cases $\Omega=0 \quad$ and $\Omega \rightarrow \infty$ and for the forcing function $f=f^{(1)} \cos \Omega t$. Then it


Fig.5.3. Typical amplitude plot


Fig.5.4. Typical phase plot

$$
\begin{equation*}
=\frac{\operatorname{adj}(i \Omega E-A)}{\operatorname{det}(i \Omega E-A)} f^{(1)} \tag{5.24}
\end{equation*}
$$

or

$$
\begin{equation*}
g_{i}(\Omega)=\frac{b_{i 1}(i \Omega)^{n-1}+b_{i 2}(i \Omega)^{n-2}+\ldots+b_{i n}}{(i \Omega)^{n}+a_{1}(i \Omega)^{n-1}+a_{2}(i \Omega)^{n-2}+\ldots+a_{n}}, i=1(1) n, \tag{5.25}
\end{equation*}
$$

respectively, where $a_{k}$ are the characteristic coefficients and $b_{i k}$ are real coefficients depending on the matrix and the real forcing vector $f^{(1)}, k=1(1) n$. For $\Omega=0$, one obtains from (5.25)


Fig.5.5. Typical polar plot of the locus function

$$
\left\{\begin{array}{c}
g_{i}(0)=a_{i 0}=\frac{b_{i n}}{a_{n}}=\text { const }  \tag{5.26}\\
a_{i}(0)=a_{i 0}=\frac{b_{i n}}{a_{n}}=\text { const } \\
\psi_{i}(0)=0, \pm \frac{\pi}{2}, \ldots, \pm \frac{\pi}{2}(n-1)
\end{array}\right.
$$

For $\Omega \rightarrow \infty$, it yields
(5.27)

$$
\left\{\begin{array}{c}
g_{i}(\infty)=0, \\
a_{i}(\infty)=0, \\
\psi_{i}(\infty)= \pm \frac{\pi}{2}, \pm \pi, \ldots, \pm \frac{\pi}{2} n .
\end{array}\right.
$$

Obviously, $\psi_{i}(\infty)=+\frac{\pi}{2}$ follows for $b_{i 1}>0$ while $\psi_{i}(\infty)=\frac{\pi}{2} n$ is obtained if $b_{i 1}=b_{i 2}=\ldots . b_{i n-1}=0$ and $b_{i n}>0$. Beyond these general statements, the amplitude, phase and/or locus function has to be computed numerically. But this is not expected to be a problem since matrix inversion is an everywhere available computation procedure. It has to be mentioned that sometimes the forcing vector $f$ itself is depending on the excitation frequencies. Then, even in the limit cases, various amplitude, phase and/or locus functions are obtained. An example for a frequency-dependent forcing vector is the excitation by unbalances. Further reference is given to Klotter (1951), (1960), Lippmann (1968) and Magnus, Luckel, Muller, Schiehlen (1971).

## CHAPTER 6

## Resonance and Absorption

Harmonic excitation often occurs in engineering systems. It is commonly produced by the unbalance in machines with rotating parts. Further, understanding the behavior of a system with harmonic excitation is an essential indication how the system will respond to more general types of excitation. Therefore, for system analysis the frequency response introduced in Chapter 5 has to be investigated in more detail. This investigation yields a theory of resonance and absorption affecting the design of vibration system little sensitive to excitations, the tuning of vibration absorbers, the contraction of vibration measuring instruments, etc.

### 6.1 Frequency Response

The frequency response of an asymptotically
stable vibration system

$$
\begin{equation*}
\dot{x}(t)=A x(t)+f(t) \tag{6.1}
\end{equation*}
$$

excited by a harmonic vector function (5.13)

$$
\begin{equation*}
f(t)=f^{(1)} \cos \Omega t+f^{(2)} \sin \Omega t \tag{6.2}
\end{equation*}
$$

was given by (5.17-5.19)

$$
\begin{equation*}
x_{p \infty}(t)=g^{(1)} \cos \Omega t+g^{(2)} \sin \Omega t \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{g}^{(1)}-i \mathbf{g}^{(2)}=\mathbf{F}(\Omega)\left(\mathbf{f}^{(1)}-i \mathbf{f}^{(2)}\right) \tag{6.4}
\end{equation*}
$$

with the frequency response matrix

$$
\begin{equation*}
\mathbf{F}(\Omega)=(\mathbf{i} \Omega \mathbf{E}-\mathbf{A})^{-1} \tag{6.5}
\end{equation*}
$$

The frequency response vectors $\mathbf{g}^{(1)}$ and $\mathbf{g}^{(2)}$ can also be calculated without complex manipulations

$$
\mathbf{g}^{(1)}=-\left(\Omega^{2} \mathbf{E}+\mathbf{A}^{2}\right)^{-1}\left(\mathbf{A} \mathbf{f}^{(1)}+\Omega \mathbf{f}^{(2)}\right),
$$

$$
\begin{equation*}
\mathbf{g}^{(2)}=-\left(\Omega^{2} \mathbf{E}+\mathbf{A}^{2}\right)^{-1}\left(-\Omega \mathbf{f}^{(1)}+\mathbf{A} \mathbf{f}^{(2)}\right) . \tag{6.6}
\end{equation*}
$$

If the mechanical vibration system is given by the second order equation
$\mathbf{M} \ddot{\mathbf{y}}(\mathrm{t})+(\mathbf{D}+\mathbf{G}) \dot{\mathbf{y}}(\mathrm{t})+(\mathbf{K}+\mathbf{N}) \mathbf{y}(\mathrm{t})=\mathbf{h}^{(1)} \cos \Omega \mathrm{t}+\mathbf{h}^{(2)} \sin \Omega \mathrm{t}$, (6.7)
then, the steady-state response of the system is described by

$$
\begin{equation*}
\mathbf{y}_{p \infty}(\mathrm{t})=\mathbf{q}^{(1)} \cos \Omega \mathrm{t}+\mathbf{q}^{(2)} \sin \Omega \mathrm{t} \tag{6.8}
\end{equation*}
$$

where
$\mathbf{q}^{(1)}-\mathbf{i} \mathbf{q}^{(2)}=\left[-\Omega^{2} \mathbf{M}+\mathbf{i} \Omega(\mathbf{D}+\mathbf{G})+(\mathbf{K}+\mathbf{N})\right]^{-1}\left(\mathbf{h}^{(1)}-\mathbf{i} \mathbf{h}^{(2)}\right)$
or equivalently

$$
\left[\begin{array}{l}
\mathbf{q}^{(1)}  \tag{6.10}\\
\mathbf{q}^{(2)}
\end{array}\right]=\left[\begin{array}{cc}
-\Omega^{2} \mathbf{M}+(\mathbf{K}+\mathbf{N}) & \Omega(\mathbf{D}+\mathbf{G}) \\
-\Omega(\mathbf{D}+\mathbf{G}) & -\Omega^{2} \mathbf{M}+(\mathbf{K}+\mathbf{N})
\end{array}\right]^{-1}\left[\begin{array}{l}
\mathbf{h}^{(1)} \\
\mathbf{h}^{(2)}
\end{array}\right] .
$$

The response $\dot{\mathbf{y}}_{\text {p }}(t)$ is easily obtained from (6.8) as

$$
\begin{equation*}
\dot{\mathbf{y}}_{p \infty}(\mathrm{t})=\Omega \mathrm{q}^{(2)} \cos \Omega \mathrm{t}-\Omega \mathrm{q}^{(1)} \sin \Omega \mathrm{t} . \tag{6.11}
\end{equation*}
$$

The representations (6.3-6.5) and (6.8-6.11) are equivalent for mechanical systems. For the further development the first order representation (6.3-6.5) will be used.

The steady-state response (6.3) is essentially determined by the frequency response matrix (6.5). Therefore, one has to discuss the properties of this matrix. Usually it is required that the amplitudes $\mathrm{a}_{\mathrm{i}}(\Omega)(5.20)$,

$$
\begin{equation*}
a_{i}=\sqrt{g_{i}^{(1)^{2}}+g_{i}^{(2)^{2}}}, \quad i=1(1) n, \tag{6.12}
\end{equation*}
$$

of the coordinates $x_{\text {ipmo }}(t)$ will be small for some frequency domain of the harmonic ewicitation. As shown in Fig. 5.3 the amplitude functions $a_{i}(\Omega)$ have peaks at some critical frequencies. These peaks are determined by $F(\Omega)$ and by the input vectors $f^{(1)}$ and $f^{(2)}$. Although asymptotic stability of the system matrix A implies boundedness of the steady-state response
(theorem 4.3) one is interested in the maximal amplitudes of $a_{i}(\Omega)$, particularly when the damping of the vibration system is small or approaches zero. Therefore, in the following discussion stable matrices $\mathbf{A}$ will be included.

### 6.1.1 Elementary Frequency Responses

The general frequency response (6.3) can be interpreted as a superposition of elementary frequency responses. For the most important case of simple system matrices $A$ the real nodal transformation (3.27) leads (6.1) to the nodal representation of the harmonically excited vibration system

$$
\begin{equation*}
\dot{\bar{X}}=\overline{\bar{\Lambda}} \overline{\bar{X}}+\bar{X}^{-1}\left(f^{(1)} \cos \Omega t+f^{(2)} \sin \Omega t\right) \tag{6.13}
\end{equation*}
$$

where $\overline{\bar{\Lambda}}$ is a real block diagonal matrix of 1 real eigenvalues $\lambda_{i}=-\delta_{i}, i=1(1) l$, and of $s=\frac{1}{2}(n-l)$ real $2 \times 2$ blocks

$$
\left[\begin{array}{cc}
-\delta_{k} & \omega_{k} \\
-\omega_{k} & -\delta_{k}
\end{array}\right]
$$

for the $n-l$ complex eigenvalues $\lambda_{k, k+1}=-\delta_{k} \pm i \omega_{k}$ :

The problem of the general frequency response is decoupled in $1+s$ problems of elementary frequency responses. These elementary frequency responses are represented by two different types. By ( 6.13 ) for real eigenvalues the scalar equation

$$
\begin{equation*}
\dot{\overline{\bar{x}}}_{\mathrm{k}}=-\delta_{\mathrm{k}} \overline{\overline{\mathrm{x}}}_{\mathrm{k}}+\overline{\mathrm{f}}_{\mathrm{k}}^{(1)} \cos \Omega \mathrm{t}+\overline{\mathrm{f}}_{\mathrm{k}}^{(2)} \sin \Omega \mathrm{t}, \quad \mathrm{k}=1(1) \mathrm{l}, \tag{6.15}
\end{equation*}
$$

is obtained while for a pair of complex eigenvalues the coupled equations

$$
\begin{array}{r}
\dot{\overline{\bar{x}}}_{k}=-\delta_{k} \overline{\bar{x}}_{k}+\omega_{k} \overline{\bar{x}}_{k+1}+\bar{f}_{k}^{(1)} \cos \Omega t+\bar{f}_{k}^{(2)} \sin \Omega t, \\
\dot{\overline{\bar{x}}}_{k+1}=-\omega_{k} \overline{\bar{x}}_{k}-\delta_{k} \overline{\bar{x}}_{k+1}+\overline{\bar{f}}_{k+1}^{(1)} \cos \Omega t+\bar{f}_{k+1}^{(2)} \sin \Omega t,  \tag{6.16}\\
k=t+1(2) t+2 s-1,
\end{array}
$$

are relevant (compare 3.26a). For abbreviation $\overline{\mathbf{f}}^{(1)}=\overline{\mathbf{X}}^{-1} \mathbf{f}^{(1)}$ and $\bar{f}^{(2)}=\bar{X}^{-1} \boldsymbol{f}^{(2)}$ are introduced. The frequency response of the elementary system (6.15) is given by

$$
\begin{equation*}
\overline{\bar{g}}_{k}^{(1)}-i \overline{\bar{g}}_{k}^{(2)}=\frac{\delta_{k} \overline{\mathcal{F}}_{k}^{(1)}-\Omega \overline{\mathcal{F}}_{k}^{(2)}}{\delta_{k}^{2}+\Omega^{2}}-i \frac{\Omega \overline{\mathcal{F}}_{k}^{(1)}+\delta_{k} \overline{\mathcal{F}}_{k}^{(2)}}{\delta_{k}^{2}+\Omega^{2}} \tag{6.17}
\end{equation*}
$$

yielding the amplitude function

$$
\begin{equation*}
\overline{\bar{a}}_{\mathrm{k}}^{2}(\Omega)=\frac{\overline{\mathrm{F}}_{\mathrm{k}}^{(1)^{2}}+\overline{\bar{F}}_{\mathrm{k}}^{(2)^{2}}}{\delta_{\mathrm{k}}^{2}+\Omega^{2}} \tag{6.18}
\end{equation*}
$$

and the phase function

$$
\begin{equation*}
\tan \overline{\bar{\psi}}_{\mathrm{k}}(\Omega)=\frac{\Omega \overline{\mathrm{F}}_{\mathrm{k}}^{(1)}+\delta_{\mathrm{k}} \bar{f}_{k}^{(2)}}{\delta_{\mathrm{k}} \bar{f}_{k}^{(1)}-\Omega \bar{f}_{\mathrm{Y}}^{(2)}}, \quad \mathrm{k}=1(1) \mathrm{l} \tag{6.19}
\end{equation*}
$$

In a similar way the frequency response of the second elementary system (6.16) is calculated

$$
\begin{aligned}
& \overline{\overline{\mathbf{g}}}_{\mathrm{k}}^{(1)}-\mathrm{i} \overline{\overline{\mathbf{g}}}_{\mathrm{k}}^{(2)}=\frac{1}{\left(\delta_{\mathrm{k}}^{2}+\omega_{\mathrm{k}}^{2}-\Omega^{2}\right)^{2}+4 \delta_{\mathrm{k}}^{2} \Omega^{2}} . \\
& \text { (6.20) } \cdot\left[\begin{array}{cc}
\delta_{k}\left(\delta_{k}^{2}+\omega_{k}^{2}+\Omega^{2}\right) & \omega_{k}\left(\delta_{k}^{2}+\omega_{k}^{2}-\Omega^{2}\right) \\
-\mathrm{i} \Omega\left(\delta_{k}^{2}-\omega_{k}^{2}+\Omega^{2}\right) & -2 \mathrm{i} \delta_{k} \omega_{k} \Omega \\
-\omega_{k}\left(\delta_{k}^{2}+\omega_{k}^{2}-\Omega^{2}\right) & \delta_{k}\left(\delta_{k}^{2}+\omega_{k}^{2}+\Omega^{2}\right) \\
+2 \mathrm{i} \delta_{k} \omega_{k} \Omega & -i \Omega\left(\delta_{k}^{2}-\omega_{k}^{2}+\Omega^{2}\right)
\end{array}\right] \cdot\left[\begin{array}{c}
\overline{\mathrm{F}}_{\mathrm{k}}^{(1)}-\mathrm{i} \overline{\mathrm{~F}}_{\mathrm{k}}^{(2)} \\
\bar{f}_{\mathrm{k}+1}^{(1)}-\mathrm{i} \overline{\mathrm{~F}}_{\mathrm{k}+1}^{(2)}
\end{array}\right] .
\end{aligned}
$$

For example, the amplitude functions of the two coordinates are

$$
\overline{\bar{a}}_{k}^{2}(\Omega)=\frac{\left(\delta_{k} \bar{f}_{k}^{(1)}+\omega_{k} \bar{f}_{k+1}^{(1)}+\Omega \overline{\mathrm{F}}_{k}^{(2)}\right)^{2}+\left(\delta_{k} \overline{\mathcal{F}}_{\mathrm{k}}^{(2)}+\omega_{k} \overline{\mathrm{~F}}_{\mathrm{k}+1}^{(2)}-\Omega \overline{\mathrm{F}}_{\mathrm{k}}^{(1)}\right)^{2}}{\left(\delta_{\mathrm{k}}^{2}+\omega_{k}^{2}-\Omega^{2}\right)^{2}+4 \delta_{k}^{2} \Omega^{2}},
$$

(6.21a)

$$
\begin{gather*}
\overline{\bar{a}}_{k+1}^{2}(\Omega)=\frac{\left(-\omega_{k} \bar{f}_{k}^{(1)}+\delta_{k} \bar{f}_{k+1}^{(1)}+\Omega \bar{f}_{k+1}^{(2)}\right)^{2}+\left(-\omega_{k} \bar{f}_{k}^{(2)}+\delta_{k} \bar{F}_{k+1}^{(2)}-\Omega \bar{f}_{k+1}^{(1)}\right)^{2}}{\left(\delta_{k}^{2}+\omega_{k}^{2}-\Omega^{2}\right)^{2}+4 \delta_{k}^{2} \Omega^{2}}, \\
k=l+1(2) l+2 s-1 \tag{6.21b}
\end{gather*}
$$

For illustration of these results a one-degree-of-freedom mechanical system is considered :

$$
\begin{equation*}
m \ddot{y}+d \dot{y}+c y=e \cos \Omega t \tag{6.22}
\end{equation*}
$$

Using the abbreviations

$$
2 \delta=\frac{d}{m}, \quad \delta^{2}+\omega^{2}=\frac{c}{m}
$$

the state space equation of $(6.22)$ reads as

$$
\dot{x}(t)=\left[\begin{array}{cc}
0 & 1  \tag{6.23}\\
-\left(\delta^{2}+\omega^{2}\right) & -2 \delta
\end{array}\right] x(t)+\left[\begin{array}{l}
0 \\
\frac{e}{m}
\end{array}\right] \cos \Omega t
$$

Assume conjugate complex eigenvalues, i. e. $\lambda_{1,2}=-\delta \pm i \omega$ and $\Delta=$ $=\frac{\delta}{\sqrt{\delta^{2}+\omega^{2}}}<1$. Then the real modal transformation $x(t)=\bar{X} \overline{\bar{x}}(t)$ where

$$
\bar{X}=\left[\begin{array}{cc}
1 & 0  \tag{6.24}\\
-\delta & \omega
\end{array}\right], \quad \bar{X}^{-1}=\left[\begin{array}{cc}
1 & 0 \\
\frac{\delta}{\omega} & \frac{1}{\omega}
\end{array}\right]
$$

results in

$$
\dot{\overline{\bar{x}}}=\left[\begin{array}{cc}
-\delta & \omega  \tag{6.25}\\
-\omega & \delta
\end{array}\right] \overline{\bar{x}}(t)+\left[\begin{array}{c}
0 \\
\frac{e}{m \omega}
\end{array}\right] \cos \Omega t
$$

This system (6.25) is of type (6.16). Therefore, the frequency response of (6.25) is directly given by (6.20) for $\bar{f}_{1}^{(1)}=\bar{f}^{(2)}=\overline{\mathcal{F}}_{2}^{(2)}=0$ and $\overline{\mathcal{F}}_{2}^{(1)}=\frac{e}{m \omega}$. The back transformation in physical coordinates is obtained by

$$
\begin{equation*}
\mathbf{g}^{(1)}-i \mathbf{g}^{(2)}=\bar{X} \cdot\left(\overline{\bar{g}}^{(1)}+i \overline{\bar{g}}^{(2)}\right) \tag{6.26}
\end{equation*}
$$

Finally, one gets from $(6.20)$ and $(6.26)$

$$
g^{(1)}=\frac{e}{m} \frac{1}{\left(\delta^{2}+\omega^{2}-\Omega^{2}\right)^{2}+4 \delta^{2} \Omega^{2}}\left[\begin{array}{c}
\delta^{2}+\omega^{2}-\Omega^{2} \\
2 \delta \Omega^{2}
\end{array}\right]
$$

(6.27)

$$
\mathbf{g}^{(2)}=\frac{e}{m} \frac{1}{\left(\delta^{2}+\omega^{2}-\Omega^{2}\right)^{2}+4 \delta^{2} \Omega^{2}}\left[\begin{array}{c}
2 \delta \Omega \\
-\Omega\left(\delta^{2}+\omega^{2}-\Omega^{2}\right)
\end{array}\right] .
$$

This leads to the well-known amplitude and phase functions for the displacement and for the velocity coordinate, $y$ and $\dot{y}$, respectively :
(6.28a)

$$
a_{1}(\Omega)=\frac{e}{m} \frac{1}{\sqrt{\left(\delta^{2}+\omega^{2}-\Omega^{2}\right)^{2}+4 \delta^{2} \Omega^{2}}}
$$

(6.28b) $\quad a_{2}(\Omega)=\frac{e}{m} \frac{\Omega}{\sqrt{\left(\delta^{2}+\omega^{2}-\Omega^{2}\right)^{2}+4 \delta^{2} \Omega^{2}}}=\Omega a_{1}(\Omega)$,
(6.29a)

$$
\tan \psi_{1}(\Omega)=\frac{2 \delta \Omega}{\delta^{2}+\omega^{2}-\Omega^{2}}
$$

$$
\begin{equation*}
\tan \psi_{2}(\Omega)=-\frac{\delta^{2}+\omega^{2}-\Omega^{2}}{2 \delta \Omega}=\tan \left(\psi_{1}-\frac{\pi}{2}\right) . \tag{6.29b}
\end{equation*}
$$

The amplitude functions characterize the magnitudes of the steady-state vibration response of $y_{p \infty}(t)$ and $\dot{y}_{p \infty}(t)$ dependent on the excitation frequency $\Omega$, while the phase functions give the shifting of the phase angles of the displacement and the velecity with respect to the input. The qualitative curves of the functions (6.28a-6.29b) are plotted in Figs. 6.1-6.6 for a constant excitation amplitude e and various values of the damping ratio $\Delta=\frac{\delta}{\sqrt{\delta^{2}+\omega^{2}}}=$
$=\frac{\mathrm{d}}{}$ $=\frac{d}{2 \sqrt{c m}}$.
In rigs. 6.1 and 6.4 there are dotted lines representing the geometrical locus of maximal values of the amplitude functions for various damping ratios $\Delta$ :

Fig.6.3. Displacement polar plot for various values of damping ratio


Fig.6.1. Displacement amplitude plot for various values of damping ratio


Fig.6.2. Displacement phase plot for various values of damping ratio



$$
\begin{equation*}
a_{2 \max }=\frac{e}{\sqrt{c m}} \frac{1}{2 \Delta} \quad \text { for } \quad \Omega=\sqrt{\frac{c}{m}}=\sqrt{\delta^{2}+\omega^{2}} . \tag{6.31}
\end{equation*}
$$

For a stable system with purely imaginary eigeneigenvalues i.e. $\delta=0$ or $\Delta=0$, the maximum amplitude ap-


Fig.6.4. Velocity amplitude plot for various values of damping ratios


Fig.6.5. Velocity phase plot for various values of damping ratio proaches infinity. The curve marked by little lines characterizes an amplitude function for $\Delta=2$, i. e. for a me. chanical system (6.22) with two real eigenvalues. Although the results (6.27-6.29) were derived from the second elementary system (6.16) with complex eigenvalues, the frequency response (6.27) remains valid. But in general systems with real eigenvalues the frequency response has to be characterized by the superposition of first order elementary systems (6.15). For illustration amplitude,
phase and locus functions are shown for $\bar{F}_{k}^{(1)}=1$ and $\bar{f}_{k}^{(2)}=0$ in Figs. 6.7-6.9.

The amplitude, phase and locus functions shown in Figs. 6.1-6.9 are characteristic for excitations with input vectors $f^{(1)}$ and $f^{(2)}$ independent on
$\Omega$. If, for example; dynamical mass unbalances lead to input vectors increasing with $\Omega^{2}$, then quite different amplitude, phase and polar plots are obtained.


Fig.6.8. Phase plot for a first order elementary system


Fig.6.6. Velocity polar plot for various values of damping ratio


Fig.6.7. Amplitude plot for a first order elementary system


Fig.6.9. Polar plot for a first order elementary system

### 6.1.2 General Frequency Response

The frequency response of the system (6.1, 6.2) was characterized by ( $6.3-6.5$ ) and is obtained by a suitable superposition of the elementary frequency responses. Therefore, the properties of the elementary frequency responses will arise in the general frequency response, too. In particular, if there is a stable (but not asymptotically stable) mode then the elementary frequency response approaches infinity for an excitation frequency equal to the eigenfrequency and this may cause a similar behavior of the general frequency response. If there is a frequency $\boldsymbol{\Omega}$ implying an infinite value for at least one coordinate of the steady-state response (6.3) then the system is in strict resonance. For a weakly asymptotically stable system, however, the amplitude will not be infinite but the amplitude function peaks will be large, see e.g. Fig. 6.1 for small damping ratios $\Delta$. Then the system is in resonance. The discussion of the elementary frequency responses has shown that in the case of strict resonance the excitation frequency coincides with the eigenfrequency of an undamped mode but that resonance arises usually for excitation frequencies different from eigenfrequencies. However, for small damping this difference is small, too. Since the investigation of resonances is very cumbersome, and since resonance phenomena are continuous functions of the pa-
rameters of the dynamical system, usually strict resonance is investigated instead of resonance for small damping.

Due to the linear superposition of the elementary frequency responses also new effects exist for the general frequency response: there may occur some cancelling phenomena. The amplitude functions ( $6.18,6.28 \mathrm{a}, \mathrm{b}$ ) do not vanish for $0<\Omega<\infty$, but in the general case elementary frequency responses may cancel themselves for a certain $\Omega$. Cancellation cannot occur in a first order system (6.15) or in a one-degree-of-freedom mechanical system (6.22) but it can still appear in a general second order system (6.16): Choosing $\bar{f}_{k}^{(1)}=\omega_{k}^{2}, \quad \bar{f}_{k}^{(2)}=-\omega_{k} \delta_{k}, f_{k+1}^{(1)}=0$ and $f_{k+1}^{(2)}=\delta_{k}^{2}+\omega_{k}^{2}$ the amplitude function $\overline{\bar{a}}_{k}=(\Omega)(6.21)$ vanishes for $\Omega=\omega_{k}$ and $\delta_{k}>0$. This vanishing effect is called an absorption. Another phenomenon may happen by a simultaneous occurrence of strict resonance and of absorption: choosing additionally $\delta_{k}=0$ in the example of $\overline{\overline{\mathrm{a}}}_{\mathrm{k}}(\Omega)$ numerator and denominator vanish for $\Omega=\omega_{\mathrm{k}}$ and yield a finite limit: $\overline{\bar{a}}_{k}\left(\Omega \rightarrow \omega_{k}\right)=\frac{1}{2} \omega_{k}$. The strict resonance is cancelled by an absorption. Therefore, this effect is called pseudo-resonance.

From the mathematical point of view the effects of strict resonance, absorption, and pseudo-resonance are a problem of a vanishing denominator, a vanishing numerator, or of both within the frequency response. Therefore, the solution (6.4) for the frequency response $\mathbf{g}^{(1)}$ and $\mathbf{g}^{(2)}$ has
has to be presented in the following form

$$
\begin{equation*}
g^{(1)}-i g^{(2)}=\frac{\operatorname{adj}(i \Omega E-A)\left(f^{(1)}-i f^{(2)}\right)}{\operatorname{det}(i \Omega E-A)} \tag{6.32}
\end{equation*}
$$

where

$$
\text { (6.33) } \quad F(\Omega)=(i \Omega E-\mathbf{A})^{-1}=\frac{\operatorname{adj}(i \Omega E-\mathbf{A})}{\operatorname{det}(i \Omega E-\mathbf{A})}
$$

has been used. Here, adj (i $\Omega$ E-A) is the so-called adjoint matrix of (i $\Omega \mathbf{E}-\mathbf{A}$ ). In (6.32) the frequency response is written as a numerator vector divided by a scalar denominator polynomial. By this representation the effects of resonances and absorptions will be discussed in the next section in more detail.

## 6. 2 Strict Resonance, Pseudo-Resonance, and Absorption Criteria

First, some simple considerations for the criteria of strict resonance, of pseudo-resonance, and of absorption are given. A necessary condition for strict resonance is the vanishing of the characteristic polynomial (3.16) for $\lambda=\mathrm{i} \Omega_{\mathrm{R}}$

$$
\begin{equation*}
p\left(i \Omega_{R}\right)=\operatorname{det}\left(i \Omega_{R} E-\mathbf{A}\right)=0 \tag{6.34}
\end{equation*}
$$

where $\Omega_{R}$ is the resonance frequency. Therefore, strict resonance does not occur in asymptotically stable systems. For sufficient conditions the numerator vector adj (i $\left.\Omega_{R} E-\mathbf{A}\right)\left(f^{(1)}\right.$-if $\left.\mathbf{f}^{(2)}\right)$ has to be considered, too. Also for vibration absorption and for pseudo-resonance this numerator is relevant. The numerator of (6.32) consists essentially of the adjoint matrix, adj(i $\Omega$ E-A). The adjoint matrix is defined as the transposed matrix of the cofactors of (i』E-A). see Lancaster (1969). The following properties are summarized:
1.

$$
\begin{equation*}
(i \Omega \mathbf{E}-\mathbf{A}) \operatorname{adj}(\mathbf{i} \Omega \mathbf{E}-\mathbf{A})= \tag{6.35}
\end{equation*}
$$

$$
=\operatorname{adj}(\mathrm{i} \Omega \mathbf{E}-\mathbf{A})(\mathrm{i} \Omega \mathbf{E}-\mathbf{A})=\operatorname{det}(\mathrm{i} \Omega \mathbf{E}-\mathbf{A}) \cdot \mathbf{E}
$$

2. 

| rank $(i \Omega \mathbf{E}-\mathbf{A})$ | rank $\operatorname{adj}(i \Omega \mathbf{E}-\mathbf{A})$ |
| :---: | :---: |
| $n$ | $n$ |
| $n-1$ | 1 |
| $<n-1$ | 0 |

.
3. $\operatorname{rank}[\operatorname{adj}(i \Omega E-\mathbf{A})]=1:$
a) (i $\Omega \mathbf{E}-\mathbf{A}) \mathbf{x}=0$ has 1 independent solution vector presented by each nonvanishing colum vector of

$$
\begin{equation*}
\operatorname{adj}(i \Omega \mathbf{E}-\mathbf{A}), \tag{6.37a}
\end{equation*}
$$

b) adj (i $\Omega \mathbf{E}-\mathbf{A}) \mathbf{x}=0$ has $\mathrm{n}-1$ independent solution vectors presented by the $n-1$ independent column vectors of (i $\Omega \mathbf{E}-\mathbf{A}) \cdot(6.37 \mathrm{~b}$ )

Depending on $\operatorname{adj}\left(i \Omega_{R} E-A\right)\left(f^{(1)}-i f^{(2)}\right)$ the resonance frequency $\Omega_{R}$ yields strict or pseudo-resonance. Rank $\left(i \Omega_{R} E-A\right)=n-1$ and $f^{(1)}-i f^{(2)} \neq\left(i \Omega_{R} E-A\right) k, k \quad$ arbitrary, imply at least in one coordinate strict resonance. Further, rank $\left(i \Omega_{R} E-\mathbf{A}\right)=n-1$ and $f^{(1)}$-if ${ }^{(2)}=\left(i \Omega_{R} E-\mathbf{A}\right) \mathbf{k}$ yield pseudo-resonance. It remains to discuss the case $\operatorname{rank}\left(i \Omega_{R} E-A\right)<n-1$ which will be done later.

Absorption is guaranteed if. $\operatorname{det}\left(i \Omega_{A} E-\mathbf{A}\right) \neq 0$ and at least one of the coordinates of $\operatorname{adj}\left(i \Omega_{A} E-\mathbf{A}\right)\left(f^{(1)}-i f^{(2)}\right)$ is zero. It should be noted that vibration absorption in all coordinates is not possible because $\operatorname{det}\left(i \Omega_{A} E-\mathbf{A}\right) \neq 0$ implies a regular adjoint matrix and $\mathbf{g}^{(1)}-i g^{(2)}$ vanishes if and only if $f^{(1)}$-if ${ }^{(2)}$ $=0$. However, it is remarkable that absorption arises in asymptotically stable systems. The discussion of absorber effects is more complicated if $\operatorname{det}\left(i \Omega_{A} E-A\right)=0$,i.e. $\Omega_{A}=\Omega_{R}$. Then, absorption is only possible if there is a pseudomresonance with vanishing amplitudes.

Investigating the critical case rank $\left(i \Omega_{R} E-A\right)<n-1$ the concept of generalized inverse is advantageous. The generalized inverse $\mathbf{B}^{+}$of an arbitrary (rectangular) matrix $\mathbf{B}$ is uniquely defined as the solution of the four simultaneous equations (see Lancaster (1969))
(6.38a)

$$
\begin{aligned}
& \mathbf{B}^{+} \mathbf{B}=\left(\mathbf{B}^{+} \mathbf{B}\right)^{\top}, \\
& \mathbf{B}^{\mathbf{B}}=\left(\mathbf{B} \mathbf{B}^{+}\right)^{\top},
\end{aligned}
$$

## $B B^{+} B=B$, <br> $B^{+} B B^{+}=B^{+}$.

For an $n \times n$ regular matrix $B$ the pseudo-inverse $\mathbf{B}^{+}$coincides with the inverse $\mathbf{B}^{-1}$. An application of the generalized inverses is the solution of linear equations:

$$
\begin{equation*}
B x=b \tag{6.39}
\end{equation*}
$$

is solvable if and only if

$$
\begin{equation*}
\left(E-B B^{+}\right) b=0 \tag{6.40a}
\end{equation*}
$$

or equivalently $\mathbf{b}$ is of the type

$$
\begin{equation*}
\mathbf{b}=\mathbf{B k} ; \tag{6.40b}
\end{equation*}
$$

then the solution is

$$
\begin{equation*}
x=B^{+} b+\left(E-B^{+} B\right) \tilde{x} \tag{6.41a}
\end{equation*}
$$

with an arbitrary vector $\tilde{\mathbf{x}}$; especially the minimum norm solution is

$$
\begin{equation*}
x=B^{+} b . \tag{6.41b}
\end{equation*}
$$

The problem of critical resonance frequency $\Omega_{\mathrm{R}}$ is completely solved by this concept of generalized inverses. The frequency response vectors $\mathbf{g}^{(1)}$ and $\mathbf{g}^{(2)}$ satisfy

$$
(6.42) \quad(i \Omega \mathbf{E}-\mathbf{A})\left(\mathbf{g}^{(1)}-i \mathbf{g}^{(2)}\right)=\left(\mathbf{f}^{(1)}-\mathrm{i} \mathbf{f}^{(2)}\right) .
$$

There is a (finite) solution of (6.42) if and only if

$$
\begin{equation*}
\left[\mathbf{E}-(\mathrm{i} \Omega \mathbf{E}-\mathbf{A})(\mathrm{i} \Omega \mathbf{E}-\mathbf{A})^{+}\right]\left(\mathbf{f}^{(1)}-\mathrm{i} \mathrm{f}^{(2)}\right)=0 . \tag{6.43}
\end{equation*}
$$

For $\Omega$ with $\operatorname{det}(i \Omega \mathbf{E}-\mathbf{A}) \neq 0$ relation $(6.43)$ is satisfied for each $f^{(1)}$-if $f^{(2)}$. No resonance or pseudo-resonance occur. For $\Omega=\Omega_{\mathrm{R}}$ with $\operatorname{det}\left(\mathrm{i} \Omega_{\mathrm{R}} \mathrm{E}-\mathrm{A}\right)=0$ there is no resonance if and only if (6.43) is valid, or equivalently

$$
\begin{equation*}
f^{(1)}-i f^{(2)}=\left(i \Omega_{R} E-A\right) \mathbf{k}, \tag{6.44}
\end{equation*}
$$

k arbitrary. Then the finite resonance response is characterized by the minimum norm solution ( 6.41 b )

$$
\mathbf{g}^{(1)}\left(\Omega_{R}\right)-i g^{(2)}\left(\Omega_{R}\right)=\left(i \Omega_{R} E-\mathbf{A}\right)^{+}\left(f^{(1)}-i f^{(2)}\right)=
$$

$$
\begin{equation*}
=\left(i \Omega_{R} \mathbf{E}-\mathbf{A}\right)^{+}\left(i \Omega_{R} \mathbf{E}-\mathbf{A}\right) \mathbf{k}=\tilde{\mathbf{k}} . \tag{6.45}
\end{equation*}
$$

Table 6.1. Conditions for strict resonance, pseudo-resonance and absorbtion

|  |  | $\left[E-(i \Omega E-A)(i \Omega \cdot E-A)^{+}\right]\left(\mathbf{f}^{(1)}-i f^{(2)}\right)$ |  |
| :---: | :---: | :---: | :---: |
|  |  | $=0$ | \# 0 |
|  |  | $\begin{gathered} f^{(1)}-i f^{(2)}-(i \Omega E-A) k \\ \tilde{k}=(i \Omega E-A)^{+}(i \Omega E-A) k \end{gathered}$ | $f^{(1)}-i f^{(2)}=(i \Omega E-A) k$ |
|  | - 0 | $\begin{aligned} & \tilde{\mathrm{k}}_{1} \neq 0: \text { Pseudo-resonance } \\ & \tilde{\mathrm{k}}_{1}=0: \text { Absorption } \end{aligned}$ | Strict resonance (at least in one coordinate) |
|  | * 0 | $\begin{gathered} \tilde{\mathbf{k}}=\mathbf{k}=\mathbf{g}^{(1)}-\mathbf{i} \mathbf{g}^{(2)}= \\ =\frac{\operatorname{adj}(i \Omega \mathbf{E}-\mathbf{A})\left(\mathbf{f}^{(1)}-i \mathbf{f}^{(2)}\right)}{\operatorname{det}(1 \Omega \mathbf{E}-\mathbf{A})} \end{gathered}$ |  |
|  |  | $\begin{array}{ll} k_{1} \neq 0 & \text { Vibration } \\ k_{1}=0 & \text { Absorption } \end{array}$ |  |

Pseudo-resonance in the whole system is obtained if and only if (6.44) is true. Furthermore, vibration absorption occurs if some coordinates of $\tilde{\mathbf{k}}$ are zero.

The results of this section can be summarized in Table 6.1.

### 6.3 Examples

Example 6.1: Automobile wheel suspension

Consider the automobile wheel suspension of example 2.1 where the vehicle is driving on a rough road, see Fig. 6.10. The mathematical model was represented by the second order equation


Fig.6.10. Automobile wheel suspension

$$
[\underbrace{\left[\begin{array}{cc}
m_{1} & 0 \\
0 & m_{2}
\end{array}\right]}_{\mathbf{M}}\left[\begin{array}{l}
\ddot{y}_{1} \\
\ddot{y}_{2}
\end{array}\right]+\underbrace{\left[\begin{array}{cc}
d_{1} & -d_{1} \\
-d_{1} & d_{1}
\end{array}\right]}_{\mathbf{D}}\left[\begin{array}{l}
\dot{y}_{1} \\
\dot{y}_{2}
\end{array}\right]+\underbrace{\left[\begin{array}{cc}
c_{1} & -c_{1} \\
-c_{1} & c_{1}+c_{2}
\end{array}\right]}_{\mathbf{K}}\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]=\underbrace{\left[\begin{array}{l}
0 \\
c_{2}
\end{array}\right]}_{\mathbf{h}} y_{\mathbf{e}} .
$$

Assuming a harmonic excitation

$$
y_{e}(t)=y_{e 0} \cos \Omega t
$$

the frequency response of the wheel suspension is easily obtained by (6.9). Introducing the abbreviations

$$
\omega_{1}^{2}=\frac{c_{1}}{m_{1}}, \omega_{12}^{2}=\frac{c_{1}}{m_{2}}, \omega_{2}^{2}=\frac{c_{1}+c_{2}}{m_{2}}, \delta_{1}=\frac{d_{1}}{m_{1}}, \delta_{2}=\frac{d_{1}}{m_{2}}
$$

the frequency response matrix of the mechanical system is calculated as

$$
\begin{gathered}
\left(-\Omega^{2} \mathbf{M}+i \Omega \mathbf{D}+\mathbf{K}\right)^{-1}=\frac{\operatorname{adj}\left(-\Omega^{2} \mathbf{M}+i \Omega \mathbf{D}+\mathbf{K}\right)}{\operatorname{det}\left(-\Omega^{2} \mathbf{M}+\mathrm{i} \Omega \mathbf{D}+\mathbf{K}\right)}, \\
\operatorname{adj}\left(-\Omega^{2} \mathbf{M}+\mathrm{i} \Omega \mathbf{D}+\mathbf{K}\right)=\left[\begin{array}{cc}
\omega_{2}^{2}-\Omega^{2}+i \delta_{2} \Omega & \omega_{1}^{2}+i \delta_{1} \Omega \\
\omega_{12}^{2}+i \delta_{2} \Omega & \omega_{1}^{2}-\Omega^{2}+i \delta_{1} \Omega
\end{array}\right]\left[\begin{array}{cc}
\mathrm{m}_{2} & 0 \\
0 & m_{1}
\end{array}\right] \\
\operatorname{det}\left(-\Omega^{2} \mathbf{M}+\mathrm{i} \Omega \mathbf{D}+\mathbf{K}\right)=\mathrm{m}_{1} \mathrm{~m}_{2}\left\{\left(\omega_{1}^{2}-\Omega^{2}\right)\left(\omega_{2}^{2}-\Omega^{2}\right)-\omega_{1}^{2} \omega_{12}^{2}+\right. \\
\left.+i \Omega\left[-\left(\delta_{1}+\delta_{2}\right) \Omega^{2}+\delta_{1}\left(\omega_{2}^{2}-\omega_{12}^{2}\right)\right]\right\} .
\end{gathered}
$$

This leads to the complex frequency response vector (6.9)

$$
\begin{gathered}
\mathbf{q}^{(1)}-\mathrm{i} \mathbf{q}^{(2)}= \\
=\frac{y_{\mathrm{eo}}\left(\omega_{2}^{2}-\omega_{12}^{2}\right)}{\left(\omega_{1}^{2}-\Omega^{2}\right)\left(\omega_{2}^{2}-\Omega^{2}\right)-\omega_{1}^{2} \omega_{12}^{2}+\mathrm{i} \Omega\left[-\left(\delta_{1}+\delta_{2}\right) \Omega^{2}+\delta_{1}\left(\omega_{2}^{2}-\omega_{12}^{2}\right)\right]}\left[\begin{array}{c}
\omega_{1}^{2}+\mathrm{i} \delta_{1} \Omega \\
\omega_{1}^{2}-\Omega^{2}+\mathrm{i} \delta_{1} \Omega
\end{array}\right]
\end{gathered}
$$

which yields the amplitude functions

$$
a_{1}^{2}(\Omega)=y_{e 0}^{2} \frac{\left(\omega_{2}^{2}-\omega_{12}^{2}\right)^{2}\left(\omega_{1}^{4}+\delta_{1}^{2} \Omega^{2}\right)}{\left[\left(\omega_{1}^{2}-\Omega^{2}\right)\left(\omega_{2}^{2}-\Omega^{2}\right)-\omega_{1}^{2} \omega_{12}^{2}\right]^{2}+\Omega^{2}\left[-\left(\delta_{1}+\delta_{2}\right) \Omega^{2}+\delta_{1}\left(\omega_{2}^{2}-\omega_{12}^{2}\right)\right]^{2}},
$$

$$
a_{2}^{2}(\Omega)=y_{\text {eo }}^{2} \frac{\left(\omega_{2}^{2}-\omega_{12}^{2}\right)^{2}\left[\left(\omega_{1}^{2}-\Omega^{2}\right)^{2}+\Omega^{2} \delta_{1}^{2}\right]}{\left[\left(\omega_{1}^{2}-\Omega^{2}\right)\left(\omega_{2}^{2}-\Omega^{2}\right)-\omega_{1}^{2} \omega_{12}^{2}\right]^{2}+\Omega^{2}\left[-\left(\delta_{1}+\delta_{2}\right) \Omega^{2}+\delta_{1}\left(\omega_{2}^{2}-\omega_{12}^{2}\right)\right]^{2}}
$$

Now the phenomena of resonance, pseudo-resonance and absorption will be discussed. Resonance is possible if the damping vanishes, $\delta_{1}=\delta_{2}=0$. Then the necessary condition (6.34) of resonance leads to $\Omega_{\mathrm{R}}=\Omega_{\mathrm{R}_{1,2}}$ where $\Omega_{\mathrm{R}_{1,2}}$ are the zeros of

$$
\left(\omega_{1}^{2}-\Omega_{\mathrm{R}}^{2}\right)\left(\omega_{2}^{2}-\Omega_{\mathrm{R}}^{2}\right)-\omega_{1}^{2} \omega_{12}^{2}=0
$$

Since $\Omega_{R_{1,2}}^{2} \neq \omega_{1}^{2}$, the numerators of $a_{1}^{2}(\Omega)$ and $a_{2}^{2}(\Omega)$ do not vanish for $\Omega=\Omega_{R_{1,2}}$. Therefore, for $\Omega_{R_{1,2}}$ the system is in strict resonance $\left(\delta_{1}=\delta_{2}=0\right)$. Pseudo-resonance does not exist here, but absorption can arise in the second coordinate if $\delta_{1}=0$. For $\Omega^{2}=\Omega_{\mathrm{A}}^{2}=\omega_{1}^{2}$ and $\delta_{1}=0$ the amplitude of the axle coordinate vanishes. The mass $m_{1}$ acts like a vibration absorber for the mass $m_{2}$ if the system is excited with the frequency of this absorber.

Another phenomenon in resonance theory is the effect of fixed points in the amplitude plot of $\alpha_{1}(\Omega)$. For

$$
\begin{aligned}
\Omega_{F_{2}}^{2}= & \omega_{2}^{2}-\omega_{12}^{2} \quad \text { and } \quad \Omega_{F_{1}, F_{3}}^{2}=\frac{1}{2}\left[\left(2+\frac{m_{1}}{m_{2}}\right) \omega_{1}^{2}+\omega_{2}^{2}\right] \pm \\
& \pm \sqrt{\frac{1}{4}\left[\left(2+\frac{m_{1}}{m_{2}}\right) \omega_{1}^{2}+\omega_{2}^{2}\right]^{2}-2 \omega_{1}^{2}\left(\omega_{2}^{2}-\omega_{12}^{2}\right)}
\end{aligned}
$$

the amplitudes are independent of the damping parameter $d_{1}$.

The damping has no influence to the motion of the body if the automobile is forced by a harmonic road excitation with frequencies $\Omega_{\mathrm{Fi}}, \mathrm{i}=123$. This effect is very interesting and leads to some design techniques of vibratory sysiems, see section 6.4.

From the technical point of view the frequency response of the vertical vehicle acceleration $\ddot{y}_{1}$ is important. This response is reievant to the vehicie comfort. Therefore in


Fig.6.11. Amplitude plot of vertical automobile acceleration for various values of damping

Fig. 6. 11 some typical amplitude functions $\Omega^{2} a_{1}(\Omega)$ of the automobile acceleration are plotted.

The considered automobile wheel suspension results in a limited driving comfort due to the fixed points. Looking for better comfort the engine of the car can be designed as a vibration absorber. For this analysis the automobile is modeled by a body with $m_{2}$ and a linear suspension with spring coefficient $c_{2}$ and dashpot coefficient $d_{2}$ while the engine with mass $m_{1}$ is elastically coupled by a spring (coefficient $c_{1}$ ) to $m_{2}$. The masses of wheels and
axles as well as the tire are neglected. The model of such an engine absorber is sketched in Fig. 6.12.

The equation of motion reads as

$$
\left[\begin{array}{cc}
m_{1} & 0 \\
0 & m_{2}
\end{array}\right]\left[\begin{array}{l}
\ddot{y}_{1} \\
\ddot{y}_{2}
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
0 & d_{2}
\end{array}\right]\left[\begin{array}{l}
\dot{y}_{1} \\
\dot{y}_{2}
\end{array}\right]+\left[\begin{array}{cc}
c_{1} & -c_{1} \\
-c_{1} & c_{1}+c_{2}
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]=\left[\begin{array}{l}
0 \\
1
\end{array}\right]\left(c_{2} y_{2}+d_{2} \dot{y}_{e}\right)
$$

Assuming again a harmonic excitation

$$
y_{\mathrm{e}}(\mathrm{t})=y_{\mathrm{e} o} \cos \Omega \mathrm{t}
$$

the amplitude functions of the steady-state frequency response are calculated as

$$
\begin{aligned}
& a_{1}^{2}(\Omega)=y_{e 0}^{2} \frac{\omega_{1}^{4}\left[\left(\omega_{1}^{2}-\omega_{12}^{2}\right)^{2}+\delta_{2}^{2} \Omega^{2}\right]}{\left[\left(\omega_{1}^{2}-\Omega^{2}\right)\left(\omega_{2}^{2}-\Omega^{2}\right)-\omega_{1}^{2} \omega_{12}^{2}\right]^{2}+\delta_{2}^{2} \Omega^{2}\left(\omega_{1}^{2}-\Omega^{2}\right)^{2}} \\
& a_{2}^{2}(\Omega)=y_{e 0}^{2} \frac{\left(\omega_{1}^{2}-\Omega^{2}\right)^{2}\left[\left(\omega_{1}^{2}-\omega_{12}^{2}\right)^{2}+\delta_{2}^{2} \Omega^{2}\right]}{\left[\left(\omega_{1}^{2}-\Omega^{2}\right)\left(\omega_{2}^{2}-\Omega^{2}\right)-\omega_{1}^{2} \omega_{12}^{2}\right]^{2}+\delta_{2}^{2} \Omega^{2}\left(\omega_{1}^{2}-\Omega^{2}\right)^{2}}
\end{aligned}
$$

where the abbreviations are

$$
\omega_{1}^{2}=\frac{c_{1}}{m_{1}} \quad, \quad \omega_{12}^{2}=\frac{\dot{c_{1}}}{m_{2}}, \quad \omega_{2}^{2}=\frac{c_{1}+c_{2}}{m_{2}}, \quad \delta_{2}=\frac{d_{2}}{m_{2}}
$$

The engine absorber is in strict resonance only for vanishing damping and the excitation frequencies $\Omega=\Omega_{\mathrm{R}_{1,2}}$. The absorp-
tion effect occurs in the coordinate $y_{2}$ of the body;

$$
\Omega_{A}^{2}=\omega_{1}^{2} \quad: \quad a_{2}^{2}\left(\omega_{1}\right)=0 .
$$

In contrary to the automobile
 wheel suspension absorption arises independently from the dashpot coefficient $d_{2}$. Therefore the absorption frequency $\Omega_{\mathrm{A}}$ yields also a fixed point in the amplitude plot $\alpha_{2}(\Omega)$. A qualitative sketch of $a_{2}(\Omega)$

Fig.6.13. Amplitude plot of the automobile body frequency response using an engine ab- is given in Fig.6.13. Obvious sorber $1 y$, there exist three further fixed points. For

$$
\begin{gathered}
\Omega_{\mathrm{F}_{2}}^{2}=\omega_{1}^{2}+\omega_{12}^{2} \text { and } \Omega_{\mathrm{F}_{1}, F_{3}}^{2}=\frac{1}{2}\left(2 \omega_{2}^{2}+\omega_{1}^{2}-\omega_{12}^{2}\right) \pm \\
\\
\pm \sqrt{\frac{1}{4}\left(\omega_{1}^{2}+\omega_{12}^{2}-2 \omega_{2}^{2}\right)^{2}+\omega_{1}^{2} \omega_{12}^{2}}
\end{gathered}
$$

frequency response amplitudes $a_{1}(\Omega)$ as well as $a_{2}(\Omega)$ have fixed points independently on $d_{2}$ :

$$
\begin{gathered}
a_{2}\left(\Omega_{\mathrm{F}_{\mathrm{i}}}\right)=y_{e o} \quad, \quad i=1,2,3 \\
a_{1}\left(\Omega_{\mathrm{F}_{\mathrm{i}}}\right)=y_{e o} \frac{\omega_{1}^{2}}{\left|\omega_{1}^{2}-\Omega_{\mathrm{F}_{\mathrm{i}}}^{2}\right|} \quad, \quad i=1,2,3
\end{gathered}
$$

Example 6.2: Centrifuge

At the centrifuge example 2.2, small unsymmetries of the rotor lead to dynamical mass unbalances. The mathematical model of the centrifuge was given by (2.53)

$$
\begin{aligned}
& \ddot{\phi}+\delta \dot{\phi}+\mathrm{g} \Omega \dot{\theta}+\mathrm{k} \phi=\mathrm{e} \Omega^{2} \cos \Omega \mathrm{t}, \\
& \ddot{\theta}-\mathrm{g} \Omega \dot{\phi}+\delta \dot{\theta}+\mathrm{k} \theta=\mathrm{e} \Omega^{2} \sin \Omega \mathrm{t}
\end{aligned}
$$

with the abbreviations

$$
\delta=\frac{d}{I_{x}} \quad, \quad k=\frac{c}{I_{x}} \quad, \quad g=\frac{I_{z}}{I_{x}} \quad, \quad e=\frac{I_{y z}}{I_{x}} .
$$

The frequency response (6.9) reads as

$$
\begin{aligned}
q^{(1)}-i q^{(2)} & =\frac{e \Omega^{2}}{\left[k-\Omega^{2}(1+g)+i \delta \Omega\right]\left[k-\Omega^{2}(1-g)+i \delta \Omega\right]}\left[\begin{array}{c}
k-\Omega^{2}(1+g)+i \delta \Omega \\
-i\left[k-\Omega^{2}(1+g)+i \delta \Omega\right]
\end{array}\right]= \\
& =\frac{e}{k-\Omega^{2}(1-g)+i \delta \Omega}\left[\begin{array}{c}
1 \\
-i
\end{array}\right] \text { if } k-\Omega^{2}(1+g)+i \delta \Omega \neq 0 .
\end{aligned}
$$

However, if $\mathrm{k}-\Omega^{2}(1+\mathrm{g})+\mathrm{i} \delta \Omega=0$ the characteristic effect of pseudo-resonance occurs for $\delta=0, \Omega_{R_{1}}^{2}=\frac{k}{1+g}$. This is the well-known effect that the counter-rotating eigenmode of centrifuges excited by unbalances does not lead to resonance. On the contrary, the undamped parallel rotating eigenmode of


Fig.6.14. Amplitude plot of centrifuge frequency response
the centrifuge yields strict resonance for $\delta=0, \Omega_{R_{2}}^{2}=\frac{k}{1-g}$. Finally, the amplitude functions are given by

$$
a_{\phi}^{2}(\Omega)=a_{\theta}^{2}(\Omega)=
$$

$$
=\frac{e^{2} \Omega^{4}}{\left[k-\Omega^{2}(1-g)\right]^{2}+\delta^{2} \Omega^{2}}
$$

Typical amplitude plots for various values of the damping are shown in Fig. 6.14.

### 6.4 Optimization and Absorber Tuning

In the design of vibration systems the parameters have to be found optimally with respect to some criterion. For example, in Fig. 6.13 the amplitude function $a_{2}(\Omega)$ of the automobile body frequency response is quite different for the various damping coefficients. Also in Fig. 6.14 the amplitude function $a_{\Phi}(\Omega)$ of the centrifuge frequency response depends on the damping ratio $\Delta$. Therefore, the frequency response represents a good toolfor an optimal parameter tuning of the vibration system. Therefore, in this section some aspects of parameter optimization with respect to a good frcquency responsc are
discussed.

### 6.4.1 Optimization

Although the meaning of a "good" frequency response is intuitively clear a precise performance criterion is necessary. Usually the goal of optimization is the reduction of the amplitude of the frequency response. While in Fig. 6. 14 an increasing damping ratio leads to a decreasing of the amplitudes in Fig. 6. 13 the situation is more complicated: in certain frequency domains an increasing damping effects decreasing amplitudes but in other domains an opposite behavior is observed. In applications, the behavior of the amplitudes in Fig. 6.13 is more common than that in Fig. 6.14 which is due to the balance theorem stating that for a certain class of systems the improvement by parameter variations is zero in the mean over all frequencies, see Krebs (1973). Consequently, optimizing the frequency response amplitudes the frequency domain of interest has to be restricted. Then the amplitude functions have to be minimal in the domain $\bar{\Omega}=\left[\Omega_{1}, \Omega_{2}\right]$ with respect to a performance criterion. Such criteria are discussed in the following. a) Minimal peak of an amplitude function $a(\Omega)$ on $\bar{\Omega}=\left[\Omega_{1}, \Omega_{2}\right]$ :

$$
\begin{equation*}
\max _{\Omega \in\left[\Omega_{1}, \Omega_{2}\right]}\{a(\Omega)\} \Rightarrow \text { minimum } \tag{6.46}
\end{equation*}
$$

If there are some fixed points in the amplitude plot minimal peaks are often obtained by two optimization steps: (i) put the fixed points as low as possible by variation of those parameters which influence the fixed points, (ii) choose the parameters without influence on the fixed points such that the peaks of the amplitude function coincide with the fixed points (see Klotter (1960)). It has to be noted that this procedure is not always successful. For example, see the amplitude plot of Fig. 6.13. The fixed points are determined as $a_{2}\left(\Omega_{F_{i}}\right)=y_{\text {eo }}$ and $a_{2}\left(\omega_{1}\right)=0$ independent on spring or damping parameters Also the peaks can not coincide with the fixed points because $a_{2}\left(\Omega_{R_{1}}\right)>y_{\mathrm{e} 0}$ and $a_{2}\left(\Omega_{\mathrm{R}_{2}}\right)>\mathrm{y}_{\mathrm{eo}}$. In multi-degree-of-freedom mechanical vibration systems usually more than one amplitude function of $a_{1}(\Omega), \ldots, a_{k}(\Omega)$ are of interest. Then the performance criterion (6.46) can be replaced by
(6.47) $\max _{\Omega \in\left[\Omega_{1}, \Omega_{2}\right]}\left\{s_{1} a_{1}(\Omega), \ldots, s_{k} a_{k}(\Omega)\right\} \Rightarrow$ minimum where $s_{i}, i=1(1) k$, are certain weighting factors characterizing the importance of $a_{i}(\Omega)$.
b) Minimal amplitudes in the mean on $\bar{\Omega}=\left[\Omega_{1}, \Omega_{2}\right]$ :
(6.48)

$$
\int_{\Omega_{1}}^{\Omega_{2}} a(\Omega) \mathrm{d} \Omega \Rightarrow \text { minimum } .
$$

In the multidimensional case various generalizations of (6.48) are possible, e.g.

$$
\begin{align*}
\max _{i=1, \ldots, k} & \left\{s_{i} \int_{\Omega_{1}}^{\Omega_{2}} a_{i}(\Omega) d \Omega\right\}  \tag{6.49a}\\
& \Longrightarrow \text { minimum }  \tag{6.49b}\\
\sum_{i=1}^{k} s_{i} \int_{\Omega_{1}}^{\Omega_{2}} a_{i}(\Omega) d \Omega & \Longrightarrow \text { minimum }
\end{align*}
$$

This optimization problem of minimizing the linear area of the amplitude of the frequency response on a certain frequency interval is always well defined but cumbersome in computation. c) Minimal squared amplitudes in the mean on $\bar{\Omega}=\left[\Omega_{1}, \Omega_{2}\right]$ :

$$
\begin{equation*}
\int_{\Omega_{1}}^{\Omega_{2}} a^{2}(\Omega) d \Omega \Rightarrow \text { minimum } \tag{6.50}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{\Omega_{1}}^{\Omega_{2}} \sum_{i=1}^{k} s_{i} a_{i}^{2}(\Omega) d \Omega \Rightarrow \text { minimum } \tag{6.51}
\end{equation*}
$$

This performance criterion is equivalent to the requirement

$$
\begin{equation*}
\int_{\Omega_{1}}^{\Omega_{2}} g^{*}(\Omega) S \mathrm{~g}(\Omega) \mathrm{d} \Omega \quad \Longrightarrow \text { minimum } \tag{6.52}
\end{equation*}
$$

where $\mathbf{g}(\Omega)$ is the complex vector (5.17) characterizing completely the steady-state frequency response and

$$
\begin{equation*}
\mathbf{S}=\operatorname{diag}\left[s_{1}, \ldots, s_{n}\right] \tag{6.53}
\end{equation*}
$$

is a symmetric (diagonal) matrix of nonnegative weighting factors $\mathrm{S}_{\mathrm{i}}$.

Using complex curvature integral technique or Fourier transformation technique, respectively, this value of
(6.52) can be calculated in the special case of an infinite frequency domain $\bar{\Omega}=[-\infty, \infty]$. Then

$$
\int_{-\infty}^{+\infty} \mathbf{g}^{*}(\Omega) \mathbf{S} \mathbf{g}(\Omega) \mathrm{d} \Omega=\mathrm{f}_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}\left(-\mathrm{i} \Omega E-\mathbf{A}^{\top}\right)^{-1} \mathbf{S}(\mathrm{i} \Omega E-A)^{-1} \mathrm{~d} \Omega \mathrm{f}=
$$

(6.54)

$$
=2 \pi f^{*} \int_{0}^{\infty} e^{A^{\top} t} S e^{A t} d t f
$$

where $A$ is the asymptotically stable system matrix and $f$ is the complex constant input vector of the harmonic excitation vector function. The integral (6.54) can be calculated by the Lyapunov matrix equation (see (B.6) of Appendix B) :

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \mathbf{g}^{*}(\Omega) \mathbf{S} g(\Omega) \mathrm{d} \Omega=2 \pi \mathrm{f}^{*} \mathbf{R} \mathbf{f} \tag{6.55}
\end{equation*}
$$

where $\mathbf{R}$ is the solution of

$$
\begin{equation*}
\mathbf{A}^{\top} \mathbf{R}+\mathbf{R} \mathbf{A}=-\mathbf{S} \tag{6.56}
\end{equation*}
$$

After establishing a performance criterion that will weight the technical requirements effectively, two additional problems exist in optimizing the dynamical behaviour of a vibration system: (i) calculate the criterion, (ii) determine the free parameters such that the criterion takes its optimal value. Both problems can be solved by pencil and paper only for low order systems; for high order systems (usually $n \geqslant 3$ or 4 ) calculation and parameter search can only be performed on a digital computer. But these problems are behind the scope of this book and the reader is referred to the proper literature, e. g. Drenick (1967).
6.4.2 Absorber Tuning

A special aspect of optimization with respect to the frequency response is the parameter tuning corresponding to absorption phenomena. As shown in Fig. 6.13 the frequency response of the automobile body is quite satisfactory in the neighborhood of the engine frequency $\omega_{1}^{2}=c_{1} / m_{1}$. The mass $m_{1}$ of the engine acts as a vibration absorber of the body motion, i.e. although the excitation force affects the body mass directly, this mass does not vibrate if the excitation frequency is exactly $\Omega=\omega_{1}$. Then the mass of the engine vibrates in count-er-phase to the excitation with an amplitude such that the forces acting on the body mass $m_{1}$ are vanishing, i.e. the force due to the first spring ( $c_{1}$ ) cancels the force of excitation. This phenomenon is often used to neutralize vibrations of machine foundations by adding a tuned vibration absorber.

The absorption technique is illustrated by an additional example. Consider the automobile wheel suspension of example 6.1. There, the lined amplitude function of the vertical acceleration is reasonably good, see Fig. 6.11. For further improvement of the amplitude func-


Fig.6.15. Automobile wheel suspension with vibration absorber
tion an absorber has to be used. The mechanical model of the automobile wheel suspension with an absorber mass is shown in Fig. 6. 15.

The corresponding equations of motion read as

$$
\begin{aligned}
& {\left[\begin{array}{ccc}
m_{1} & 0 & 0 \\
0 & m_{2} & 0 \\
0 & 0 & m_{3}
\end{array}\right]\left[\begin{array}{l}
\ddot{y}_{1} \\
\ddot{y}_{2} \\
\ddot{y}_{3}
\end{array}\right]+\left[\begin{array}{ccc}
d_{1} & -d_{1} & 0 \\
-d_{1} & d_{1}+d_{3} & -d_{3} \\
0 & -d_{3} & d_{3}
\end{array}\right]\left[\begin{array}{l}
\dot{y}_{1} \\
\dot{y}_{2} \\
\dot{y}_{3}
\end{array}\right]+} \\
& +\left[\begin{array}{ccc}
c_{1} & -c_{1} & 0 \\
-c_{1} & c_{1}+c_{2}+c_{3} & -c_{3} \\
0 & -c_{3} & c_{3}
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]=\left[\begin{array}{c}
0 \\
c_{2} y_{e} \\
0
\end{array}\right] . \\
& \text { Fig.6.16. Amplitude plot of vertical acceleration } \\
& \text { employing a vibration absorber } \\
& \text { A parameter analysis for } \\
& \text { the absorber coefficient } d_{3} \\
& \text { results qualitatively in the } \\
& \text { following amplitude plot of } \\
& \text { the vertical automobile ac- } \\
& \text { celeration, Fig. 6.16. For } \\
& \text { vanishing absorber damping } \\
& \text { a complete absorption oc- } \\
& \text { curs for the absorber fre- }
\end{aligned}
$$ quency $\omega_{3}^{2}=c_{3} / m_{3}$ (curve I). But in other regions of the interesting frequency domain, the amplitude function is increasing. Therefore, damped absorbers characterized by curves II and III in Fig.

6. 16 are preferable featuring a compromise for the whole frequency domain.

## CHAPTER 7

## Random Vibrations

Mechanical vibration systems are sometimes excited by stochastic forces. Such excitations may appear in all kinds of vibration systems, e.g. an automobile driving on a standard road, a centrifuge with erratic charge or a tall building waving in all weathers. Stochastic forces can not be represented by a single time function, a description by a stochastic process is necessary. Further, the response of the vibration system will be also a stochastic process. Therefore, the stochastic processes will be discussed in short at the beginning.

### 7.1. Vector Stochastic Processes

A scalar stochastic process $\mathbf{v}(t)$ can be thought of as a family of time function $\left\{v^{(i)}(t)\right\}$. Each time is called a realization of the process, Fig.


Fig.7.1. Scalar stochastic process
7.1. For a fixed time the stochastic process is characterized by a random variable. Suppose that $\mathrm{v}_{\mathrm{i}}(\mathrm{t}), \mathrm{i}=1(1) \mathrm{n}$, are n scalar stochastic processes which are possibly mutually dependent. Then, it is

$$
\begin{equation*}
v(t)=\left[v_{1}(t) v_{2}(t) \ldots \ldots v_{n}(t)\right]^{\top} \tag{7.1}
\end{equation*}
$$

a vector stochastic process which can be characterized by the probability distribution

$$
\begin{align*}
& \operatorname{Pr}\left\{v(t): v_{i}\left(t_{j}\right) \leqslant v_{i j}\right\}, \quad i=1(1) n, \\
& j=1(1) \mathrm{m} \text {, } \tag{7.2}
\end{align*}
$$

for all $\mathbf{v}_{\mathrm{j}}$, for all $\mathrm{t}_{\mathrm{j}} \geqslant \mathrm{t}_{\mathrm{o}}$ and for every number m . In many cases only the first and second-order properties of a stochastic process are important. For the vector stochastic process

$$
\begin{equation*}
m_{v}(t)=E\{v(t)\} \tag{7.3}
\end{equation*}
$$

is called the mean vector,

$$
\begin{equation*}
\mathbf{C}_{v}(\mathrm{t}, \tau)=E\left\{\mathbf{v}(\mathrm{t}) \mathbf{v}^{\top}(\tau)\right\} \tag{7.4}
\end{equation*}
$$

is called the correlation matrix and

$$
\begin{equation*}
\mathbf{N}_{v}(\mathrm{t}, \tau)=\mathrm{E}\left\{\left[\mathbf{v}(\mathrm{t})-\mathbf{m}_{\mathrm{v}}(\mathrm{t})\right]\left[\mathbf{v}(\tau)-\mathbf{m}_{v}(\tau)\right]^{\top}\right\} \tag{7.5}
\end{equation*}
$$

is called the central correlation matrix where $E$ is the expectation operator. If the stochastic process under consideration has zero mean, $\mathbf{m}(t) \equiv 0$, then the correlation matrix and the
central correlation matrix coincide. The correlation matrices characterize the coupling of the process at various instants. They have the following properties:

$$
\begin{gather*}
\mathbf{C}_{v}(t, \tau)=\mathbf{C}_{v}^{\top}(\tau, t), \\
\mathbf{N}_{v}(t, \tau)=\mathbf{N}_{v}^{\top}(\tau, t) \text { and }  \tag{7.6}\\
\mathbf{C}_{v}(t, \tau)=\mathbf{N}_{v}(t, \tau)+\mathbf{m}_{v}(t) \mathbf{m}_{v}^{\top}(\tau)
\end{gather*}
$$

for all $t, \tau$. Since the second-order properties of a stochastic process are equally well characterized by the correlation ma$\operatorname{trix} \mathbf{C}_{\mathrm{v}}(\mathrm{t}, \tau)$ and the central correlation matrix $\mathbf{N}_{\mathrm{v}}(\mathrm{t}, \tau)$ usually only $\mathbf{N}_{v}(t, \tau)$ will be considered. The covariance matrix $\mathbf{P}_{\mathrm{v}}(\mathrm{t})$ of the stochastic process $\mathbf{v}(\mathrm{t})$ is obtained for $\mathrm{t}=\boldsymbol{\tau}$ from the correlation matrix

$$
\begin{equation*}
\mathbf{P}_{v}(t)=\mathbf{N}_{v}(t, t) \geqslant 0 \tag{7.7}
\end{equation*}
$$

for all $t$ where $P_{V}(t)$ is nonnegative definite. The covariance matrix $P_{v}(t)$ summarizes the most essential statistical properties of a stochastic process. In particular, $P_{v i i}(t)$ is the variance of the $i-t h$ scalar stochastic process $v_{i}(t), i=1(1) n$ and $\sigma_{v i}(t)=\sqrt{P_{v i i}(t)}$ is the corresponding standard deviation. A stochastic process $\mathbf{v}(\mathrm{t})$ is called stationary
if

$$
\begin{gather*}
\operatorname{Pr}\left\{\mathbf{v}(t): v_{i}\left(t_{j}\right) \leqslant v_{i j}\right\}= \\
=\operatorname{Pr}\left\{\mathbf{v}(t+T): v_{i}\left(t_{j}+T\right) \leqslant v_{i j}\right\} \tag{7.8}
\end{gather*}
$$

for all T . This means that the statistical properties of a stationary process are time-invariant. In particular, it holds
(7.9)

$$
\left\{\begin{array}{c}
\mathbf{m}_{v}(t)=\text { const } \\
\mathbf{N}_{v}(t, \tau) \cdot=\mathbf{N}_{v}(t-\tau) \\
\mathbf{P}_{v}(t)=\mathbf{P}_{v}(0)=\text { const }
\end{array}\right.
$$

i. e. the correlation matrix depends on ( $t-\tau$ ) only. For a stationary stochastic process $\mathbf{v}(t)$ the spectral density matrix $\mathbf{S}_{\mathrm{v}}(\Omega)$ can be introduced

$$
\begin{equation*}
\mathbf{S}_{\mathrm{v}}(\Omega)=\int_{-\infty}^{+\infty} \mathrm{e}^{-i \Omega \mathrm{~s}} \mathbf{N}_{\mathrm{v}}(\mathrm{~s}) \mathrm{ds} \tag{7.10}
\end{equation*}
$$

where $S_{v}(\Omega)$ is defined as the Fourier transform, if it exists, of the correlation matrix $\mathbf{N}_{\mathrm{v}}(\mathrm{t}-\tau)$ and $\mathrm{s}=\mathrm{t}-\tau$. The complex spectral density matrix has the properties
(7.11)

$$
\left\{\begin{array}{c}
\mathbf{S}_{v}(-\Omega)=\mathbf{S}_{v}^{\top}(\Omega) \\
\mathbf{S}_{v}^{*}(\Omega)=\mathbf{S}_{v}(\Omega) \\
\mathbf{S}_{v}(\Omega) \geqslant 0
\end{array}\right.
$$

for all $\Omega$. Further, it yields

$$
\begin{equation*}
\mathbf{N}_{v}(\mathrm{~s})=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathbf{S}_{V}(\Omega) \mathrm{e}^{\mathrm{i} \Omega \mathrm{~s}} \mathrm{~d} \Omega . \tag{7.12}
\end{equation*}
$$

The spectral density matrix is a successful mean to obtain experimentally data of a stationary stochastic process. A stochastic process $\mathbf{v}(\mathrm{t})$ is called Gaussian if for each set of instants of time $r_{j}, j=1(1) m$, the $n \times 1$-random vector $\mathbf{v}\left(t_{i}\right)$ has a Gaussian probability distribution. Since the Gaussian probability distribution is completely characterized by the first and second-order properties, a Gaussian stochastic process $\mathbf{v}(t)$ is completely characterized by the mean vector $\boldsymbol{m}_{v}(t)$ and the correlation matrix $\mathbf{N}_{\mathrm{v}}(\mathrm{t}, \tau)$.
A stochastic process $\mathbf{v}(t)$ is called a Markov process if

$$
\begin{gather*}
\operatorname{Pr}\left\{v_{i}\left(t_{\ell}\right) \leqslant v_{i \ell} \mid v_{i}\left(t_{1}\right), v_{i}\left(t_{2}\right), \ldots v_{i}\left(t_{\ell-1}\right)\right\}= \\
\operatorname{Pr}\left\{v_{i}\left(t_{\ell}\right) \leqslant v_{i \ell} \mid v_{i}\left(t_{\ell-1}\right)\right\}, i=1(1) n \tag{7.13}
\end{gather*}
$$

for all $l$, for all $t_{1}, t_{2}, \ldots, t_{1}$ with $t_{1} \geqslant t_{1-1} \geqslant \ldots \geqslant t_{1}$ and for all $\mathbf{v}_{\text {il }}$. The symbol $\operatorname{Pr}\{A \mid B\}$ means conditional probability, i. e. the probability of $A$ if it is known that $B$ already occurred. The Markov process does not depend on the events in the past.

A stochastic process $\mathbf{v}(\mathrm{t}), \mathrm{t} \geqslant \mathrm{t}_{0}$ with indepen-
dent increments is given if
(7.14)

$$
\left\{\begin{array}{c}
v\left(t_{0}\right)=0, \\
E\left\{v\left(t_{2}\right)-v\left(t_{1}\right)\right\}=E\left\{v\left(t_{4}\right)-v\left(t_{3}\right)\right\}=0, \\
E\left\{\left[v\left(t_{2}\right)-v\left(t_{1}\right)\right]\left[\mathbf{v}\left(t_{4}\right)-v\left(t_{3}\right)\right]^{\top}\right\}=0
\end{array}\right.
$$

for any sequence of instants $t_{1}, t_{2}, t_{3}, t_{4}$ with $t_{0} \leqslant t_{1} \leqslant$ $\leqslant t_{2} \leqslant t_{3} \leqslant t_{4}$. A stochastic process $v(t)$ is called a Wiener process if it is a process with independent increments where each of the increments $\left[\mathbf{v}\left(t_{2}\right)-\mathbf{v}\left(t_{1}\right)\right]$ is a Gaussian random vector with zero mean and covariance matrix $\quad \mathbf{P}=\mathbf{Q}\left(t_{2}-t_{1}\right)$ where $\mathbf{Q}$ is a constant, nonnegative intensity matrix.

A stochastic process $\mathbf{v}(\mathrm{t})$ is called a stationary white noise process if it is an idealized Gauss-Markov process with independent increments even for $\left(t_{2}-t_{1}\right) \rightarrow 0$. The properties of such a process are given by

$$
\left\{\begin{array}{c}
\mathbf{m}_{v}(t)=0  \tag{7.15}\\
\mathbf{N}_{v}(t, \tau)=\mathbf{Q}_{v} \delta(t-\tau), \mathbf{Q}_{v} \geqslant 0
\end{array}\right.
$$

where $\mathbf{Q}_{\mathrm{v}}$ is the constant, nonnegative definite intensity matrix of the white noise process and $\delta(t-\tau)$ is the Dirac function (5.2). The corresponding spectral density matrix of this process follows from (7.10) and (7.15) as

$$
\begin{equation*}
\mathbf{S}_{v}(\Omega)=\mathbf{Q}_{v} \tag{7.16}
\end{equation*}
$$

Thus, the stationary white noise process is completely given by the intensity matrix $\mathbf{Q}_{v}$. Due to the small correlation even between two near values $\mathbf{v}\left(t_{1}\right)$ and $\mathbf{v}\left(t_{2}\right)$ the white noise process is very irregular and contains signals at quite high frequencies. Therefore, the covariance matrix of the white noise process has an infinite value

$$
\begin{equation*}
\mathbf{P}_{v}(t)=\mathbf{Q}_{v} \delta(0) \rightarrow \infty \tag{7.17}
\end{equation*}
$$

which immediately points out that this process does not exist in the physical world. However, if the white noise process has passed an integration, one obtains the Wiener process and is again on a firm physical background. In the following sections the response of vibration systems to stochastic excitations is considered. But this means at least one integration and, therefore, the white noise process can be applied successfully for the excitation. For a more extensive discussion of stochastic processes in theory and application consult, e.g., Papoulis (1965), Parkus (1969) Jazwinski (1970) Kwakernaak and Sivan (1972).

### 7.2 Response to Stochastic Forces

The stochastic forces acting on a vibration system may be modeled by a stationary white noise process characterized by

$$
\begin{equation*}
m_{f}(t)=0, \tag{7.18}
\end{equation*}
$$

$$
\mathbf{N}_{f}(\mathrm{t}, \tau)=\mathbf{Q} \delta(\mathrm{t}-\tau)
$$

where $\mathbf{Q}$ is the $\mathrm{n} \times \mathrm{n}$-intensity matrix. Due to the stochastic excitation, the vibration system is now governed by a stochastic differential equation. But for the white noise excitation formally the deterministic differential equation

$$
\begin{equation*}
\dot{x}(t)=A x(t)+f(t), \quad x(0)=x_{0} \tag{7.19}
\end{equation*}
$$

can be used as well-known from control theory, e.g. Jazwinski (1970). However, the initial state $X_{0}$ has to be a Gaussian random vector

$$
\begin{equation*}
\mathbf{x}_{0} \sim\left(\mathbf{m}_{0}, \mathbf{P}_{0}\right) \tag{7.20}
\end{equation*}
$$

independent of the white noise excitation (7.18), where $\mathbf{m}_{0}$ is the $n \times 1$-mean vector and $P_{0}$ is the $n \times n$-covariance matrix. Then, the general solution is given by

$$
\begin{equation*}
\mathbf{x}(\mathrm{t})=\Phi(\mathrm{t}) \mathrm{X}_{0}+\int_{0}^{\mathrm{t}} \boldsymbol{\Phi}(\mathrm{t}-\tau) \mathbf{f}(\tau) \mathrm{d} \tau \tag{7.21}
\end{equation*}
$$

where $\Phi(t)$ is the fundamental matrix (3.7) and the integral is a stochastic integral. It can be shown that the stochastic response $X(t)$ is a nonstationary Gauss-Markov process. Such a process is completely specified by the knowledge of the mean vector $m_{x}(t)$ and the correlation matrix $\mathbf{N}_{x}\left(t_{1}, t_{2}\right)$. For the further evaluation of (7.21), two properties of the stochastic integral introduced by Ito (1944) are presented:

$$
\begin{gather*}
E \int_{t_{0}}^{t} \Phi(t-\tau) f(\tau) d \tau=0  \tag{7.22}\\
E\left\{\left[\int_{t_{0}}^{t_{1}} \Phi\left(t_{1}-\tau_{1}\right) f\left(\tau_{1}\right) d \tau_{1}\right]\left[\int_{t_{0}}^{t_{2}} \Phi\left(t_{2}-\tau_{2}\right) f\left(\tau_{2}\right) d \tau_{2}\right]^{\top}\right\}= \\
=\int_{t_{0}}^{t_{1}} \int_{t_{0}}^{t_{2}} \Phi\left(t_{1}-\tau_{1}\right) \mathbf{Q} \delta\left(\tau_{2}-\tau_{1}\right) \Phi^{\top}\left(t_{2}-\tau_{2}\right) d \tau_{1} d \tau_{2}= \\
=\int_{t_{0}}^{\min \left(t_{1}, t_{2}\right)} \Phi\left(t_{1}-\tau\right) \mathbf{Q} \Phi^{\top}\left(t_{2}-\tau\right) d \tau \tag{7.23}
\end{gather*}
$$

Then, it holds

$$
\begin{equation*}
m_{x}(t)=\Phi(t) m_{0} \tag{7.24}
\end{equation*}
$$

for the mean vector and

$$
\begin{align*}
& \mathbf{N}_{x}\left(t_{1}, t_{2}\right)=\Phi\left(t_{1}\right) \mathbf{P}_{0} \Phi^{\top}\left(t_{2}\right)+ \\
& +\int_{t_{0}}^{\min \left(t_{1}, t_{2}\right)} \boldsymbol{\Phi}\left(t_{1}-\tau\right) \mathbf{Q} \Phi^{\top}\left(t_{2}-\tau\right) d \tau \tag{7.25}
\end{align*}
$$

for the correlation matrix. Further, the covariance matrix $\mathbf{P}_{\mathrm{x}}(\mathrm{t})=\mathbf{N}_{\mathrm{x}}(\mathrm{t}, \mathrm{t})$ is easily obtained from (7.25) by $\mathrm{t}_{1}=\mathrm{t}_{2}=\mathrm{t}$ and $t_{0}=0$ as

$$
\begin{equation*}
\mathbf{P}_{\mathrm{x}}(\mathrm{t})=\boldsymbol{\Phi}(\mathrm{t}) \mathbf{P}_{0} \boldsymbol{\Phi}^{\top}(\mathrm{t})+\int_{0}^{\mathrm{t}} \boldsymbol{\Phi}(\mathrm{t}-\tau) \mathbf{Q} \boldsymbol{\Phi}^{\top}(\mathrm{t}-\tau) \mathrm{d} \tau . \tag{7.26}
\end{equation*}
$$

Thus, the covariance matrix $\mathbf{P}_{\mathbf{x}}(\mathrm{t})$ of the response $\mathbf{x}(t)$ is available if the integral in (7.26) is solved. Introducing (3.7) the integral reads as

$$
\begin{equation*}
\int_{0}^{t} \mathbf{e}^{\mathbf{A}(t-\tau)} \mathbf{Q} \mathrm{e}^{\mathbf{A}^{\top}(t-\tau)} \mathrm{d} \tau=\mathbf{e}^{\mathbf{A t}} \int_{0}^{t} \mathrm{e}^{-A \tau} \mathbf{Q} \mathbf{e}^{-\mathbf{A}^{\top} \tau} \mathrm{d} \tau \mathbf{e}^{\mathbf{A}^{\top} t} \tag{7.27}
\end{equation*}
$$

and can be finally solved by

$$
\begin{equation*}
\int_{0}^{t} \mathrm{e}^{-A^{\tau} \tau} \mathbf{Q} \mathrm{e}^{-\mathbf{A}^{\top} \tau} \mathrm{d} \tau=\mathrm{e}^{-\mathbf{A l}^{t}} \mathbf{P} \mathrm{e}^{-\mathbf{A}^{\top} t}-\mathbf{P} \tag{7.28}
\end{equation*}
$$

where $P$ is a constant $n \times n$-matrix following from the Lyapunov matrix equation

$$
\begin{equation*}
\mathbf{A} \mathbf{P}+\mathbf{P} \mathbf{A}^{\top}+\mathbf{Q}=0 . \tag{7.29}
\end{equation*}
$$

The integral (7.28) is plausible by differentiation and it can be proved by the series expansion (3.7) of the fundamental matrix $\mathbf{e}^{\text {At }}$. The conditions for existence and uniqueness of the matrix $\mathbf{P}$, and therefore for the integral (7.28) are given in Appendix $B$.

The first and second-order statistical properties of the stochastic response $\mathbf{X}(t)$ can now be summarized as

$$
\begin{gather*}
m_{x}(t)=\Phi(t) m_{0} \\
P_{x}(t)=\Phi(t)\left(P_{0}-P\right) \Phi^{\top}(t)+P \tag{7.30}
\end{gather*}
$$

In particular, $P_{i i}(t)$ offers the variance and $\sigma_{i}(t)=\sqrt{P_{i i}(t)}$ the standard deviation of the $i-t h$ state variable $x_{i}(t)$. The steady-state stochastic response is obtained uniquely for asymptotically stable systems as a consequence of Theorem B. 2. In particular, it holds.

$$
\begin{gather*}
m_{x}(t \rightarrow \infty)=0,  \tag{7.31}\\
\mathbf{P}_{x}(t \rightarrow \infty)=\mathbf{P}=\int_{0}^{\infty} e^{A \tau} \mathbf{Q} e^{A^{\top} \tau} d \tau=\text { const } \tag{7.32}
\end{gather*}
$$

if (7.19) is asymptotically stable. Thus, the covariance matrix
$\mathbf{P}$ is the most essential part of the steady-state response. It can be computed via the covariance analysis or via the spectral density analysis as shown in the next sections.

### 7.3 Covariance Analysis .

The covariance analysis reduces the computation of the stochastic response to the solution of the algebraic Lyapunov equation (7.29). In Appendix B four different solution
methods for the Lyapunov equation are outlined. Here, the explicit solution, Theorem B.4, and the implicit solution, Theorem B. 5, will be presented with some modifications.

For the explicit solution, formula (B. 9) can be rewritten as

$$
\begin{equation*}
\mathbf{P}=\frac{1}{2 a_{0} \operatorname{det} \mathbf{H}} \sum_{k=0}^{n-1} H_{k+1,1} \sum_{m=0}^{2 k}(-1)^{m} \mathbf{A}_{m} \mathbf{Q} \mathbf{A}_{2 k-m}^{\top} \tag{7.33}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{A}_{m}=\mathbf{A} \mathbf{A}_{m-1}+a_{m} \mathbf{E} \tag{7.34}
\end{equation*}
$$

is a $n \times n$-matrix, $a_{m}$ the $m$-th characteristic coefficient, $H$ the $n \times n$-Hurwitz matrix (4.14) and $H_{K+1,1}$ the cofactor of the $k+1,1-$ th element of $\mathbf{H}$. This formula is extremely useful for the analytical investigations of low order systems as shown by Schiehlen (1973a).

The implicit solution, Theorem B.5, can be simplified for the following linear mechanical system
(7.35) $\quad \mathbf{M} \ddot{\mathbf{y}}(\mathrm{t})+(\mathbf{D}+\mathbf{G}) \dot{\mathbf{y}}(\mathrm{t})+(\mathbf{K}+\mathbf{N}) \mathbf{y}(\mathrm{t})=\mathbf{h}(\mathrm{t})$
where $h(t)$ is the $f \times 1$-stationary white noise vector process with the $f \times f$-intensity matrix $\mathbf{V}$. Then, the first order system (7.19) is characterized by

$$
\left.\begin{array}{c}
\mathbf{x}=\left[\begin{array}{l}
\mathbf{y} \\
\dot{y}
\end{array}\right], \quad \mathbf{A}=\left[\begin{array}{cc}
0 & \mathbf{E} \\
-\mathbf{M}^{-1}(\mathbf{K}+\mathbf{N}) & -\mathbf{M}^{-1}(\mathbf{D}+\mathbf{G})
\end{array}\right],  \tag{7.36}\\
f=\left[\begin{array}{c}
0 \\
\mathbf{M}^{-1} \mathbf{h}
\end{array}\right], \quad \mathbf{Q}=\left[\begin{array}{cc}
0 & 0 \\
0 & \mathbf{M}^{-1} \mathbf{V} \mathbf{M}^{-1}
\end{array}\right]
\end{array}\right\}
$$

where $f$ is the $n \times 1$-stationary white noise vector process with the $n \times n$-intensity matrix $Q, n=2 f$. Further, the $n \times n-$ covairance matrix $\mathbf{P}$ is divided in $f \times f$-submatrices $\mathbf{P}_{\mathrm{I}} \mathbf{P}_{\mathrm{II}}$, $\mathbf{P}_{\mathrm{III}}: \quad \mathbf{P}=\left[\begin{array}{ll}\mathbf{P}_{\mathrm{I}} & \mathbf{P}_{\mathrm{II}} \\ \mathbf{P}_{\mathrm{II}}^{\top} & \mathbf{P}_{\mathrm{III}}\end{array}\right]$
Then, using $\mathbf{A}, \mathbf{Q}$ and $\mathbf{P}$ from (7.36) and (7.37) the Lyapunov equation (7.29) can be extended as

$$
\begin{gather*}
\mathbf{P}_{\mathrm{II}}+\mathbf{P}_{\mathrm{II}}^{\top}=\mathbf{0} \\
(\mathbf{K}+\mathbf{N}) \mathbf{P}_{\mathrm{I}}+(\mathbf{D}+\mathbf{G}) \mathbf{P}_{\mathrm{II}}^{\top}-\mathbf{M} \mathbf{P}_{\mathrm{III}}=\mathbf{0} \\
(\mathbf{K}+\mathbf{N}) \mathbf{P}_{\mathrm{II}} \mathbf{M}+(\mathbf{D}+\mathbf{G}) \mathbf{P}_{\mathrm{III}} \mathbf{M}+  \tag{7.38}\\
+\mathbf{M} \mathbf{P}_{\mathrm{II}}^{\top}(\mathbf{K}-\mathbf{N})+\mathbf{M} \mathbf{P}_{\mathrm{III}}(\mathbf{D}-\mathbf{G})-\mathbf{V}=\mathbf{0}
\end{gather*}
$$

This means that the submatrix $\mathbf{P}_{\mathrm{II}}$ is a skew-symmetric matrix and $n / 4(n / 2+1)$ essential elements are cancelled within the covariance matrix $\mathbf{P}$. Thus, in the Lyapunov equation (7.29) or (7.38), respectively, remain only $n / 4(3 n / 2+1)$ unknown variables and it can be rewritten as a common linear equation

$$
\begin{equation*}
\mathscr{A} \mathrm{r}=\mathrm{s} \tag{7.39}
\end{equation*}
$$

with the reduced order of $n / 4(3 n / 2+1)$. The implicit solution presented in this section is often restricted to low order systems for numerical reasons. But even if other methods for the computation of the Lyapunov equation of mechanical vibration systems is used, the skew-symmetry of the submatrix $\quad \mathbf{P}_{\text {II }}$ is maintained and can be used to check the numerical results, see also Schiehlen (1974).

### 7.4 Spectral Density Analysis

The spectral density analysis, widely applied in random vibrations, uses the simple algebraic formula for the spectral density of the solution process and the inverse Fourier transform to obtain the covariance matrix. From (7.23) and (7.25), it follows for the steady-state correlation matrix of the solution process $\mathbf{X}(t \rightarrow \infty)$ of an asymptotically stable system

$$
\begin{equation*}
\mathbf{N}_{x}(\mathrm{~s})=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \boldsymbol{\Phi}\left(\mathbf{z}_{1}\right) \mathbf{Q} \delta\left(\mathrm{s}+\mathbf{z}_{2}-\mathbf{z}_{1}\right) \boldsymbol{\Phi}^{\top}\left(\mathbf{z}_{2}\right) d z_{1} d z_{2} \tag{7.40}
\end{equation*}
$$

where $s=t_{1}-t_{2}, z_{1}=t_{1}-\tau_{1}, z_{2}=t_{2}-\tau_{2}$. The Fourier transform $\mathrm{S}_{\mathrm{x}}(\Omega)$ of (7.40) can now be calculated by (7.10) resulting in

$$
\begin{equation*}
\mathbf{S}_{\mathbf{x}}(\Omega)=\mathbf{F}(\Omega) \mathbf{Q} \mathbf{F}^{\top}(-\Omega) \tag{7.41}
\end{equation*}
$$

where $F(\Omega)$ is the frequency response matrix (5.18) representing also the Fourier transform of the transition matrix $\boldsymbol{\Phi}(\mathrm{t})$. Therefore, the spectral density matrix $\mathbf{S}_{\mathbf{x}}(\Omega)$ of the solution process $\mathbf{x}(\mathrm{t})$ can be easily obtained. But the spectral density is of slight interest only. In technical applications the covariance matrix $\mathbf{P}$ is essential. The matrix $\mathbf{P}$ follows from (7.12) for $s=0$ :

$$
\begin{equation*}
\mathbf{P}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathbf{S}_{\mathrm{x}}(\Omega) \mathrm{d} \Omega . \tag{7.42}
\end{equation*}
$$

Thus, an infinite integral has to be solved for each element of the spectral density matrix $\mathbf{S}_{\mathrm{x}}(\Omega)$. This is a hard job. For the standard deviations $\sigma_{i}$ of the variances $P_{i i}$, the infinite integrals have been solved by James, Nichols and Phillips (1947) in the early days of stochastic control theory :

$$
\begin{equation*}
\sigma_{i}^{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} S_{x}(\Omega)_{i i} d \Omega=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{g_{n}(\Omega)}{h_{n}(\Omega) h_{n}(-\Omega)} d \Omega \tag{7.43}
\end{equation*}
$$

where

$$
\left.\begin{array}{r}
g_{n}(\Omega)=b_{0} \Omega^{2 n-2}+b_{1} \Omega^{2 n-4}+\ldots+b_{n-1},  \tag{7.44}\\
h_{n}(\Omega)=a_{0}(i \Omega)^{n}+a_{1}(i \Omega)^{n-1}+\ldots+a_{n}=\operatorname{det}(i \Omega E-A)
\end{array}\right\}
$$

are polynomials in $\Omega$ and, in particular, $h_{n}(\Omega)$ represents the characteristic equation of the vibration system. However, the integrals (7.43) have been completely evaluated only for systems with order $n \leqslant 7$. Further, these integrals have been found by Crandall and Mark (1963), Fabian (1973) and some of the other authors dealing with random vibrations. Thus, the integrals do not have to be repeated here.

Comparing the covariance analysis and the spectral density analysis it turns out that the covariance analysis is more adequate for the solution of the random vibration problems. The spectral density analysis, however, is more popular for historical reasons. The filter theory, strongly related with random vibration theory, has been firstly developed in the frequency domain by Wiener (1949) while the extension to the time domain was given later by Kalman (1960). However, in random vibrations the development from spectral density analysis to the covariance analysis is going on very slowly. For integrity, it has to be mentioned that the spectral density analysis is restricted to the steady-state response of time-invariant systems while the covariance analysis allows the investigation of the transition response as well as the response of timevariant systems.

### 7.5 Modeling of Stochastic Processes

The white noise is a very successful mean to overcome mathematical problems related to stochastic differential equations. On the other hand, the white noise process does not exist in the physical world and therefore the intensity can never be exactly measured. However, for stationary stochastic processes, the intensity can be anproximated very closely.

Assume the spectral density $\mathrm{S}_{\mathrm{v}}(\Omega)$ of the real scalar process $v(t)$ as shown in Fig.7.2.

Then, three cases may be


Fig.7.2. Typical spectral density of a real process considered:

1. Slow system. If $\max \left|\lambda_{i}\right| \ll \Omega_{0}, i=1(1) n$, then $Q_{v}=2 S_{0}$ where $\lambda_{i}$ is the $i$-th eigenvalue of the system under consideration and $\Omega_{0}, S_{0}$ follow from Fig.7.2.
2. Medium system. If $\max \left|\lambda_{i}\right| \approx \Omega_{0}, i=1(1) n$, then $Q_{v}=S_{0}$ or $Q_{v}=\sigma_{v}^{2} / 2 \Omega_{0}$ where $\lambda_{i}$ is the $i-t h$ eigenvalue of the system, $\Omega_{0}, \mathrm{~S}_{0}$ follow from Fig.7.2. and $\sigma_{v}$ is the standard deviation of the real process $\mathbf{v}(\mathrm{t})$.
3. Fast system. If $\max \left|\lambda_{i}\right| \gg \Omega_{0}$, then the dynamic modeling of the colored noise $v(t)$ is necessary. It yields

$$
\dot{v}(t)=a v(t)+b w(t)
$$

where $a, b$ are constants and $w(t)$ is a white noise process with intensity $\mathbb{Q}_{w}$. Then, by the constants $a, b$ the spectral density $\mathrm{S}_{\mathrm{V}}(\Omega)$ can be approximated closely. For analysis, the system (7.19) has to be completed by (7.45), often called colored noise shaping filter.

For a vector process, these considerations have to be applied to each diagonal element of the spectral density matrix. In particular, for the colored noise modeling, it holds generally
(7.46)

$$
\left\{\begin{array}{c}
\dot{x}(t)=A x(t)+v(t), \\
v(t)=\bar{C} \xi(t), \\
\dot{\xi}(t)=\bar{A} \xi(t)+\bar{B} w(t)
\end{array}\right.
$$

or summarized

$$
\left[\begin{array}{l}
\dot{\mathbf{x}}  \tag{7.47}\\
\dot{\xi}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{A} & \overline{\mathbf{C}} \\
0 & \overline{\mathbf{A}}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\xi
\end{array}\right]+\left[\begin{array}{l}
0 \\
\bar{B}
\end{array}\right] \mathbf{w}(\mathrm{t})
$$

where $\mathbf{w}(t)$ is stationary white noise, $\mathbf{v}(t)$ colored white noise and $\overline{\mathbf{A}}, \overline{\mathbf{B}}, \overline{\mathbf{C}}$ are matrices of corresponding dimensions, available for the modeling of colored noise. Obviously, the order of the system may be increasing strongly. But the solution approach
for (7.19) presented in section 7.2 suits for (7.47) just so well.

### 7.6. Examples

An automobile driving on a standard road and a centrifuge with erratic charge will be used as examples. The automobile problem is treated by covariance and spectral density analysis while the centrifuge is investigated by the explicit and implicit solution available for the covariance analysis.

Example 7.1: Automobile
An automobile will be driving with constant velocity $\mathbf{v}$ on a standard road given by $y_{e}(t)$, Fig.7.3. The automobile is modeled by a body with mass $m$ and a linear suspension with spring coefficient $c$ and damping coefficient d. The masses of wheels and axles are neglected. Then, the


Fig.7.3. Automobile model equation for the vertical motion $y(t)$ reads as

$$
\begin{equation*}
\ddot{y}(t)+D \ddot{y}(t)+K y(t)=h(t) \tag{7.48}
\end{equation*}
$$

where $D=d / m, K=c / m$ and $h(t)=D \dot{y}_{e}(t)+K y(t)$ is a scalar white noise process with intensity $V$. The corresponding first order system is given by

$$
\begin{equation*}
\dot{x}(t)=A x(t)+f(t) \tag{7.49}
\end{equation*}
$$

where
(7.50) $\left\{\begin{array}{rlrl}x & =\left[\begin{array}{l}y \\ \dot{y}\end{array}\right], & \mathbf{A}=\left[\begin{array}{cc}0 & 1 \\ -K & -D\end{array}\right], \\ f=\left[\begin{array}{l}0 \\ h\end{array}\right], & \mathbf{Q}=\left[\begin{array}{ll}0 & 0 \\ 0 & V\end{array}\right] .\end{array}\right.$

Due to theorem 4.13, system (7.48) or (7.49), respectively, is asymptotically stable for $c>0, d>0$.

Firstly, the spectral density analysis is applied. The frequency response matrix (5.18) follows as

$$
\mathrm{F}(\Omega)=\frac{1}{\mathrm{~K}-\Omega^{2}+\mathrm{i} \Omega \mathrm{D}}\left[\begin{array}{cc}
\mathrm{i} \Omega+\mathrm{D} & 1  \tag{7.51}\\
-\mathrm{K} & \mathrm{i} \Omega
\end{array}\right] .
$$

The spectral density matrix of the solution process results from (7.41)

$$
\mathrm{s}_{\mathrm{x}}(\Omega)=\frac{1}{\left(\mathrm{~K}-\Omega^{2}\right)^{2}+(\mathrm{D} \Omega)^{2}}\left[\begin{array}{cc}
\mathrm{i} \Omega+\mathrm{D} & 1 \\
-\mathrm{K} & \mathrm{i} \Omega
\end{array}\right]\left[\begin{array}{ll}
0 & 0 \\
0 & \mathrm{v}
\end{array}\right]\left[\begin{array}{cc}
-\mathrm{i} \Omega+\mathrm{D} & -\mathrm{K} \\
1 & -\mathrm{i} \Omega
\end{array}\right]=
$$

(7.52)

$$
=\frac{\mathrm{V}}{\left(\mathrm{~K}-\Omega^{2}\right)^{2}+(\mathrm{D} \Omega)^{2}}\left[\begin{array}{cc}
1 & -\mathrm{i} \Omega \\
\mathrm{i} \Omega & \Omega^{2}
\end{array}\right]
$$

Then the covariance matrix can be found from (7.42)

$$
P=\frac{v}{2 \pi} \int_{-\infty}^{\infty}\left[\begin{array}{cc}
1 & -i \Omega  \tag{7.53}\\
i \Omega & \Omega^{2}
\end{array}\right] \frac{d \Omega}{\left(\mathrm{~K}-\Omega^{2}\right)^{2}+(\mathrm{D} \Omega)^{2}} .
$$

The solution of the integral (7.53) will be presented for the variances. It holds

$$
\begin{align*}
& P_{11}=\frac{v}{2 \pi i} \int_{-\infty}^{\infty} \frac{i d \Omega}{\left(-\Omega^{2}+i \Omega D+k\right)\left(-\Omega^{2}-i \Omega D+k\right)}  \tag{7.54}\\
& P_{22}=\frac{v}{2 \pi i} \int_{-\infty}^{\infty} \frac{i \Omega^{2} d \Omega}{\left(-\Omega^{2}+i \Omega D+k\right)\left(-\Omega^{2}-i \Omega D+k\right)} . \tag{7.55}
\end{align*}
$$

Now, the typical integrals (7.43) are obtained. From James, Nichols and Phillips (1947) it follows the result

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{b_{0} \Omega^{2}+b_{1}}{\left(a_{0} \Omega^{2}+a_{1} \Omega+a_{2}\right)\left(a_{0} \Omega^{2}-a_{1} \Omega+a_{2}\right)} d \Omega=\frac{a_{0} b_{1}-a_{2} b_{0}}{2 a_{0} a_{1} a_{2}} . \tag{7.56}
\end{equation*}
$$

By comparison of (7.56) with (7.54) or (7.55), one gets the coefficients $a_{0}=-1, a_{1}=i D, a_{2}=K$ and $b_{0}=0, b_{1}=i$ or $b_{0}=i, b_{1}=0$. Then, the result is finally obtained by (7.56):

$$
\begin{gather*}
\sigma_{y}^{2}=P_{11}=V / 2 D K,  \tag{7.57}\\
\sigma_{\dot{y}}^{2}=P_{22}=V / 2 D . \tag{7.58}
\end{gather*}
$$

Secondly, the covariance analysis is used. The Lyapunov equation (7.29) can be expanded immediately:
(7.59) $\left[\begin{array}{cc}0 & 1 \\ -K & -D\end{array}\right]\left[\begin{array}{ll}P_{11} & P_{12} \\ P_{12} & P_{22}\end{array}\right]+\left[\begin{array}{ll}P_{11} & P_{12} \\ P_{12} & P_{22}\end{array}\right]\left[\begin{array}{ll}0 & -K \\ 1 & -D\end{array}\right]=\left[\begin{array}{cc}0 & 0 \\ 0 & -V\end{array}\right]$
or

$$
\begin{equation*}
2 P_{12}=0, \tag{7.60}
\end{equation*}
$$

$$
\begin{equation*}
D P_{12}+K P_{11}-P_{22}=0, \tag{7.61}
\end{equation*}
$$

$$
\begin{equation*}
2 \mathrm{KP}_{12}+2 \mathrm{DP}_{22}=\mathrm{V} . \tag{7.62}
\end{equation*}
$$

Thus, from (7.62) it follows (7.58), from (7.61) and (7.58) one gets (7.57) and (7.60) verifies the skew symmetry of the submatrix $P_{12}$ which means zero for $f=1$. This simple example shows obviously the advantage of the covariance analysis.

Example 7.2: Centrifuge


Fig.7.4. Centrifuge model

A centrifuge is charged during the operation time with liquid blowing stochastically out of two pipes, Fig.7.4. The centrifuge is modeled as a symmetric, rigid body with moments of inertia $I_{x}, I_{z}$. The centrifuge will be spinning with constant angular velocity $\dot{\psi}$ and there is an elastic, symmet-
ric suspension characterized by $c$ and $d$. Then, the equation of motion for the small angles $\phi(t), \theta(t)$ reads as

$$
\begin{equation*}
\ddot{y}(t)+(D+G) \dot{y}(t)+K y(t)=h(t) \tag{7.63}
\end{equation*}
$$

where $\mathbf{y}=[\phi \theta]^{\top}, \mathbf{D}=\delta \mathbf{E}, \mathbf{G}=\omega \mathbf{S}, \mathrm{K}=\mathrm{kE}$ and $\delta=\mathrm{d} / \mathrm{I}_{\mathrm{x}}, \omega=\mathrm{I}_{\mathrm{z}} \dot{\psi} / \mathrm{I}_{\mathrm{x}}, \mathrm{k}=\mathrm{c} / \mathrm{I}_{\mathrm{x}}$. Further, $h(t)$ is a white noise process with intensity matrix

$$
\mathbf{V}=\left[\begin{array}{ll}
v & 0  \tag{7.64}\\
0 & 0
\end{array}\right]
$$

i. e., the stochastic forces are acting only in the $\phi$-direction. The corresponding first order system (7.19) is characterized by the matrices

$$
\mathbf{A}=\left[\begin{array}{cc|cc}
0 & 0 & 1 & 0  \tag{7.65}\\
0 & 0 & 0 & 1 \\
\hline-k & 0 & -\delta & -\omega \\
0 & -k & \omega & -\delta
\end{array}\right], \quad \mathbf{Q}=\left[\begin{array}{cc|cc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\hline 0 & 0 & v & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Due to Theorem 4.14, the system (7.63) is asymptotically stable for $\delta>0, k>0$.

Firstly the explicit solution is applied. From (7.33), it follows

$$
\begin{equation*}
\mathbf{P}=\frac{1}{2 \mathbf{a}_{0} \operatorname{det} \mathbf{H}} \sum_{k=0}^{3} H_{k+1,1} \sum_{m=0}^{6}(-1)^{m} \mathbf{A}_{m} \mathbf{Q} \mathbf{A}_{2 k-m}^{\top} . \tag{7.66}
\end{equation*}
$$

The matrices $\mathbf{A}_{m}$ are according to (7.34) given by

$$
\begin{equation*}
\mathbf{A}_{0}=\mathbf{E} \tag{7.67}
\end{equation*}
$$

$$
A_{1}=\left[\begin{array}{cccc}
2 \delta & 0 & 1 & 0  \tag{7.68}\\
0 & 2 \delta & 0 & 1 \\
-k & 0 & \delta & -\omega \\
0 & -k & \omega & \delta
\end{array}\right]
$$

(7.69) $\quad \mathbf{A}_{2}=\left[\begin{array}{cccc}k+\delta^{2}+\omega^{2} & 0 & \delta & -\omega \\ 0 & k+\delta^{2}+\omega^{2} & \omega & \delta \\ -k \delta & k \omega & k & 0 \\ -k \omega & -k \delta & 0 & k\end{array}\right]$,

$$
A_{3}=\left[\begin{array}{cccc}
k \delta & k \omega & k & 0  \tag{7.70}\\
-k \omega & k \delta & 0 & k \\
-k^{2} & 0 & 0 & 0 \\
0 & -k^{2} & 0 & 0
\end{array}\right]
$$

$$
\begin{equation*}
A_{4}=A_{5}=A_{6}=0 \tag{7.71}
\end{equation*}
$$

The coefficients $a_{m}$ of the characteristic equation read as
(7.72) $\left\{\begin{array}{l}a_{0}=1, \quad a_{1}=2 \delta, \quad a_{2}=2 k+\delta^{2}+\omega^{2}, \\ a_{3}=2 \delta k, a_{4}=k^{2}, a_{5}=a_{6}=0,\end{array}\right.$
and the Hurwitz matrix (4.14) is for

$$
H=\left[\begin{array}{cccc}
a_{1} & 1 & 0 & 0  \tag{7.73}\\
a_{3} & a_{2} & a_{1} & 1 \\
0 & a_{4} & a_{3} & a_{2} \\
0 & 0 & 0 & a_{4}
\end{array}\right]
$$

Then, the cofactors are obtained

$$
\begin{gather*}
H_{11}=2 \delta k^{3}\left(k+\delta^{2}+\omega^{2}\right) \\
H_{21}=-2 \delta k^{3}  \tag{7:74}\\
H_{31}=2 \delta k^{2} \\
H_{41}=-2 \delta\left(k+\delta^{2}+\omega^{2}\right)
\end{gather*}
$$

and the Hurwitz determinant follows as

$$
\begin{equation*}
\operatorname{det} \mathbf{H}=a_{1} H_{11}+a_{3} H_{21}=4 \delta^{2} k^{3}\left(\delta^{2}+\omega^{2}\right) . \tag{7.75}
\end{equation*}
$$

Introducing (7.67) $\div(7.75)$ in (7.66) one gets immediately the covariance matrix

$$
\mathbf{P}=\frac{\nu}{4 \delta k\left(\delta^{2}+\omega^{2}\right)}\left[\begin{array}{cccc}
2 \delta^{2}+\omega^{2} & \delta \omega & 0 & 0  \tag{7.76}\\
\delta \omega & \omega^{2} & 0 & 0 \\
0 & 0 & \left(2 \delta^{2}+\omega^{2}\right) k & \delta \omega k \\
0 & 0 & \delta \omega k & \omega^{2} k
\end{array}\right]
$$

The submatrices $\mathbf{P}_{\mathrm{I}}$ and $\mathbf{P}_{\mathrm{III}}$ are symmetric while the submatrix $\mathbf{P}_{\text {II }}$ is zero which is not a contradiction to the skewsymmetry predicted in section 7.3. The spectral densities $\sigma_{\Phi}, \sigma_{\dot{\Phi}}, \sigma_{\theta}, \sigma_{\dot{\theta}}$ are the square roots of the elements $P_{11}, P_{22}$, $P_{33}, P_{44}$. They are not listed here.

Secondly, the implicit solution is used. The submatrices

$$
\mathbf{P}_{I}=\left[\begin{array}{ll}
P_{11} & P_{12}  \tag{7.77}\\
P_{12} & P_{22}
\end{array}\right], \quad \boldsymbol{P}_{I I}=\left[\begin{array}{cc}
0 & P_{14} \\
-P_{14} & 0
\end{array}\right], \mathbf{P}_{I I I}=\left[\begin{array}{ll}
P_{33} & P_{34} \\
P_{34} & P_{44}
\end{array}\right]
$$

indicate that the covariance matrix has $4 / 4(3 \cdot 4 / 2+1)=7$ essential elements. Then, the Lyapunov equation (7.21) can be converted in an ordinary equation system of order 7:
(7.78)

$$
\left[\begin{array}{cccc:ccc}
k & 0 & 0 & \omega & -1 & 0 & 0 \\
0 & k & 0 & -\delta & 0 & -1 & 0 \\
0 & k & 0 & \delta & 0 & -1 & 0 \\
0 & 0 & k & \omega & 0 & 0 & -1 \\
\hdashline 0 & 0 & 0 & 0 & 2 \delta & 2 \omega & 0 \\
0 & 0 & 0 & 0 & -\omega & 2 \delta & \omega \\
0 & 0 & 0 & 0 & 0 & -2 \omega & 2 \delta
\end{array}\right]\left[\begin{array}{c}
P_{11} \\
P_{12} \\
P_{22} \\
P_{14} \\
\hdashline P_{33} \\
P_{34} \\
P_{44}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
\hdashline v \\
0 \\
0
\end{array}\right] .
$$

The solution of the linear equation system (7.78) can be presented analytically

$$
\left[\begin{array}{c}
P_{11}  \tag{7.79}\\
P_{12} \\
P_{22} \\
P_{14} \\
\hdashline P_{33} \\
P_{34} \\
P_{44}
\end{array}\right]=\frac{v}{4 \delta k\left(\delta^{2}+\omega^{2}\right)}\left[\begin{array}{c}
2 \delta^{2}+\omega^{2} \\
\delta \omega \\
\omega^{2} \\
0 \\
-\left(2 \delta^{2}+\omega^{2}\right) k \\
\delta \omega k \\
\omega^{2} k
\end{array}\right] .
$$

Thus, the result (7.76) is completely confirmed. In this example, the implicit solution seems to be more adequate than the explicit solution. However, this is not a general statement.

## APPENDIX A

Controllability and Observability

The concepts of controllability and observability are two of the most essential concepts in modern dynamical system theory. They are important to the design of control systems and give an insight into the physical problem. Roughly speaking, controllability characterizes the influence of input forces to the dynamical behavior of the system while observability characterizes the information on the state by output measurement. If a dynamical system is completely controllable, all the eigenmodes of the system can be excited from the input; if a dynamical system is completely observable, all the eigenmodes of the system can be observed at the output. Assume a linear time-invariant dynamical system represented by a state equation

$$
\begin{equation*}
\dot{x}(t)=A x(t)+B u(t) \tag{A.1}
\end{equation*}
$$

and by an output equation

$$
\begin{equation*}
z(t)=C x(t) \tag{A.2}
\end{equation*}
$$

where $\mathbf{x}, \mathbf{u}$, and $\mathbf{z}$ denote state, input, and output vectors of dimensions $\boldsymbol{n}, r, s$, respectively. The matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$ are of order compatible with the vectors $\mathbf{x}, \mathbf{u}$, and $\mathbf{z}$. Then,
it holds the following definitions.

## Definition A.l: Complete controllability

The dynamical system (A.1) is said to be completely (state) controllable if for any initial state $\mathbf{x}\left(t_{0}\right)=x_{0}$ and any state $X_{1}$ there exists a finite time $t_{1}>t_{0}$ and an input $u(t)$ defined on $\left[t_{0}, t_{1}\right]$ that will transfer the state $X_{0}$ to the state $X_{1}$ at time $t_{1}$.

This definition requires only that the input $\mathbf{u}$ is capable of moving any state in the state space to any other state in a finite time; what trajectory the state should take is not specified. Furthermore, there is no constraint imposed on the input; its magnitude can be as large as desired.

Definition A. 2: Complete observability
The dynamical system (A.1, A. 2 ) is said to be completely observable if for any state $X\left(t_{0}\right)=x_{0}$ there exists a finite time $r_{1}>r_{0}$ such that the knowledge of the input $u(t)$ and the output $z(t)$ over the time interval $\left[t_{0}, t_{1}\right]$ suffices to determine the state $\mathbf{X}_{0}$ -

General criteria for controllability and observability of linear time-invariant systems are due to Kalman (1959/60).

Theorem A.l: Kalman criterion for controllability The dynamical system (A.l) is completely controllable if and only if
(A. 3 )
$\operatorname{rank}\left[\mathbf{B}|\mathbf{A B}| \ldots \mid \mathbf{A}^{n-1} \mathbf{B}\right]=n$.

Theorem A.2: Kalman criterion for observability
The dynamical system (A.1, A.2) is completely observable if and nnly if
(A. 4 )
$\operatorname{rank}\left[\mathbf{C}^{\top}\left|\mathbf{A}^{\top} \mathbf{C}^{\top}\right| \ldots \mid\right.$
$\left.A^{T^{n-1}} C^{\top}\right]=n$.

Uncontrollable or unobservable states $\tilde{\mathbf{x}}$ are characterized by

$$
\tilde{\mathbf{x}}^{\top}\left[\mathbf{B}|\mathbf{A B}| \ldots \mid \mathbf{A}^{n-1} \mathbf{B}\right]=0
$$

or

$$
\tilde{\mathbf{x}}^{\top}\left[\mathbf{C}^{\top}\left|\mathbf{A}^{\top} \mathbf{C}^{\top}\right| \ldots \mid \mathbf{A}^{\top n-1} \mathbf{C}^{\top}\right]=\mathbf{0}
$$

respectively.
Further convenient controllability and observability criteria are due to Hautus (1969) who gives a nice relationship of these concepts to the eigenmodes of the system matrix $\mathbf{A}$.

Theorem A.3: Hautus criterion for controllability The dynamical system (A.l) is completely controllable if and only if each right eigenvector of the transposed system matrix $\mathbf{A}^{\top}$ is not orthogonal to all columns of $\mathbf{B}$, or equivalently
(A.5)
$\mathbf{A}^{\top} \mathbf{x}_{\mathrm{i}}=\lambda_{\mathrm{i}} \mathbf{x}_{\mathrm{i}}$ implies
$\mathbf{B}^{\top} \mathbf{x}_{\mathrm{i}} \neq 0$
for all right eigenvectors $\mathbf{x}_{\mathrm{i}}$ of $\mathbf{A}^{\top}$.
On the contrary, $A^{\top} \mathbf{x}_{i}=\lambda_{i} \mathbf{x}_{i}$ with $\mathbf{B}^{\top} \mathbf{x}_{i}=\mathbf{0}$ means that the $i-t h$ eigenmode of the homogeneous system $\dot{x}(t)=\mathbf{A x}(t)$ is not excited by any control $\mathbf{B u}(t)$. Therefore, this eigenmode (and also the system) is not controllable.

Theorem A. $4:$ Hautus criterion for observability The dynamical system (A.1, A. 2) is completely observable if and only if each right eigenvector of the system matrix $\mathbf{A}$ is not orthogonal to the rows of $\mathbf{C}$ :

$$
\begin{equation*}
\mathbf{A} \mathbf{x}_{i}=\lambda_{i} \mathbf{x}_{\mathrm{i}} \text { implies } \mathbf{C} \mathbf{x}_{i} \neq \mathbf{0} \tag{A.6}
\end{equation*}
$$

for all right eigenvectors $\mathbf{x}_{\mathbf{i}}$.
Does not hold relation (A.6) for one $\mathbf{x}_{i}$ this eigenmode is not observable by the output $z(t)$. Therefore the system is not completely observable.

# APPENDIX B <br> Lyapunov Matrix Equation 

In this appendix the Lyapunov matrix equation is considered

$$
\begin{equation*}
\mathbf{A}^{\top} \mathbf{R}+\mathbf{R} \mathbf{A}=-\mathbf{S} \tag{B.1}
\end{equation*}
$$

where $\mathbf{A}, \mathbf{S}$ are given $\boldsymbol{n} \times \boldsymbol{n}$ matrices and $\mathbf{R}$ is an unknown $n \times n$ matrix. This equation arises in various fields of linear system theory: stability analysis, optimization theory, calculation of covariance matrices, investigation of sensitivity of control systems. Therefore, it is necessary to look for existence and uniqueness of the solutions of (B.l) as well as for analytical and numerical methods for solving (B.1).

Theorem B.l: Existence
For given (real) matrices $\mathbf{A}$ and $\mathbf{S}$ a (real) solution $\mathbf{R}$ of (B.1) exists if and only if there is at least one (real) similarity transformation matrix $\mathbf{T}$ such that


This theorem is due to Roth (1952) and is plausible by the rela-
tion

$$
\left[\begin{array}{ll}
E & 0  \tag{B.3}\\
R & E
\end{array}\right]^{-1}\left[\begin{array}{cc}
A & 0 \\
-S & -A^{\top}
\end{array}\right]\left[\begin{array}{ll}
E & 0 \\
R & E
\end{array}\right]=\left[\begin{array}{cc}
A & 0 \\
-\left(A^{\top} R+R A+S\right) & -A^{\top}
\end{array}\right]=\left[\begin{array}{cc}
A & 0 \\
0 & -A^{\top}
\end{array}\right]
$$

if $\mathbf{R}$ is a solution of (B.1).

Theorem B. 2: Uniqueness
If $\lambda_{i}, i=1(1) n$, are the eigenvalues of the matrix $A$, then (B. 1) has a unique solution $\mathbf{R}$ if and only if

$$
\begin{equation*}
\lambda_{i}+\lambda_{j} \neq 0 \tag{B.4}
\end{equation*}
$$

for all $i, j=1(1) n$. This requires that $A$ has no zero eigenvalue and no eigenvalues which are opposite, or equivalently, that $\mathbf{A}$ and $-\mathbf{A}$ do not have common eigenvalues. The condition (B.4) is also equivalent to

$$
\begin{equation*}
H_{n}=\operatorname{det} H \neq 0 \tag{B.5}
\end{equation*}
$$

where $\mathbf{H}$ is the Hurwitz matrix (4.14, 4.15).
This is a very well-known theorem and its proof is given e.g. in the book of Lancaster (1969). There is also the next theorem proven.

Theorem B. 3: Integral solution
If all eigenvalues of the matrix $\mathbf{A}$ have negative real parts,
then the unique solution (By) is given by

$$
\begin{equation*}
\mathbf{R}=\int_{0}^{\infty} \mathrm{e}^{A^{\top} \tau} \mathbf{S} \mathrm{e}^{A \tau} \mathrm{~d} \tau . \tag{B.6}
\end{equation*}
$$

This result is easily verified. The infinite integral converges and

$$
\begin{aligned}
\mathbf{A}^{\top} \mathbf{R}+\mathbf{R} \mathbf{A}=\int_{0}^{\infty}\left[\mathbf{A}^{\top} \mathbf{e}^{\mathbf{A}^{\top} \tau} \mathbf{S} \mathrm{e}^{\mathbf{A} \tau}+\mathbf{e}^{\mathbf{A}^{\top} \tau} \mathbf{S} \mathrm{e}^{\mathbf{A}^{\tau}} \mathbf{A}\right] \mathrm{d} \tau= \\
=\int_{0}^{\infty} \frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\mathbf{e}^{\mathbf{A}^{\top} \tau} \mathbf{S} \mathrm{e}^{\mathbf{A} \tau}\right] \mathrm{d} \tau=\left.\mathrm{e}^{\mathbf{A}^{\top} \tau} \mathbf{S} \mathrm{e}^{\mathbf{A} \tau}\right|_{0} ^{\infty}=-\mathbf{S} .
\end{aligned}
$$

In the opposite to theorem B. 3 where asymptotic stability of the system matrix $\mathbf{A}$ is assumed, the following analytical solution yields always if the solution is unique as shown by Muller (1969).

Theorem B.4: Leverrier-Faddeyev algorithm solution Let the characteristic coefficients $\mathbf{A}$ of the system matrix given by the Leverrier-Faddeyev algorithm,

$$
a_{k}=-\frac{1}{k} \operatorname{tr} A A_{k-1}, \quad a_{0}=1, \quad A_{0}=E,
$$

(B. 7)

$$
\mathbf{A}_{k}=\mathbf{A} \mathbf{A}_{k-1}+a_{k} \mathbf{E}, \quad k=1(1) n,
$$

and let $\mathbf{q}$ be a solution of
(B. 8)
$H q=\frac{1}{2} e_{1}$
where $H$ is the nonsingular Hurwitz matrix (4.14) $\left(H_{n}=\operatorname{det} H \neq 0\right)$ and $\mathbf{e}_{1}$ the first unit vector, then

$$
\begin{equation*}
\mathbf{R}=\sum_{j=0}^{n-1} \mathbf{q}_{i+1} \sum_{i=0}^{2 j}(-1)^{i} \mathbf{A}_{i}^{\top} S \mathbf{A}_{2 j-i} \tag{B.9}
\end{equation*}
$$

is the unique solution of ( $B .1$ ) (remark: $\mathbf{A}_{k}=0$ for $k \geqslant n$ ).
The solution (B.6) is generally only of theoretical interest while (B.9) is very useful for the solution (B.l) in the case of low order systems. But when the system order increases one has to look for numerically stable solution algorithms for the Lyapunov matrix equation (B. 1). Here we will give three successfully tested computer algorithms.

Theorem B. 5: Direct solution method Assuming $\mathbf{S}$ is a symmetric matrix, $\mathbf{S}=\mathbf{S}^{\top}$, the solution matrix $\mathbf{R}$ of (B.1) is symmetric, too, $\mathbf{R}=\mathbf{R}^{\top}$, and consists of $n(n+1) / 2$ unknown variables. By organizing $\mathbf{R}=\mathbf{R}^{\boldsymbol{\top}}$ and $\mathbf{S}=\mathbf{S}^{\boldsymbol{\top}}$ as vectors

$$
\begin{align*}
& r=\left[\begin{array}{llllll}
R_{11} & R_{12} \ldots & R_{1 n} R_{22} \ldots R_{2 n} R_{33} \ldots R_{n n}
\end{array}\right]^{\top},  \tag{B.10}\\
& s=\left[\begin{array}{llllll}
S_{11} & S_{12} & \ldots & S_{1 n} S_{22} \ldots S_{2 n} S_{33} \ldots S_{n n}
\end{array}\right]^{\top},
\end{align*}
$$

the system (B.1) is rewritten as common linear equations

$$
\begin{equation*}
\mathscr{A} \mathrm{r}=\mathrm{s}, \tag{B.11}
\end{equation*}
$$

and can be solved by general methods, like Gaussian elimination. The matrix $\mathscr{A}$ can be formed from $A$ by use of logical operations, Chen and Shieh (1968).

The programming of this algorithm is easily done. The main disadvantages are that the memory requirement is $[n(n+1) / 2]^{2}$ and the number of multiplicative operations for large $n$ is of the order $n^{6} / 24$. But for small systems (say: $n<8$ ) it is the best algorithm.

Theorem B.6: Iterative, infinite series solution method Assuming $\mathbf{A}$ is an asymptotically stable matrix $\left(\operatorname{Re} \lambda_{i}<0\right)$ then the solution of (B.1) is given by

$$
\begin{equation*}
\mathbf{R}=\sum_{k=1}^{\infty} \mathbf{V}^{\top k-1} \overline{\mathbf{S}} \mathbf{V}^{k-1} \tag{B,12}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathbf{S}}=2 a\left(a E-\mathbf{A}^{\top}\right)^{-1} \mathbf{S}(a E-\mathbf{A})^{-1} \tag{B.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{V}=(a \mathbf{E}+\mathbf{A})(a \mathbf{E}-\mathbf{A})^{-1} \tag{B.14}
\end{equation*}
$$

The positive real number $a>0$ is chosen such that (aE-A). is a well conditioned nonsingular matrix and that the infinite series solution (B. 12) has a good convergence rate. A good convergence is yield by

$$
\begin{equation*}
a \approx-\frac{1}{n} \operatorname{tr} A=\frac{a_{1}}{n} \tag{B.15}
\end{equation*}
$$

or

$$
a \approx \sqrt[n]{(-1)^{n} \operatorname{det} A}=\sqrt[n]{a_{n}} .
$$

Accelerated convergence of (B.12) is obtained by a suggestion of Smith (1968):

$$
\begin{gather*}
\mathbf{R}_{k+1}=\mathbf{R}_{k}+\mathbf{V}^{\top^{2 k}} \mathbf{R}_{k} \mathbf{V}^{2^{k}}, \mathbf{R}_{0}=\overline{\mathbf{S}}, \\
\lim _{k \rightarrow \infty} \mathbf{R}_{k}=\mathbf{R} . \tag{B.16}
\end{gather*}
$$

Since $\mathbf{V}^{2^{k}}$ is obtained by squaring the matrix $\mathbf{V}^{2^{k-1}}$ the iterative procedure (B.16) is convenient for computation. For large order systems (say: $n>8$ ) and asymptotically stable matrices the iterative infinite series solution (B.16) can be recommended.

Theorem B.7: Solution via Hessenberg form Let $\mathbf{A}_{H}$ be a lower Hessenberg representation of $\mathbf{A}$, which can be computed efficiently by the use of a numerically stable Hessenberg process, Zurmuhl (1964): $\mathbf{T}^{-1} \mathbf{A} \mathbf{T}=\mathbf{A}_{H}$. After that (B.1) reads as

$$
\begin{equation*}
\mathbf{A}^{\top} \tilde{\mathbf{R}}+\tilde{\mathbf{R}} \mathbf{A}_{H}=-\tilde{\mathbf{S}} \tag{B.17}
\end{equation*}
$$

where
(B.18) $\tilde{\mathbf{R}}=\mathbf{R} \mathbf{T}, \tilde{\mathbf{S}}=\mathbf{S T}, \quad \mathbf{A}_{\mathrm{H}}=$
$\left[\begin{array}{cccc}h_{11} & h_{12} & & \\ h_{21} & h_{22} & h_{23} & 0 \\ \vdots & & \ddots & \\ h_{n-1,1} & \cdots & \cdots & \ddots\end{array}\right]$.

Then the columns $\tilde{\mathbf{R}}_{\mathbf{i}}$ of $\tilde{\mathbf{R}}$ are obtained by the algorithm

$$
\begin{equation*}
\tilde{\mathbf{R}}_{\mathrm{n}}=\mathbf{G}_{H}^{-1} \mathbf{d}_{\mathrm{H}}, \tag{B.19}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\mathbf{R}}_{\mathrm{i}-1}=-\frac{1}{\mathrm{~h}_{\mathrm{i}-1, \mathrm{i}}}\left(\mathbf{A}^{\top} \tilde{\mathbf{R}}_{\mathrm{i}}+\sum_{\mathrm{i}=1}^{n} \mathrm{~h}_{\mathrm{ji}} \tilde{\mathbf{R}}_{\mathrm{j}}+\tilde{\mathbf{S}}_{\mathrm{i}}\right), \mathrm{i}=\mathrm{n}(1) 1, \tag{B.20}
\end{equation*}
$$

where $\tilde{\boldsymbol{S}}_{i}$ are the columns of $\tilde{\mathbf{S}}$, and $\mathbf{d}_{\mathrm{H}}$ and $\mathbf{G}_{H}$ can be calculated using the recursive algorithm (B. 20) as follows: substitute $\tilde{\mathbf{R}}_{\mathrm{n}}=\mathbf{0}$ in (B. 20), then for $\mathrm{i}=1 \quad \tilde{\mathbf{R}}_{0}=-\mathbf{d}_{H}$ is obtained, whereas for $\tilde{\mathbf{S}}=\mathbf{0}$ and $\tilde{\mathbf{R}}_{\mathrm{n}}=\mathbf{e}_{\mathrm{k}}$ the algorithm (B.20) yields for $i=1$ the $k-t h$ column of $\mathbf{G}_{H}, k=1(1) n$.

This result is due to Kreisselmeier (1972), but a similar result is also given by Meyer-Spasche (1972). The procedure is recommended if the application of theorems B. 5 or B. 6 is not possible or if one is interested in the solution of the Lyapunov matrix equation as well as in the eigenvalue-eigenvector problem. In both problems the transformation to a Hessenberg representation is needed. The numerical process of theorem B. 7 can be made very stable, especially roundoff
errors in the algorithm (B.19, B. 20) can be reduced by a simple repeated implementation of the algorithm itself (see Kreisselmeier (1972)).

Further comparison of numerical methods for solving the Lyapunov matrix equation can be found in the recent papers of Hagander (1972) and of Pace and Barnett (1972), (where, however, the new algorithm of theorem B. 7 is not taken into account).
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