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## PREFACE

This volume (F.A.N.) contains various parts of Functional Analysis, Approximation Theory and Numerical Analysis, namely: A conditional Cauchy equation on rhombuses, spectral properties of matrices with products of binomial coefficients as entries, optimization of functionals and application to differential equations, an alternative Cauchy equation, generalization of the Golab-Schinzel functional equation, and functional equations and exact discrete solutions of ordinary differential equations. Besides it contains part on: Shape from shading problem, approximations to analytic functions, error estimate in non-equi-mesh spline finite strip method for thin plate bending problem, the Hyers-Ulam stability of a functional equation containing partial difference operators, dynamical systems and processes on Banach infinite dimensional spaces, Banach spaces in Bergman operator theory, characterization problems in Hilbert space, fixed point procedure in Banach spaces, Banach algebras of pseudodifferential operators, and Banach spaces. Finally the reader of this volume can find parts on: Ostrowski constant, stability problem of Ulam, Gegenbauer polynomials, quasi-tridiagonal system of linear equations, characterization of Q-algebras, and Landau's type inequalities.
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# STEFAN BANACH ALEXANDER MARKOWIÇ OSTROWSKI STANISLAW MARCIN ULAM 

John Michael Rassias<br>(Athens, Greece)

BANACH was born in Krakow on March 30, 1892 and died in Lwów on August 31, 1945. He studied in Lwów, Poland. Subsequently, he worked at the University of Lwów and the Polish Academy of Sciences. Banach gave the general definition of normed spaces (1920-22). His motivation was the generalization of integral equations. The essential feature of his work was to set up a space with a norm but one which is no longer defined in terms of an inner product. Whereas in $L^{2},\|x\|=\sqrt{(x, x)}$ it is not possible to define the norm of a Banach space in this way because an inner product is no longer available. The axioms for Banach's space $B$ are divided into three groups. The first group contains thirteen axioms which specify that space $B$ is a commutative group under addition; closed under multiplication by a real scalar; and that the familiar associative and distributive relations hold. The second group characterizes a norm on the elements (vectors) of $B$. The third group contains just a completeness axiom. An important class of operators introduced by Banach is the set of continuous additive ones. An operator $f$ is additive if for all $x$ and $y, f(x+y)=f(x)+f(y)$. Banach (1929) introduced in Functional Analysis, the notion of the dual (or adjoint) space of Banach space. One of his many important theorems is the Hahn-Banach theorem on functionals. Banach's work on functionals leads to the concept of adjoint operator. Banach applied his theory of adjoint operators to Riesz operators (introduced by Riesz in 1918). Banach worked with Stanislaw Marcin Ulam, Stanislaw Mazur, Kazimir Kuratowski, Hugo Steinhaus, W. Orlicz, and many other polish and foreign mathematicians. Besides the afore-mentioned theorem he obtained the following famous theorems: Banach-Alaoglu theorem, Banach fixed point theorem; Banach-Saks theorem. Finally he introduced the notions: Banach indicatrix, Banach limits, Banach algebra, and achieved many other
fundamental results in mathematical analysis (for instance, Banach-Steinhaus theorem).

OSTROWSKI died on November 20, 1986 at the age of 93 . His collected works amount to some 4,000 pages in six volumes, published by BirkhäuserVerlag (1986). More than thirty of his students, who are now famous (for instance, Walter Gautschi), maintained close contact with Ostrowski until his final years. Ostrowski's career started in Kiev (1913). He worked with the great mathematicians: Felix Klein, Edmund Landau, and David Hilbert, and with the famous mathematicians: Peter Lancaster, Reich, Rita JeltschFricker, and many others. Born in Kiev on September 25, 1893, Ostrowski received his initial mathematical education under Ukrainian teachers. When he was working as an assistant to Felix Klein at Göttingen, Ostrowski earned his reputation as one of the world's leading mathematicians. In 1927 he accepted a call to work at Basel University where he remained until 1958. His papers are of interest to algebraists, geometers, analysts, topologists, and computer scientists. Numerical analysts are also indebted to him for the investigations he carried out on the iterative solution of equations. Of particular interest to computer scientists is complexity theory and foundations of symbolic integration due to Ostrowski's results. In the years after the second world war he began a sequence of visits to North America initiated by the U.S. National Bureau of Standards. He received honorary degrees from: University of Waterloo (1967), University of Besançon, and from ETH Zurich. Ostrowski was Honorary Editor-in-Chief of "Aequationes Mathematicae" from its foundation. Theorems: Ostrowski-Reich ("on the iterative techniques in matrix algebra"), and Ostrowski ("on analytic continuation"), are classical. His book "Solution of equations in Euclidean and Banach spaces" (Acad. Press, 1973) is excellent. The writer of this contribution made contact with Ostrowski on August 14, 1983 (11:40 a.m. $-4: 20$ p.m.) at Ostrowski's home at Certenago di Montagnola, Via Sott'Cà 11, Switzerland. My wife and I were very happy to meet one of the last great mathematicians. Ostrowski said to us that his favorite teachers were: A high school teacher and David Hilbert. According to Ostrowski, Hilbert was that time the best mathematician in the world. Quoting Landau's words, Ostrowski said that a mathematical problem must be treated rigorously as it is stated. Finally he quoted Landau's statement, that applied mathematicians duplicate results of pure ones.

ULAM was born in Lwów, Poland on April 3, 1909 and died in Santa Fe, U.S.A. on May 13, 1984. He graduated with a doctorate in pure mathematics from the Polytechnic Institute at Lwów in 1933. Ulam worked at: The Institute for Advanced Study, Princeton (1936), Harvard University (1939-40), University of Wisconsin (1941-43), Los Alamos Scientific Laboratory (194365 ), University of Colorado (1965-76), and University of Florida (1974-). He was a member of the American Academy of Arts and Sciences and the National Academy of Sciences. He made fundamental contributions in mathematics, physics, biology, computer science, and the design of nuclear weapons. His early mathematical work was in set theory, topology, group theory, and measure theory. While still a schoolboy in Lwów, Ulam signed his notebook "S. Ulam, astronomer, physicist and mathematician". As Ulam notes, "the aesthetic appeal of pure mathematics lies not merely in the rigorous logic of the proofs and theorems, but also in the poetic elegance and economy in articulating each step in a mathematical presentation." Ulam worked with Stefan Banach, Kazimir Kuratowski, Karol Borsuk, Stanislaw Mazur, Hugo Steinhaus, John von Neumann, Garrett Birkhoff, Cornelius Everett, Dan Mauldin, D. H. Hyers, Mark Kac, P. R. Stein, Enrico Fermi, John Pasta, Richard Feynman, Ernest Lawrence, J. Robert Oppenheimer, Teller, and many other people of applied and exact sciences. Ulam was invited to Los Alamos by his friend John von Neumann, one of the most influential mathematicians of the twentieth century. Ulam's most remarkable achievement at Los Alamos was his contribution to the postwar development of the thermonuclear or hydrogen (H-) bomb in which nuclear energy is released when two hydrogen or deuterium nuclei fuse together. One of Ulam's early insights was to use the fast computers at Los Alamos to solve a wide variety of problems in a statistical manner using random numbers. This method has become appropriately known as the Monte Carlo method. One example that may have biological relevance is the subfield of cellular automata founded by Ulam and von Neumann. Finally Ulam had a unique ability to raise important unsolved problems. One of these problems was solved by the writer of this contribution (J. Approx. Th., Vol. 57, 268-273, 1989, New York, by Academy Press).
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# ON A CONDITIONAL CAUCHY EQUATION ON RHOMBUSES 

C. ALSINA and J-L. GARCIA-ROIG<br>Secció Matemàtiques, ETSAB, Univ. Politècnica Catalunya<br>Diagonal 649. 08028 Barcelona, Spain.

## ABSTRACT

We solve the conditional Cauchy equation $f(x+y)=f(x)+f(y)$ whenever $\|x\|=\|y\|$ for continuous mappings $f$ from a real inner product space into a topological real linear space.

The aim of this paper is to study the conditional Cauchy equation on rhombuses, i.e.,

$$
f(x+y)=f(x)+f(y) \quad \text { whenever } \quad\|x\|=\|y\|
$$

where $f \quad E \rightarrow F$ is a continuous mapping from an inner product space $E$ into a topological real linear space $F$.

THEOREM 1. Let $f: E \rightarrow F$ be a continuous mapping from a real inner product space ( $E, \cdot$ ) of dimension greater than 1 into a topological real linear space $F$. Then $f$ satisfies the conditional Cauchy equation

$$
\begin{equation*}
f(x+y)=f(x)+f(y) \quad \text { whenever } \quad\|x\|=\|y\|, \tag{1}
\end{equation*}
$$

if and only if $f$ is a continuous linear transformation.
Proof. Obviously any continuous linear mapping satisfies (1). Conversely, if $f$ satisfies (1) then the substitution $x=y=0$ into (1) yields $f(0)=0$ and the substitution $y=-x$ yields $f(-x)=-f(x)$. Next we claim that for any real $t$ and any $x$ in $E$ we have the homogeneity of $f$ :

$$
\begin{equation*}
f(t x)=t f(x) \tag{2}
\end{equation*}
$$

Since $f(-x)=-f(x)$ and $f(0)=0$ we need to prove (2) just for $t>0$ and $x \neq 0$. In effect, when we take in (1) $x=y$ we get $f(2 x)=2 f(x)$ and from this we immediately obtain inductively that

$$
\begin{equation*}
f\left(2^{n} x\right)=2^{n} f(x), \quad \text { for all integers } n \tag{3}
\end{equation*}
$$

For our $x$, let $x^{\prime}$ and $x^{\prime \prime}$ be elements in $E$ satisfying the conditions

$$
\begin{equation*}
\|x\|=\left\|x^{\prime}\right\|=\left\|x^{\prime \prime}\right\|, \quad x \cdot x^{\prime}=x \cdot x^{\prime \prime}=\frac{1}{2}\|x\|^{2} \quad \text { and } \quad x=x^{\prime}+x^{\prime \prime} \tag{4}
\end{equation*}
$$

Such elements exist because $\operatorname{dim} E>1$ and in any plane containing $x$, by previously considering an orthonormal basis, the problem is easily solved (geometrically speaking) by taking $x^{\prime}$ and $x^{\prime \prime}$ as $x$ rotated $60^{\circ}$ and $-60^{\circ}$ respectively.

By virtue of (1) and (4) we have $\left\|x+x^{\prime}\right\|=\left\|x+x^{\prime \prime}\right\|$ and

$$
\begin{aligned}
f(3 x) & =f\left(\left(x+x^{\prime}\right)+\left(x+x^{\prime \prime}\right)\right)=f\left(x+x^{\prime}\right)+f\left(x+x^{\prime \prime}\right) \\
& =f(x)+f\left(x^{\prime}\right)+f(x)+f\left(x^{\prime \prime}\right)=2 f(x)+f\left(x^{\prime}+x^{\prime \prime}\right)=3 f(x) .
\end{aligned}
$$

Again by induction we have

$$
\begin{equation*}
\left.f\left(3^{m} x\right)=3^{m} f(x)\right), \quad \text { for all integers } m \tag{5}
\end{equation*}
$$

Combining (3) and (5) we deduce $f\left(2^{n} 3^{m} x\right)=2^{n} 3^{m} f(x)$, for all integers $n, m$, and since $f$ is continuous and the set $\left\{2^{n} 3^{m} \mid n, m \in \mathbf{Z}\right\}$ is dense in $\mathbf{R}^{+}$we can conclude the validity of (2). Our next step is to show (using the vectors introduced above) that

$$
\begin{equation*}
f\left(a x+b x^{\prime}\right)=a f(x)+b f\left(x^{\prime}\right), \quad \text { for all } a, b \text { in } \mathbf{R} . \tag{6}
\end{equation*}
$$

In effect, due to the fact that $\|x\|=\left\|x^{\prime}\right\|$ and $x \cdot x^{\prime}=\frac{1}{2}\|x\|^{2}$ and the derivability of the norm in $E$ from an inner product, for all $a, b$ in $\mathbf{R}$ we have:

$$
\begin{equation*}
\left\|a x+b x^{\prime}\right\|=\left\|a x^{\prime}+b x\right\|=\left\|(a+b) x-b x^{\prime}\right\|=\left\|(a+b) x^{\prime}-a x\right\| . \tag{8}
\end{equation*}
$$

Therefore by virtue of (1), (2) and (8) we obtain the equalities:

$$
\begin{align*}
& f\left(a x+b x^{\prime}\right)+f\left((a+b) x-b x^{\prime}\right)=f((2 a+b) x)=(2 a+b) f(x),  \tag{9}\\
& f\left(a x+b x^{\prime}\right)+f\left((a+b) x^{\prime}-a x\right)=f\left((a+2 b) x^{\prime}\right)=(a+2 b) f\left(x^{\prime}\right), \tag{10}
\end{align*}
$$

and

$$
\begin{equation*}
f\left(a x+b x^{\prime}\right)+f\left(a x^{\prime}+b x\right)=f\left((a+b)\left(x+x^{\prime}\right)\right)=(a+b)\left(f(x)+f\left(x^{\prime}\right)\right) . \tag{11}
\end{equation*}
$$

Bearing in mind (1), (4) and (8), if we add (9) and (10), and then subtract (11), we obtain the desired property (6).

As the preceding procedure can clearly be carried out in any two-dimensional subspace $F$ of $E$ (i.e., we can take $x$ and $x^{\prime}$ in $F$ ) we conclude by (2) and (6) that $f$ is linear.

Let us note that in the proof just given the argument used in order to deduce the full additivity of $f$ from the conditional additivity assumed in (1) went throught the homogeneity of $f$ expressed in (2) where the continuity of $f$ was essential. We will supply now another alternative proof by using a quite strong result which can be found in 2 (problem 25, chapter 11).

LEMMA. A mapping $g$ from a real inner product space ( $E, \cdot$ ) of dimension greater than 1 into $\mathbf{R}$ is orthogonally additive in the sense that

$$
\begin{equation*}
g(x+y)=g(x)+g(y) \text { whenever } x \cdot y=0 \tag{13}
\end{equation*}
$$

if and only if there exist additive functions $a: \mathbf{R} \rightarrow \mathbf{R}$ and $h: E \rightarrow \mathbf{R}$ such that

$$
\begin{equation*}
g(x)=a\left(\|x\|^{2}\right)+h(x) . \tag{14}
\end{equation*}
$$

Now we can show the following

THEOREM 2. A mapping $f$ from a real inner product space ( $E, \cdot$ ) of dimension greater than 1 into $\mathbf{R}^{n}$ satisfies the conditional Cauchy equation

$$
\begin{equation*}
f(x+y)=f(x)+f(y) \text { whenever }\|x\|=\|y\| \tag{15}
\end{equation*}
$$

if and only if is additive, i.e., $f(x+y)=f(x)+f(y)$, for all $x, y$ in $E$.
Proof. Assume that $f: E \rightarrow \mathbf{R}^{n}$ satisfies (15). Then, for any couple of orthogonal vectors $x$ and $y$, we have that $\|x+y\|=\|x-y\|=\|y-x\|$ and, consequently

$$
\begin{align*}
& f(x+y)+f(x-y)=f(2 x),  \tag{16}\\
& f(x+y)+f(y-x)=f(2 y), \tag{17}
\end{align*}
$$

and since by (15) we know $f(0)=0, f(-x)=-f(x)$ and $f(2 z)=2 f(z)$, adding (16) and (17) we obtain at once $f(x+y)=f(x)+f(y)$, i.e., from the conditional Cauchy equation (1) we deduce the orthogonal additivity of $f$. If for any $i=1,2, \ldots, n$, $f_{i}$ denotes the ith component function of $f$, then $f_{i} \quad E \rightarrow \mathbf{R}$ will be orthogonal additive and by the Lemma just quoted there will exist additive functions $a_{2}: \mathrm{R} \rightarrow \mathrm{R}$ and $h_{i} . E \rightarrow \mathbf{R}$ such that

$$
\begin{equation*}
f_{i}(x)=a_{i}\left(\|x\|^{2}\right)+h_{i}(x) \tag{18}
\end{equation*}
$$

When we move back from (18) to (15) we see that we would need to require

$$
\begin{equation*}
a_{i}\left(\|x+y\|^{2}\right)=a_{\imath}\left(\|x\|^{2}\right)+a_{i}\left(\|y\|^{2}\right) \text { whenever }\|x\|=\|y\|, \tag{19}
\end{equation*}
$$

condition which yields (by the additivity of $a_{i}$ and the derivability of the norm from an inner product) that $a_{\imath}(x \cdot y)=0$ whenever $\|x\|=\|y\|$. Thus with $x=y$ we would have $a_{i}\left(\|x\|^{2}\right)=0$ and therefore $a_{i}$ must be identically zero. Thus by (18) each $f_{i}$ is additive and so is $f$.

COROLLARY 1. A mapping $f$ from a real inner product space $(E, \cdot)$ of dimension greater than 1 into $\mathbf{R}^{n}$ which is continuous at one point, satisfies (15) if and only if $f$ is a linear mapping.
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# SPECTRAL PROPERTIES OF MATRICES WITH PRODUCTS OF BINOMIAL COEFFICIENTS AS ENTRIES 

LOTHAR BERG<br>Fachbereich Mathematik, Universität Rostock, D-O-2500 Rostock, FR Germany and<br>KONRAD ENGEL<br>Fachbereich Mathematik, Universität Rostock, D-O-2500 Rostock FR Germany


#### Abstract

For a class of square matrices with two parameters and products of binomial coefficients as entries it is shown that the eigenvalues are also binomial coefficients and that the entries of the corresponding eigenvectors can be expressed as sums over products of binomial coefficients. In the proof the Cauchy integral formula for the coefficients of a Taylor series is used.


## 1. Preliminaries

We consider the square matrices $A=\left(a_{i j}\right)$ of order $n+1$ with

$$
\begin{equation*}
a_{i j}=\binom{i+j}{j}\binom{m-i-j}{n-j} \tag{1}
\end{equation*}
$$

$n \geq 1$ and $i, j=0,1, \ldots, n$, where $m$ is an additional real parameter. Our main result is that the binomial coefficients

$$
\begin{equation*}
\binom{m+1}{0},\binom{m+1}{1},\binom{m+1}{2}, \ldots,\binom{m+1}{n} \tag{2}
\end{equation*}
$$

are eigenvalues of $A$. For the proof of (2) we construct the corresponding eigenvectors explicitly and obtain a series of identities for sums over products of binomial
coefficients. Similar identities are well known in the literature, cf. H. Schmidt ${ }^{6}$, and in particular in the framework of combinatorics, cf. E. Bannai and T. Ito ${ }^{1}$ and J. Riordan ${ }^{5}$. For natural numbers $m \geq 2 n$ the matrices $A$ can also be interpreted combinatorially, since the entries (1) are the numbers of monotone functions from $N_{m-n} \rightarrow N_{n}=\{0,1,2, \ldots, n\}$ which map $i$ onto $j$. An example with $n=2$ and $m=7$ in lexicographical order of the functions in the columns is

| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 1 | 1 | 2 | 2 |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 1 | 2 | 2 | 1 | 1 | 1 | 1 | 2 | 2 | 2 |
| 3 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 2 | 2 | 1 | 1 | 1 | 2 | 2 | 2 | 1 | 1 | 1 | 2 | 2 | 2 | 2 |
| 4 | 0 | 0 | 0 | 1 | 1 | 2 | 1 | 1 | 2 | 2 | 1 | 1 | 2 | 2 | 2 | 1 | 1 | 2 | 2 | 2 | 2 | 1 | 1 | 2 | 2 | 2 | 2 | 2 |
| 5 | 0 | 1 | 2 | 1 | 2 | 2 | 1 | 2 | 2 | 2 | 1 | 2 | 2 | 2 | 2 | 1 | 2 | 2 | 2 | 2 | 2 | 1 | 2 | 2 | 2 | 2 | 2 | 2 |

where

$$
\begin{aligned}
& a_{00}=21=\binom{0}{0}\binom{7}{2}, a_{01}=6=\binom{1}{1}\binom{6}{1}, a_{02}=1=\binom{2}{2}\binom{5}{0}, \\
& a_{10}=15=\binom{1}{0}\binom{6}{2}, a_{11}=10=\binom{2}{1}\binom{5}{1}, a_{12}=3=\binom{3}{2}\binom{4}{0}, \\
& a_{20}=10=\binom{2}{0}\binom{5}{2}, a_{21}=12=\binom{3}{1}\binom{4}{1}, a_{22}=6=\binom{4}{2}\binom{3}{0} .
\end{aligned}
$$

The case $m=2 n-1$ can be treated analogously by means of monotone functions from $N_{n} \rightarrow N_{n}$ under the additional assumption that the functions have the number $n$ as fixed point. Such functions appear in the framework of linear involutory semigroups, cf. L. Berg and W. Peters ${ }^{4}$. The matrices $A$ can also be used in numerical tests, cf. L. Berg ${ }^{2,3}$ and G. Zielke ${ }^{7}$

## 2. The eigenvectors of $A$

In order to prove our statement concerning the eigenvalues (2) of $A$ we construct the corresponding eigenvectors.

Theorem 1. For $j=0,1, \ldots, n$ the matrix $A$ has the eigenvalues $\binom{c+1}{j}$ with the eigenvectors $y_{j}=\left(y_{i j}\right)$, where

$$
\begin{equation*}
y_{i j}=\sum_{k=0}^{n}(-1)^{k}\binom{i}{k}\binom{n-k}{j}\binom{m+k-n-j}{k} \tag{3}
\end{equation*}
$$

Proof. First let us mention that the first component of $y_{j}$ is $y_{0 j}=\binom{n}{j}$, so that $y_{j}$ cannot be the zero vector. We introduce the matrices $Y=\left(y_{0}, y_{1}, \ldots, y_{n}\right), B=$ $\left(b_{i j}\right), D=\left(d_{i j}\right)$ and $M=\left(m_{i j}\right)$ with

$$
\begin{equation*}
b_{i j}=\binom{i}{j}, d_{i j}=(-1)^{i}\binom{n-i}{j}\binom{m+i-n-j}{i}, m_{i j}=\binom{j}{i}\binom{m+1}{n-j} \tag{4}
\end{equation*}
$$

as well as

$$
\begin{equation*}
S=\operatorname{diag}\left(\binom{m+1}{0},\binom{m+1}{1}, \ldots,\binom{m+1}{n}\right) \tag{5}
\end{equation*}
$$

Then we have $Y=B D$, and we shall show the equations

$$
\begin{equation*}
A B=B M, M D=D S \tag{6}
\end{equation*}
$$

which immediately imply our assertion in the form $A Y=Y S$.
In the following we often use the well known identities

$$
\begin{equation*}
\binom{a}{k}=(-1)^{k}\binom{k-a-1}{k} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=0}^{n}\binom{a}{p-k}\binom{b}{k-q}=\binom{a+b}{p-q} \tag{8}
\end{equation*}
$$

with integers $p, q$ from the interval $[0, n]$, real $a, b$ and $\binom{a}{k}=0$ in case of $k<0$.
In order to prove the first equation of (6), we introduce the notations

$$
l_{i j}=\sum_{k=0}^{n}\binom{i+k}{k}\binom{m-i-k}{n-k}\binom{k}{j}, \quad r_{i j}=\binom{m+1}{n-j} \sum_{k=0}^{n}\binom{i}{k}\binom{j}{k}
$$

for the elements of the left-hand side $A B$ and the right-hand side $B M$, respectively. In view of $\binom{i+k}{k}\binom{k}{j}=\binom{i+j}{j}\binom{i+k}{k-j}$ we have according to (7) and (8)

$$
\begin{aligned}
\sum_{k=0}^{n}\binom{m-i-k}{n-k}\binom{i+k}{k-j} & =\sum_{k=0}^{n}(-1)^{n-j}\binom{n-m+i-1}{n-k}\binom{-j-i-1}{k-j} \\
& =(-1)^{n-j}\binom{n-m-j-2}{n-j}=\binom{m+1}{n-j}
\end{aligned}
$$

and therefore

$$
l_{i j}=\binom{i+j}{j}\binom{m+1}{n-j}
$$

Hence the symmetry formula $\binom{i}{k}=\binom{i}{i-k}$ and (8) immediately imply $l_{i j}=r_{i j}$.
In order to prove the second equation of (6) we use analogously the notations $M D=\left(l_{i j}\right), D S=\left(r_{i j}\right)$ with

$$
\begin{aligned}
& l_{i j}=\sum_{k=0}^{n}(-1)^{k}\binom{k}{i}\binom{m+1}{n-k}\binom{n-k}{j}\binom{m+k-n-j}{k}, \\
& r_{i j}=(-1)^{i}\binom{m+1}{j}\binom{n-i}{j}\binom{m+i-n-j}{i}
\end{aligned}
$$

According to $\binom{m+1}{n-k}\binom{n-k}{j}=\binom{m+1}{j}\binom{m+1-j}{n-k-j},(7)$ and $\binom{k}{i}\binom{n+j-m-1}{k}=$ $\binom{n+j-m-1}{i}\binom{n+j-m-i-1}{k-i}$ we have

$$
l_{i j}=\binom{m+1}{j}\binom{n+j-m-1}{i} \sum_{k=0}^{n}\binom{m+1-j}{n-k-j}\binom{n+j-m-i-1}{k-i}
$$

The sum is equal to $\binom{n-i}{n-i-j}=\binom{n-i}{j}$, so that according to (7) we again obtain $l_{i j}=r_{i j}$, and (6) is proved.

Remark. The matrix $B$ with (4) is a regular triangular matrix, the inverse of which has the entries $(-1)^{i-j}\binom{i}{j}$. Hence $Y=B D$ is equivalent with $D=B^{-1} Y$, i.e. the lines of the matrix $D$ are the differences of the lines of the matrix $Y$, and the representation (3) considered as a polynomial in $m$ is nothing else than the Newton interpolation representation.

## 3. The eigenvectors of $A^{T}$

It is also possible to construct the eigenvectors of $A^{T}$ belonging to the eigenvalues (2).

Theorem 2. For $j=0,1, \ldots, n$ the matrix $A^{T}$ has the eigenvectors $x_{j}=\left(x_{i j}\right)$ belonging to the eigenvalues $\binom{m+1}{j}$, where

$$
\begin{equation*}
x_{i j}=\sum_{k=0}^{n}(-1)^{k}\binom{i}{k}\binom{n+k-j}{k}\binom{m-n-k}{j} \tag{9}
\end{equation*}
$$

Proof. First we introduce the notation $N=\left(n_{i j}\right)$ with

$$
\begin{equation*}
n_{i j}=(-1)^{n-j}\binom{i}{n-j}\binom{m+1-j}{n-i} \tag{10}
\end{equation*}
$$

and show the validity of the equation

$$
\begin{equation*}
M^{T} N=N S \tag{11}
\end{equation*}
$$

The elements on the left-hand side and right-hand side, respectively, are

$$
\begin{aligned}
& l_{i j}=(-1)^{n-j}\binom{m+1}{n-i} \sum_{k=0}^{n}\binom{i}{k}\binom{k}{n-j}\binom{m+1-j}{n-k} \\
& r_{i j}=(-1)^{n-j}\binom{i}{n-j}\binom{m+1-j}{n-i}\binom{m+1}{j}
\end{aligned}
$$

In view of $\binom{i}{k}\binom{k}{n-j}=\binom{i}{n-j}\binom{i+j-n}{i-k}$ and (8) we obtain

$$
\begin{aligned}
l_{i j} & =(-1)^{n-j}\binom{m+1}{n-i}\binom{i}{n-j} \sum_{k=0}^{n}\binom{m+1-j}{n-k}\binom{i+j-n}{k+j-n} \\
& =(-1)^{n-j}\binom{m+1}{n-i}\binom{i}{n-j}\binom{m+i+1-n}{j},
\end{aligned}
$$

and it is easy to see that the equation $l_{i j}=r_{i j}$ is satisfied, which proves (11).
The first equation of (6) implies $A^{T} B^{-T}=B^{-T} M^{T}$ with $B^{-T}=\left(B^{-1}\right)^{T}$, so that according to (11) we have $A^{T} B^{-T} N=B^{-T} N S$. Introducing the matrix $X=$ ( $x_{0}, x_{1}, \ldots, x_{n}$ ) with the entries (9) and using (5) the assertion of the theorem can be expressed as $A^{T} X=X S$. Hence it is proved, if we show that

$$
\begin{equation*}
X=B^{-T} N \tag{12}
\end{equation*}
$$

This representation implies $x_{n j}=(-1)^{n-j}\binom{n}{j}$, so that $x_{j}$ cannot be the zero vector.
On the other hand, if we introduce the notation $C=\left(c_{i j}\right)$ with

$$
\begin{equation*}
c_{i j}=(-1)^{i}\binom{n+i-j}{n-j}\binom{m-n-i}{j} \tag{13}
\end{equation*}
$$

the matrix $X$ with the entries (9) has the representation $X=B C$ with (4). Consequently we have to prove

$$
\begin{equation*}
B^{T} B C=N \tag{14}
\end{equation*}
$$
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For the entries of the left-hand side of (14) we use the notation

$$
f_{i j}=\sum_{k, l=0}^{n}(-1)^{l}\binom{k}{i}\binom{k}{l}\binom{n+l-j}{n-j}\binom{m-n-l}{j}
$$

In view of the Cauchy integral formula for the coefficients of a Taylor series we obtain

$$
f_{i j}=-\frac{1}{4 \pi^{2}} \iint \sum_{k, l=0}^{n}(-1)^{l}\binom{k}{i}\binom{k}{l} \frac{(1+z)^{n+l-j}(1+w)^{m-n-l}}{z^{n-j+1} w^{j+1}} d z d w
$$

if we integrate over small circles around the point zero in the positive direction. The sum over $l$ can be calculated explicitly, so that

$$
\begin{equation*}
f_{i j}=-\frac{1}{4 \pi^{2}} \iint \sum_{k=0}^{n}\binom{k}{i} \frac{(1+z)^{n-j}(1+w)^{m-n-k}}{z^{n-j+1} w^{j+1}}(w-z)^{k} d z d w \tag{15}
\end{equation*}
$$

According to $(w-z)^{k}=\sum_{l=0}^{k}\binom{k}{l} w^{k-l}(-z)^{l}$ and the fact that either $l>n-j$ or $k-l>j$ for $k>n$, the integrals in (15) are zero for these $k$. Hence we can sum up to infinity and find in view of $\binom{k}{i}=\binom{k}{k-i}=(-1)^{k-i}\binom{-i-1}{k-i}$ that

$$
\begin{aligned}
f_{i j} & =-\frac{1}{4 \pi^{2}} \iint \frac{(1+z)^{n-j}(1+w)^{m-n-i}}{z^{n-j+1} w^{j+1}}(w-z)^{i}\left(1-\frac{w-z}{1+w}\right)^{-i-1} d z d w \\
& =-\frac{1}{4 \pi^{2}} \iint \frac{(1+z)^{n-i-j-1}(1+w)^{m+1-n}}{z^{n-j+1} w^{j+1}}(w-z)^{i} d z d w .
\end{aligned}
$$

Now, using

$$
(w-z)^{i}=\sum_{l=0}^{i}\binom{i}{l}(1+w)^{l}(-1)^{i-l}(1+z)^{i-l}
$$

and applying once more the Cauchy coefficient formula, we obtain

$$
f_{i j}=\sum_{l=0}^{i}(-1)^{i-l}\binom{i}{l}\binom{n-j-l-1}{n-j}\binom{m+l+1-n}{j},
$$

and in view of

$$
\binom{n-j-l-1}{n-j}=(-1)^{n-j}\binom{l}{n-j}, \quad\binom{i}{l}\binom{l}{n-j}=\binom{i+j-n}{i-l}\binom{i}{n-j}
$$

and the substitution $k=i-l$ moreover

$$
f_{i j}=(-1)^{n-j}\binom{i}{n-j} \sum_{k=0}^{i}(-1)^{k}\binom{i+j-n}{k}\binom{m+i+1-k-n}{j}
$$

Because of $j \leq n$ it suffices to sum up to $i+j-n$. Applying the symmetry formula to the last binomial coefficient, (8) and two times (7), the sum can be expressed by $\binom{m+1-j}{n-i}$, so that according to (10) we have proved the desired result $f_{i j}=n_{i j}$.

Remark. Analogously as before the consequence $C=B^{-1} X$ of $X=B C$ shows that the lines of $C$ are the differences of the lines of $X$, and (9) has the form of a Newton interpolation polynomial with respect to the variable $m$.

## 4. Determinants

The matrices $B$ and $N$ are triangular matrices, so that (4), (10) and (12) imply $\operatorname{det} B=1$ and

$$
\begin{equation*}
\operatorname{det} X=\operatorname{det} N=\prod_{j=1}^{n}\binom{m+1-j}{j} \tag{16}
\end{equation*}
$$

This means that $X$ is a regular matrix, if and only if

$$
\begin{equation*}
m \notin\{0,1, \ldots, 2 n-2\} \tag{17}
\end{equation*}
$$

In this case the set of eigenvalues (2) is complete and

$$
\operatorname{det} A=\prod_{j=1}^{n}\binom{m+1}{j}
$$

But according to continuity this formula is also valid for the exceptional values of $m$. The formulas

$$
A Y=Y S, \quad A^{T} X=X S
$$

and therefore $A X^{-T}=X^{-T} S$ show that in case of (17) there must exist a diagonal matrix $T$ with $Y=X^{-T} T$, i. e.

$$
\begin{equation*}
X^{T} Y=T \tag{18}
\end{equation*}
$$

In view of $Y=B D$ and (12) this means $N^{T} D=T$, and from (4) and (10) we find for the diagonal elements $t_{j}$ of $T$ that

$$
t_{j}=\sum_{k=0}^{n}(-1)^{n+k-j}\binom{k}{n-j}\binom{m+1-j}{n-k}\binom{n-k}{j}\binom{m+k-n-j}{k}
$$

Since

$$
\binom{k}{n-j}\binom{n-k}{j}=\delta_{n-j, k}
$$

where $\delta_{i j}$ is the Kronecker symbol, we obtain moreover

$$
\begin{equation*}
t_{j}=\binom{m+1-j}{j}\binom{m-2 j}{n-j}=\binom{n}{j}\binom{m-j}{n} \frac{m-j+1}{m-2 j+1} \tag{19}
\end{equation*}
$$

and as before the first equation is also valid for the exceptional values of $m$. Finally, (16), (18) and (19) imply

$$
\begin{equation*}
\operatorname{det} Y=\prod_{j=1}^{n}\binom{m+2 j-2 n}{j} \tag{20}
\end{equation*}
$$

so that $Y$ is also regular for (17).

## 5. Examples

To illustrate the results we consider the case $n=2$ in detail, where we have

$$
\begin{aligned}
& A=\left(\begin{array}{ccc}
\frac{m(m-1)}{2} & m-1 & 1 \\
\frac{(m-1)(m-2)}{2} & 2 m-4 & 3 \\
\frac{(m-2)(m-3)}{2} & 3 m-9 & 6
\end{array}\right), B=\left(\begin{array}{lll}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 2 & 1
\end{array}\right), B^{-1}=\left(\begin{array}{rrr}
1 & 0 & 0 \\
-1 & 1 & 0 \\
1 & -2 & 1
\end{array}\right), \\
& Y=\left(\begin{array}{ccc}
1 & 2 & 1 \\
2-m & 4-m & 1 \\
\frac{(m-2)(m-3)}{2} & 6-2 m & 1
\end{array}\right), \quad X=\left(\begin{array}{ccc}
1 & m-2 & \frac{(m-2)(m-3)}{2} \\
-2 & 4-m & m-3 \\
1 & -2 & 1
\end{array}\right) \\
& D=\left(\begin{array}{ccc}
1 & 2 & 1 \\
1-m & 2-m & 0 \\
\frac{m(m-1)}{2} & 0 & 0
\end{array}\right) \quad, C=\left(\begin{array}{ccc}
1 & m-2 & \frac{(m-2)(m-3)}{2} \\
-3 & 6-2 m & -\frac{(m-3)(m-4)}{2} \\
6 & 3 m-12 & \frac{(m-4)(m-5)}{2}
\end{array}\right), \\
& M=\left(\begin{array}{ccc}
\frac{(m+1) m}{2} & m+1 & 1 \\
0 & m+1 & 2 \\
0 & 0 & 1
\end{array}\right) \quad, \quad N=\left(\begin{array}{ccc}
0 & 0 & \frac{(m-1)(m-2)}{2} \\
0 & -m & m-1 \\
1 & -2 & 1
\end{array}\right)
\end{aligned}
$$

In the case $m=1$ the first and the last of the three eigenvalues $1, m+1$ and $\frac{(m+1) m}{2}$ coincide, and the matrix $A$ is not similar to a diagonal matrix as it is seen from

$$
P^{-1} A P=\left(\begin{array}{rrr}
1 & -3 & 0 \\
0 & 1 & 0 \\
0 & 0 & 2
\end{array}\right), P=\left(\begin{array}{rrr}
1 & 0 & 2 \\
1 & -2 & 3 \\
1 & -3 & 4
\end{array}\right), P^{-1}=\left(\begin{array}{rrr}
-1 & 6 & -4 \\
1 & -2 & 1 \\
1 & -3 & 2
\end{array}\right)
$$

This representation shows additionally that there are no further eigenvalues and eigenvectors. In the cases $m=-1$ and $m=-2$ also two of the three eigenvalues (2) coincide, but in view of (17) nevertheless $Y$ is regular and $A$ diagonalizable by $Y^{-1} A Y=S$ with (5).
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# OPTIMIZATION OF FUNCTIONALS AND APPLICATION TO DIFFERENTIAL EQUATIONS 

P. C. Bhakta<br>Department of Mathematics, Jadavpur University, Calcutta 700032

## 1. Introduction

Let $X$ be a real Banach space and $J: X \rightarrow R$. The functional $J$ is said to be convex if for $u, v$ in $X$ and for $\lambda, \mu>0$ with $\lambda+\mu=1, J(\lambda u+\mu v) \leq$ $\lambda J(u)+\mu J(v)$. If for $u, v(u \neq v)$ in $X$ and $\lambda, \mu>0$ with $\lambda+\mu=1$, the strict inequality $J(\lambda u+\mu v)<\lambda J(u)+\mu J(v)$ holds, then $J$ is called strictly convex. $J$ is said to be coercive if $J(v) \rightarrow+\infty$ as $\|v\| \rightarrow+\infty$.

Let $u \in X$. If there is a bounded linear functional $P_{u}: X \rightarrow R$ such that for every $v$ in $X$ and $\alpha$ in $R$ we can express

$$
J(u+\alpha v)-J(u)=\alpha\left[P_{u}(v)+\phi(\alpha, v)\right]
$$

where $\phi(\alpha, v) \rightarrow 0$ (uniformly in $v$ on every bounded subset of $X$ ) as $\alpha \rightarrow 0$, then we say that $J$ is differentiable at $u$ and $P_{u}$ is the Frechet derivative of $J$ at $u$ and write $J^{\prime}(u)$ for $P_{u}$.

In this lecture I have considered the minimization of the functional $J$ : $X \rightarrow R$ over a closed convex subset of $X$ when it is coercive and weakly lower semi-continuous. For the uniqueness of the minimum point strict convexity of $J$ is necessary. Then the results are applied to find the solution of some standard Boundary Value Problems.

## 2. Minimization of Functionals

Throughout this section we assume that $X$ is a real reflexive Banach space, $K$ is a closed convex subset of $X$ and $J: X \rightarrow R$. In this direction we have the following important theorem.

Theorem 2.1. If the functional $J: X \rightarrow R$ is coercive, weakly lower semicontinuous and strictly convex, there exists a unique point $u$ in $K$ such that

$$
\begin{equation*}
J(u)=\inf \{J(v): v \in K\} \tag{1}
\end{equation*}
$$

Furthermore if $J$ is differentiable at $u$, then

$$
\begin{equation*}
J^{\prime}(u)(v-u) \geq 0 \quad \text { for all } \quad v \in K . \tag{2}
\end{equation*}
$$

Also if $K$ is a closed subspace of $X$, then

$$
\begin{equation*}
J^{\prime}(u)(v)=0 \quad \text { for all } \quad v \in K \tag{3}
\end{equation*}
$$

Proof. The proof of the theorem may be found in [1] and [3]. But for completeness, I give the proof here.

Let $m=\inf \{J(v): v \in K\}$. Clearly

$$
\begin{equation*}
m<+\infty \tag{4}
\end{equation*}
$$

There is a sequence $\left\{v_{n}\right\}$ in $K$ such that

$$
m=\lim _{n \rightarrow \infty} J\left(v_{n}\right) .
$$

It will be shown that $\left\{v_{n}\right\}$ is bounded. On the contrary, let us assume that it is not bounded. Then $\left\{v_{n}\right\}$ has a subsequence $\left\{v_{n_{i}}\right\}$ such that $\left\|v_{n_{i}}\right\| \rightarrow+\infty$ as $i \rightarrow \infty$. Since $J$ is coercive $J\left(v_{n_{i}}\right) \rightarrow+\infty$ as $i \rightarrow \infty$ which contradicts (4). Hence $\left\{v_{n}\right\}$ is bounded.

Again, since $X$ is reflexive, $\left\{v_{n}\right\}$ has a weakly convergent subsequence. Without loss of generality we may take $\left\{v_{n}\right\}$ to be convergent. Let $u$ be the weak limit of $\left\{v_{n}\right\}$. Since $K$ is closed and convex, it is weakly closed. This gives that $u \in K$.

Furthermore since $J$ is weakly lower semi-continuous we have

$$
J(u) \leq \lim _{n \rightarrow \infty} J\left(v_{n}\right)=m \leq J(u) .
$$

So we obtain

$$
\begin{equation*}
J(u)=m=\inf \{J(v): v \in K\} . \tag{5}
\end{equation*}
$$

Lastly assume that $u_{1}, u_{2}\left(u_{1} \neq u_{2}\right)$ are two points in $K$ such that $J\left(u_{1}\right)=$ $m=J\left(u_{2}\right)$. Since $\frac{1}{2} u_{1}+\frac{1}{2} u_{2} \in K$ and $J$ is strictly convex

$$
J\left(\frac{1}{2} u_{1}+\frac{1}{2} u_{2}\right)<\frac{1}{2} J\left(u_{1}\right)+\frac{1}{2} J\left(u_{2}\right)=m .
$$

This contradicts the definition of $m$. Hence $u$ is the unique point in $K$ satisfying (5).

Now we deduce (2) and (3).
Let $v \in K$. Take any $\alpha$ in $R$ with $0<\alpha<1$. Write $w=\alpha v+(1-\alpha) u$. Then $w \in K$. So by (1)

$$
J(u) \leq J(w)=J(\alpha v+(1-\alpha) u)=J(u+\alpha(v-u))
$$

or,

$$
\begin{equation*}
J(u+\alpha(v-u))-J(u) \geq 0 \tag{6}
\end{equation*}
$$

Since $J$ is differentiable at $u$, we can express

$$
J(u+\alpha(v-u))-J(u)=\alpha\left[J^{\prime}(u)(v-u)+\phi(\alpha, v)\right]
$$

where $\phi(\alpha, v) \rightarrow 0$ (uniformly in $v$ on every bounded subset of $X$ ) as $\alpha \rightarrow 0$. Using (6) we get, $J^{\prime}(u)(v-u)+\phi(\alpha, v) \geq 0$. Letting $\alpha \rightarrow 0$,

$$
\begin{equation*}
J^{\prime}(u)(v-u) \geq 0 \tag{7}
\end{equation*}
$$

for every $v \in K$.
Next suppose that $K$ is a closed subspace of $X$. Then $K$ is automatically convex. Take any $v$ in $K$, then $v+u \in K$. So from (7)

$$
J^{\prime}(u)(v) \geq 0
$$

Since $-v \in K$ we also get

$$
J^{\prime}(u)(-v) \geq 0 \text { or } J^{\prime}(u)(v) \leq 0 \quad\left[\because J^{\prime}(u) \text { is linear }\right]
$$

Hence we obtain $J^{\prime}(u)(v)=0$ for every $v \in K$.
Now we consider a special type of functional $J: K \rightarrow R$ which is suitable for application to linear boundary value problems. We take $J$ as follows.

$$
\begin{equation*}
J(v)=\frac{1}{2} \pi(v, v)-L(v) \quad \text { for } \quad v \in X \tag{8}
\end{equation*}
$$

where $\pi: X \times X \rightarrow R$ is bilinear and $L: X \rightarrow R$ is linear.
Definition 2.1. The bilinear form $\pi$ on $X$ is said to be continuous if there is a positive number $M$ such that

$$
|\pi(u, v)| \leq M\|u\| \cdot\|v\| \quad \text { for all } u, v \in X .
$$

The bilinear form $\pi$ on $X$ is said to be $X$-elliptic or simply elliptic if there is a positive number $\alpha$ such that

$$
\pi(v, v) \geq \alpha\|v\|^{2} \quad \text { for all } v \in X
$$

If $\pi$ is elliptic, from definition it follows that $\pi(v, v) \geq 0$ for every $v \in X$ and $\pi(v, v)>0$ if $v \neq 0$.

Theorem 2.2. Let $\pi$ be a continuous symmetric bilinear form on $X$ and $L$ be a bounded linear functional on $X$, and let $J: X \rightarrow R$ be defined by (8).
(i) Then $J$ is continuous, differentiable and convex.
(ii) If $\pi$ is elliptic, then $J$ is strictly convex and coercive.

Proof. (i) Continuity of $J$ is obvious.
Let $u \in X$. Take any $v \in X$ and $\alpha \in R$. We have

$$
\begin{aligned}
J(u+\alpha v) & =\frac{1}{2} \pi(u+\alpha v, u+\alpha v)-L(u+\alpha v) \\
& =\left\{\frac{1}{2} \pi(u, u)-L(u)\right\}+\alpha\{\pi(u, v)-L(v)\}+\frac{1}{2} \alpha^{2} \pi(v, v) \\
& =J(u)+\alpha\left[P_{u}(v)+\phi(\alpha, v)\right]
\end{aligned}
$$

where $P_{u}(v)=\pi(u, v)-L(v)$ and $\phi(\alpha, v)=\frac{1}{2} \alpha \pi(v, v)$. Clearly $P_{u}$ is linear.
Since $\pi$ and $L$ are continuous there are positive numbers $M$ and $\beta$ such that

$$
\left.\begin{array}{r}
|\pi(v, w)| \leq M\|v\| \cdot\|w\|  \tag{8a}\\
|L(v)| \leq \beta\|v\|
\end{array}\right\} \quad \text { for } v, w \in X .
$$

We have

$$
\left|P_{u}(v)\right| \leq|\pi(u, v)|+|L(v)| \leq M\|u\| \cdot\|v\|+\beta\|v\|=(M\|u\|+\beta)\|v\|
$$

This gives that $P_{u}$ is bounded.
Again, $|\phi(\alpha, v)|=\frac{1}{2}|\alpha||\pi(v, v)| \leq \frac{1}{2}|\alpha| \cdot M\|v\|^{2}$. So $\phi(\alpha, v) \rightarrow 0$ (uniformly on every bounded subset of $X$ ) as $\alpha \rightarrow 0$. Hence $J$ is differentiable at $u$ and $J^{\prime}(u)=\pi(u, \cdot)-L(\cdot)$.

Now let $u, v$ be any two elements in $X$ and $\lambda, \mu>0$ with $\lambda+\mu=1$. Then

$$
\begin{aligned}
J(\lambda u+\mu v)= & \frac{1}{2} \pi(\lambda u+\mu v, \lambda u+\mu v)-L(\lambda u+\mu v) \\
= & \frac{1}{2}\left\{\lambda^{2} \pi(u, u)+\lambda \mu \pi(u, v)+\lambda \mu \pi(v, u)+\mu^{2} \pi(v, v)\right\} \\
& -\lambda L(u)-\mu L(v)
\end{aligned}
$$

and

$$
\lambda J(u)+\mu J(v)=\frac{1}{2}\{\lambda \pi(u, u)+\mu \pi(v, v)\}-\lambda L(u)-\mu L(v) .
$$

So

$$
\begin{aligned}
\lambda J(u) & +\mu J(v)-J(\lambda u+\mu v) \\
& =\frac{1}{2} \lambda \mu\{\pi(u, u)-\pi(u, v)-\pi(v, u)+\pi(v, v)\} \\
& =\frac{1}{2} \lambda \mu \pi(u-v, u-v) \geq 0
\end{aligned}
$$

which gives that $J$ is convex.
(ii) Next suppose that $\pi$ is elliptic. There is a positive number $\alpha$ such that

$$
\pi(v, v) \geq \alpha\|v\|^{2} \quad \text { for } \quad v \in X
$$

If $u \neq v$, then from the above,

$$
\lambda J(u)+\mu J(v)>J(\lambda u+\mu v)
$$

Hence $J$ is strictly convex.
Take any $v \in X$. Then we have using (8a)

$$
\begin{aligned}
J(v) & =\frac{1}{2} \pi(v, v)-L(v) \geq \frac{1}{2} \alpha\|v\|^{2}-\beta\|v\|=\|v\|^{2}\left(\frac{1}{2} \alpha-\frac{\beta}{\|v\|}\right) \\
& >\frac{1}{4} \alpha\|v\|^{2} \text { if }\|v\|>\frac{4 \beta}{\alpha} .
\end{aligned}
$$

This gives that $J(v) \rightarrow+\infty$ as $\|v\| \rightarrow+\infty$. Hence $J$ is coercive.
Theorem 2.3. Let $\pi$ be a continuous symmetric and elliptic bilinear form on $X$ and $L$ be a bounded linear functional on $X$. Then there exists a unique element $u$ in $K$ such that
(i) $\pi(u, v-u) \geq L(v-u)$ for every $v \in K$. If $K$ is a closed subspace of $X$, then
(ii) $\pi(u, v)=L(v)$ for every $v \in K$.

Note: The result (ii) is known as Lax-Milgram Theorem.
Proof. Let us take $J(v)=\frac{1}{2} \pi(v, v)-L(v)$ for $v \in X$. By Theorem 2.2, the functional $J$ is continuous, differentiable, strictly convex and coercive.

Clearly $J$ is weakly lower semi-continuous. This theorem now follows from Theorem 2.1.

## 3. Application to Differential Equations

In this section we show that well-known boundary value problems can be transformed to a functional equation of the form

$$
\begin{equation*}
\pi(u, v)=L(v) \tag{9}
\end{equation*}
$$

with suitable Banach space $X$ and closed subspace $K$. It will be shown that every classical solution of the given BVP is a solution of the functional equation (9), but the converse, in general, is not true in ordinary sense. But it is true in distribution sense. So we require some knowledge of distribution and Sobolev spaces which we introduce first.

## Space of test functions and distributions

Let $\Omega$ be an open subset of $R^{n}$ and let $f: \Omega \rightarrow R$ be continuous. We denote by $\operatorname{Supp}(f)$ the support of the function $f$ and define

$$
\operatorname{Supp}(f)=\operatorname{cl}\{x: x \in \Omega \text { and } f(x) \neq 0\}
$$

If the set $\operatorname{Supp}(f)$ is compact we say that $f$ is a function with compact support. We denote by $\mathcal{D}(\Omega)$ the set of all infinitely differentiable functions $f: \Omega \rightarrow R$ with compact support contained in $\Omega$. It is easy to see that $\mathcal{D}(\Omega)$ is a linear space over $R$. Certain topology is introduced on $\mathcal{D}(\Omega)$ to make it a linear topological space. A sequence $\left\{\phi_{m}\right\}$ in $\mathcal{D}(\Omega)$ converges to zero iff the following two conditions hold.
(i) There is a compact set $K \subset \Omega$ such that $\operatorname{Supp}\left(\phi_{m}\right) \subset K$ for every positive integer $m$.
(ii) The sequences $\left\{\phi_{m}\right\}$ and $\left\{D^{\alpha} \phi_{m}\right\}$ converge uniformly to zero on $K$ for every multi-index $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ where

$$
D^{\alpha} \phi_{m}=\frac{\partial^{|\alpha|} \phi_{m}}{\partial x_{1}^{\alpha_{1}} \partial x_{2}^{\alpha_{2}} \cdots \partial x_{n}^{\partial_{n}}}, \quad|\alpha|=\alpha_{1}+\alpha_{2}+\cdots+\alpha_{n}
$$

A bounded linear functional on $\mathcal{D}(\Omega)$ is called a distribution on $\Omega$. We denote by $\mathcal{D}^{\prime}(\Omega)$ the set of all distributions on $\Omega$. A distribution on $\Omega$ is also called a generalized function on $\Omega$.

## Partial derivative of a distribution

Let $T$ be a distribution on $\Omega$. The partial derivative $\frac{\partial T}{\partial x_{i}}$ of $T$ is defined by

$$
\frac{\partial T}{\partial x_{i}}(\phi)=-T\left(\frac{\partial \phi}{\partial x_{i}}\right) \quad \text { for all } \phi \in \mathcal{D}(\Omega)
$$

It is easy to see that $\frac{\partial T}{\partial x_{i}}$ is also a distribution on $\Omega$. For any multi-index $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ we define $D^{\alpha} T$ by

$$
D^{\alpha} T(\phi)=(-1)^{|\alpha|} T\left(D^{\alpha} \phi\right) \quad \text { for all } \phi \in \mathcal{D}(\Omega)
$$

$D^{\alpha} T$ is also a distribution on $\Omega$.

## Locally integrable function

A function $f: \Omega \rightarrow R$ is said to be locally integrable if for every compact subset $K$ of $\Omega$

$$
\int_{K}|f|<+\infty
$$

It is easy to see that every continuous function is locally integrable; also every function $f \in L(\Omega)$ is locally integrable. If $\Omega$ is bounded, then $f \in L^{2}(\Omega)$ is locally integrable.

Example. Let $f: \Omega \rightarrow R$ be locally integrable. Define the mapping $T_{f}$ : $\mathcal{D}(\Omega) \rightarrow R$ by

$$
T_{f}(\phi)=\int_{\Omega} f \phi \text { for every } \phi \in \mathcal{D}(\Omega)
$$

Clearly $T_{f}$ is linear. Take any sequence $\left\{\phi_{m}\right\}$ in $\mathcal{D}(\Omega)$ converging to zero. Then there is a compact set $K \subset \Omega$ such that
(i) $\operatorname{Supp}\left(\phi_{m}\right) \subset K$ for every $m$.
(ii) $\left\{\phi_{m}\right\}$ and $\left\{D^{\alpha} \phi_{m}\right\}$ converge uniformly to zero on $K$. We have

$$
T_{f}\left(\phi_{m}\right)=\int_{K} f \phi_{m} \quad(m=1,2,3, \ldots)
$$

Since $\left\{\phi_{m}\right\}$ converges uniformly to zero on $K \lim _{m \rightarrow \infty} T_{f}\left(\phi_{m}\right)=0$.
So $T_{f}$ is continuous at zero and hence it is bounded. Therefore $T_{f}$ is a distribution on $\Omega$.

Let $\mathcal{L}(\Omega)$ denote the set of all locally integrable functions on $\Omega$. If $f_{1}, f_{2} \in$ $\mathcal{L}(\Omega)$ and $\lambda \in R$, we can verify that

$$
\begin{aligned}
T_{f_{1}+f_{2}} & =T_{f_{1}}+T_{f_{2}} \\
T_{\lambda f_{1}} & =\lambda T_{f_{1}}
\end{aligned}
$$

Let $\mathcal{E}=\left\{T_{f}: f \in \mathcal{L}(\Omega)\right\}$. Then $\mathcal{E} \subset \mathcal{D}^{\prime}(\Omega)$ and $\mathcal{E}$ is a linear space over $R$. Also $\mathcal{E}$ is isomorphic to $\mathcal{L}(\Omega)$. So we can identify $T_{f}$ with $f$. With this agreement we have $\mathcal{E}=\mathcal{L}(\Omega) \subset \mathcal{D}^{\prime}(\Omega)$ and therefore a distribution on $\Omega$ is called a generalized function.

## Sobolev spaces

Let $m$ be a positive integer. We define the Sobolev space $H^{m}(\Omega)$ as follows.

$$
H^{m}(\Omega)=\left\{u: u \in L^{2}(\Omega), \quad D^{\alpha} u \in L^{2}(\Omega) \text { for }|\alpha| \leq m\right\}
$$

For $u, v$ in $H^{m}(\Omega)$, the inner product is defined by $(u, v)=\left\{\sum_{|\alpha| \leq m} \int_{\Omega} D^{\alpha} u\right.$. $\left.D^{\alpha} v\right\}^{\frac{1}{2}}$. It can be verified that $H^{m}(\Omega)$ is a Hilbert space. Clearly $\mathcal{D}(\Omega) \subset$ $H^{m}(\Omega)$. We denote by $H_{0}^{m}(\Omega)$ the closure of $\mathcal{D}(\Omega)$ in the space $H^{m}(\Omega)$.

## Solution of a partial differential equation

Let $\Omega$ be a bounded open subset of $R^{n}$ and let $m$ be a positive integer; and let

$$
L=\sum_{|\alpha| \leq m} a_{\alpha} D^{\alpha}
$$

where $a_{\alpha} \in C^{m}(\bar{\Omega})$. Now consider the partial differential equation

$$
\begin{equation*}
L(u)=f, \text { where } f \in C^{m}(\bar{\Omega}) \tag{10}
\end{equation*}
$$

If there is a distribution $T$ on $\Omega$ such that $L(T)=T_{f}$, then $T$ is called a distribution solution of the partial differential equation (10). If there is a locally integrable function $g$ on $\Omega$ such that $L\left(T_{g}\right)=T_{f}$, then $g$ is called a weak solution of the partial differential equation (10).

If there is a function $w \in C^{m}(\bar{\Omega})$ such that $L(w)=f$ pointwise on $\Omega$, then $w$ is called a classical solution of the partial differential equation (10).

Now we consider the important Boundary Value Problems such as Dirichlet Problem, Neumann Problem, etc. and transform them to the form (9).

## (A) Dirichlet Problem

Let $\Omega$ be a bounded open subset of $R^{3}$. Consider the following Boundary Value Problem.

$$
\begin{align*}
&-\nabla^{2} u+q u=f  \tag{11}\\
& u=0 \text { in } \Omega \cdots(a) \\
& \text { on } \Gamma \cdots(b)
\end{align*}
$$

where $\Gamma$ denotes the boundary of $\Omega$ and $q, f \in C(\bar{\Omega})$ and $q(x) \geq \alpha>0$ for all $x \in \bar{\Omega}$.

The boundary value problem (11) is known as Dirichlet Problem.
Let $u$ be a classical solution of the BVP (11). Then $u \in C^{2}(\bar{\Omega})$ and satisfies 11(a) and $11(\mathrm{~b})$.

Let $v \in H_{0}^{1}(\Omega)$. Multiplying $11(\mathrm{a})$ by $v$ and integrating we get

$$
-\int_{\Omega}\left(\nabla^{2} u\right) v+\int_{\Omega} q u v=\int_{\Omega} f v
$$

Using Green's Theorem we have

$$
\int_{\Omega} \nabla u \nabla v+\int_{\Gamma} v \frac{\partial u}{\partial \nu}+\int_{\Omega} q u v=\int_{\Omega} f v
$$

where $\nu$ denotes the outward unit normal to $\Gamma$ at the point $x \in \Gamma$. Since $v(x)=0$ on $\Gamma$, we obtain

$$
\int_{\Omega}(\nabla u \nabla v+q u v)=\int_{\Omega} f v
$$

or,

$$
\begin{equation*}
\pi(u, v)=L(v) \tag{12}
\end{equation*}
$$

where

$$
\pi(u, v)=\int_{\Omega}(\nabla u \cdot \nabla v+q u v), \quad L(v)=\int_{\Omega} f v
$$

It is easy to verify that $\pi$ is a continuous, symmetric and $H_{0}^{1}$-elliptic bilinear form on $H_{0}^{1}(\Omega)$. From above we see that every classical solution of the BVP (11) is a solution of (12).

Next suppose that $u \in H_{0}^{1}(\Omega)$ is a solution of (12). For any $\phi \in \mathcal{D}(\Omega) \subset$ $H_{0}^{1}(\Omega)$ we have

$$
\begin{gathered}
-\left(\nabla^{2} u\right)(\phi)+(q u)(\phi)-f(\phi) \\
=(\nabla u)(\nabla \phi)+(q u)(\phi)-f(\phi)=\pi(u, \phi)-L(\phi)=0
\end{gathered}
$$

or,

$$
\left(-\nabla^{2} u+q u-f\right)(\phi)=0
$$

This gives that

$$
-\nabla^{2} u+q u-f=0 \quad \text { [in distribution sense]. }
$$

Hence $u$ is a weak solution of the BVP (11). Since $H_{0}^{1}(\Omega)$ is a closed subspace of $H^{1}(\Omega)$ by Lax-Milgram Theorem the BVP (11) possesses unique weak solution.

## (B) Neumann Problem

Let $\Omega$ be an open bounded subset of $R^{3}$. Consider the following Boundary Value Problem.

$$
\begin{align*}
-\nabla^{2} u+q u=f & \text { in } \Omega \cdots(a) \\
\frac{\partial u}{\partial \nu}=0 & \text { on } \Gamma \cdots(b) \tag{13}
\end{align*}
$$

where $f, q \in C(\bar{\Omega})$ and $q(x) \geq \alpha>0$ for $x \in \bar{\Omega} ; \Gamma$ being the boundary of $\Omega$ and $\nu$ the outward unit normal at $x \in \Gamma$. The BVP (13) is known as Neumann Problem.

Let $u$ be a classical solution of the BVP (13). Then $u \in C^{2}(\bar{\Omega})$ and satisfies 13(a) and 13(b). Let $v \in H_{0}^{1}(\Omega)$. Multiplying 13(a) by $v$ and integrating we get

$$
-\int_{\Omega} \nabla^{2} u v+\int_{\Omega} q u v=\int_{\Omega} f v
$$

Using Green's Theorem we obtain

$$
\int_{\Omega} \nabla u \cdot \nabla v+\int_{\Gamma} v \frac{\partial u}{\partial \nu}+\int_{\Omega} q u v=\int_{\Omega} f v
$$

or

$$
\int_{\Omega}(\nabla u \cdot \nabla v+q u v)=\int_{\Omega} f v \quad\left[\because \frac{\partial u}{\partial \nu}=0 \text { on } \Gamma\right]
$$

or

$$
\begin{equation*}
\pi(u, v)=L(v) \tag{14}
\end{equation*}
$$

where $\pi$ and $L$ are same as in previous case.

## (C) The elasticity system

Let $\Omega \subset R^{3}$ be a bounded open set representing the volume occupied by an elastic body and $\Gamma$ be its boundary. Let $\Gamma$ be partitioned into two parts $\Gamma_{0}$ and $\Gamma_{1}$ with surface measure of $\Gamma_{0}$ being strictly positive.
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Assume that a body force $f=\left(f_{1}, f_{2}, f_{3}\right)$ acts on the body and a surface force $g=\left(g_{1}, g_{2}, g_{3}\right)$ acts on $\Gamma_{1}$. Let $u=\left(u_{1}, u_{2}, u_{3}\right)$ be the displacement vector. Then the strain tensor ( $\varepsilon_{i j}$ ) is defined by

$$
\begin{equation*}
\varepsilon_{i j}(u)=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right) \quad(i, j=1,2,3) . \tag{15}
\end{equation*}
$$

Let $\sigma_{i j}$ denote the stress tensor. The constitutive law relating strain and stress is given by

$$
\begin{equation*}
\sigma_{i j}(u)=\lambda\left(\sum_{k=1}^{3} \varepsilon_{k k}(u)\right) \delta_{i j}+2 \mu \varepsilon_{i j}(u) \tag{16}
\end{equation*}
$$

$\lambda$ and $\mu$ are Lame's coefficients where $\lambda \geq 0$ and $\mu>0$. The elastic system consists of the following Boundary Value Problem.

$$
\left\{\begin{align*}
& \sum_{j=1}^{3} \frac{\partial}{\partial x_{j}}\left(\sigma_{i j}(u)\right)=f_{i}  \tag{17}\\
& \text { in } \Omega \cdots(a) \\
& u=0 \\
& \text { on } \Gamma_{0} \cdots(b) \\
& \sum_{j=1}^{3} \sigma_{i j}(u) n_{j}=g_{i}
\end{align*} \begin{array}{rl}
\text { on } \Gamma_{1} \cdots(c)
\end{array}\right.
$$

where $n=\left(n_{1}, n_{2}, n_{3}\right)$ is the outward unit normal to the point $x$ on $\Gamma_{1}$.
Let $V=\left\{v: v=\left(v_{1}, v_{2}, v_{3}\right), v_{i} \in H^{1}(\Omega)\right.$ and $v=0$ on $\left.\Gamma_{0}\right\}$. Then $V$ is a closed subspace of $H^{1}(\Omega)$.

Suppose that $u$ is a classical solution of the BVP (17). Then $u \in C^{2}(\bar{\Omega})$. Take any $v \in V$. Multiplying $17(\mathrm{a})$ and $17(\mathrm{~b})$ by $v_{i}$, adding the two together and then integrating we get

$$
-\int_{\Omega} \sum_{i, j=1}^{3} \frac{\partial}{\partial x_{j}}\left(\sigma_{i j}(u)\right) v_{i}+\int_{\Gamma_{1}} \sum_{i, j=1}^{3} \sigma_{i j}(u) v_{i} n_{j}=\int_{\Omega} f v+\int_{\Gamma_{1}} g v
$$

or

$$
\begin{aligned}
& -\int_{\Omega_{i, j=1}} \sum^{3} \frac{\partial}{\partial x_{j}}\left(\sigma_{i j}(u) v_{i}\right)+\int_{\Omega} \sum_{i, j=1}^{3} \sigma_{i j}(u) \frac{\partial v_{i}}{\partial x_{j}} \\
& +\int_{\Gamma_{1}} \sum_{i, j=1}^{3} \sigma_{i j}(u) v_{i} n_{j}=L(v) \quad \text { (say) }
\end{aligned}
$$

Using Green's Theorem we have

$$
\begin{aligned}
& -\int_{\Gamma_{1}} \sum_{i, j=1}^{3} \sigma_{i j}(u) v_{i} n_{j}+\int_{\Omega} \sum_{i, j=1}^{3} \sigma_{i j}(u) \frac{\partial v_{i}}{\partial x_{j}} \\
& +\int_{\Gamma_{1}} \sum_{i, j=1}^{3} \sigma_{i j}(u) v_{i} n_{j}=L(v)
\end{aligned}
$$

or

$$
\frac{1}{2} \int_{\Omega_{i, j=1}} \sum_{i j}^{3} \sigma_{i j}(u)\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right)=L(v) \quad\left[\because \sigma_{i j} \text { is symmetric }\right]
$$

or $\int_{\Omega} \sigma_{i j}(u) \varepsilon_{i j}(v)=L(v)$.
Now substituting the value of $\sigma_{i j}(u)$ obtained from (16) we get

$$
\lambda \int_{\Omega} \operatorname{div}(u) \sum_{i, j=1}^{3} \delta_{i j} \varepsilon_{i j}(v)+2 \mu \int_{\Omega} \sum_{i, j=1}^{3} \varepsilon_{i j}(u) \varepsilon_{i j}(v)=L(v)
$$

or

$$
\lambda \int_{\Omega} \operatorname{div}(u) \operatorname{div}(v)+2 \mu \int_{\Omega} \sum_{i, j=1}^{3} \varepsilon_{i j}(u) \varepsilon_{i j}(v)=L(v)
$$

or

$$
\begin{equation*}
\pi(u, v)=L(v) \tag{18}
\end{equation*}
$$

where

$$
\pi(u, v)=\lambda \int_{\Omega} \operatorname{div}(u) \operatorname{div}(v)+2 \mu \int_{\Omega} \sum_{i, j=1}^{3} \varepsilon_{i j}(u) \varepsilon_{i j}(v)
$$

Suppose that $f \in\left(L^{2}(\Omega)\right)^{3}$ and $g \in\left(L^{2}(\Gamma)\right)^{3}$. Then $\pi$ is continuous, symmetric and $V$-elliptic bilinear form on $V$. So the equation (18) has a unique solution in $V$ which is the weak solution of the elastic system (17).

Note. The equation of the form

$$
\pi(u, v)=L(v)
$$

may be regarded as the abstract formulation of each of the above BVP's.
Method of finding the solution of the equation $\pi(u, v)=L(v)$
Let $H$ be a real Hilbert space and let $\pi: H \times H \rightarrow R$ be symmetric, continuous and $H$-elliptic bilinear form and let $L: H \rightarrow R$ be a bounded linear functional. Then by Lax-Milgram Theorem there exists a unique element $u \in H$ such that

$$
\begin{equation*}
\pi(u, v)=L(v) \quad \text { for every } \quad v \in H \tag{19}
\end{equation*}
$$

We assume that $H$ is a separable space. Then $H$ has a countable complete orthonormal basis $\left\{w_{i}\right\}_{i=1}^{\infty}$ (say).

Write

$$
\left.\begin{array}{l}
c_{n}=\left(u, w_{n}\right) \\
s_{n}=c_{1} w_{1}+c_{2} w_{2}+\cdots+c_{n} w_{n}
\end{array}\right\} \quad n=1,2,3, \ldots
$$

Then

$$
\begin{equation*}
\left\|u-s_{n}\right\| \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{20}
\end{equation*}
$$

Take any positive integer $n$ and consider the subspace $V_{n}$ spanned by $w_{1}, w_{2}, \ldots, w_{n}$. Then $V_{n}$ is a closed subspace of $H$. So by Lax-Milgram Theorem there exists a unique element $u_{n} \in V_{n}$ such that

$$
\begin{equation*}
\pi\left(u_{n}, v\right)=L(v) \quad \text { for } \quad v \in V_{n} \tag{21}
\end{equation*}
$$

We show that $\lim u_{n}=u$. Take any $v \in V_{n}$. From (19) and (20) we get

$$
\pi(u, v)=L(v)=\pi\left(u_{n}, v\right)
$$

or

$$
\begin{equation*}
\pi\left(u-u_{n}, v\right)=0 \quad \text { for } \quad v \in V_{n} \tag{22}
\end{equation*}
$$

Since $\pi$ is continuous and $H$-elliptic there are positive numbers $\alpha$ and $M$ such that

$$
|\pi(w, v)| \leq M\|w\| \cdot\|v\|, \quad \pi(v, v) \geq \alpha\|v\|^{2}, \quad \text { for } \quad w, v \in H .
$$

We have

$$
\begin{aligned}
\alpha\left\|u-u_{n}\right\|^{2} & \leq \pi\left(u-u_{n}, u-u_{n}\right)=\pi\left(u-u_{n}, u-s_{n}+s_{n}-u_{n}\right) \\
& =\pi\left(u-u_{n}, u-s_{n}\right)+\pi\left(u-u_{n}, s_{n}-u_{n}\right) \\
& =\pi\left(u-u_{n}, u-s_{n}\right) \quad[\operatorname{By}(22)] \\
& \leq M\left\|u-u_{n}\right\| \cdot\left\|u-s_{n}\right\| .
\end{aligned}
$$

or $\left\|u-u_{n}\right\| \leq \frac{M}{\alpha}\left\|u-s_{n}\right\|$.
Using (20) we obtain $\lim _{n \rightarrow \infty} u_{n}=u$.

## Method of finding $\boldsymbol{u}_{\boldsymbol{n}}$.

We have $u_{n}=\lambda_{1} w_{1}+\lambda_{2} w_{2}+\cdots+\lambda_{n} w_{n}$, where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are re numbers to be determined. Substituting in (21) and taking $v=w_{1}, w_{2}, \ldots, w_{r}$ respectively we obtain the following system of linear equations

$$
\begin{equation*}
\sum_{i=1}^{n} \lambda_{i} \pi\left(w_{i}, w_{j}\right)=L\left(w_{j}\right) \quad(j=1,2, \ldots, n) \tag{23}
\end{equation*}
$$

Write

$$
\left.\begin{array}{r}
a_{i j}=\pi\left(w_{1}, w_{j}\right) \\
b_{j}=L\left(w_{j}\right)
\end{array}\right\} \quad i, j=1,2, \ldots, n
$$

Then the system (23) can be written as

$$
\begin{gathered}
a_{11} \lambda_{1}+a_{12} \lambda_{2}+a_{13} \lambda_{3}+\cdots+a_{1 n} \lambda_{n}=b_{1} \\
a_{21} \lambda_{1}+a_{22} \lambda_{2}+a_{23} \lambda_{3}+\cdots+a_{2 n} \lambda_{n}=b_{2} \\
\vdots
\end{gathered} \vdots \vdots \vdots \vdots \vdots \vdots+a_{n n} \lambda_{n}=b_{n} .
$$

We now show that the coefficient matrix $A=\left(a_{i j}\right)$ of the system (24) is positive definite and hence non-singular.

Let $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in R^{n}$ and $v=\xi_{1} w_{1}+\xi_{2} w_{2}+\cdots+\xi_{n} w_{n}$. Then $v \in V_{n}$. We have

$$
\pi(v, v)=\sum_{i=j}^{n} \sum_{j=1}^{n} \pi\left(w_{i}, w_{j}\right) \xi_{i} \xi_{j}=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} \xi_{i} \xi_{j}=\xi A \xi^{\prime}
$$

By the ellipticity we have

$$
\xi A \xi^{\prime}=\pi(v, v) \geq \alpha\|v\|^{2}>0 \quad \text { for } \xi \neq 0
$$

So $A$ is positive definite and hence non-singular. Therefore the system (24) has a unique solution for $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ which determines $u_{n}$ and hence the solution $u$.
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1.- During the last years the alternative Cauchy equation

$$
f(x y)-f(x)-f(y) \in \mathrm{V}
$$

has been extensively studied in different situations concerning the domain of the function and the given set $\mathbf{V}$.
The problem was posed by the first time by $R . \operatorname{Ger}^{7}$ in the case $f$ real valued function defined on a group and $\mathbf{V}=\{0,1\}$ and, in more general form, by M. Kuczma ${ }^{8}$.

Many results about the equation above have been published (see references) for different finite sets $V$ and in most of them the main tool used to obtain the description of the solutions has been the stability in Hyers-Ulam sense.

In a former paper ${ }^{5}$ the case where $\mathbf{V}$ is a set of independent vectors in a Banach space has been considered, so it is natural to ask for the solutions of the previous equation when the vectors in $V$ are not independent.

In the present paper we study the special case where $\mathbf{V}$ is given by all the vertices of the unit cube in $\mathbb{R}^{n}$ but one and the function $f$, defined on a stable group $G$, takes the value 0 on the unity of $\boldsymbol{G}$.
2.- In this short section we recall some definitions and results we use in the following. They can be found in ${ }^{5}$.

Definition 1.- Let $G$ be a group and $B$ a Banach space. The group $G$ is called stable (in the sense of Hyers-Ulam) if for every function $f: G \longrightarrow B$ such that $\|f(x y)-f(x)-f(y)\| \leq \delta$ for all $x, y \in G$ and some $\delta>0$, there exists a (unique) $\phi_{f} \in \operatorname{Hom}(G, B)$ such that $\left\|\phi_{f}(x)-f(x)\right\| \leq \delta$ for all $x \in G$.

It is well known ${ }^{\text {s }}$ that every amenable group (and so every commutative group) is stable.

Theorem 1.- Let $G$ be a stable group, $B$ a Banach space and $M$ a bounded subset of B.Assume the function $f: G \longrightarrow B$ is such that $f(x y)-f(x)-f(y) \in M$ for all $x, y \in G$. Then the range of the function $h:=f-\phi_{f}$ is contained in $\overline{C(-\bar{M})}$ (the closure of the convex hull of the set -M ).

Moreover if $\varepsilon$ is the identity of $G$ and $h(\varepsilon)=-\mu \in-M$ then $h(x) \in\{-(\mu+M)+\overline{C( } \bar{M}) \ln \overline{C(-\bar{M})}$.
3.- We consider the functional equation

$$
\begin{equation*}
f(x y)-f(x)-f(y) \in \mathbf{V}_{n} \tag{n}
\end{equation*}
$$

where $f: G \longrightarrow \mathbb{R}^{n}, G$ is a stable group, $V_{n}$ is the subset of $\mathbb{R}^{n}$ given by $\quad V_{n}=\left\{0, e_{1}, \ldots, e_{n}, e_{1}+e_{2}, \ldots, e_{n-1}+e_{n}, \ldots, e_{2}+\ldots+e_{n}\right\}$, where $\left\{e_{1}, \ldots, e_{n}\right\}$ is the canonical bases of $\mathbb{R}^{n}$, that is $V_{n}$ is the set of all vertices of the unit cube of $\mathbb{R}^{n}$ but $e_{1}+e_{2}+\ldots+e_{n}$

Note that if $n=1$ we have the equation

$$
\begin{equation*}
f(x y)-f(x)-f(y) \in \mathbf{V}_{1}=\{0,1\} \tag{1}
\end{equation*}
$$

which has been completely solved by G.L. Forti ${ }^{4}$; we shall describe a special class of solutions of Eq. $1_{n}$ in term of the solutions of Eq. $1_{1}$

Since $G$ is stable, by Theorem 1, in order to get all solutions of Eq. $1_{n}$ it is enough to determine all solutions $f$ of Eq. $l_{n}$ with the additional condition that their range is a
subset of $\left.C\left(-V_{n}\right)=\overline{C\left(-V_{n}\right.}\right)$ and then add to each of them an arbitrary homomorphism of $G$ in $\mathbb{R}^{n}$.

If $f=\left(f_{1}, f_{2}, \ldots, f_{n}\right)$ is a solution of Eq. $1_{n}$, then obviously each component $f_{j}$ is a solution of Eq. $1_{1}$ and if the range of $f$ is contained in $C\left(-\mathbf{v}_{n}\right)$ then the range of every $f_{j}$ is a subset of the interval [-1,0].

We denote with $p_{j}: \mathbb{R}^{n} \longrightarrow \mathbb{R}$ the projection on the $j$-th coordinate axis; for every $j=1, \ldots, n$ and $\alpha=0,1$ we define $S_{\mathrm{J}, \alpha}:=\left\{x \in G: f_{j}(x)=-\alpha\right\}$.

We have the following.

Lemma 1.- Let $f: G \longrightarrow C\left(-\mathbf{V}_{n}\right)$ be a solution of Eq. $1_{n}$.Then
i) the sets $S_{\jmath, \alpha}$ are either empty or subsemigroups of $G$;
ii) $H_{j}:=S_{\mathrm{j}, 0} \cup \mathrm{~S}_{\mathrm{J}, 1}$ is a non empty normal subgroup of $G$.
iii) if $y \in H_{j}$ and $x \in G \backslash H_{j}$, then $f_{j}(x y)=f_{j}(x)=f_{j}(y x)$.

Proof- We prove the lemma for $j=1$. Let $x, y \in S_{1,0}$, that is $f_{1}(x)=f_{1}(y)=0$. By Eq. $1_{n}, f(x y)=f(x)+f(y)+v$, for some $v \in \mathbf{V}_{n}$; if $p_{1}(v)=0$, then $f_{1}(x y)=f_{1}(x)+f_{1}(y)=0$, so $x y \in S_{1,0}$. The case $P_{1}(v)=1$ is impossible, otherwise we get $f_{1}(x y)=f_{1}(x)+f_{1}(y)+1=1$, contrary to our assumption that the range of $f_{1}$ is in $[-1,0]$.

Analogously we prove that $S_{1,1}$, if not empty, is a semigroup.
Let now $x \in S_{1,0}$ and $y \in S_{1,1}$ ( or vice-versa); then
$f_{1}(x y)=f_{1}(x)+f_{1}(y)+p_{1}(v)=-1+p_{1}(v)$, since $p_{1}(v)$ equals 0 or 1 , we have $x y \in H_{1}$. If $\varepsilon$ denote the identity of $G$, then by Eq. $n_{n}$ we have $f(\varepsilon) \in-V_{n}$, so $f_{1}(\varepsilon) \in\{0,-1\}$, i.e. $\varepsilon \in H_{1}$.
Now take $x \in H_{1}$; we have $f\left(x^{-1}\right)=-f(x)+f(\varepsilon)-v$, for some $v \in V_{n}$ If $f_{1}(\varepsilon)=0$, then

$$
\left.f_{1}\left(x^{-1}\right)=-f_{1}(x)\right)-p_{1}(v) \in\{-1,0,1\} \cap C\left(-\mathbf{V}_{n}\right)=\{-1,0\}
$$

if $f_{1}(\varepsilon)=-1$, then

$$
f_{1}\left(x^{-1}\right)=-f_{1}(x)-1-p_{1}(v) \in\{-2,-1,0\} \cap C\left(-V_{n}\right)=\{-1,0\}
$$

thus $x^{-1} \in H_{1}$, i.e. $H_{1}$ is a subgroup of $G$.
Let now $x \in H_{1}$ and $y \in G \backslash H_{1}$; we have

$$
f\left(y^{-1} x y\right)-f\left(y^{-1}\right)-f(x y)=v_{1} \quad, \quad f(x y)=f(x)+f(y)+v_{2}
$$

$$
f(\varepsilon)-f(y)-f\left(y^{-1}\right)=v_{3},
$$

for some $\boldsymbol{v}_{1}, v_{2}, v_{3} \in V_{n}$; hence

$$
f\left(y^{-1} x y\right)=f\left(y^{-1}\right)+f(x y)+v_{1}=f(x)+f(\varepsilon)-v_{3}+v_{1}+v_{2},
$$

and so $f_{1}\left(y^{-1} x y\right)=f_{1}(x)+f_{1}(\varepsilon)-p_{1}\left(v_{3}\right)+p_{1}\left(v_{1}\right)+p_{1}\left(v_{2}\right)$.
From $\quad f_{1}(x)+f_{1}(\varepsilon)-p_{1}\left(v_{3}\right)+p_{1}\left(v_{1}\right)+p_{1}\left(v_{2}\right) \in\{-3,-2,-1,0,1,2\} \quad$ and
$-1 \leq f_{1}\left(y^{-1} x y\right) \leq 0$, we get $f_{1}\left(y^{-1} x y\right) \in\{-1,0\}$, i.e. $y^{-1} x y \in H_{1}$; thus $H_{1}$ is normal. Let now $y \in H_{1}$ and $x \in G \backslash H_{1}$ :
$f_{1}(x y)=f_{1}(x)+f_{1}(y)+p_{1}(v)=f_{1}(x)+\{-1,0\}+\{0,1\} \in[-1,0]$ and this implies $f_{1}(y)+p_{1}(v)=0$, i.e. iii).

We now look for the solutions $f$ of Eq. $1_{n}$ such that $f(\varepsilon)=0$. From now on we intend that the function $f$ is such a solution.

By Theorem 1 we have the following sharper condition on the range of $f$ :

$$
f(x) \in\left\{-V_{n}+C\left(V_{n}\right)\right\} n C\left(-V_{n}\right)
$$

If $u \in\left\{-V_{n}+C\left(\mathbf{V}_{n}\right)\right\} \cap C\left(-V_{n}\right)$, then $u=-v+t=-z$, for some $v \in \mathbf{V}_{n}, t, z \in C\left(V_{n}\right)$; since $p_{1}(v)=0$ for some $i$, from $p_{1}(t), p_{1}(z) \in[0,1]$ we get $p_{1}(u)=0$, that is the point $u$ belongs to the coordinate hyperplane $\mathcal{P}_{1}:=\left\{t \in \mathbb{R}^{n}: p_{1}(t)=0\right\}$.
We can summarize as follows.

Lemma 2.- Let $f: G \longrightarrow C\left(-V_{n}\right)$ be a solution of $E q \cdot 1_{n}$ with $f(\varepsilon)=0$. Then the range of $f$ is contained in $C\left(-V_{n}\right) \cap\left(\prod_{1=1}^{n} \mathcal{P}_{1}\right)$.

Among the solutions of Eq. $1_{n}$ with $f(\varepsilon)=0$ there are those with range contained in a single hyperplane $\mathcal{P}_{1}$. The description of this class is very easy and is given by the following.

Theorem 2.- A function $f: G \longrightarrow C\left(-\mathbf{V}_{n}\right)$ is a solution of Eq. $\mathbf{1}_{n}$ with $f(\varepsilon)=0$ and $f(G) \subset \mathcal{P}_{i}$ if and only if for every $j \neq i$ the function $f_{j}: G \longrightarrow[-1,0]$ is a solution of Eq. $1_{1}$ with $f_{j}(\varepsilon)=0$.

We now look for the solutions of Eq. $1_{n}$ whose range is contaned in more than one coordinate hyperplane.

The first step is given by the following lemma.

Lemma 3.- Let $f: G \longrightarrow C\left(-\mathbf{V}_{n}\right)$ be a solution of Eq. $1_{n}$ with $f(\varepsilon)=0 . I f$ for some $x \in G$ we have $f_{1}(x)=0$ and $f_{j}(x) \in(-1,0)$, then for every $y \in H_{1}$ it is $f_{1}(y)=0$.
Proof- Assume, on the contrary, the existence of $y \in H_{1}$ with $f_{1}(y)=-1$. We have $f(y)-f(x)-f\left(y x^{-1}\right) \in V_{n}$, i.e. $-f\left(y x^{-1}\right)=f(x)-f(y)+v$, $v \in \mathbf{V}_{n}$ and so $-f_{1}\left(y x^{-1}\right)=1+p_{1}(v)$. This implies $p_{1}(v)=0$ and $-f_{1}\left(y x^{-1}\right)=1$. If $j \neq i$, then

$$
-f_{j}\left(y x^{-1}\right)=f_{j}(x)-f_{j}(y)+p_{j}(v) \in[0,1]
$$

hence we get

$$
-f_{j}\left(y x^{-1}\right)=f_{j}(x)-\left\{\begin{array}{cc}
f_{j}(y), \text { if } & f_{j}(y) \leq f_{j}(x) \\
f_{j}(y)+1, \text { if } & f_{j}(y) \geq f_{j}(x) .
\end{array}\right.
$$

Again by Eq. $1_{n}$ we have $f(x)-f\left(x y^{-1}\right)-f(y) \in \mathbf{V}_{n}$, i.e. $-f\left(x y^{-1}\right)=f(y)-f(x)+u, u \in \mathbf{V}_{n}$ and so $-f_{1}\left(x y^{-1}\right)=-1-f_{1}(x)+p_{1}(u)=$ $=-1+p_{1}(u) \in[0,1]$; this implies $p_{1}(u)=1$ and $-f_{1}\left(x y^{-1}\right)=0$.
If $j \neq i$, then $-f_{j}\left(x y^{-1}\right)=f_{j}(y)-f_{j}(x)+p_{j}(u) \in[0,1]$, hence we get

$$
-f_{j}\left(x y^{-1}\right)=-f_{j}(x)+\left\{\begin{array}{cl}
f_{j}(y)+1 & , \text { if } f_{j}(y) \leq f_{j}(x) \\
f_{j}(y) & , \text { if } f_{j}(y) \geq f_{j}(x)
\end{array}\right.
$$

Consider now the difference

$$
f(\varepsilon)-f\left(x y^{-1}\right)-f\left(y x^{-1}\right)=-f\left(x y^{-1}\right)-f\left(y x^{-1}\right)=w \in V_{n}
$$

We have $p_{1}(w)=-f_{1}\left(x y^{-1}\right)-f_{1}\left(y x^{-1}\right)=0+1=1$ and for $j \neq i$,

$$
p_{j}(w)=-f_{j}\left(x y^{-1}\right)-f_{j}\left(y x^{-1}\right)=-f_{j}(x)+f_{j}(x)+1=1
$$

thus $w=e_{1}+\ldots+e_{n} \& V_{n}$; a contradiction.

Assume now there exist two elements $x, y \in G$ such that there is $i$ such that $f_{1}(x)=0$ and $f_{k}(x) \in(-1,0)$ for $k \neq i$
there is $j \neq i$ such that $f_{j}(y)=0$ and $f_{k}(y) \in(-1,0)$ for $k \neq j$ )
that is we assume that the solution $f$ takes values in at least two different coordinate hyperplanes.

We consider now the value $f\left(y x^{-1}\right)$; by the equation we have

$$
f(y)-f(x)-f\left(y x^{-1}\right)=v \in \mathbf{V}_{n} \text {, i.e. } f\left(y x^{-1}\right)=f(y)-f(x)-v
$$

and so

$$
\begin{align*}
& f_{1}\left(y x^{-1}\right)=f_{1}(y)-f_{1}(x)-p_{1}(v)=f_{1}(y)-p_{1}(v) \neq 0  \tag{3}\\
& f_{J}\left(y x^{-1}\right)=f_{j}(y)-f_{j}(x)-p_{j}(v)=-f_{j}(x)-p_{j}(v) \neq 0 . \tag{4}
\end{align*}
$$

Hence by Lemma 2 there exists $k$, different from $i$ and $j$, such that $f\left(y x^{-1}\right) \in \mathcal{P}_{k}$

Therefore we have the following

Theorem 3.- Doesn't exist any solution $f$ of Eq. $1_{n}$ such that $f(\varepsilon)=0$, with range contained in two (but not one) coordinate hyperplanes.

By still assuming Eq. 2 we obtain the following properties.
By Lemma 3 we can conclude that

$$
\text { for every } y \in H_{1} \cap H_{j} \cap H_{k}=: H_{1 j k} \text { we have } f(y) \in \mathcal{P}_{1} \cap \mathcal{P}_{j} \cap \mathcal{P}_{k} \text {. }
$$

Eq. 3 and 4 imply

$$
\begin{gathered}
p_{1}(v)=0 \text { and } f_{1}\left(y x^{-1}\right)=f_{1}(y) \\
p_{j}(v)=1 \text { and } f_{j}\left(y x^{-1}\right)=-f_{j}(x)-1 .
\end{gathered}
$$

The condition $f_{k}\left(y x^{-1}\right)=f_{k}(y)-f_{k}(x)-p_{k}(v)=0$ implies

$$
p_{k}(v)=0 \text { and } f_{k}(y)=f_{k}(x)
$$

Consider now the value of $f$ in $x y$ : $f(x y)=f(x)+f(y)+w$, for some $w \in V_{n}$.The relations

$$
\begin{align*}
& f_{1}(x y)=f_{1}(y)+p_{1}(w) \in[-1,0]  \tag{5}\\
& f_{j}(x y)=f_{j}(x)+p_{j}(w) \in[-1,0] \tag{6}
\end{align*}
$$

imply $p_{1}(w)=p_{j}(w)=0$ and

$$
f_{1}(x y)=f_{1}(y) \neq 0, f_{j}(x y)=f_{j}(x) \neq 0 ;
$$

moreover it is

$$
\begin{equation*}
\left.f_{k}(x y)\right)=2 f_{k}(x)+p_{k}(w) . \tag{7}
\end{equation*}
$$

We now look for the solutions of Eq. $1_{n}$ with the range contained in three hyperplanes $\mathcal{P}_{\mathrm{i}}, \mathcal{P}_{\mathrm{J}}$ and $\mathcal{P}_{\mathrm{k}}$. We prove the following.

Theorem 4.- Let $f: G \longrightarrow C\left(-V_{n}\right)$ be a solution of Eq. $1_{n}$ such that $f(\varepsilon)=0$ and with range contained in $\mathcal{P}_{1} \cup \mathcal{P}_{j} \cup \mathcal{P}_{k}($ but not in a single hyperplane).Then for every $x \notin H_{i j k}$ we have:

$$
\begin{aligned}
& \text { if } f_{1}(x)=0 \text { then } f_{j}(x)=f_{k}(x)=-1 / 2 \\
& \text { if } f_{j}(x)=0 \text { then } f_{1}(x)=f_{k}(x)=-1 / 2 \\
& \text { if } f_{k}(x)=0 \text { then } f_{1}(x)=f_{j}(x)=-1 / 2
\end{aligned}
$$

Proof-Assume $f(x) \in \mathcal{P}_{i}, f(x) \in \mathcal{P}_{j} \cup \mathcal{P}_{k}, f(y) \in \mathcal{P}_{j}, f(y) \Subset \mathcal{P}_{1} \cup \mathcal{P}_{k}$. From Eq. 5, Eq. 6 and the hypothesis we get immediately $f_{k}(x y)=0$; therefore Eq. 7 yields $p_{k}(w)=$ land $f_{k}(x)=f_{k}(y)=-1 / 2$. From $f\left(x^{2} y\right)=f(x y)+f(x)+v$, $v \in V_{n}$ and Eq. 6 we get

$$
\begin{aligned}
& f_{k}\left(x^{2} y\right)=f_{k}(x y)+f_{k}(x)+p_{k}(v)=-1 / 2+p_{k}(v) \neq 0, \\
& f_{1}\left(x^{2} y\right)=f_{1}(x y)+f_{1}(x)+p_{1}(v)=f_{i}(y)+p_{1}(v) \neq 0
\end{aligned}
$$

(note that $f_{1}(y) \in(-1,0)$ ). Thus we must have $f_{j}\left(x^{2} y\right)=0$ :

$$
0=f_{j}\left(x^{2} y\right)=f_{j}(x y)+f_{j}(x)+p_{j}(v)=2 f_{j}(x)+p_{j}(v)
$$

and so, since $f_{j}(x) \neq 0, p_{j}(v)=1$ and $f_{j}(x)=-1 / 2$.
Proceeding in the same way we get the theorem.

Lemma 4.- Assume the hypotheses of Theorem 4.If $x \notin H_{1 j \mathrm{k}}$ then $f(x)$ belongs to only one of the three hyperplanes $\mathcal{P}_{1}, \mathcal{P}_{j}$ and $\mathcal{P}_{k}$. Proof- Let $f_{1}(x)=f_{j}(x)=0$ and take $y \in G$ such that $f_{k}(y)=0$ and $f_{1}(y)=f_{j}(y)=-1 / 2$; then $f\left(y x^{-1}\right)=f(y)-f(x)-v$ and so $f_{1}\left(y x^{-1}\right)=f_{1}(y)-p_{1}(v)=-1 / 2-p_{1}(v)$

$$
\begin{gathered}
f_{j}\left(y x^{-1}\right)=f_{j}(y)-p_{j}(v)=-1 / 2-p_{j}(v) \\
f_{k}\left(y x^{-1}\right)=-f_{k}(x)-p_{k}(v) .
\end{gathered}
$$

Thus we get $p_{1}(v)=p_{j}(v)=0$ and $f_{1}^{k}\left(y x^{-1}\right)=f_{j}^{k}\left(y x^{-1}\right)=-1 / 2$; this implies $f_{k}\left(y x^{-1}\right)=-f_{k}(x)-p_{k}(v)=0$, i.e. $x \in H_{i j k}$; a contradiction.

Lemma 5.- Assume the hypotheses of Theorem 4.If $x \notin H_{i j k}$ then $x^{2} \in H_{i j k}$.

Proof- Let $f_{1}(x)=f_{j}(x)=-1 / 2$ and $f_{k}(x)=0$; then

$$
f_{1}\left(x^{2}\right)=-1+p_{1}(v) \in\{-1,0\}, f_{j}\left(x^{2}\right)=-1+p_{j}(v) \in\{-1,0\}
$$

and $f_{k}\left(x^{2}\right)=p_{k}(v)=0$, that is $x^{2} \in H_{1 j k}$.

We can now conclude with the following.

Theorem 5.- A function $f: G \longrightarrow C\left(-V_{n}\right)$ is a solution of Eq. $1_{n}$ with $f(\varepsilon)=0$ and range contained in $\mathcal{P}_{1} \cup \mathcal{P} \cup \mathcal{P}_{k}$ (but not in a single hyperplane) if and only if:
i) for every $t=1, \ldots, n$ the function $f_{t}: G \longrightarrow[-1,0]$ is a
solution of Eq. 1;
ii) $H_{1 j k}$ is a normal subgroup of $G$ of index 4 such that
$\left(G \backslash H_{i j k}\right)^{2} \subseteq H_{i j k} ;$
iii) if $H^{(1)}, H^{(\mathrm{J})}$ and $H^{(\mathrm{k})}$ are the cosets of $H_{i \mathrm{jk}}$, then:

$$
\begin{aligned}
& \forall x \in H_{1 \mathrm{jk}} \quad f_{1}(x)=f_{j}(x)=f_{k}(x)=0, \\
& \forall x \in H^{(1)} \quad f_{j}(x)=f_{k}(x)=-1 / 2, \\
& \forall x \in H^{(j)} \quad f_{1}(x)=f_{k}(x)=-1 / 2, \\
& \forall x \in H^{(k)} \quad f_{1}(x)=f_{j}(x)=-1 / 2 .
\end{aligned}
$$

Proof-If $f$ is a solution with the properties in the statement, then by iii) of Lemma 1 and by Theorem 4 it has the form given above.Conversely a simple check shows that any function of that form is solution of Eq. $1_{n}$
4.- In this section we confine ourselves to the case $n=3$. In this case Theorems 2 and 5 give the complete description of the solutions of Eq. $1_{3}$ such that $f(\varepsilon)=0$.

It is natural to ask for the solutions of the equation analogous to Eq. $1_{3}$ obtained by replacing the set $V_{3}$ with a subset $\mathbf{U}$ of it with the following properties: $\mathbf{U}$ spans $\mathbb{R}^{3}, 0 \in U, U \backslash\{0\}$ is not a set of independent vectors. We have to consider the following four cases:

$$
\begin{gathered}
U_{1}=\left\{0, e_{1}, e_{2}, e_{3}, e_{1}+e_{2}, e_{1}+e_{3}\right\} \\
U_{2}=\left\{0, e_{1}, e_{2}, e_{1}+e_{2}, e_{1}+e_{3}, e_{2}+e_{3}\right\} \\
U_{3}=\left\{0, e_{1}, e_{2}, e_{1}+e_{2}, e_{1}+e_{3}\right\} \\
U_{4}=\left\{0, e_{1}, e_{2}, e_{1}+e_{3}, e_{2}+e_{3}\right\} .
\end{gathered}
$$

By Theorem 1, with $\mu=0$, for each of the four cases above we have that the range of the solutions is a subset of $\left[-\mathrm{U}_{1}+C\left(\mathrm{U}_{1}\right)\right] n C\left(-\mathrm{U}_{1}\right)=$

$$
=\left\{\lambda_{1} e_{1}+\lambda_{2} e_{2}:-1 \leq \lambda_{1} \leq 0, \quad i=1,2\right\} \cup\left\{\lambda_{1} e_{1}+\lambda_{3} e_{3}:-1 \leq \lambda_{1} \leq 0, \quad i=1,3\right\}
$$

$$
\left[-\mathrm{U}_{2}+C\left(\mathrm{U}_{2}\right)\right] \cap C\left(-\mathrm{U}_{2}\right)=\left\{\lambda_{1} e_{1}+\lambda_{2} e_{2}:-1 \leq \lambda_{1} \leq 0, i=1,2 \upharpoonleft\right.
$$

$$
\cup\left\{\lambda\left(e_{1}+e_{3}\right):-1 \leq \lambda \leq 0\right\} \cup\left\{\lambda\left(e_{2}+e_{3}\right):-1 \leq \lambda \leq 0\right\},
$$

$$
\left[-U_{3}+C\left(U_{3}\right)\right] \cap C\left(-U_{3}\right)=\left\{\lambda_{1} e_{1}+\lambda_{2} e_{2}:-1 \leq \lambda_{1} \leq 0, \quad i=1,2\right\} \cup
$$

$$
\cup\left\{\lambda\left(e_{1}+e_{3}\right):-1 \leq \lambda \leq 0\right\},
$$

$$
\begin{aligned}
& {\left[-\mathrm{U}_{4}+C\left(\mathrm{U}_{4}\right) \ln C\left(-\mathrm{U}_{4}\right)=\left\{\lambda\left(e_{1}+e_{3}\right):-1 \leq \lambda \leq 0\right\} \cup\left\{\lambda\left(e_{2}+e_{3}\right):-1 \leq \lambda \leq 0\right\} \cup\right.} \\
& \cup\left\{\lambda e_{1}:-1 \leq \lambda \leq 0\right\} \cup\left\{\lambda e_{2}:-1 \leq \lambda \leq 0\right\}
\end{aligned}
$$

respectively.
By Theorems 2 and 3 we have immediately the following

Theorem 6.- A function $f: G \longrightarrow C\left(-\mathrm{U}_{1}\right)$ is a solution of the equation $f(x y)-f(x)-f(y) \in U_{1}$ with $f(\varepsilon)=0$ if and only if it has the form $f=\left(f_{1}, f_{2}, 0\right)$ or the form $f=\left(f_{1}, 0, f_{3}\right)$ where $f_{1}: G \longrightarrow[-1,0]$, $i=1,2,3$, are solutions of Eq. $1_{1}$ with $f_{1}(\varepsilon)=0$.

Much more complicate is the situation for the sets $\mathbf{U}_{2}$ and $\mathbf{U}_{3}$. In these cases one can ask if there exist any solution whose range has point in both sets $\left\{\lambda\left(e_{1}+e_{3}\right):-1 \leq \lambda \leq 0\right\}$ and $\left\{\lambda e_{1}:-1 \leq \lambda \leq 0\right\}$. If such a solution $f=\left(f_{1}, 0, f_{3}\right)$ exists then define the sets

$$
\begin{gathered}
A=\left\{x \in G: f_{1}(x)=f_{3}(x)=0\right\} \neq \varnothing, \\
B=\left\{x \in G: f_{1}(x) \neq 0, f_{3}(x)=0\right\}, \\
C=\left\{x \in G: f_{1}(x)=f_{3}(x)=-1\right\}, \\
D=\left\{x \in G: f_{1}(x)=f_{3}(x) \notin\{0,-1\}\right\}
\end{gathered}
$$

By Lemma $1 C$ is a semigroup, $A \cup B$ is a semigroup and $A \cup B \cup C$ is a subgroup of $G$ Moreover it is easy to show that the following
additional properties hold:

$$
\begin{gathered}
x, y \in A \Rightarrow x y, y x \in A ; x \in A, y \in B \text { (or vice-versa) } \Rightarrow x y, y x \in A ; \\
x, y \in D \Rightarrow x y, y x \in A \cup C \cup D ; x \in A, y \in C \text { (or vice-versa) } \Rightarrow x y, y x \in A \cup C ; \\
x \in A, y \in D \text { (or vice-versa) } \Rightarrow x y, y x \in D ; \\
x \in B, y \in C \text { (or vice-versa) } \Rightarrow x y, y x \in B ; \\
x \in B, y \in D \text { (or vice-versa) } \Rightarrow x y, y x \in D ; \\
x \in C, y \in D \text { (or vice-versa) } \Rightarrow x y, y x \in D \text {. }
\end{gathered}
$$

A simple check proves that the conditions above are also sufficient for $f=\left(f_{1}, 0, f_{3}\right)$ to be a solution.

We summarize the previous discussion in the following.

Theorem 7.- A function $f: G \longrightarrow C\left(-\mathrm{U}_{2}\right)$ is a solution of the equation $f(x y)-f(x)-f(y) \in U_{2}$ with $f(\varepsilon)=0$ if and only if it has one of the following forms:
i) $f=\left(f_{1}, f_{2}, 0\right)$;
ii) $f=\left(f_{1}, 0, f_{1}\right) ; f=\left(0, f_{2}, f_{2}\right)$;
iii) $f=\left(f_{1}, 0, f_{3}\right) ; f=\left(0, f_{2}, f_{3}\right)$, with the sets $A, B, C$ and $D$
(and the analogous where the role of $f_{1}$ is assumed by $f_{2}$ )
satisfying the conditions listed above,
where $f_{1}: G \longrightarrow[-1,0], i=1,2,3$, are solutions of Eq. $1_{1}$ with $f_{1}(\varepsilon)=0$.

In the case of the set $U_{3}$ we have the same result without the functions of the forms $f=\left(0, f_{2}, f_{2}\right)$ and $f=\left(0, f_{2}, f_{3}\right)$.

Whether solutions of the form iii) of Theorem 7 actually exist is not known and it may depend on the structure of the group G.It is easy to show that for $G=\mathbb{Z}$ (the integers) they do not exist.

To finish this section it remains to consider the case of the set $U_{4}$.By the former discussion and by Theorem 12 of the paper ${ }^{5}$ we obtain:

Theorem 8.- A function $f: G \longrightarrow C\left(-\mathrm{U}_{4}\right)$ is a solution of the equation $f(x y)-f(x)-f(y) \in U_{4}$ with $f(\varepsilon)=0$ if and only if it has one of the following forms:
i) $f=\left(f_{1}, 0,0\right) ; f=\left(0, f_{2}, 0\right)$;
ii) $f=\left(f_{1}, 0, f_{1}\right) ; f=\left(0, f_{2}, f_{2}\right)$;
iii) $f=\left(f_{1}, 0, f_{3}\right) ; f=\left(0, f_{2}, f_{3}\right)$, with the sets $A, B, C$ and $D$ (and the analogous where the role of $f_{1}$ is assumed by $f_{2}$ ) satisfying the conditions listed above,
where $f_{1}: G \longrightarrow[-1,0], i=1,2,3$, are solutions of Eq. $1_{1}$ with $f_{1}(\varepsilon)=0$.
5.- To finish the paper we present some open problems concerning Eq. $I_{n}$

If $n \geq 4$ the results contained in Section 3 do not describe the whole class of the solutions with the property $f(\varepsilon)=0$, but only those with range in at most three coordinate hyperplanes.
A simple check shows that if $G$ has a normal subgroup $H$ of index $s$, $4 \leq s \leq n$, such that each element of $G / H$ has order 2 , then generalizing in an obvious way the construction of Theorem 5 we get a solution of Eq. $1_{n}$ assuming values in $s$ coordinate hyperplanes.It is open the question if these solutions are, as for $s=3$, the only possible.

The condition $f(\varepsilon)=0$ is a very strong restriction; if we look for other classes of solutions, from Theorem 1 we get that the range of these solutions is no more contained in the coordinate hyperplanes: in the case $n=3$, for instance, it contains a "layer" between two planes.In this case there are no results about the solutions of Eq. $1_{n}$.
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#### Abstract

Let E be a real Hausdorff topological vector space. We consider on RxE the following binary law $(a, x)^{*}(b, y)=\left(\lambda a b, b^{k} x+a^{\prime} y\right) \quad$ for $(a, x),(b, y) \in \operatorname{RxE}$ where $\lambda$ is a fixed real number , $k$ and $/$ are fixed nonnegative integers.

We find here all the subgroupoids of (RXE,*) which depend faithfully and continuously on a set of parameters. The two related functional equations are solved when the functions have some regularity property. The greatest part of this paper consists in solving one of them which is a generalization of the Gołab-Schinzel functional equation.


## 1. INTRODUCTION

Let $E$ be a real Hausdorff topological vector space
The following functional equation :

$$
\begin{equation*}
f(f(x) y+x)=f(x) f(y) \quad(x, y \in E) \tag{GS}
\end{equation*}
$$

where $f$ is a mapping from $E$ into $R$, is called functional equation of Gorab-Schinzel It has been first considered by J.Aczel in 1957, and then by S.Gołzb and A.Schinzel in 1959. The general solution of (GS) has been characterized ${ }^{1}$ and all the continuous solutions of (GS) have been explicitely obtained ${ }^{3}$

We consider now the following binary law on $R \times E$ :

$$
\begin{equation*}
(a, x)^{*}(b, y)=\left(\lambda a b, b^{k} x+a^{\prime} y\right) \quad \text { for }(a, x),(b, y) \in R \times E \tag{L}
\end{equation*}
$$

where $\lambda$ is a fixed real number, $k$ and $/$ are fixed nonnegative integers.
Let us recall the following definition given by J.Dhombres ${ }^{3}$ :

DEFINITION $1 \quad A$ subset $H$ of RxE depends faithfully and
continuously on a set $F$ of parameters if $F$ is a topological space and if there exists a mapping $g$ from $F$ onto $H$

$$
g(u)=(\alpha(u), \beta(u)) \quad \text { for } u \in F
$$

such that we have either:
(i) $\beta(F)=E \quad$ and $\quad \beta(u)=\beta\left(u^{\prime}\right)$ implies $\alpha(u)=\alpha\left(u^{\prime}\right)$, $\alpha$ is cont inuous and $\beta$ admits locally a continuous lifting
or
(ii) $\alpha(F)=\boldsymbol{R}$ and $\alpha(u)=\alpha\left(u^{\prime}\right)$ implies $\beta(u)=\beta\left(u^{\prime}\right)$,
$\beta$ is continuous and $\alpha$ admits locally a continuous lifting

We look for the subgroupoïds of ( $\mathbf{R} \times \mathrm{E},{ }^{*}$ ) which depend faithfully and continuously on a set $F$ of parameters.

In the case (i), the relation: $f(\beta(u))=\alpha(u) \quad(u \varepsilon F)$ defines a continuous function $f$ from $E$ into $\mathbf{R}$ which satisfies the following functional equation:

$$
\begin{equation*}
f\left(f(y)^{k} x+f(x)^{\prime} y\right)=\lambda f(x) f(y) \quad(x, y \in E) \tag{1}
\end{equation*}
$$

In the case (ii), the relation: $f(\alpha(u))=\beta(u)(u \varepsilon F)$ defines a continuous function $f$ from $\mathbf{R}$ into $E$ which satisfies the following functional equation:

$$
\begin{equation*}
f(\lambda x y)=y^{k} f(x)+x^{\prime} f(y) \quad(x, y \in \mathbf{R}) \tag{2}
\end{equation*}
$$

The main part of this paper will consist in solving the functional equation (1) This functional equation is a generalization of the Gokab-Schinzel functional equation since (GS) corresponds to the particular case of (1) where $k=0, l=1, \lambda \quad 1$ it has been studied by many authors in various cases. Among them, let us notice that the author ${ }^{4}$ found all the solutions of (1) having some regularity property in the case where $\lambda$ is a nonnegative real number and W.Benz ${ }^{2}$ determined the cardinality of the set of discontinuous solutions $f: \mathbf{R}->\mathbf{R}$
of (1) for infinitely many real numbers $\lambda$. In the case where $\lambda$ is a nonzero real number, J.Brzdeg ${ }^{7}$ obtained all the continuous solutions of (1) when $k$ and / are distinct positive integers, and the author 5 found all the solutions of (1) having some regularity property when $k=1$

The present paper is a survey of this problem. It gives all the solutions of (1) having some regularity property when $\lambda$ is an arbitrary real number and $k, l$ are arbitrary nonnegative integers. It is mainly based on the papers written by the author $3,4,5$ and J.Brzdek 8 Some further references concerning this problem may be found in these papers.

## 2. INVESTIGATION OF FUNCTIONAL EQUATION (1)

> Following A.M.Bruckner and J.C.Ceder ${ }^{6}$, we shall denote by $D B$, the set of all functions from $\mathbf{R}$ into $\mathbf{R}$ which are in class 1 of Baire and have the Darboux property The need of the set $D B_{1}$ is explained by the following result: LEMMA $2 \quad$ Let $f$ be a function in $D B_{1}$. Let us define the function $$
\quad R^{2}->R \text { by }
$$ $\varphi(x, y)=f(y)^{k} x+f(x)^{\prime} y$ Then, for every fixed real numbers $x$ and $y$, the functions $\varphi(., y)$ and $\varphi(x$.) have the Darboux property.

Proof of Lemma 2
Since $f$ is in $D B_{1}$, the function $\times f(.)^{k}$ belongs also to $D B$, if $x$ is any nonzero real number Therefore, the graph of the function $x f(.)^{k}$ is connected ${ }^{6}$ The continuity of the function:
$\mathbf{R}^{2}-->\mathbf{R}^{2}$
$(t, s)-->\left(t, f(x)^{\prime} t+s\right)$ implies that the graph of the function $\varphi(x,$.$) is also connected Therefore, the function \varphi(x$, .) has the Darboux property.

The proof is the same for the function $\varphi(., y)$.

Let us first study some particular cases of the functional equation (1).

### 2.1. Case $\lambda=0, k \geq 0,1 \geq 0$

(1) is just : $f\left(f(y)^{k} x+f(x)^{\prime} y\right)=0 \quad(x, y \in E)$

For $k=0$ and $/ 20$, it is obvious that the unique solution of (1) is $f=0$.

So we consider now the case where $k$ and / are positive integers. Let us suppose that there exists an element $x_{0}$ in $E$ such that $f\left(x_{0}\right)=0$ By taking $x=y=0$ in (1), we get $f(0)=0$. Therefore, $x_{0}$ is different from 0 . Let us suppose also that the function $g: R->R$ defined by : $g(t)=f\left(t x_{0}\right) \quad(t \in R)$ belongs to $D B_{\boldsymbol{f}}$. By taking $\mathrm{x}=\mathrm{x}_{0}$ and $\mathrm{y}=\mathrm{t} \mathrm{x}_{0}(\mathrm{t} \varepsilon \mathbf{R})$ in (1), we obtain:

$$
f\left(f\left(t x_{0}\right)^{k} x_{0}+f\left(x_{0}\right)^{\prime} t x_{0}\right)=0 \quad \text { for every } t \text { in } \mathbf{R}
$$

Let us define: $\psi(t)=g(t)^{k}+t f\left(x_{0}\right)^{\prime} \quad(t \in R)$
We have: $\quad f\left(\psi(t) x_{0}\right)=0$ for every $t$ in $\mathbf{R}$
Since $g$ is in $D B_{1}$, we may prove as in Lemma 2 that $\psi$ has the Darboux property. Therefore, $\psi(\mathbf{R})$ is an interval of $\mathbf{R}$ which contains 0 , but does not contain 1.So $\psi(\mathbf{R})$ is included in $(-\infty, 1)$. Let us suppose that $\psi$ is bounded below by b The relation : $\mathrm{f}\left(\mathrm{t} \mathrm{x}_{0}\right)^{\mathrm{k}}=\psi(\mathrm{t})-\mathrm{t} \mathrm{f}\left(\mathrm{x}_{0}\right)^{\prime} \quad(\mathrm{t} \varepsilon \mathbf{R}) \quad$ shows that: $\mathrm{f}\left(\mathbf{R} \mathrm{x}_{0}\right)^{\mathrm{k}}=\mathbf{R}$
This implies that $k$ is an odd integer and so $f\left(\mathbf{R} x_{0}\right)=\mathbf{R}$ Let $c$ be the unique point of $(0,1)$ which satisfies: $c^{k}+c^{\prime}=1$ Then, there exists a nonzero real number $s$ such that $f\left(s x_{0}\right)=c$. By taking $x$ y $s x_{0}$ in (1)), we obtain: $f\left(s x_{0}\right)=0$, which brings a contradiction. Therefore , $\psi(\mathbf{R})$ contains $(-\infty, 0]$ and we have $f\left(t x_{0}\right)=0$ for every nonpositive real number $t$. Since $\psi$ is bounded above by 1 , we deduce first from: $\psi(t) \quad t f\left(x_{0}\right)$ ( $t \leq 0$ ) that $f\left(x_{0}\right)^{\prime}$ is a positive real number, and then that $g(t)^{k}=\psi(t)-t f\left(x_{0}\right)^{\prime}$ tends to $-\infty$ when $t$ goes to $+\infty$. In view of the Darboux property
of $g$, we deduce that $g([0,+\infty))^{k}$ contains $(-\infty, 0]$. By taking now $x=t x_{0}, t<0$, and $y=r x_{0}, r>0$, in (1), we get : $f\left(g(r)^{k} t x_{0}\right)=0$ and therefore : $f\left(s x_{0}\right)=0$ for every positive real number $s$. This contradicts $\mathrm{f}\left(\mathrm{x}_{0}\right) \neq 0$

PROPOSITION 3 In the class of functions $f . E \rightarrow \boldsymbol{R}$ which have the property that for every $x$ in $E$ the function $r_{x}$ defined by : $f_{x}(t)=f(t x) \quad(t \in R)$ belongs to $D B_{1}$, the unique solution of (1) in the case $\lambda=0$ is $t=0$

### 2.2. Case $\lambda=0, k=1=0$.

In this case, (1) is: $f(x+y)=\lambda f(x) f(y) \quad(x, y \in E)$
So, $\lambda f$ is a solution of Cauchy's exponential equation. Therefore, all the solutions of (1) are given by :
(i) $\mathrm{f}=0$
(ii) $f(x)=1 / \lambda \cdot e^{g(x)} \quad(x \in E) \quad$ where $g: E \rightarrow R$ is an arbitrary additive function.

### 2.3. Case $\lambda=0, k=0,1>0$.

We give first some property of the function $\varphi$ defined in Lemma 2 when $f$ is a non identically zero solution in $D B$, of functional equation (1) in the general case where $k$ and $/$ are nonnegative integers and $\lambda$ is a nonzero real number

LEMMA 4 Let us suppose that $\lambda$ is a nonzero real number and $k, I$ are nonnegative integers.

If $f$ is a non identically zero solution of (l) in $D B_{1}$, the function $\psi$, defined by . $\psi(x)=\varphi\left(x, x_{0}\right) \quad(x \in R)$ and the function $\psi_{2}$ defined by: $\psi_{2}(x)=\varphi\left(x_{0}, x\right) \quad(x \in R)$ are one-to-one and continuous when $x_{0}$ is any real number satisfying $f\left(x_{0}\right)=0$

## Proof of Lemma 4

By Lemma 2, the functions $\psi_{1}$ and $\psi_{2}$ have the Darboux property.

Let us suppose now for example that $\psi_{1}$ is not one-to-one Then there exist $x$ and $y$ in $R$ such that $x \neq y$ and

$$
\begin{equation*}
\varphi\left(x, x_{0}\right)=\varphi\left(y, x_{0}\right) \tag{3}
\end{equation*}
$$

We deduce by (1): $\quad \lambda f(x) f\left(x_{0}\right)=\lambda f(y) f\left(x_{0}\right)$
Since $\lambda f\left(x_{0}\right) \neq 0$, this implies: $f(x)=f(y)$ With (3), we obtain $f\left(x_{0}\right)^{k} x=f\left(x_{0}\right)^{k} y$ and therefore $x=y$. This is a contradiction.

So, $\psi_{1}$ and $\psi_{2}$ are one-to-one and have the Darboux property. Therefore, they are continuous ${ }^{6}$

COROLLARY 5 Under the same hypotheses as in Lemma 4, if $f$ is a solution of (1) in $D B_{1}$, the functions f()$^{\prime}$ and f.$)^{k}$ are continuous.

Proof of Corollary 5
If $f$ is a non identically zero solution of (1) in $D B_{1}$, there exists $x_{0}$ in $R-(0)$ such that $f\left(x_{0}\right) \neq 0$. By Lemma 4, the functions $\psi_{1}(x)=\varphi\left(x, x_{0}\right) \quad(x \in \mathbf{R})$ and $\psi_{2}(x)=\varphi\left(x_{0}, x\right)(x \in \mathbf{R})$ are continuous. We deduce immediately that the functions $f(.)^{\prime}$ and $f(.)^{k}$ are continuous.

Let us consider now the functional equation (1) when $k=0$, $l$ is a positive integer and $\lambda$ is a nonzero real number

If $f$ is a non identically zero solution of (1) in $D B_{1}$, the function $g(x)=f(x)^{\prime} \quad(x \in \mathbf{R}) \quad$ is continuous by Corollary 5 Moreover, $g$ is a solution of :

$$
\begin{equation*}
g(x+g(x) y) \quad \lambda^{\prime} g(x) g(y) \quad(x, y \in \mathbf{R}) \tag{4}
\end{equation*}
$$

which is similar to the Gołab-Schinzel functional equation By taking $x=y=0$ in (4), we obtain either $g(0)=0$ or $g(0)=\lambda^{-1}$.

When $g(0)=0$, we get $g=0$ as we can see by taking $y=0$ in (4)

So, we consider now the case where $g(0)=\lambda^{-1}$ By taking $x=0$ in (4), we get :

$$
\begin{equation*}
g(y)=g\left(\lambda^{-1} y\right) \quad(y \in R) \tag{5}
\end{equation*}
$$

and therefore :
$g(y) \quad g\left(\lambda^{-n /} y\right) \quad(y \in R)$
for every positive integer $n$
When $|\lambda|$ is different from 1 , (6) implies :
$g=g(0)=\lambda^{-1}$, and therefore $f=1 / \lambda$
When $\lambda^{\prime}$ is equal to 1 , (4) is just the functional equation of Gołab-Schinzel for which we know all the continuous solutions ${ }^{3}$

When $\lambda^{\prime}$ is equal to -1 (i.e $\lambda=-1$ and $/$ odd), (5) implies by changing $y$ into $-y$ in (4) :
$g(x-g(x) y) \quad g(x) g(y) \quad(x, y \in R)$
This means that $-g$ is a continuous solution of the functional equation of Gorab-Schinzel

So, we obtain the following result :
PROPOSITION 6 When $\lambda$ is a nonzero real number and $/$ is a positive integer, all the solutions in the class of functions $D B$, of the following functional equation
$f\left(x+f(x)^{\prime} y\right)=\lambda \quad(x(x) f(y) \quad(x, y \in R)$ are given by :
(i) $\quad t=0$
and (ii) if $|\lambda| \neq 1, \quad f=1 / \lambda$
(iii) if $\lambda=1$ and if 1 is odd
$f(x)=(1+a x)^{\prime \prime \prime}(x \in R)$ and $f(x)=(\operatorname{Sup}(1+a x, 0))^{1 / \prime}(x \in R)$
(iv) if $\lambda=1$ and if 1 is even $f(x)=(\operatorname{Sup}(1+a x, 0))^{1 / 1} \quad(x \in R)$
(V) if $\lambda=-1$ and if 1 is odd
$f(x)=-(1+a x)^{1 / 1} \quad(x \in R)$ and $f(x)=-(\text { Sup }(1+a x, 0))^{1 / / 1 \quad(x \in R)}$.
(vi) if $\lambda=-1$ and if 1 is even
$f(x)=-(\operatorname{Sup}(1+a x, 0))^{1 / 1} \quad(x \in R)$
where a is an arbitrary real number.

With the same proof we obtain also all the continuous solutions $f: E->R$ of (7) when $E$ is a real Hausdorff topological vector space . Namely :

```
PROPOSITION 7 When }\lambda\mathrm{ is a nonzero real number and }l\mathrm{ is a
    positive integer, all the continuous solutions f:E--> }\boldsymbol{R}\mathrm{ of the
    following runctional equation.
        f(x+f(x)'y)=\lambdaf(x)f(y)\quad(x,y\inE)
```

    are given by.
            (i) \(t=0\)
    and (ii) if \(|\lambda|=1, \quad f=1 / \lambda\)
            (iii) if \(\lambda=1\) and if 1 is odd
    $f(x)=\left(1+\left\langle x, x^{*}\right\rangle\right) 1 / \prime^{\lambda}(x \in E)$ and $f(x)=\left(\operatorname{Sup}\left(1+\left\langle x, x^{*}\right\rangle, 0\right)\right)^{1 / \prime} \quad(x \in E)$
(iv) if $\lambda=1$ and if 1 is even
$f(x)=\left(\operatorname{Sup}\left(1+\left\langle x, x^{*}\right\rangle, 0\right)\right)^{1 / l} \quad(x \in E)$
(V) if $\lambda=-1$ and if 1 is odd
$f(x)=-\left(1+\left\langle x, x^{*}\right\rangle\right)^{1 / /} \quad(x \in E)$ and $f(x)=-\left(\operatorname{Sup}\left(1+\left\langle x, x^{*}\right\rangle, 0\right)\right)^{1 / \prime} \quad(x \in E)$
(vi) if $\lambda=-1$ and if 1 is even
$f(x)=-\left(\operatorname{Sup}\left(1+\left\langle x, x^{*}\right\rangle, 0\right)\right)^{1 / 1} \quad(x \in E)$
where $x^{*}$ is an arbitrary element of the topological dual of $E$.

Let us finally mention that J.Brzdegk studied in detail the functional equation (7) in the case $\lambda 1$ in his Doctor Thesis ${ }^{7}$.

```
2.4. Case \(\lambda=0, k>0,1>0\).
```

We start with a preliminary remark concerning the solutions of the functional equation (1) in $D B_{\text {, }}$

LEMMA $8 \quad$ Let $r$ be a solution of (1) in $D B$,
If $\lambda$ is positive and $f$ is bounded above on $\boldsymbol{R}$
or if $\lambda$ is negative and $f$ is bounded below on $\boldsymbol{R}$, then $f$ is constant

Proof of Lemma 8
Let us suppose that $\lambda$ is a positive real number. The proof is similar when $\lambda$ is negative

For an indirect proof, we suppose that $f$ is a solution of (1) in $D B$, bounded above on $\mathbf{R}$ and that $f$ is not constant.

Let $M$ be an upper bound of $f(\mathbf{R})$ By taking $x=y$ in (1), we obtain: $\quad \lambda f(x)^{2} \leq M$ for every $x$ in $R \quad$ Since $f$ is not identically zero, $M$ is a positive real number

By taking $x=y$ in (1), we get successively
$|f(x)| \leq(M / \lambda)^{1 / 2} \quad$ for every $x$ in $\mathbf{R}$
$|f(x)| \leq\left(M^{1 / 4}\right) /\left(\lambda^{(1 / 2)+(1 / 4)}\right) \quad$ for every $x$ in $R$

$$
\begin{aligned}
&|f(x)| \leq\left(M^{1 / 2^{n}}\right) /\left(\lambda^{(1 / 2)+(1 / 4)+\ldots+\left(1 / 2^{n}\right)}\right) \text { for every } \\
& x \text { in } R \text { and every positive integer } n
\end{aligned}
$$

As $n$ goes to $+\infty$, we obtain:

$$
\begin{equation*}
|f(x)| \leq 1 / \lambda \quad \text { for every } x \text { in } \mathbf{R} \tag{8}
\end{equation*}
$$

Since $f$ is bounded and non identically zero, we have, by the Darboux property of the function $\varphi(., \mathrm{t})$ (Lemma 2 ), $\varphi(\mathbf{R}, \mathrm{t})=\mathbf{R}$ for each $t \in R$ such that $f(t) \neq 0$ Therefore, for every real number $x$, there exists a real number s such that $\varphi(s, t) x$ in view of the Darboux property of $f$, we may choose $x$ and $t$ in $\mathbf{R}$ such that : $0<|f(t)|<|f(x)|$. By using (1) and (8), we obtain:
$0<|f(t)|<|f(x)|=|f(\varphi(s, t))| \quad \lambda|f(s)||f(t)| \quad s|f(t)|$
which brings a contradiction. Therefore, $f$ is constant

In order to obtain all the solutions of (1) in $D B_{1}$, we shall consider the two cases : $k \neq 1$ and $k=1$

### 2.4.1. Solutions of (1) in $D B_{1}$ in the case $k \neq 1$

We are going to prove that the only solutions of (1) in $D B$, in this case are the constant functions The following results are due to J.Brzdefk ${ }^{8}$

PROPOSITION 9 Let $k$ and I be distinct positive integers and let $f$ be a non identically zero solution of (1) in $D B_{1}$. We define $F=(x \in R / f(x)=0)$ Then, $f_{/ F}$ is not one-to-one, where $f_{/ F} \cdot F \rightarrow R$
is the function defined by $f_{/ f}(x)=f(x)$ for all $x$ in $F$
Proof of Proposition 9
For an indirect proof, let us suppose that $f / f$ is one-to-one .

Let us remark that , by (1), if $x$ and $y$ belong to $F$, $\varphi(x, y)$ belongs also to $F$. Therefore, the symmetry in $x$ and $y$ of the second member of (1) implies

$$
f(y)^{k} x+f(x)^{\prime} y \quad f(x)^{k} y+f(y)^{\prime} x \quad \text { for all } x, y \text { in } F
$$ We deduce

$$
\left(f(x)^{\prime}-f(x)^{k}\right) y \quad\left(f(y)^{\prime}-f(y)^{k}\right) x \quad \text { for all } x, y \text { in } F
$$

Since $f$ has the Darboux property and is not constant, there exists $y_{0}$ in $F-[0]$ such that $p\left(f\left(y_{0}\right)^{\prime}-f\left(y_{0}\right)^{k}\right) / y_{0} \neq 0$. Therefore, we obtain

$$
\begin{equation*}
f(x)^{\prime} \quad f(x)^{k} \quad p x \quad \text { for every } x \text { in } F \tag{9}
\end{equation*}
$$

Let us define : $g(x)\left(x^{\prime} x^{k}\right) / p \quad$ for every $x$ in $\mathbf{R}$ We have by (9):

$$
\begin{equation*}
g(f(F))-F \tag{10}
\end{equation*}
$$

Let us suppose that $F=\mathbf{R}$ Then, since $f$ has the Darboux property, $f(F)$ is an interval of $\mathbf{R}$ which does not contain 0 So,
we have either $f(F) \subset(-\infty, 0)$ or $f(F) \subset(0,+\infty)$. It is not difficult to see that we have $g((-\infty, 0)) \neq \mathbf{R}$ and $g((0,+\infty)) \neq \mathbf{R}$ This contradicts (10)

Therefore, we have $F \neq R$. So, there exists $x_{0}$ in $R$ such that $f\left(x_{0}\right)=0$ By taking $x=y=x_{0}$ in (1), we obtain:

$$
\begin{equation*}
f(0)=0 \tag{11}
\end{equation*}
$$

So , $F$ does not contain 0 Then, by ( 9 ), $f(F)$ does not contain 1 Since $f$ has the Darboux property, $f(\mathbf{R})=f(F) \cup\{0\}$ is an interval of $\mathbf{R}$ which does not contain 1 So, it is included either in $(-\infty, 1)$ or in $(1,+\infty)$ (11) implies

$$
\begin{equation*}
f(R) \subset(-\infty, 1) \tag{12}
\end{equation*}
$$

If $\lambda$ is a positive real number, $f$ is constant by Lemma 8 But, it is not the case Therefore, $\lambda$ is a negative real number since f is not constant, we have by Lemma 8 :

$$
\begin{equation*}
(-\infty, 0] \quad \subset f(R) \tag{13}
\end{equation*}
$$

Let us suppose that there exists a in $(0,1)$ such that a belongs to $f(\mathbf{R})$. By (13), there exists $b$ in $f(R)$ such that $b<1 / \lambda a \quad B y(1)$, $\lambda a b$ belongs to $f(\mathbf{R})$ and we have: $\lambda a b>1$ This contradicts (12). We deduce : $f(\mathbf{R})(-\infty, 0]$ and therefore :

$$
\begin{equation*}
f(F) \quad(-\infty, 0) \tag{14}
\end{equation*}
$$

If $k$ and $/$ are both odd or both even , (9) implies that $f(F)$ does not contain -1 , which contradicts (14). Therefore, either $k$ is odd and / is even, or $k$ is even and $/$ is odd. By (10). we have either $F=(0,+\infty)$ or $F=(-\infty, 0)$. We deduce :

$$
\begin{equation*}
\mathbf{R}-\mathrm{F} \quad[0,+\infty) \quad \text { or } \quad \mathbf{R}-\mathrm{F}-(-\infty, 0] \tag{15}
\end{equation*}
$$

Let us suppose for example that $k$ is odd (and $/$ is even).
Let us define: $\quad A_{k}=\left\{f(x)^{k} ; x \in F\right\}$
(14) implies : $\quad A_{k}=(-\infty, 0)$

By (1), we have
$f\left(f(y)^{k} x\right) \quad 0 \quad$ for all $x$ in $R-F$ and all $y$ in $F$
We deduce $A_{k} \cdot(R-F) C R-F$
where $\quad A_{k}(\mathbf{R}-F) \quad\left(x y ; x \varepsilon A_{k}, y \in R-F\right)$
This is impossible by (15)
This completes the proof

LEMMA $10 \quad$ Let $k$ and I be distinct positive integers. If $f$ is a non identically zero solution of (1) in $D B_{1}$, there exist $a, b$ in $R, a<b$, such that $f$ is constant and nonzero on the interval $(a, b)$.

Proof of Lemma 10
By Proposition 9, $f / F$ is not one-to-one Therefore, there exist $a, b$ in $R, a<b$, such that $f(a)=f(b)=0$

Let us suppose that $r$ is not constant on [a, b].
So. there exists $c$ in $(a, b)$ such that $f(c) \neq f(a)$. Since $f$ has the Darboux property, we may choose $c$ in $(a, b)$ such that $f(c)^{k}=f(a)^{k}$.

Without loss of generality, we may suppose $\boldsymbol{I} \leqslant \boldsymbol{k}$ We consider the following function:

$$
V(x, y, z) \quad\left(f(x)^{\prime} / x\right)(y-z)+f(y)^{k} \quad f(z)^{k} \quad(x \in \mathbf{R}-(0) ; y, z \in \mathbf{R})
$$

We shall prove first that :
for every $r>0$, there exists $x_{r}$ in $F-(0)$ such that $\left|f\left(x_{r}\right)^{\prime} / x_{r}\right|<r$

For an indirect proof of (16), let us suppose that there exists a positive real number $r$ such that

$$
\begin{equation*}
\left|f(x)^{\prime} / x\right|<r \quad \text { for every } x \text { in } F(0) \tag{17}
\end{equation*}
$$

Let us suppose that $F$ is bounded. Since $f$ is a non identically zero solution of (1) in $D B$, the function $f(.)^{\prime}$ is continuous and not identically zero by Corollary 5. Therefore, $F$ is a non empty open subset of R. So, Sup F and Inf F are not both equal to 0 . Let a be an element of $(\operatorname{Sup} F, \operatorname{Inf} F$ ) $\{0\}$. There
exists a sequence $\left\{x_{n}\right\}_{n \in N}$ in $F-\{0]$ converging to a The definition of $F$ and the continuity of the function $f(.)^{\prime}$ imply that the sequence $\left(f\left(x_{n}\right)^{\prime} / x_{n}\right)_{n \in N}$ converges to 0 . This contradicts (17).

Therefore, $F$ is unbounded and there exists a sequence $\left(x_{n}\right\}_{n \in N}$ in $F-(0)$ such that $\left\{\left|x_{n}\right|\right\}_{n \in N}$ tends to $+\infty$ By (1) and (17), we have for all $x$ and $y$ in $F-\{0\}$ :
$\left|f(\varphi(x, y))^{\prime} / \varphi(x, y)\right| \quad\left|\left(\lambda^{\prime} f(x)^{\prime} f(y)^{\prime}\right) /\left(f(y)^{k} x+f(x)^{\prime} y\right)\right| \geq r$
We have also for every $x$ in $F-\{0\}$ and for every $n$ in $N$ :

$$
\left|f\left(\varphi\left(x, x_{n}\right)\right) / / \varphi\left(x, x_{n}\right)\right|=\left|\left(\lambda^{\prime} f(x)^{\prime}\right) /\left(f\left(x_{n}\right)^{k-l} x+f(x)^{\prime} f\left(x_{n}\right)^{-/} x_{n}\right)\right|
$$

(17) implies that :
$\left(\left|f\left(x_{n}\right)^{k-1}\right|\right)_{\text {neN }}$ tends to $+\infty$ and $\mid x_{n} f\left(x_{n}\right)^{-/ \mid} \leq 1 / r$ for every $n$ in $N$. We deduce that the sequence $\left\{\left|f\left(\varphi\left(x, x_{n}\right)\right) / / \varphi\left(x, x_{n}\right)\right|\right\}_{n \in N}$ converges to 0 This contradicts (18) Therefore, we have proved (16)

By (16), there exists $x_{0}$ in $F-\{0\}$ such that $\left|\left(f\left(x_{0}\right)^{\prime} / x_{0}\right)(c-a)\right|<\left|f(c)^{k}-f(a)^{k}\right|$
and

$$
\left|\left(f\left(x_{0}\right) / / x_{0}\right)(b-c)\right|<\left|f(b)^{k} f(c)^{k}\right|
$$

We deduce :

$$
\operatorname{sign} V\left(x_{0}, c, a\right) \quad \operatorname{sign}\left(f(c)^{k} \quad f(a)^{k}\right)
$$

and $\quad \operatorname{sign} V\left(x_{0}, b, c\right)=\operatorname{sign}\left(f(b)^{k} \quad f(c)^{k}\right)$
where $\quad \operatorname{sign} t=\left\{\begin{array}{rll}1 & \text { if } & t>0 \\ -1 & \text { if } & t<0\end{array}\right.$
Since $\quad \operatorname{sign}\left(f(c)^{k} \quad f(a)^{k}\right) \neq \operatorname{sign}\left(f(b)^{k} \quad f(c)^{k}\right)$
we have either $\operatorname{sign} V\left(x_{0}, b, a\right) \neq \operatorname{sign} V\left(x_{0}, c, a\right)$
or $\quad \operatorname{sign} V\left(x_{0}, b, a\right) \neq \operatorname{sign} V\left(x_{0}, b, c\right)$
Let us suppose that (19) occurs The proof would be similar with (20). By Corollary 5, the function: $y \in R \rightarrow V\left(x_{0}, y, a\right)$ is continuous Therefore , (19) implies that there exists $y_{0}$ in ( $c, b$ )
such that $V\left(x_{0}, y_{0}, a\right)=0$ We deduce: $\varphi\left(x_{0}, y_{0}\right)=\varphi\left(x_{0}, a\right)$. This is not possible since, by Lemma 4 , the function $\varphi\left(x_{0}\right.$. $)$ is one-to-one. Therefore, $f$ is constant on the interval $[a, b]$

THEOREM 11 If $k$ and 1 are distinct positive integers, the only solutions of (1) in $D B_{1}$ are $f=0$ and $f=1 / \lambda$.

Proot of Theorem 11
Let $f$ be a non identically zero solution of (1) in $D B_{1}$. By Lemma 10 , there exist $a, b$ in $\mathbf{R}, a<b$, such that :

$$
f(x)=f(a) \neq 0 \quad \text { for every } x \text { in }[a, b]
$$

Let us suppose that there exists $x_{0}$ in $R$ such that $f\left(x_{0}\right) \neq f(a)$ By the Darboux property of $f$, there exists a nontrivial interval I of $\mathbf{R}$ included in $f(\mathbf{R})$ which contains $f(a)$, but does not contain 0 On the set $f^{-1}(I)$, we consider the following equivalence relation:

$$
x \sim y \quad \Leftrightarrow \quad f(x)=f(y)
$$

By the axiom of choice, there exists a bijection $g$ from the quotient set $\left(f^{-1}(I) / \sim\right)$ onto a subset $Y$ of $f^{-1}(I)$. The function $f^{\sim}:\left(f^{-1}(I) / \sim\right) \rightarrow I$ defined by:

$$
f(y)=f^{\sim}\left(g^{-1}(y)\right) \quad \text { for every } y \text { in } Y
$$

is a bijection from $\left(f^{-1}(I) / \sim\right.$ ) onto $I$ Therefore, we have:

$$
\begin{align*}
& \text { Card } Y=\operatorname{CardI}>\operatorname{Card} N  \tag{21}\\
& f(Y)=f^{\sim}\left(f^{-1}(I) / \sim\right)=I  \tag{22}\\
& f(x) \neq f(y) \quad \text { for } x, y \in Y, x \neq y \tag{23}
\end{align*}
$$

By (1), we have :

$$
\begin{align*}
f(\varphi(x, y)) \quad & \lambda f(a) f(y) \quad \text { for every } x \text { in }[a, b]  \tag{24}\\
& \text { and every } y \text { in } \mathbf{R}
\end{align*}
$$

By (22) and Lemma 4, for each $y$ in $Y, \varphi([a, b], y)$ is a non trivial interval of $\mathbf{R}$ since $\mathbf{I}$ does not contain 0 Moreover, by (23) and (24), if $y$ and $z$ are distinct elements of $Y$, the intervals
$\varphi([a, b], y)$ and $\varphi([a, b], z)$ are disjoint. Therefore, A $(\varphi([a, b], y) ; y \varepsilon Y)$ is a family of disjoint intervals By (21), we have. Card A CardY> Card $\mathbf{N}$ This is impossible

Therefore, $f$ is a nonzero constant function on $\mathbf{R}$
implies : $f-1 / \lambda$
This completes the proof of Theorem 11

### 2.4.2. Solutions of (1) in $D B_{1}$ in the case $k=1$

The following results are due to the author 3.4.5
The proofs are based on the following known result ${ }^{9}$ :
PROPOSITION 12 All the continuous solutions $n \quad \boldsymbol{R} \rightarrow \boldsymbol{R}$ of the functional equation

$$
\begin{equation*}
n(n(x))=(\gamma+1) n(x) \quad \gamma x \quad(x E R) \tag{25}
\end{equation*}
$$

where $\gamma$ is a given nonzero real number.
are given by

$$
\begin{aligned}
& \text { a) If } \gamma>0, \gamma=1 \\
& \text { (i) } n(x)=\left\{\begin{array}{lr}
y x+(1-y) a & \text { for } x \text { sa } \\
x & \text { for } a \leq x \leq b \\
y x+(1 & y) b
\end{array} \text { for } x<b \text { with }-\infty \leq a<b \leq+\infty\right. \\
& \text { (ii) } \quad h(x)=\gamma x+5 \quad(x E R) \text { with } \delta E R \\
& \text { b) if } r=1 \\
& h(x)-x+\delta \quad(x \in R) \text { with } \delta \varepsilon R \\
& \text { c) if } y<0, \gamma=-1 \\
& \text { (i) } h(x)=\gamma x+\delta \quad(x \in R) \text { with } \delta \varepsilon R \\
& \text { (ii) } h(x)=x \quad(x \in R)
\end{aligned}
$$

```
        d) if \(\gamma=-1\)
    (i) \(\quad h(x)=x \quad(x \in \boldsymbol{R})\)
    (ii) \(\quad n(x) \begin{cases}\Phi(x) & \text { for } x \varepsilon(-\infty, c] \\ \Phi^{-1}(x) & \text { for } x \in[c,+\infty)\end{cases}\)
```

where $c$ is an arbitrary real number and $\Phi$ is an arbitrary continuous and strictly decreasing function mapping $(-\infty, c)$ onto ( $c,+\infty$ )

If $k \quad /$ and if $f$ is a solution of (1) in $D B$, the function: $g(x)=f(x)^{\prime} \quad(x \in \mathbf{R})$ is continuous by Corollary 5 and satisfies the following functional equation :

$$
\begin{equation*}
g(g(y) x+g(x) y)=\lambda^{\prime} g(x) g(y) \quad(x, y \in R) \tag{26}
\end{equation*}
$$

Let us remark that the functional equation (26) corresponds to the particular case of (1) where $k \quad l=1$ and $\lambda$ is replaced by $\lambda^{\prime}$ We shall solve (26) and we consider the two cases : $\lambda^{\prime}\left\langle 0\right.$ and $\lambda^{\prime}>0$.

We start with the first case and we shall prove the following result

PROPOSITION 13 All the continuous solutions $g \quad \boldsymbol{R} \rightarrow \boldsymbol{R}$ of the functional equation

$$
\begin{aligned}
& g(g(y) x+g(x) y)=\mu g(x) g(y) \quad(x, y \in R) \\
& \text { where } \mu \text { is a given negative real number }
\end{aligned}
$$

are given by.

$$
\text { (i) } g=0 \quad \text { (ii) } g=1 / \mu
$$

Proof of Proposition 13
By taking $x=y=0$ in (27), we have either $g(0)=1 / \mu$ or $g(0)=0$
a) Let us first consider the case $g(0)=1 / \mu$.

By taking $y=0$ in (27), we get :

$$
\begin{equation*}
g(x)=g(x / \mu) \quad \text { for every } x \text { in } \mathbf{R} \tag{28}
\end{equation*}
$$

Therefore, we have for every $x$ in $\mathbf{R}$ and for every positive integer $n$ :

$$
g(x)=g\left(x / \mu^{n}\right)=g\left(x \mu^{n}\right)
$$

If $\mu=-1$, we see, as $n$ goes to $+\infty$ and by using the continuity of $g$ at 0 , that : $g(x)=g(0)-1 / \mu$ for every $x$ in $\mathbf{R}$.

If $\mu=-1$, (28) becomes: $g(x)=g(-x)$ for every $x$ in $\mathbf{R}$. By taking $y=-x$ in (27), we get:

$$
\begin{array}{rlrl}
g(g(-x) x & g(x) x) & =-g(x) g(-x) & \\
\text { or for every } x \text { in } \mathbf{R} \\
\text { or with (28): } & g(0)=-1 \quad-g(x)^{2} & & \text { for every } x \text { in } \mathbf{R}
\end{array}
$$

Using the continuity of g , we deduce :

$$
g(x) \quad-1 \quad \text { for every } x \text { in } \mathbf{R}
$$

## b) Let us now consider the case $g(0)=0$

Let g be a non identically zero continuous solution of (27). By taking $y=x$ in (27), we see that the set of all real numbers $x$ such that $g(x)<0$ is a non empty open subset of $\mathbf{R}$ The continuity of $g$ implies then that $g(\mathbf{R})$ is an interval of $\mathbf{R}$ containing an interval of the form ( $\alpha, 0$ ] By Lemma $8, g$ is not bounded below and therefore $g(R)$ is an interval of $R$ which
contains ( $-\infty$. O].
So, there exists a nonzero real number $x_{0}$ such that $g\left(x_{0}\right)=1 / \mu$. Let us denote :

$$
h(x) \quad g\left(x_{0}\right) x+x_{0} g(x)=x / \mu+x_{0} g(x) \quad(x \in \mathbf{R})
$$

$h$ is continuous and satisfies the following functional equation:

$$
\begin{equation*}
h(h(x)) \quad(1 / \mu+1) \quad h(x) \quad 1 / \mu x \quad(x \in \mathbf{R}) \tag{29}
\end{equation*}
$$

Now, all the continuous solutions of (29) are given by Proposition 12.

The solution : $h(x)=x \quad(x \in \mathbf{R})$ of (29) gives
$g(x)=\left(\begin{array}{ll}1 & 1 / \mu)\end{array} x^{\prime} x_{0} \quad(x \in R)\right.$ which does not satisfy (27)

The solution: $h(x)=1 / \mu x+\delta \quad(x \in R)$ of (29) leads to a constant function $g$ this is not possible since we have supposed that $\mathrm{g}(0)=0$ and g is not identically zero

So, we have necessarily $\mu=-1$ and

$$
h(x) \begin{cases}\Phi(x) & \text { for } x \in(-\infty, c]  \tag{30}\\ \Phi^{-1}(x) & \text { for } x \in[c,+\infty)\end{cases}
$$

where $\Phi$ is a continuous and strictly decreasing function mapping $(-\infty, c]$ onto $[c,+\infty)$.

The function : $x \rightarrow h(x) x$ is continuous and strictly decreasing on $\mathbf{R}$. Therefore, it vanishes at most once from $h(c)=c$ and $h(0)=0$, we deduce : $c=0$

By taking $y=x_{0}$ in (27), we get :

$$
\begin{equation*}
g(h(x)) \quad g(x) \quad \text { for every } x \text { in } \mathbf{R} \tag{31}
\end{equation*}
$$

Therefore, we may suppose that $x_{0}$ is a positive real number
By taking $y=h(x)$ in (27) and using (31), we get:
$g\left(x g(x)+g(x)\left(x_{0} g(x)-x\right)\right) \quad g(x)^{2} \quad(x \in R)$
or $\quad g\left(x_{0} g(x)^{2}\right)=-g(x)^{2} \quad(x \in \mathbf{R})$
Since $g(\mathbf{R})$ is an interval of $\mathbf{R}$ which contains $(-\infty, 0]$, the set $\left(x_{0} g(x)^{2} ; x \in \mathbf{R}\right)$ is the interval $[0,+\infty)$. (32) implies :

$$
\begin{equation*}
g(x)=-x / x_{0} \quad \text { for every } x \text { in }[0,+\infty) \tag{33}
\end{equation*}
$$

For $x$ in $(-\infty, 0], h(x)$ belongs to $[0,+\infty)$ by (30) Therefore, by using (31) and (33), we obtain :
$g(x) \quad g(h(x)) \quad h(x) / x_{0}-g(x)+x / x_{0} \quad$ for every $x$ in $(-\infty, 0]$

or for every $x$ in $(-\infty, 0]$ | It is now easy to check that the function defined by: |
| :--- |
| $g(x) \quad\left\{\begin{array}{ll}x / x_{0} & \text { for } x \geq 0 \\ x / 2 x_{0} & \text { for } x \leq 0\end{array} \quad\right.$ does not satisfy (27) |

When $\mu$ is a positive real number, we have the following result ${ }^{3}$ :

PROPOSITION 14 All the continuous solutions $\boldsymbol{g}, \boldsymbol{R} \rightarrow \boldsymbol{R}$ of the functional equation

$$
\begin{aligned}
& g(g(y) x+g(x) y)=\mu g(x) g(y) \quad(x, y \in R) \\
& \text { where } \mu \text { is a given positive real number }
\end{aligned}
$$

are given by.
(i) $g=0 \quad$ (ii) $g=1 / \mu$
and, in the case $\mu=2$ only
(iii) $g(x)=a x \quad(x \in R)$
(iv) $\quad g(x)=\operatorname{Sup}(a x, 0) \quad(x \in R)$
where $\alpha$ is an arbitrary nonzero real number

Proof of Proposition 14
As in Proposition 13, we have either $g(0)=1 / \mu$ or $g(0)=0$
a) Let us first consider the case $g(0)=1 / \mu$.

As in Proposition 13, we have the equality (28) which implies $g(x)=1 / \mu$ for every $x$ in $\mathbf{R}$ when $\mu$ is different from 1 .

So, we consider the case where $\mu-1=g(0)$ if $f$ is not identically equal to 1 , there exists $x_{0}$ in $\mathbf{R}$ such that $g\left(x_{0}\right)=1+\varepsilon$ where $\varepsilon$ is a nonzero real number

By taking $x=y=x_{0}$ in (27), we get with $x_{1}=2 x_{0} g\left(x_{0}\right)$

$$
g\left(x_{1}\right)=(1+\varepsilon)^{2}
$$

By taking $x=y=x_{1}$ in (27), we get with $x_{2}=2 x_{1} g\left(x_{1}\right)$

$$
g\left(x_{2}\right)=(1+\varepsilon)^{4}
$$

By this way, we build a sequence of real numbers $x_{n}$ such that: $g\left(x_{n}\right)=(1+\varepsilon)^{2^{n}} \quad$ for every positive integer $n$

If $g\left(x_{0}\right)>1, \varepsilon$ is a positive real number and the sequence
$\left(g\left(x_{n}\right)\right]_{n \in N}$ tends to $+\infty$ The continuity of $g$ implies: $[1,+\infty)$ C $g(R)$
If $g\left(x_{0}\right)<1, \varepsilon$ is a negative real number and we can assume $-1<\varepsilon<0$. Therefore, the sequence $\left[g\left(x_{n}\right)\right]_{n \in \mathbb{N}}$ converges to 0 The continuity of $g$ implies: $(0,1] C g(R)$

We notice that $g(R)$ does not contain 0 since, if there exists $x_{0}$ in $R$ such that $g\left(x_{0}\right)=0$, we get, by taking $x=y=x_{0}$ in (1), $g(0)=0$, which is not the case .

So , by Lemma $8, g(\mathbf{R})$ satisfies one of the two following conditions :
(i) $g(R) \quad[1,+\infty)$
(ii) $g(R)-(0,+\infty)$

In the case (i), let us choose a nonzero real number $t$ such that: $g(t)>1$

Let us denote as in Lemma 2 :

$$
\varphi(x, y) \quad g(y) x+g(x) y \quad(x, y \in \mathbf{R})
$$

We have: $\varphi(-t, t) \quad t(g(-t) \quad g(t))$
If $g(-t)=g(t)$, we have by (27): $g(\varphi(-t, t)) 1 \quad g(-t) g(t) 2 g(t)>1$, which is not possible

If $g(-t)<g(t), \varphi(-t, t)$ and $\varphi(0, t)$ do not have the same sign By the continuity of the function $\varphi(., \mathrm{t})$, there exists a nonzero real number $u$ such that $\varphi(u, t)=0$. Then, by (27), we have : $g(\varphi(u, t))=1 \quad g(u) g(t) 2 g(t)>1$, which is impossible

Therefore, we have : $g(-t)>g(t) \quad \varphi(-t, t)$ and $\varphi(-t, 0)$ do not have the same sign By the continuity of the function $\varphi(-t,$.$) ,$ there exists a nonzero real number $u$ such that $\varphi(-t, u)=0$ Then, by (27), we have :
$g(\varphi(-t, u)) \quad 1 \quad g(-t) g(u) \quad 2(-t)>g(t)>1$, which is also impossible

Let us consider now the case (il). There exists a nonzero real number $x_{0}$ satisfying $g\left(x_{0}\right)=1 / 2$ By taking $x=y=x_{0}$ in (27), we obtain: $1 / 2=g\left(x_{0}\right) \quad g\left(x_{0}\right)^{2}=1 / 4$, which is not possible. Therefore, the case (ii) cannot occur either

In conclusion, when $g(0)=1 / \mu=1, g$ is identically equal to 1

Therefore, if $\mu$ is any positive given real number, the only continuous solution of (27) satisfying $g(0)=1 / \mu$ is: $g 1 / \mu$.

## b) Let us now consider the case $g(0)=0$.

Let $g$ be a non identically zero continuous solution of (27) By taking $y=x$ in (27), we see as in Proposition 13 that the set of all real numbers $x$ such that $g(x)>0$ is a non empty open subset of $\mathbf{R}$ The continuity of $g$ implies then that $g(\mathbf{R})$ is an interval of $\mathbf{R}$ containing an interval of the form $[0, \alpha)$ By Lemma $8, g$ is not bounded above on $\mathbf{R}$ and, therefore, $g(R)$ is an interval or $R$ which contains $(0,+\infty)$

So, there exists a nonzero real number $x_{0}$ such that $g\left(x_{0}\right)=1 / \mu$ Let us denote

$$
h(x) \quad \varphi\left(x, x_{0}\right) \quad x / \mu+x_{0} g(x) \quad(x \in \mathbf{R})
$$

$h$ is continuous and satisfies the following functional equation:

$$
\begin{equation*}
h(h(x))=(1 / \mu+1) h(x)-1 / \mu x \quad(x \in \mathbf{R}) \tag{29}
\end{equation*}
$$

Now, all the continuous solutions of (29) are given by Proposition 12

The solution: $h(x)=1 / \mu x+\delta \quad(x \varepsilon R)$ of (29) leads to a constant function g This is not possible since we have supposed that $g(0)=0$ and $g$ is not identically zero

$$
\begin{aligned}
& \text { So, we have necessarily } \quad \mu \neq 1 \quad \text { and } \\
& h(x)=\left\{\begin{array}{ll}
x / \mu+(1 & 1 / \mu) a \\
x & \text { for } x \leq a \\
x / \mu+(1-1 / \mu) b & \text { for } x<b \leq b
\end{array} \quad \text { with }-\infty \leq a<b \leq+\infty\right.
\end{aligned}
$$

We deduce :

$$
g(x)=\left\{\begin{array}{lll}
(1-1 / \mu) & a / x_{0} & \text { for } x \leq a \\
(1-1 / \mu) & x / x_{0} & \text { for } a \leq x \leq b \\
(1 \quad 1 / \mu) & b / x_{0} & \text { for } x \geq b
\end{array}\right.
$$

$g(0)=0$ implies : $\quad a \leq 0 \leq b$
Since $g$ is not constant, $g$ is not bounded above on $\mathbf{R}$ by Lemma 8. Therefore, we have : $b=+\infty$ if $(1-1 / \mu) / x_{0}$ is positive and $a=-\infty$ if $(1 / 1 / \mu) / x_{0}$ is negative

Let us suppose $(1-1 / \mu) / x_{0}>0$ and $D=+\infty \quad$ By taking $x=y>0$ in (27), we get :
$g(g(y) x+g(x) y) \quad g\left(2(1 \quad 1 / \mu) x^{2} / x_{0}\right)=2(1 \quad 1 / \mu)^{2} x^{2} / x_{0}^{2}$ $=\mu(1 \quad 1 / \mu)^{2} \quad x^{2} / x_{0}{ }^{2}$

This implies $\mu=2$ and we have the following expression for $g$ :

$$
g(x)=\left\{\begin{array}{ll}
a / 2 x_{0} & \text { for } x \leq a \\
x / 2 x_{0} & \text { for } x \geq a
\end{array} \quad \text { with }-\infty \leq a \leq 0 \text { and } x_{0}>0\right.
$$

Let us suppose $a>-\infty$ By taking $x<a$ and $y>x_{0}$ in (27), we obtain :

$$
\begin{aligned}
g(g(y) x+g(x) y) & =g\left(y x / 2 x_{0}+a y / 2 x_{0}\right) \quad g\left(y \cdot(a+x) / 2 x_{0}\right) \quad a / 2 x_{0} \\
& =a y / 2 x_{0}^{2}
\end{aligned}
$$

This implies $a=0$ and $g$ has the expression (iv) with $\alpha>0$.
If $a=-\infty, g$ has the expression (iii) with $\alpha>0$.
If $(1-1 / \mu) / x_{0}<0$ and $a=-\infty$, we obtain similarly
$\mu=2$ and either $b=0$ or $b=+\infty \quad$ This gives the expressions (iii) and (iv) for $g$ with $\alpha<0$.

It is easy to verify that the expressions (iii) and (iv) of g are solutions of (27)

This ends the proof of Proposition 14

So, when $f$ is a solution of (1) in $D B$, in the case $k \quad l$, we obtain first from the Propositions 13 and 14 all the possible expressions of $g(x) f(x)^{\prime} \quad(x \in \mathbf{R})$ and we deduce then all the possible expressions of $f$

### 2.4.3. Regular solutions of (1)

Using Theorem 11 and Propositions 13 and 14, we deduce first all the solutions of (1) in $D B$,

THEOREM 15 When $\lambda$ is a nonzero real number and $k$, $/$ are positive integers, all the solutions $f: \boldsymbol{R} \rightarrow \boldsymbol{R}$ in the class of functions $D B$, of the functional equation

$$
\begin{equation*}
f\left(f(y)^{k} x+f(x)^{\prime} y\right)=\lambda f(x) f(y) \quad(x, y \in \boldsymbol{R}) \tag{1}
\end{equation*}
$$

are given by .
a) if $k=1$ or if $k=1$ and $\lambda^{\prime}=2$ (i) $t=0 \quad$ (ii) $t=1 / \lambda$
b) if $k=1$ is an odd integer and $\lambda=2^{1 / 1}$
(i) $f=0 \quad$ (ii) $f=1 / \lambda \quad$ (iii) $f(x)=a x^{1 / 1} \quad(x \in R)$
(iv) $f(x)=\sup \left(\alpha x^{1 / 1}, 0\right) \quad(x \in R) \quad$ where $a$ is an arbitrary nonzero real number
c) if $k=1$ is an even integer and $\lambda=2^{1 / 1}$
(i) $f=0$, (ii) $f=1 / \lambda$, iii) $f(x)=\left(\operatorname{Sup}(a x, 01)^{1 / 1} \quad(x \in R)\right.$ where $a$ is an arbitrary nonzero real number.
d) if $k=1$ is an even integer and $\lambda=-2^{1 / 1}$
(i) $f=0$, (ii) $f=1 / \lambda$, (iii) $f(x)=-(\operatorname{Sup}(a x, 0))^{1 / 1} \quad(x \in R)$ where $a$ is an arbitrary nonzero real number

We obtain now all the continuous solutions $f: E \rightarrow \mathbf{R}$ of (1) when $E$ is a real Hausdorff topological vector space .

THEOREM 16 Let E be a real Hausdorff topological vector space. When $\lambda$ is a nonzero real number and $k, I$ are positive integers, all the continuous solutions $f: E \rightarrow \boldsymbol{R}$ of the functional equation

$$
\begin{equation*}
f\left(f(y)^{k} x+f(x)^{\prime} y\right)=\lambda f(x) f(y) \quad(x, y \in E) \tag{1}
\end{equation*}
$$

are given by

$$
\begin{array}{ll}
\text { a) if } k=1 \text { or if } k=1 \text { and } \lambda^{\prime}=2 \\
\text { (i) } t=0 & \text { (ii) } t=1 / \lambda
\end{array}
$$

b) if $k=1$ is an odd integer and $\lambda-2^{1 / 1}$
(i) $f=0$ (ii) $f=1 / \lambda \quad$ iii) $f(x)=\left(\left\langle x, x^{*} \geqslant\right)^{1 / \prime} \quad(x \in E)\right.$
(iv) $\left.f(x)=\operatorname{Sup}\left(\left(x, x^{*}\right)\right)^{1 / 1}, 0\right) \quad(x \in E) \quad$ where $x^{*}$ is a nonzero element of the topological dual $E^{*}$ of $E$
c) if $k=1$ is an even integer and $\lambda=2^{1 / 1}$
(i) $f=0$; (ii) $f=1 / \lambda$; (iii) $f(x)=\left(\operatorname{Sup}\left(\left\langle x, x^{*}\right\rangle, 0\right)\right)^{1 / 1}(x \in E)$ where $x^{*}$ is a nonzero element of $E^{*}$
d) if $k=1$ is an even integer and $\lambda=-2^{1 / 1}$
(i) $r=0$; (ii) $r=1 / \lambda$; (iii) $f(x)=-\left(\operatorname{Sup}\left(\left\langle x, x^{*}\right), 0\right)\right)^{1 / 1}(x \in E)$ where $x^{*}$ is a nonzero element of $E^{*}$

Proof of Theorem 16
Let $f: E->R$ be a continuous solution of (1). Then, $f(0)$ is either 0 or $1 / \lambda$. For every $x \neq 0$ in $E$, we consider the function $f_{x}: \mathbf{R} \rightarrow \mathbf{R}$ defined by: $f_{x}(t) \quad f(t x)$ (t $\varepsilon \mathbf{R}$ ) It is easy to see that $f_{x}$ is a continuous solution of (1)

By Theorem 15 , if $k \neq /$ or if $k /$ and $\lambda^{\prime} \neq 2, f_{x}$ is a constant function for every $x \neq 0$ in $E$ Therefore, we have $f_{x} \quad f_{x}(0)=f(0) \quad f_{x}(1) \quad f(x) \quad$ for every $x \neq 0$ in $E$ So, $f$ is identically equal either to 0 or to $1 / \lambda$

So, we consider now the case where $k /$ and $\lambda^{\prime}=2$

The function $g: E \rightarrow \mathbf{R}$ defined by: $g(x)=f(x)^{\prime} \quad(x \in E)$ is continuous and satisfies the following functional equation:

$$
\begin{equation*}
g(g(y) x+g(x) y) \quad 2 g(x) g(y) \quad(x, y \in E) \tag{3}
\end{equation*}
$$

Now, all the continuous solutions $\mathrm{g}: \mathrm{E}-\mathrm{P} \mathbf{R}$ of (34) are known ${ }^{3}$ and are given by

$$
g=0 ; g=1 / 2 ; g(x)=\left\langle x, x^{*}\right\rangle \quad(x \in E) ; g(x)=\operatorname{Sup}\left(\left\langle x, x^{*}\right\rangle, 0\right) \quad(x \in E)
$$

where $x^{*}$ is a nonzero element of the topological dual $E^{*}$ of $E$.
(Let us notice that this result is stated in the reference for a real Hausdorff locally convex topological vector space. But , K. Baron observed in a private communication that this result is also true for a general real Hausdorff topological vector space .)

We deduce then all the possible expressions of $f$ given in Theorem 16

## 3. SUBGROUPOIDS OF (RxE,*)

In our problem, we consider the groupoid (RxE,*) where E is a real Hausdorff topological vector space and the binary operation * is defined by

$$
\begin{equation*}
(a, x) *(b, y)=\left(\lambda a b, b^{k} x+a^{\prime} y\right) \quad \text { for }(a, x),(b, y) \in \text { R×E } \tag{L}
\end{equation*}
$$

When we look for the subgroupoids of (RxE,*) which depend faithfully and continuously on a topological space F of parameters, we have to find (Definition 1):
in the case (i), all the continuous functions $f: E-->R$ defined by: $f(\beta(u))=\alpha(u) \quad(U \varepsilon F)$ which satisfy the functional equation (1)
in the case (ii), all the continuous functions $f: \mathbf{R}$--> E defined by: $f(\alpha(u))=\beta(u) \quad(u \varepsilon F)$ which satisfy the functional equation (2)

The continuous solutions $f: E--\mathbf{R}$ of (1) are given by Theorem 16

For the functional equation (2), we have the following result :

PROPOSITION 17 All the solutions $f: \boldsymbol{R} \rightarrow E$ of the functional equation

$$
\begin{equation*}
r(\lambda x y)=y^{k} f(x)+x^{\prime} f(y) \quad(x, y \in R) \tag{2}
\end{equation*}
$$

are given by :

$$
\begin{aligned}
& \text { a) } f=0 \\
& \text { b) if } k=1 \text { and } \lambda^{k}=\lambda^{\prime} \quad 1 \\
& f(x)=\left(x^{\prime} \quad x^{k}\right) v \quad(x \in R), \text { where } v \text { is } \\
& \text { an arbitrary nonzero element of } E
\end{aligned} \begin{aligned}
& \text { if } k=1 \text { and } \lambda^{\prime}=1 \\
& \text { (i) if } 1=0, \quad f(x)=h(\lambda x) \quad(x \in R) \\
& \text { where } h \text { is a homomorphism from }(R, .) \text { into }(E,+) \text {. } \\
& \text { (ii) if } 1>0, \quad f(x)=\left\{\begin{array}{cl}
x^{\prime} h(x) & \text { if } x=0 \\
0 & \text { if } x=0
\end{array}\right.
\end{aligned}
$$

where $h$ is a homomorphism from $(\boldsymbol{R}-(0),$.$) into (E,+)$.

$$
\begin{aligned}
& \text { d) if } k=1>0 \text { and } \lambda^{\prime}=2 \\
& f(x)=x^{\prime} v \quad(x \in R) \text {, where } v \text { is an } \\
& \text { arbitrary nonzero element of } E
\end{aligned}
$$

Proof of Proposition 17
Let $f: \mathbf{R} \rightarrow \mathbf{E}$ be a non identically zero solution of (2) By inverting $x$ and $y$ in (2), we get

$$
\begin{equation*}
f(\lambda x y)=x^{k} f(y)+y^{\prime} f(x) \quad(x, y \in \mathbf{R}) \tag{2bis}
\end{equation*}
$$

(2) and (2 bis) imply :

$$
\left(x^{\prime} x^{k}\right) f(y) \quad\left(y^{\prime} y^{k}\right) f(x) \quad(x, y \in \mathbf{R})
$$

$$
\begin{aligned}
& \quad \text { If } k \neq / \text {, there exists a nonzero real number } y_{0} \text { such that } \\
& y_{0}^{\prime}=y_{0}^{k} \quad \text { We deduce : }
\end{aligned}
$$

$f(x)\left(x^{\prime} x^{k}\right) v \quad(x \in \mathbf{R})$, where $v$ is a nonzero element of $E$ it is easy to check that this function is a solution of (2) if, and only if, $\lambda^{k}=\lambda^{\prime}=1$

Let us suppose now $k$ / if $\lambda$, it is easy to see that $f$ is identically zero, which is not the case Therefore, $\lambda$ is a nonzero real number By taking $x=y=1 / \lambda$ in (2), we get : $f(1 / \lambda)\left(12 / \lambda^{\prime}\right)=0$, which implies either $f(1 / \lambda)=0$ or $\lambda^{\prime}=2$.

Let us suppose that $f(1 / \lambda)=0$ By taking $y=1 / \lambda$ in (2), we obtain: $f(x)\left(11 / \lambda^{\prime}\right) 0$ for every $x$ in $\mathbf{R}$ Since $f$ is not identically zero, this implies: $\lambda^{\prime} 1$

If $\quad l=0$, (2) becomes
$f(\lambda x y)=f(x)+f(y) \quad(x, y \in \mathbf{R}) \quad$ where $\lambda$ is an
arbitrary nonzero given real number
Let us define : $h(x) \quad f(x / \lambda) \quad(x \in R)$
Then , by (2), his a homomorphism from ( $\mathbf{R},$. ) into ( $\mathrm{E},+$ ). This gives the solution c) (i) of (2)

$$
\left.\begin{array}{c}
\text { Let us suppose now } \quad 1>0 \text {. We define: } \\
\qquad\left(x \in R(x)=f(x) / x^{\prime}\right. \tag{35}
\end{array}(0)\right) .
$$

$f$ is a solution of (2) if, and only if , $h$ satisfies the following functional equation :

$$
\begin{equation*}
h(\lambda x y)=h(x)+h(y) \quad(x, y \in \mathbf{R}-(0)) \quad \text { with } \lambda^{\prime} \quad 1 \tag{36}
\end{equation*}
$$

By taking $y=1$ in (36), we obtain:

$$
\begin{equation*}
h(\lambda x)=h(x)+h(1) \quad(x \in R-[0]) \tag{37}
\end{equation*}
$$

Since $\lambda^{2}=1$, we get with $x=\lambda$ in (37):
$h(1) \quad h(\lambda)+h(1) \quad$ which implies: $h(\lambda)=0$
Also, by taking $x=1$ in (37), we obtain:
$h(\lambda)=0=2 h(1) \quad$ which implies : $h(1)=0$
Therefore, (37) becomes : $h(\lambda x)=h(x) \quad(x \in \mathbf{R}-(0))$, and we deduce from (36) that $h$ is a homomorphism from ( $\mathbf{R}\{0\},$. ) into ( $E,+$ ) This gives the solution c) (ii) of (2)

Finally, let us suppose $\lambda^{\prime} 2$. Then, / must be a positive integer, $f$ is a solution of (2) in this case if, and only if , the function $h$ defined by (35) on $\mathbf{R}-(0)$ satisfies the following functional equation:

$$
\begin{equation*}
h(\lambda x y)=1 / 2(h(x)+h(y)) \quad(x, y \in \mathbf{R}-(0)) \tag{38}
\end{equation*}
$$

Taking $y=1 / \lambda$ in (38), we see that $h$ is a constant function Therefore, we obtain: $f(x)=x^{\prime} v \quad(x \in \mathbf{R})$, where $v$ is a nonzero element of $E$.

In the sequel, we shall denote by $\mathbf{R}^{*}$ the set of all nonzero real numbers

From Theorem 16 and Proposition 17 and by using the expression of the continuous homomorphisms from ( $\mathbf{R}^{*},$. ) into $(E,+)^{\prime}$, we deduce easily the following results:

COROLLARY 18 Let $\lambda$ be a nonzero real number
We consider the groupoid ( $\boldsymbol{R}^{*} \times E, *$ ) where the binary law * is defined by (L) with $k=1=0$. All the subgroupoids of ( $\left.R^{*} \times E, *\right)$ which depend faithrully and continuously on a set or parameters, are.
the sets $G_{x^{*}}=\left(\left(1 / \lambda e^{\left(\beta, x^{*}\right)}, \beta\right) ; \beta \varepsilon E\right)$ where $x^{*}$ is an element of the topological dual of $E$ and the sets $G_{v}=\left((\alpha, \log (/ \lambda \alpha /), v) ; a \varepsilon R^{*}\right)$ where $v$ is an element of $E$

COROLLARY 19 Let $k$ be a nonnegative integer, let l be a positive integer and let $\lambda$ be a nonzero real number such that $\lambda^{\prime}$ is different from 1 and 2 We consider the groupoid ( $\boldsymbol{R}^{*} \times E,{ }^{*}$ ) where the binary law * is defined by (L). All the subgroupoids of ( $\boldsymbol{R}^{*} \times E, *$ ) which depend faithfully and continuously on a set of parameters , are :
the set $((1 / \lambda, \beta) ; \beta \varepsilon E)$
and the set $\left((\alpha, 0) ; a \in \boldsymbol{R}^{*}\right)$

COROLLARY 20 Let $k$ be a nonnegative integer, let l be a positive integer and let $\lambda$ be a nonzero real number such that $\lambda^{\prime}=1$

We consider the groupoid $\left(\boldsymbol{R}^{*} \times E, *\right)$ where the binary law * is defined by (L). All the subgroupoids of ( $\boldsymbol{R}^{*} \times E, *$ ) which depend faithrully and continuously on a set of parameters, are.
the set $((1 / \lambda, \beta), \beta \in E)$
and, if $k=1$ and $\lambda^{k}=1$,
the sets $\sigma_{v}-\left(\left(\alpha,\left(a^{\prime} \alpha^{k}\right) v\right) ; \alpha \in R^{*}\right)$
where $v$ is an element of $E$ if $k=1$,
the sets $G_{v}=\left(\left(a, a^{\prime} \log (|a|), v\right), \alpha \in R^{*}\right)$ where $v$ is an element of $E$

COROLLARY 21 Let $k$ be a nonnegative integer, let I be a positive integer and let $\lambda$ be a nonzero real number such that $\lambda^{\prime}=2$.

We consider the groupoid $\left(\boldsymbol{R}^{*} \times E, *\right)$ where the binary ${ }^{\text {law }}$ * is defined by (L) All the subgroupoids of ( $\left.\boldsymbol{R}^{*} \times E, *\right)$ which depend faithfully and continuously on a set of parameters, are:
the $\operatorname{set}((1 / \lambda, \beta) ; \beta \varepsilon E)$
the set $\left((\alpha, 0) ; \alpha \in \boldsymbol{R}^{*}\right)$
and, if $k=1$, the sets $G_{v}=\left(\left(\alpha, \alpha^{\prime} v\right), \alpha \in R^{*}\right)$ where $v$ is an element of $E$
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#### Abstract

The paper presents an application of functional equations to the discrete solution of ordinary differential equations. First, we deal with linear differential equations with constant coefficients, and from one special functional equation we design an algorithm to obtain the exact values of the solution at equally spaced points. Then, a method to obtain approximate and exact solutions and an equivalent functional equation of a linear differential equation is given.


## 1. Introduction

In this paper, two systems of differential and functional equations are said to be equivalent if they share the same set of solutions. The existence of equivalent systems of differential and functional equations, in the above sense, allows us not only to use differential equations for solving functional equations but also functional equations for solving differential equations. In the next two sections, we shall show how a functional equation, that it is equivalent to the whole family of linear differential equations with constant coefficients, can be used to obtain discrete exact solutions of a differential equation problem. In the last section, we shall explain how a sequence of approximate equations to a linear differential equation, in the sense of having approximate solutions on a grid, can be found.

To clarify the abovementioned, as well as the relations between functional and differential equations and their exact and approximate solutions, we include figure 1.


Figure 1: Illustration of the relation between differential equations, functional equations and their associated numerical methods.

The functional equation

$$
\begin{align*}
& h(x \Delta y)=\sum_{k=1}^{n} f_{k}(x) g_{k}(y)=\mathbf{g}^{T}(y) * \mathbf{f}(x) \\
& \mathbf{f}(x)=\left(\begin{array}{c}
f_{1}(x) \\
f_{2}(x) \\
\ldots \\
f_{n}(x)
\end{array}\right) ; \mathbf{g}(y)=\left(\begin{array}{c}
g_{1}(y) \\
g_{2}(y) \\
\ldots \\
g_{n}(y)
\end{array}\right) \tag{1}
\end{align*}
$$

where $\Delta$ is any commutative internal law of composition defined on $\mathbf{R}$ and $h, f_{k}$ and $g_{k}(k=1,2, \ldots, n)$ are unknown real functions of real variable such that the set of functions $\left\{f_{1}(x), f_{2}(x), \ldots, f_{n}(x)\right\}$, on the one hand, and the set of functions $\left\{g_{1}(y), g_{2}(y), \ldots, g_{n}(y)\right\}$, on the other, are linearly independent has been used by many researches as Stephanos ([6], [7]), Levi-Civita ([4]), Stäkel([5]), Aczél ([1]), etc. We show, without loss of generality, that Eq. 1 can be considerably simplified and we give several equivalent functional equations. Then we demonstrate that when $\Delta="+"$ it can be solved by its reduction to an homogeneous differential equation of order $n$ with constant coefficients (see Aczél [1], pp. 197-199). Conversely, every solution $h(x)$ of an homogeneous differential equation of order $n$ with constant coefficients satisfies Eq. 1. Finally, we show how functional equations can be used to identify the differential equation associated with a practical problem and to obtain exact discrete solutions. We also give an algorithm to obtain discrete exact solutions when the value of function $h(x)$ is known at $2 n$ points and some method for identifying the coefficients of the associated differential equation.

## 2. Simplifications

The following theorem demonstrates that Eq. 1 can be simplified if we take into account the commutative property of $\Delta$.

THEOREM 1 (Symmetry).- Functional Eq. 1 can be written as

$$
\begin{equation*}
h(x \Delta y)=\sum_{i, j=1}^{n} a_{\imath j} f_{i}(x) f_{j}(y)=\mathbf{f}^{T}(x) \mathbf{A f}(y) ; a_{i j}=a_{j i} \forall i, j \tag{2}
\end{equation*}
$$

where $\mathbf{A}$ is the symmetric matrix of coefficients $a_{i j}(i, j=1,2, \ldots, n)$.
Proof: Because of the commutativity of $\Delta$, we have

$$
\begin{align*}
& h(x \Delta y)=\sum_{i=1}^{n} f_{i}(x) g_{i}(y)=\sum_{i=1}^{n} f_{i}(y) g_{i}(x) \Rightarrow  \tag{3}\\
& \quad \Rightarrow \sum_{i=1}^{n}\left[f_{i}(x) g_{i}(y)-f_{i}(y) g_{i}(x)\right]=0
\end{align*}
$$

which is an equation of the form

$$
\begin{equation*}
\sum_{i=1}^{m} p_{i}(x) q_{i}(y)=0 \tag{4}
\end{equation*}
$$

Thus, according to a result of Aczél [1] (see Castillo and Ruiz-Cobo [2]):

$$
\begin{equation*}
\binom{\mathbf{f}(x)}{\mathbf{g}(x)}=\binom{\mathbf{I}}{\mathbf{A}} \mathbf{f}(x) ;\binom{\mathbf{g}(y)}{-\mathbf{f}(y)}=\binom{\mathbf{B}}{-\mathbf{I}} \mathbf{f}(y) \tag{5}
\end{equation*}
$$

where $\mathbf{A}$ and $\mathbf{B}$ are constant matrices such that

$$
\left(\begin{array}{ll}
\mathbf{I} & \mathbf{A}^{T} \tag{6}
\end{array}\right)\binom{\mathbf{B}}{-\mathbf{I}}=0 \Rightarrow \mathbf{B}=\mathbf{A}^{T}
$$

From Eq. 5 and Eq. 6, we get

$$
\begin{equation*}
\mathbf{g}(x)=\mathbf{A f}(x)=\mathbf{B} \mathbf{f}(x)=\mathbf{A}^{T} \mathbf{f}(x) \Rightarrow \mathbf{A}=\mathbf{A}^{T} \tag{7}
\end{equation*}
$$

Finally, substitution of Eq. 7 into Eq. 1 leads to Eq. 2.
We shall now study the uniqueness of representation of Eq. 2, i.e. we try to answer the following question: given $h(x)$, is there a unique set of functions $\left\{f_{1}(x), f_{2}(x), \ldots, f_{n}(x)\right\}$ and a unique matrix $\mathbf{A}$, such that Eq. 2 is true?, and if the answer to this question is negative, what is the relation between different solution sets of functions and matrices? The answer to the above questions is given by the following theorem.

THEOREM 2 . If there are two sets of linearly independent functions $\left\{f_{1}(x), f_{2}(x), \ldots, f_{n}(x)\right\}$ and $\left\{f_{1}^{*}(x), f_{2}^{*}(x), \ldots, f_{n}^{*}(x)\right\}$ and two symmetric matrices $\mathbf{A}$ and $\mathbf{A}^{*}$ such that

$$
\begin{equation*}
h(x \Delta y)=\sum_{i, j=1}^{n} a_{i j} f_{i}(x) f_{j}(y)=\sum_{i, y=1}^{n} a_{i j}^{*} f_{i}^{*}(x) f_{j}^{*}(y) \tag{8}
\end{equation*}
$$

then there exists a regular constant matrix $\mathbf{B}$ of order $n$ such that

$$
\begin{equation*}
\mathbf{f}^{*}(x)=\mathbf{B f}(x) ; \mathbf{A}=\mathbf{B}^{T} \mathbf{A}^{*} \mathbf{B} \tag{9}
\end{equation*}
$$

where $\mathbf{A}$ and $\mathbf{A}^{*}$ are the matrices of coefficients $a_{i j}$ and $a_{i j}^{*}$, respectively.
Proof: In effect, equation

$$
\begin{equation*}
\sum_{i, j=1}^{n} a_{i j} f_{i}(x) f_{j}(y)=\sum_{i, j=1}^{n} a_{i j}^{*} f_{i}^{*}(x) f_{j}^{*}(y) \tag{10}
\end{equation*}
$$

can be written as

$$
\begin{equation*}
\sum_{i=1}^{n}\left[f_{i}(x) \sum_{j=1}^{n} a_{i j} f_{j}(y)\right]-\sum_{i=1}^{n}\left[f_{i}^{*}(x) \sum_{j=1}^{n} a_{i j}^{*} f_{j}^{*}(y)\right]=0 \tag{11}
\end{equation*}
$$

which is of the form Eq. 4. Thus, we have (see Aczél [1])

$$
\begin{equation*}
\binom{\mathbf{f}(x)}{-\mathbf{f}^{*}(x)}=\binom{\mathbf{I}}{-\mathbf{B}} \mathbf{f}(x) ;\binom{\mathbf{A f}(y)}{\mathbf{A}^{*} \mathbf{f}^{*}(y)}=\binom{\mathbf{A}}{\mathbf{C}} \mathbf{f}(y) \tag{12}
\end{equation*}
$$

where $\mathbf{B}$ and $\mathbf{C}$ are non-singular constant matrices satisfying the equation

$$
\left(\begin{array}{ll}
\mathbf{I} & -B^{T} \tag{13}
\end{array}\right)\binom{\mathbf{A}}{\mathbf{C}}=\mathbf{0} \quad \Rightarrow \quad \mathbf{A}-\mathbf{B}^{T} \mathbf{C}=\mathbf{0}
$$

From Eq. 12 and Eq. 13, we get

$$
\begin{equation*}
\mathbf{A}^{*} \mathbf{B f}(x)=\mathbf{A}^{*} \mathbf{f}^{*}(x)=\mathbf{C} \mathbf{f}(x)=\mathbf{B}^{T-1} \mathbf{A f}(x) \Rightarrow \mathbf{A}=\mathbf{B}^{T} \mathbf{A}^{*} \mathbf{B} \tag{14}
\end{equation*}
$$

COROLLARY 1 .- Functional Eq. 1 can be written as

$$
h(x \Delta y)=\sum_{i=1}^{p} f_{i}(x) f_{i}(y)-\sum_{i=p+1}^{n} f_{i}(x) f_{i}(y)=\mathbf{f}^{T}(x)\left(\begin{array}{cc}
\mathbf{I}_{p} & \mathbf{0}  \tag{15}\\
\mathbf{0} & -\mathbf{I}_{q}
\end{array}\right) \mathbf{f}(y)
$$

where $p+q=n$.

Proof: Expression on the right of Eq. 14 shows that matrices $\mathbf{A}$ and $\mathbf{A}^{*}$ are congruent, but we know that any non-singular symmetric matrix $\mathbf{A}^{*}$ of rank $n$ can be transformed by congruence to a matrix of the form

$$
\mathbf{D}=\left(\begin{array}{cc}
\mathbf{I}_{p} & \mathbf{0}  \tag{16}\\
\mathbf{0} & -\mathbf{I}_{q}
\end{array}\right) \quad ; \quad p+q=n
$$

and then Eq. 15 holds.
In the following we assume $\Delta="+"$ and we demonstrate that equation

$$
\begin{equation*}
h(x+y)=\mathbf{f}^{T}(y) \mathbf{D} \mathbf{f}(x) \tag{17}
\end{equation*}
$$

is equivalent to an homogeneous differential equation.
Taking separated derivatives with respect to $x$ and $y$ in Eq. 17 and equaling we get

$$
\begin{equation*}
h^{\prime}(x+y)=\mathbf{f}^{T}(y) \mathbf{D} \mathbf{f}^{\prime}(x)=\mathbf{f}^{\prime T}(y) \mathbf{D} \mathbf{f}(x) \tag{18}
\end{equation*}
$$

Due to the fact that the set of functions $\left\{f_{1}(y), f_{2}(y), \ldots, f_{n}(y)\right\}$ is linearly independent, there exist constants $y_{m}(m=1,2, \ldots, n)$ such that det $f_{k}\left(y_{m}\right) \neq 0$. Consequently, it can be written

$$
\begin{equation*}
h^{\prime}\left(x+y_{m}\right)=\mathbf{f}^{T}\left(y_{m}\right) \mathbf{D} \mathbf{f}^{\prime}(x)=\mathbf{f}^{\prime T}\left(y_{m}\right) \mathbf{D} \mathbf{f}(x) ; \quad m=1,2, \ldots, n \tag{19}
\end{equation*}
$$

which in matrix form becomes

$$
\begin{equation*}
\mathbf{f}^{\prime}(x)=\mathbf{G}^{-1} \mathbf{G}^{\prime} \mathbf{f}(x)=\mathbf{F} \mathbf{f}(x) \quad ; \quad \mathbf{F}=\mathbf{G}^{-1} \mathbf{G}^{\prime} \tag{20}
\end{equation*}
$$

where $\mathbf{G}$ and $\mathbf{G}^{\prime}$ are matrices with elements depending on $\mathbf{D}$ and $f_{m}\left(y_{k}\right)$ and $f_{m}^{\prime}\left(y_{k}\right)$, respectively.

Making now $y=0$ in Eq. 17 we get

$$
\begin{equation*}
h(x)=\mathbf{f}^{T}(0) \mathbf{D} \mathbf{f}(x)=\mathbf{C} \mathbf{f}(x) \quad ; \quad \mathbf{C}=\mathbf{f}^{T}(0) \mathbf{D} \tag{21}
\end{equation*}
$$

and taking derivatives and using Eq. 20 we get

$$
\begin{align*}
& h^{\prime}(x)=\operatorname{Cf}^{\prime}(x)=\operatorname{CFf}(x) \\
& h^{\prime \prime}(x)=\operatorname{CFf}^{\prime}(x)=\operatorname{CFFf}(x)=\operatorname{CF}^{2} \mathbf{f}(x)  \tag{22}\\
& \cdots \cdots \cdots \cdots \cdots \cdots \\
& h^{(n)}(x)=\operatorname{CF}^{n} \mathbf{f}(x)
\end{align*}
$$

which, in matrix form, becomes

$$
\mathbf{H}(x)=\left(\begin{array}{c}
h^{\prime}(x)  \tag{23}\\
h^{\prime \prime}(x) \\
\ldots \\
h^{(n)}(x)
\end{array}\right)=\left(\begin{array}{c}
\mathbf{C F} \\
\mathbf{C F}^{2} \\
\ldots \\
\mathbf{C F}^{n}
\end{array}\right) \mathbf{f}(x)=\mathbf{U f}(x)
$$

Finally, from Eqs. 21 and 23, taking into account that the above functions are linearly independent, we have

$$
\mathbf{d}\left(\begin{array}{c}
h(x)  \tag{24}\\
h^{\prime}(x) \\
h^{\prime \prime}(x) \\
\cdots \\
h^{(n)}(x)
\end{array}\right)=0
$$

where $\mathbf{d}$ is a constant nonzero vector. Thus Eq. 24 is a homogeneous differential equation of order $n$ with constant coefficients.

We now show that every solution $h(x)$ of an homogeneous differential equation of order $n$ with constant coefficients satisfies Eq. 17. In effect, every solution is of the form

$$
\begin{equation*}
h(x)=\sum_{k=1}^{m} P_{k}(x) \exp \left\{w_{k} x\right\} \tag{25}
\end{equation*}
$$

where $w_{k},(k=1,2, \ldots, m)$ are complex constants (the roots of the characteristic equation) and $P_{k}(x)$ are polynomials of degree $\left(n_{k}-1\right)$ where $\sum_{k=1}^{m} n_{k}=n$.

From Eq. 25, we get

$$
\begin{align*}
& h(x+y)=\sum_{k=1}^{m} P_{k}(x+y) \exp \left\{w_{k}(x+y)\right\}=  \tag{26}\\
& =\sum_{k=1}^{n} \lambda_{k} x^{\alpha_{k}} y^{\beta_{k}} \exp \left\{w_{k} x\right\} \exp \left\{w_{k} y\right\}=\sum_{k=1}^{n} f_{k}(x) g_{k}(y)
\end{align*}
$$

Thus, Eq. 17 gives a representation of every solution $h(x)$ of an homogeneous differential equation of order $n$ with constant coefficients.

## 3. Exact Discrete and Numerical Solutions

In the following we call $h_{n}=h(n \Delta x)$ and we consider that functions $h(x)$ and $f_{i}(x)(i=1,2, \ldots, n)$ are defined on a discrete subset of $\mathbf{R}\{n \Delta x, n \in Z\}$. In order to have a unique solution for Eq. 15 we also assume that $h_{0}, \ldots, h_{2 n-1}$ are known. Note that we give $2 n$ values because Eq. 15 is equivalent not to a single differential equation but to the familly of all differential equations and the constant coefficients should be determined by data.

From Eq. 15, we have

$$
h_{m+n}=\mathbf{f}^{T}(n \Delta x)\left(\begin{array}{cc}
\mathbf{I}_{p} & \mathbf{0}  \tag{27}\\
\mathbf{0} & -\mathbf{I}_{q}
\end{array}\right) \mathbf{f}(m \Delta x)
$$

where $y=m \Delta x$ and $x=n \Delta x$ and

$$
\left(\begin{array}{c}
h_{m}  \tag{28}\\
h_{m+1} \\
\ldots \\
h_{m+n-1}
\end{array}\right)=\mathbf{F}(n \Delta x)\left(\begin{array}{cc}
\mathbf{I}_{p} & \mathbf{0} \\
\mathbf{0} & -\mathbf{I}_{q}
\end{array}\right) \mathbf{f}(m \Delta x)
$$

where

$$
\mathbf{F}(n \Delta x)=\left(\begin{array}{cccc}
f_{1}(0) & f_{2}(0) & \ldots & f_{n}(0)  \tag{29}\\
f_{1}(\Delta x) & f_{2}(\Delta x) & \ldots & f_{n}(\Delta x) \\
\ldots & \ldots & \ldots & \ldots \\
f_{1}[(n-1) \Delta x] & f_{2}[(n-1) \Delta x] & \ldots & f_{n}[(n-1) \Delta x]
\end{array}\right)
$$

Due to the non-singularity of $\mathbf{F}$, from Eq. 27 and Eq. 28, we can write

$$
h_{m+n}=\mathbf{K}(n \Delta x)\left(\begin{array}{c}
h_{m}  \tag{30}\\
h_{m+1} \\
\cdots \\
h_{m+n-1}
\end{array}\right) ; \mathbf{K}(n \Delta x)=\mathbf{f}^{T}(n \Delta x) \mathbf{F}^{-1}(n \Delta x)
$$

and taking into account Eq. 28 for $m=n$, and Eq. 30 we have

$$
\mathbf{K}(n \Delta x)=\left(\begin{array}{llll}
h_{n} & h_{n+1} & \ldots & h_{2 n-1}
\end{array}\right)\left(\mathbf{F}(n \Delta x)\left(\begin{array}{cc}
\mathbf{I}_{p} & \mathbf{0}  \tag{31}\\
\mathbf{0} & -\mathbf{I}_{q}
\end{array}\right) \mathbf{F}^{T}(n \Delta x)\right)^{-1}
$$

but making $m=0,1,2, \ldots, n-1$ in Eq. 28, we get

$$
\mathbf{F}(n \Delta x)\left(\begin{array}{cc}
\mathbf{I}_{p} & \mathbf{0}  \tag{32}\\
\mathbf{0} & -\mathbf{I}_{q}
\end{array}\right) \mathbf{F}^{T}(n \Delta x)=\left(\begin{array}{cccc}
h_{0} & h_{1} & \ldots & h_{n-1} \\
h_{1} & h_{2} & \ldots & h_{n} \\
\ldots & \ldots & \ldots & \ldots \\
h_{n-1} & h_{n} & \ldots & h_{2 n-2}
\end{array}\right)
$$

and then

$$
\begin{align*}
& h_{m+n}= \\
& =\left(h_{n} h_{n+1} \ldots h_{2 n-1}\right)\left(\begin{array}{cccc}
h_{0} & h_{1} & \ldots & h_{n-1} \\
h_{1} & h_{2} & \ldots & h_{n} \\
\ldots & \ldots & \ldots & \ldots \\
h_{n-1} & h_{n} & \ldots & h_{2 n-2}
\end{array}\right)^{-1}\left(\begin{array}{c}
h_{m} \\
h_{m+1} \\
\ldots \\
h_{m+n-1}
\end{array}\right) \tag{33}
\end{align*}
$$

for $m \geq n$, which is a difference equation of order $n$.
Hence, exact discrete solutions of Eq. 17 can be obtained by difference Eq. 33. Consequently, given an homogeneous differential equation of order $n$, there exists a difference equation of the same order such that their solution coincide at the common
points. It is remarkable that we can obtain the unknown differential equation governing a problem if we know experimental values on a large enough set of equally spaced points. Note that the difference Eq. 33 depends on $\Delta x$ and the coefficients of the differential equation.

Eq. 33 can be written as

$$
\begin{align*}
& h(x+n y)=\{h(n y) h[(n+1) y] \ldots h[(2 n-1) y]\} \bullet \\
& \bullet\left(\begin{array}{cccc}
h(0) & h(y) & \ldots & h[(n-1) y] \\
h(y) & h(2 y) & \ldots & h(n y) \\
\cdots & \ldots & \ldots & \ldots \\
h[(n-1) y] & h(n y) & \ldots & h[(2 n-2) y]
\end{array}\right)^{-1}\left(\begin{array}{c}
h(x) \\
h(x+y) \\
\ldots \\
h[x+(n-1) y]
\end{array}\right) \tag{34}
\end{align*}
$$

which is a functional equation equivalent to Eq. 1 with $\Delta="+"$.
For a differential and a difference equations to have the same solution at common points, their characteristic equations must be of the form

$$
\begin{equation*}
\prod_{i=1}^{n}\left(x-\alpha_{i}\right)=0 \quad \text { and } \quad \prod_{i=1}^{n}\left[x-\exp \left(\alpha_{i} \Delta x\right)\right]=0 \tag{35}
\end{equation*}
$$

respectively. Thus, once one of both equations is known, the other can be immediately obtained from Eq. 35.
EXAMPLE 1 (Castillo, Ruiz-Dávila and Ruiz-Cobo [3]).- Let us consider the differential equation of a string on an elastic foundation with no load on it:

$$
\begin{equation*}
h^{\prime \prime}(x)-\frac{K}{T} h(x)=0 \tag{36}
\end{equation*}
$$

where $h(x)$ is the vertical displacement of the string at the point $x, K$ is the Winkler constant and $T$ is the horizontal tension in the string. In order to simplify we assume that $K / T=1$.

The exact solution for the case $h(0)=0 ; h(1)=1$ is

$$
\begin{equation*}
h(x)=\frac{\exp (x)-\exp (-x)}{\exp (1)-\exp (-1)} \tag{37}
\end{equation*}
$$

An approximation to Eq. 36, by means of the finite difference method is

$$
\begin{equation*}
h_{n+1}-\left[2+(\Delta x)^{2}\right] h_{n}+h_{n-1}=0 ; h_{n}=h(n \Delta x) \tag{38}
\end{equation*}
$$

which has as characteristic equation and roots

$$
\begin{align*}
& r^{2}-\left(2+\Delta^{2} x\right) r+1=0 \\
& r_{1}=\frac{\left.2+\Delta^{2} x+\Delta x \sqrt{4+\Delta^{2} x}\right)}{2} ; r_{2}=\frac{\left.2+\Delta^{2} x-\Delta x \sqrt{4+\Delta^{2} x}\right)}{2} \tag{39}
\end{align*}
$$

Thus, its general differentiable solution is

$$
\begin{equation*}
h_{n}=C_{1}\left(\frac{2+\Delta^{2} x+\Delta x \sqrt{4+\Delta^{2} x}}{2}\right)^{n}+C_{2}\left(\frac{\left.2+\Delta^{2} x-\Delta x \sqrt{4+\Delta^{2} x}\right)}{2}\right)^{n} \tag{40}
\end{equation*}
$$

which for $h(0)=0 ; h(1)=1$ becomes

$$
\begin{align*}
& h_{n}=\frac{1}{\Delta x \sqrt{4+\Delta^{2} x}}\left(\frac{\left.2+\Delta^{2} x+\Delta x \sqrt{4+\Delta^{2} x}\right)}{2}\right)^{n}-  \tag{41}\\
&-\frac{1}{\Delta x \sqrt{4+\Delta^{2} x}}\left(\frac{\left.2+\Delta^{2} x-\Delta x \sqrt{4+\Delta^{2} x}\right)}{2}\right)
\end{align*}
$$

Assume now that we do not know what the differential equation governing the problem of a string on an elastic foundation with no load on it is, but we run an experiment and we measure the displacements at equally spaced points, say $h_{0}, h_{1}, h_{2}, \ldots, h_{p}$. The recurrence formula Eq. 33 with $n=1,2,3, \ldots$ allows us to obtain the value of the first integer $n$ compatible with the $h_{0}, h_{1}, h_{2}, \ldots, h_{p}$ values and the coefficients of the difference Eq. 33. Then, from Eq. 35, the differential equation governing our problem can be easily obtained.

As one example, let us assume that we know the exact values

$$
\begin{equation*}
h_{i}=\frac{e^{i \Delta x}-e^{-i \Delta x}}{e-e^{-1}} ; i=0,1, \ldots, 5 \tag{42}
\end{equation*}
$$

Then, Eq. 33 for $n=1$ is not satisfied for $h_{2}$, but the same equation for $n=2$ becomes

$$
\begin{equation*}
h_{m+2}=\left(e^{\Delta x}+e^{-\Delta x}\right) h_{m+1}-h_{m} \tag{43}
\end{equation*}
$$

which is satisfied for $h_{4}$ and $h_{5}$ and then we can conclude that $n=2$ and that Eq. 43 is the difference equation leading to exact values for all the discrete points.

The characteristic roots of Eq. 43 are $e^{\Delta x}$ and $e^{-\Delta x}$ and, according to Eq. 35, the characteristic roots of the associated differential equation are +1 and -1 . Thus, Eq. 36 with $k / T=1$ is implied.

Note that Eq. 43 shows that Eq. 37 is one solution of the functional equation

$$
\begin{equation*}
h(x+2 y)=\left(e^{y}+e^{-y}\right) h(x+y)-h(x) \tag{44}
\end{equation*}
$$

Table 1 shows different exact and approximate solutions obtained by Eq. 37, Eq. 38 and Eq. 43 for $\Delta x=0.4$.

| $x$ | Exact solution <br> Eq. 37 | Exact solution of <br> difference Eq. 43 | Approximate solution <br> of difference Eq. 38 |
| :---: | :---: | :---: | :---: |
| 0.0 | 0.00000 | 0.00000 | 0.00000 |
| 0.4 | 0.34952 | 0.34952 | 0.34952 |
| 0.8 | 0.75571 | 0.75571 | 0.75496 |
| 1.2 | 1.28443 | 1.28443 | 1.28119 |
| 1.6 | 2.02141 | 2.02141 | 2.01241 |
| 2.0 | 3.08616 | 3.08616 | 3.06562 |
| 2.4 | 4.65131 | 4.65131 | 4.60933 |
| 2.8 | 6.97065 | 6.97065 | 6.89052 |

Table 1: Three different solutions of the example equation
The coincidence of the solutions of the differential and the difference equations at the common points is not casual. In fact, if we assume an infinitely differentiable solution of the functional equation

$$
\begin{equation*}
\sum_{i=0}^{n} a_{z} y^{(n-i)}(x)=0 \tag{45}
\end{equation*}
$$

using the Taylor expansion, we can write

$$
\begin{equation*}
y\left(x+\Delta_{j}\right) \approx \sum_{k=0}^{m} \frac{\Delta_{\jmath}^{k} y^{(k)}(x)}{k} ; j=1, \ldots, n \tag{46}
\end{equation*}
$$

and by derivation of Eq. $45(m-n)$ times, we get

$$
\begin{equation*}
\sum_{i=0}^{n} a_{i} y^{(n-i+s)}(x)=0 ; s=0,1, \ldots, m-n \tag{47}
\end{equation*}
$$

The system (46)-(47), independently of the value of $m$, allows us to eliminate all $m$ derivatives of $y$ and to obtain a difference equation of order $n$. When $m$ tends to infinity we get the coincidence of solutions. Note that the order of the difference equation remains constant when $m$ increases.

On the other hand, it is well known that the general solution of the differential Eq. 45 can be written as

$$
\begin{equation*}
y(x)=\sum_{k=1}^{m} P_{k}(x) \exp \left\{w_{k} x\right\} \tag{48}
\end{equation*}
$$

and the general solution of a difference equation as

$$
\begin{equation*}
y(x)=\sum_{k=1}^{m} P_{k}(x) w_{k}^{x} \tag{49}
\end{equation*}
$$

where $w_{k}(k=1,2, \ldots, n)$ are the solutions of their characteristic equations. Note that both equations are of exactly the same form.

Until now, we have been working with linear differential equations of constant coefficients. But, could we do a similar thing if the coefficients of the equations are not constants?

## 4. From Differential Equations to Functional Equations

We start from a differential equation and we look for an equivalent functional equation. We only study the case of the following linear ordinary differential equation

$$
\begin{equation*}
\sum_{i=0}^{n} a_{i}(x) f^{(n-i)}(x)=h(x) \tag{50}
\end{equation*}
$$

where $f, h, a_{i}(i=0, \ldots, n)$ are infinitely differentiable functions in a certain domain $D$. Without loss of generality we can assume $a_{0}(x)=1$.

We also assume that the value of $f$ is known at $n$ points of the domain

$$
D:\left\{p_{j}=x+\Delta_{j}, j=1, \ldots, n\right\} .
$$

Using the Taylor expansion we have

$$
\begin{equation*}
f\left(x+\Delta_{j}\right)=\sum_{k=0}^{m} \frac{\Delta_{j}^{k} f^{(k)}(x)}{k!}+O\left(\Delta_{j}^{(m+1)}(x)\right) \quad ; \quad \forall j=1, \ldots, n \tag{51}
\end{equation*}
$$

where we assume $m>n$.
By differentiating ( $m-n-1$ ) times Eq. 50, we get

$$
\begin{equation*}
\sum_{i=0}^{n+k-1} A_{k i}(x) f^{(n-i+k-1)}(x)=h^{(k-1)}(x) ; k=1,2, \ldots, m-n+1 \tag{52}
\end{equation*}
$$

where the upper index denote the order of derivation and the functions $A_{k i}(k=$ $1,2, \ldots, m-n+1$ ) are given by :

$$
\begin{aligned}
& A_{1 i}(x)=a_{i}(x) ; i=0,1, \ldots, n \\
& A_{(k+1) i}(x)= \begin{cases}A_{k i}(x) & \text { if } i=0 \\
A_{k i}(x)+A_{k(i-1)}^{\prime}(x) & \text { if } i=1,2, \ldots, n+k-1 \\
A_{k(n+k-1)}^{\prime}(x) & \text { if } i=n+k\end{cases}
\end{aligned}
$$

It is worthwhile mentioning that because $a_{0}(x)=1$, the first coefficient of all equations in expression 52 is equal to 1 .

Eq. 51, without the complementary term, and Eq. 52 can be written, in matrix form, as

$$
\left(\begin{array}{cc}
\mathrm{N} & \mathrm{D}  \tag{53}\\
\mathrm{C} & \mathrm{~B}
\end{array}\right) \quad \mathrm{F}=\binom{\mathrm{H}}{\Delta \mathrm{~F}}
$$

where $\mathbf{N}, \mathbf{D}, \mathbf{C}, \mathbf{B}, \mathbf{F}, \mathbf{H}$, and $\Delta \mathbf{F}$ are the following matrices:

$$
\begin{aligned}
& \mathbf{F}=\left(\begin{array}{c}
f^{(m)}(x) \\
\vdots \\
\vdots \\
\vdots \\
f^{(n)}(x) \\
f^{(n-1)}(x) \\
\vdots \\
\vdots \\
f(x)
\end{array}\right) \quad ; \mathbf{H}=\left(\begin{array}{c}
h(x) \\
h^{\prime}(x) \\
\vdots \\
\vdots \\
\vdots \\
h^{(m-n)}(x)
\end{array}\right) \quad ; \Delta \mathbf{F}=\left(\begin{array}{c}
f\left(x+\Delta_{n}\right) \\
\vdots \\
\vdots \\
f\left(x+\Delta_{1}\right)
\end{array}\right) \\
& \mathbf{N}=\left(\begin{array}{ccccccc}
0 & 0 & \cdots & \cdots & \cdots & \cdots & 1 \\
0 & 0 & \cdots & \cdots & \cdots & 1 & A_{21} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 1 & A_{k 1} & \cdots & A_{k(k-1)} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 1 & \cdots & \cdots & \cdots & \cdots & A_{(m-n)(m-n-1)} \\
1 & A_{(m-n+1) 1} & \cdots & \cdots & \cdots & \cdots & A_{(m-n+1)(m-n)}
\end{array}\right) \\
& \mathbf{D}=\left(\begin{array}{ccc}
A_{11} & \ldots & A_{1 n} \\
\ldots & \ldots & \ldots \\
A_{k k} & \ldots & A_{k(k+n-1)} \\
\ldots & \ldots & \ldots \\
A_{(m-n)(m-n)} & \ldots & A_{(m-n)(m-1)} \\
A_{(m-n+1)(m-n+1)} & \ldots & A_{(m-n+1) m}
\end{array}\right) \\
& \mathbf{C}=\left(\begin{array}{cccc}
\frac{\Delta_{n}^{m}}{m!} & \frac{\Delta_{n}^{(m-1)}}{(m-1)!} & \ldots & \frac{\Delta_{n}^{n}}{n!} \\
\ldots . & \ldots & \Delta_{1}^{(\dot{m}-1)} & \ldots \\
\frac{\Delta_{n}^{n}}{m!} & \frac{\Delta_{n}^{n}}{(m-1)!} & \ldots & \frac{B}{n!}
\end{array}\right) \quad \mathbf{B}=\left(\begin{array}{cccc}
\frac{\Delta_{n}^{(n-1)}}{(n-1)!} & \ldots & \Delta_{n} & 1 \\
\frac{\Delta_{n}^{(n-1)}}{(n-1)!} & \ldots & \ldots & \Delta_{1} \\
(n)
\end{array}\right)
\end{aligned}
$$

where the explicit dependence of matrices $\mathbf{N}$ and $\mathbf{D}$ on $x$ has been omitted for the sake of clarity. From Eq. 53 we can eliminate all derivatives of the function $f$ and get a functional equation. This is what we do in the following paragraphs.

First, we row-manipulate the matrix ( $\mathbf{N} \mathbf{D}$ ) in order to transform the matrix $\mathbf{N}$ into an inverse unit diagonal matrix $\mathbf{P}$. These transformations produce some
modifications in matrices $\mathbf{D}$ and $\mathbf{H}$, which become $\mathbf{D}^{*}$ and $\mathbf{H}^{*}$ :

$$
\mathbf{M}=\left(\begin{array}{cc}
\mathbf{N} & \mathbf{D} \\
\mathbf{C} & \mathbf{B}
\end{array}\right) \approx\left(\begin{array}{cc}
\mathbf{P} & \mathbf{D}^{*} \\
\mathbf{C} & \mathbf{B}
\end{array}\right) ; \mathbf{G}=\binom{\mathbf{H}}{\Delta \mathbf{F}} \approx\binom{\mathbf{H}^{*}}{\Delta \mathbf{F}}
$$

where

$$
\mathbf{P}=\left(\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 1 \\
0 & 0 & \cdots & 1 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 1 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0 & 0
\end{array}\right)
$$

Next, we transform matrix $\mathbf{C}$ into the null matrix by row-manipulations of matrices $\mathbf{M}$ and $\mathbf{G}$. It is easy to check that this is equivalent to making the following transformation

$$
\mathbf{B}^{*}=\mathbf{B}-\mathbf{C P D} \mathbf{D}^{*} \text { and } \Delta \mathbf{F}^{*}=\Delta \mathbf{F}-\mathbf{C P} \mathbf{H}^{*}
$$

With this, the system (53) becomes equivalent to the system

$$
\left(\begin{array}{cc}
\mathbf{P} & \mathbf{D}^{*}  \tag{54}\\
\mathbf{0} & \mathbf{B}^{*}
\end{array}\right) \cdot \mathbf{F}=\binom{\mathbf{H}^{*}}{\Delta \mathbf{F}^{*}}
$$

From Eq. 54, we get

$$
\mathbf{B}^{*}\left(\begin{array}{c}
f^{(n-1)}(x)  \tag{55}\\
\vdots \\
f(x)
\end{array}\right)=\left(\begin{array}{c}
f\left(x+\Delta_{n}\right) \\
\vdots \\
f\left(x+\Delta_{1}\right)
\end{array}\right)+\mathbf{K}
$$

where $\mathbf{K}=-\mathbf{C P H}^{*}$.
Now, from Eq. 55, we get

$$
\begin{equation*}
f(x)-\sum_{j=1}^{n} r^{n-j+1} f\left(x+\Delta_{j}\right)=\sum_{j=1}^{n} r^{j} \cdot k_{j} \tag{56}
\end{equation*}
$$

where $\left(r^{1} \ldots r^{n}\right)$ is the last row of the matrix $\mathbf{B}^{*-1}$, that is,

$$
r^{j}=\frac{(-1)^{n+j} \cdot b^{j n}}{\operatorname{det} \mathbf{B}^{*}}, \text { with } b^{j n}=\operatorname{Adjoint}_{(j, n)} \text { of } \mathbf{B}^{*}
$$

In this way, we obtain a difference Eq. 56 of order $n$, which approximate Eq. 50 .
In addition, once the manipulations have been performed for a given value of $m$, if one wants to do the same process for $m+p$, one can start from the manipulated matrices $\mathbf{N}^{*}$ and $\mathbf{D}^{*}$ instead of starting from the initial $\mathbf{N}$ and $\mathbf{D}$ matrices, with the corresponding saving in computational time.

If we increase the value of $m$ we shall get a better approximation. However, this can be done without increasing the value of $n$. In other words, by increasing $m$ we get a sequence of difference equations of order $n$ which approximate the initial differential equation. In the limit, we shall obtain a difference equation which is an exact replicate of the starting differential equation in the sense that it gives the same solutions at the grid points.

But we can go even further, because Eq. 56 can be interpreted as one functional equation in the variables $\left(x, \Delta_{1}, \Delta_{2}, \ldots, \Delta_{n}\right)$ and then we get a functional equation which is equivalent to Eq. 50 .

Below, we give some examples.
EXAMPLE 2 .- We apply the above method to the following differential equation

$$
x f^{\prime}(x)-k f(x)=0
$$

where $k$ is a given constant.
In this case, because $n=1$, we take a single point $x+\Delta$.
With $m=3$, the matrices in Eq. 53 are

$$
\begin{aligned}
& \mathbf{N}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 1 & -\frac{k}{x} \\
1 & -\frac{k}{x} & \frac{2 k}{x^{2}}
\end{array}\right) ; \mathbf{D}=\binom{-\frac{k}{x}}{\frac{\frac{k}{x^{2}}}{-\frac{2 k}{x^{3}}}} ; \mathbf{H}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right) \\
& \mathbf{C}=\left(\begin{array}{lll}
\frac{\Delta^{3}}{3} & \frac{\Delta^{2}}{2} & \Delta
\end{array}\right) ; \mathbf{B}=(1) ; \Delta \mathbf{F}=(f(x+\Delta))
\end{aligned}
$$

After manipulating matrix $\mathbf{N}$ for the first time we get

$$
\mathbf{D}^{*}=\left(\begin{array}{c}
-\frac{k}{x} \\
-\frac{k(k-1)}{x^{2}} \\
-\frac{k(k-1)(k-2)}{x^{3}}
\end{array}\right)
$$

and after making the matrix $\mathbf{C}$ null, it results

$$
\mathbf{B}^{*}=\left(1+k \frac{\Delta}{x}+\frac{k(k-1)}{2!}\left(\frac{\Delta}{x}\right)^{2}+\frac{k(k-1)(k-2)}{3!}\left(\frac{\Delta}{x}\right)^{3}\right)
$$

Due to the fact that we have an homogeneous differential equation, the matrices on the right hand side do not suffer any transformation and we get the difference equation

$$
f(x)=\mathbf{B}^{*-1} f(x+\Delta)
$$

It is easy to check that when increasing the value of $m$ the added terms in matrix $\mathbf{B}$ are of the form

$$
\frac{k(k-1) \ldots(k-m+1)}{m!}\left(\frac{\Delta}{x}\right)^{m}
$$

Thus, in the limit, we have

$$
\mathbf{B}^{*}=\left(1+\frac{\Delta}{x}\right)^{k}
$$

and then the functional equation equivalent to the initial differential equation is

$$
f(x)=\left(1+\frac{y}{x}\right)^{-k} f(x+y)
$$

and the difference equation

$$
f(x)=\left(1+\frac{\Delta}{x}\right)^{-k} f(x+\Delta)
$$

EXAMPLE 3 .- We now apply the above method to the equation

$$
f^{\prime}(x)-\frac{k}{x} f(x)=x^{2}
$$

which is a complete equation associated with the homogeneous equation in example 2.
For $m=3$, all matrices are of the same form as before with the exception of matrix $\mathbf{H}$, which now becomes

$$
\mathbf{H}=\left(\begin{array}{c}
x^{2} \\
2 x \\
2
\end{array}\right)
$$

Thus, after the first manipulation we get

$$
\mathbf{H}^{*}=\left(\begin{array}{c}
x^{2} \\
(k+2) x \\
k^{2}+2
\end{array}\right)
$$

and after making the matrix $\mathbf{C}$ null, we obtain

$$
\Delta \mathbf{F}^{*}=\Delta \mathbf{F}+\mathbf{K} \quad ; \quad \mathbf{K}=\left(-\Delta x^{2}-\frac{\Delta^{2}}{2!}(k+2) x-\frac{\Delta^{3}}{3!}\left(k^{2}+2\right)\right)
$$

where $\mathbf{D}^{*}$ and $\mathbf{B}^{*}$ are the matrices indicated in the previous example.
Thus, the approximate difference equation becomes

$$
f(x)-\mathbf{B}^{*-1} f(x+\Delta)=\mathbf{B}^{*-1} \mathbf{K}
$$

Finally, after some calculations, for $m$ going to infinity we get the functional equation

$$
f(x)-\left(1+\frac{y}{x}\right)^{-k} f(x+y)=\frac{x^{3}}{3-k}\left[1-\left(1+\frac{y}{x}\right)^{3-k}\right]
$$

and the difference equation

$$
f(x)-\left(1+\frac{\Delta}{x}\right)^{-k} f(x+\Delta)=\frac{x^{3}}{3-k}\left[1-\left(1+\frac{\Delta}{x}\right)^{3-k}\right]
$$

EXAMPLE 4 .- Now we deal with the constant coefficients linear equation

$$
f^{\prime \prime}(x)-f(x)=0
$$

We consider $n=2$, i.e. $\left\{x+\Delta_{1}, x+\Delta_{2}\right\}$, and $m=6$. Thus, we have

$$
\left.\begin{array}{cc}
\mathbf{N}=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & -1 \\
0 & 1 & 0 & -1 & 0 \\
1 & 0 & -1 & 0 & 0
\end{array}\right) ; \quad \mathbf{D}=\left(\begin{array}{cc}
0 & -1 \\
-1 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{array}\right) \\
\mathbf{C}=\left(\begin{array}{ccc}
\frac{\Delta_{2}^{6}}{6!} & \frac{\Delta_{2}^{5}}{5!} & \ldots
\end{array} \frac{\Delta_{2}^{2}}{2!}\right. \\
\frac{\Delta_{1}^{6}}{6!} & \frac{\Delta_{1}^{5}}{5!}
\end{array} \ldots . \frac{\Delta_{1}^{2}}{2!}\right) \quad ; \quad \mathbf{B}=\left(\begin{array}{cc}
\Delta_{2} & 1 \\
\Delta_{1} & 1
\end{array}\right) .
$$

and $\mathbf{H}$ is the column null matrix of dimension 5.
After all the manipulations, we get

$$
\mathbf{B}^{*}=\left(\begin{array}{ll}
\Delta_{2}+\frac{\Delta_{2}^{3}}{3!}+\frac{\Delta_{2}^{5}}{5!} & 1+\frac{\Delta_{2}^{2}}{2!}+\frac{\Delta_{2}^{4}}{4!}+\frac{\Delta_{2}^{6}}{6!} \\
\Delta_{1}+\frac{\Delta_{1}^{3}}{3!}+\frac{\Delta_{1}^{5}}{5!} & 1+\frac{\Delta_{1}^{2}}{2!}+\frac{\Delta_{1}^{4}}{4!}+\frac{\Delta_{1}^{6}}{6!}
\end{array}\right)
$$

and when $m$ goes to infinity we obtain

$$
\mathbf{B}^{*}=\left(\begin{array}{ll}
\frac{e^{\Delta_{2}-e^{-\Delta_{2}}}}{2} & \frac{e^{\Delta_{2}}+e^{-\Delta_{2}}}{2} \\
\frac{e^{\Delta_{1}-e^{-\Delta_{1}}}}{2} & \frac{e^{\Delta_{1}}+e^{-\Delta_{1}}}{2}
\end{array}\right)
$$

Thus, we get the functional equation

$$
f(x)=\frac{-\left(e^{y}-e^{-y}\right) f(x+z)+\left(e^{z}-e^{-z}\right) f(x+y)}{e^{(z-y)}-e^{(y-z)}}
$$

and the difference equation

$$
f(x)=\frac{-\left(e^{\Delta_{1}}-e^{-\Delta_{1}}\right) f\left(x+\Delta_{2}\right)+\left(e^{\Delta_{2}}-e^{-\Delta_{2}}\right) f\left(x+\Delta_{1}\right)}{e^{\left(\Delta_{2}-\Delta_{1}\right)}-e^{\left(\Delta_{1}-\Delta_{2}\right)}}
$$

EXAMPLE 5 .- Finally we deal with the equation

$$
f^{\prime \prime}(x)-f(x)=x^{3}
$$

whose homogeneous equation is that given in example 4.
We start by taking again $m=6$ and we get the same $\mathbf{N}, \mathbf{D}$ and $\mathbf{C}$ matrices and

$$
\mathbf{H}=\left(\begin{array}{c}
x^{3} \\
3 x^{2} \\
6 x \\
6 \\
0
\end{array}\right) \quad ; \quad \mathbf{H}^{*}=\left(\begin{array}{c}
x^{3} \\
3 x^{2} \\
6 x+x^{3} \\
6+3 x^{2} \\
6 x+x^{3}
\end{array}\right)
$$

When $m$ goes to infinity we observe the following : the manipulations on the matrix (ND) consist in adding to each row the row which is two places above it, that is,

$$
h_{2 k}^{*}=\sum_{i=0}^{n-1} h_{2(k-i)} \quad h_{2 k+1}^{*}=\sum_{i=0}^{n} h_{2(k-i)+1}
$$

and taking into account that $h_{k}=0$ if $k>4$, we have

$$
h_{j}^{*}= \begin{cases}x^{3} & \text { if } j=1 \\ 3 x^{2} & \text { if } j=2 \\ 6 x+x^{3} & \text { if } j=2 k+1, k>0 \\ 6+3 x^{2} & \text { if } j=2 k, k>1\end{cases}
$$

After making the matrix $\mathbf{C}$ null, we get

$$
\Delta \mathbf{F}^{*}=\Delta \mathbf{F}-\mathbf{C P} \mathbf{H}^{*}=\Delta \mathbf{F}+\binom{P\left(\Delta_{2}\right)}{P\left(\Delta_{1}\right)}
$$

where

$$
P(\Delta)=-x^{3} \frac{\Delta^{2}}{2!}-3 x^{2} \frac{\Delta^{3}}{3!}-\sum_{n=2}^{\infty} x\left(6+x^{2}\right) \frac{\Delta^{2 n}}{(2 n)!}-\sum_{n=2}^{\infty}\left(6+3 x^{2}\right) \frac{\Delta^{2 n+1}}{(2 n+1)!}
$$

which can be written as

$$
\begin{aligned}
& P(\Delta)=-x^{3}\left(\frac{e^{\Delta}+e^{-\Delta}}{2}-1\right)-3 x^{2}\left(\frac{e^{\Delta}-e^{-\Delta}}{2}-\Delta\right)- \\
& -6 x\left(\frac{e^{\Delta}+e^{-\Delta}}{2}-1-\frac{\Delta^{2}}{2}\right)-6\left(\frac{e^{\Delta}-e^{-\Delta}}{2}-\Delta-\frac{\Delta^{3}}{3!}\right)
\end{aligned}
$$

Finally, we get the difference equation

$$
f(x)-E_{1} f\left(x+\Delta_{2}\right)-E_{2} f\left(x+\Delta_{1}\right)=E_{1} P\left(\Delta_{2}\right)+E_{2} P\left(\Delta_{1}\right)
$$

where

$$
E_{1}=\frac{-\left(e^{\Delta_{1}}-e^{-\Delta_{1}}\right)}{e^{\left(\Delta_{2}-\Delta_{1}\right)}-e^{\left(\Delta_{1}-\Delta_{2}\right)}} \quad ; \quad E_{2}=\frac{e^{\Delta_{2}}-e^{-\Delta_{2}}}{e^{\left(\Delta_{2}-\Delta_{1}\right)}-e^{\left(\Delta_{1}-\Delta_{2}\right)}}
$$
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## 1. Introduction.

The purpose of this note is to study the variational approch to the eikonal equation

$$
\begin{equation*}
\left(\frac{\partial u}{\partial x_{1}}\right)^{2}+\left(\frac{\partial u}{\partial x_{2}}\right)^{2}=\mathcal{E}\left(x_{1}, x_{2}\right) \tag{1}
\end{equation*}
$$

in a bounded domain $\Omega \subset \mathbf{R}^{2}$ This equation arises in many branches of applied sciences. In particular, the equation (1) appears in an area of computer vision in the so called shape - from - shading problem in which one tries to solve the problem of how object shape can be recovered from image shading.

More precisely, one seeks a function $u\left(x_{1}, x_{2}\right)$ representing surface depth in the direction of $z$-axis, satisfying the image irradiance equation

$$
R\left(\frac{\partial u}{\partial x_{1}}, \frac{\partial u}{\partial x_{2}}\right)=E\left(x_{1}, x_{2}\right) .
$$

Here $R$ denotes the reflectance map (which is known ) containing information about illumination and surface reflecting conditions, $E$ is an image formed by projection of light along the $z$-axis onto a plane parallel to the $x_{1}, x_{2}$ plane, and $\Omega$ is the image domain.

The equation (1) can be obtained in the case where the reflectance map corresponds to the situation in which an overhead, distant point - source illuminates a Lambertian surface. For a detailed discussion of this case we refer to papers [4]
and [5]. We only mention here that if a small surface portion with normal direction $\left(-\frac{\partial u}{\partial x_{1}},-\frac{\partial u}{\partial x_{2}}, 1\right)$ is illuminated by a distant, overhead point-source of unit power in direction $(0,0,1)$, then, according to Lambert's law, the emitted radiance and reflectance map are given by the cosine of the angle between the two directions, namely $\left(\left(\frac{\partial u}{\partial x_{1}}\right)^{2}+\left(\frac{\theta u}{\partial x_{2}}\right)^{2}+1\right)^{-\frac{1}{2}}$. Therefore, if $E\left(x_{1}, x_{2}\right)$ denotes the corresponding image, the image irradiance equation in this situation takes the form

$$
\left[\left(\frac{\partial u}{\partial x_{1}}\right)^{2}+\left(\frac{\partial u}{\partial x_{2}}\right)^{2}+1\right]^{-\frac{1}{2}}=E\left(x_{1}, x_{2}\right)
$$

Since $0<E\left(x_{1}, x_{2}\right) \leqq 1$, we set $\mathcal{E}\left(x_{1}, x_{2}\right)=E\left(x_{1}, x_{2}\right)^{-2}-1$ and write the above equation in the form (1).

The first uniqueness result in class $C^{2}$-functions was obtained by Deift Sylvester $[8]$ in case $\mathcal{E}\left(x_{1}, x_{2}\right)=\frac{x_{1}^{2}+x_{2}^{2}}{1-x_{1}^{2}-x_{2}^{2}}$ on a unit disc. This has been extended by Bruss [6] to $\mathcal{E}\left(x_{1}, x_{2}\right)=f\left(\sqrt{x_{1}^{2}+x_{2}^{2}}\right)$, with $f$ satisfying some regularity assumptions. Solutions obtained in these papers are spherically symmetric. In paper [4], Brooks Chojnacki - Kozera gave examples of solutions which are not spherically symmetric. The question of the existence of $C^{1}$-unbounded solutions is discussed in paper Brooks - Chojnacki - Kozera [4]. A recent result by Kozera [9] solves the problem of recovering the shape of a smooth Lambertian surface from two images obtained by consecutive illumination of the surface by distant point light source in different directions.

Finally, we mention a paper by Horn and Brooks [11] suggesting a variational approach to the shape-from-shading problem. This paper contains some computational observation on variational aspect of this problem. However, this paper does not say anything about the existence of a solution (in some generalised sense ) through the variational approach. We point out that our paper has been
motivated by [11]. We show that, in general, the variational approach does not lead to an exact solution of the shape from - shading problem. In particular, Theorem 2 shows that any function $u$ satisfying the inequality $|D u(x)|^{2} \leqq \mathcal{E}(x)$ can be regarded as a "minimum" of the energy functional associated with (1) in the sense that there exists a suitable sequence $\left\{u_{n}\right\}$, with $\left.u_{n}\right|_{\theta \Omega}=\left.u\right|_{\theta \Omega}$, such that

$$
\left.\lim _{n \rightarrow \infty} \int_{\Omega}| | D u_{n}(x)\right|^{2}-\mathcal{E}(x) \mid d x=0 \text { and } u_{n} \rightarrow u \text { weak }-* \text { in } W^{1, \infty}(\Omega)
$$

## 2. Observation on Young measures.

Let $\Omega \subset \mathbf{R}^{2}$ be bounded domain with a Lipschitz boundary $\partial \Omega$. For $x \in \Omega$ we set $x=\left(x_{1}, x_{2}\right)$. $W^{1, p}(\Omega), 1 \leqq p \leqq \infty$, denotes the usual Sobolev space. Since $\partial \Omega$ is Lipschitz, elements of $W^{1, p}(\Omega)$ admit traces on $\partial \Omega$. For basic information on Sobolev's spaces we refer to Adam's book [1]. Throughout this note we assume that $\mathcal{E}(x)$ is a nonnegative function in $C(\bar{\Omega})$. The weak convergence in $W^{1, p}(\Omega)$ is denoted by $\rightarrow$ and the strong convergence by $\rightarrow$. We associate with (1) a functional given by

$$
I(u)=\left.\int_{\Omega}| | D u(x)\right|^{2}-\mathcal{E}(x) \mid d x
$$

This functional is not convex and consequently it is not lower semicontinuous. To avoid this difficulty we consider the relaxed problem (see [7] or [ $\boldsymbol{\theta}]$ ) to get some insight in $I$ which will serve as a basis for the construction of a minimizing sequence.

We need the following result on Young measures ( see [ 2], [3]).
Theorem 1. Let $\left\{z_{j}\right\}$ be bounded sequence in $L^{1}\left(\Omega ; \mathbb{R}^{s}\right)$. Then there exist a subsequence $\left\{z_{\nu}\right\}$ of $\left\{z_{j}\right\}$ and a family $\left\{\nu_{x}\right\}, x \in \Omega$, of probability measures on $\mathbb{R}^{\boldsymbol{0}}$, depending measurably on $x \in \Omega$, such that for any measurable subset $A \subset \Omega$

$$
f\left(\cdot, z_{\nu}\right)-\left\langle\nu_{x}, f(x, \cdot)\right) \text { in } L^{1}(A)
$$

for every Carathéodory function $f: \Omega \times \mathbf{R}^{\boldsymbol{0}} \rightarrow \mathbf{R}$ such that $f\left(\cdot, z_{\nu}\right)$ is sequentially weakly relatively compact in $L^{1}(A)$.

We commence with a simple result on minimizing sequences of $I$.
Proposition 1. . Suppose that there exists a sequence $\left\{u_{j}\right\}$ in $W^{1,2}(\Omega)$ such that

$$
\left.\lim _{j \rightarrow \infty} \int_{\Omega}| | D u_{j}\right|^{2}-\mathcal{E}(x) \mid d x=0
$$

Then $u p$ to a subsequence $u_{j}-u$ in $W^{1,2}(\Omega)$ and $|D u(x)|^{2} \leqq \mathcal{E}(x)$ a.e. on $\Omega$. If $\left\{\nu_{x}\right\}, x \in \Omega$, is family of Young measures corresponding to $\left\{D u_{j}\right\}$, then supp $\nu_{x} \subset$ $\left\{P ;|P|^{2}=\mathcal{E}(x)\right\}$.

PROOF: It is easy to see that $\left\{u_{j}\right\}$ is bounded $W^{1,2}(\Omega)$ and we may assume that $u_{j} \rightarrow u$ in $W^{1,2}(\Omega)$. We set $F(x, P)=\left||P|^{2}-\mathcal{E}(x)\right|$. Let $C F(x, P)$ denote a lower convex envelope of $F(x, P)$. Then a minimizing sequence for $I$ is also a minimizing sequence for a functional $I_{C}$ (see [7] or [9]) given by

$$
I_{C}=\int_{\Omega} C F(x, D u) d x
$$

and we have

$$
0=\lim _{j \rightarrow \infty} \int_{\Omega} F\left(x, D u_{j}\right) d x=\lim _{j \rightarrow \infty} C F\left(x, D u_{j}\right) d x=\int_{\Omega} C F(x, D u) d x
$$

On the other hand by Theorem 1 there exists a family of Young measures $\left\{\nu_{x}\right\}$, $x \in \Omega$, such that

$$
\lim _{j \rightarrow \infty} \int_{\Omega} F\left(x, D u_{j}\right) d x=\int_{\Omega}\left(\nu_{x}(\cdot), F(x, \cdot)\right\rangle d x=0
$$

so

$$
\int_{\Omega}\left\langle\nu_{x}(\cdot), F(x, \cdot)\right\rangle d x=\int_{\Omega} C F(x, D u(x)) d x
$$

and consequently

$$
\operatorname{supp} \nu_{x} \subset\{P ; F(x, P)=0\}=\left\{P ;|P|^{2}=\mathcal{E}(x)\right\}
$$

Noting that

$$
C F(x, D u(x))=\left\{\begin{array}{l}
|D u(x)|^{2}-\mathcal{E}(x) \text { if }|D u(x)|^{2}-\mathcal{E}(x)>0 \\
0 \quad \text { elsewhere },
\end{array}\right.
$$

we see that $|D u(x)|^{2} \leqq \mathcal{E}(x)$ a. e. on $\Omega$.
This result will serve as a guide for the construction of a sequence mentioned at the end of the previous section. First of all, let $\phi_{n}=u_{n}-u$, then $\phi_{n} \rightharpoonup 0$ in $W^{1,2}(\Omega)$ and
$0=\lim _{n \rightarrow \infty} \int_{\Omega}| | D u(x)+\left.D \phi_{n}(x)\right|^{2}-\mathcal{E}(x) \mid d x=\int_{\Omega}\left\langle\bar{\nu}_{x},\right||D u(x)+\lambda|^{2}-\mathcal{E}(x)| \rangle d x$, where $\left\{\bar{\nu}_{x}\right\}, x \in \Omega$, is a family of Young measures corresponding to the sequence $\left\{D \phi_{n}\right\}$. The last identity implies that supp $\bar{\nu}_{x}$ is contained in the boundary of a disc of radius $\mathcal{E}(x)$ with center at $-D u(x)$. The idea is, given a function $u$ satisfying $|D u(x)|^{2} \leqq \mathcal{E}(x)$ on $\Omega$, to construct a sequence $\phi_{n}$ with these properties. Obviously, there might exist many such sequences. However, our aim is to construct the simplest sequence of this nature. On a microscopic level to satisfy the condition $\int \lambda d \bar{\nu}_{x}=0$, in case $0<|D u(x)|^{2}<\mathcal{E}(x)$, we will construct our sequence in such a way that supp $\bar{\nu}_{x}$ will consist of two antipodal points. On the other hand we note that at points where $|D u(x)|^{2}=\mathcal{E}(x)$, we have

$$
\begin{aligned}
0 & \left.=\left\langle\bar{\nu}_{x},\right||D u(x)+\lambda|^{2}-\mathcal{E}(x)| \rangle \geqq\left\langle\bar{\nu}_{x},\right| D u(x)+\left.\lambda\right|^{2}-\mathcal{E}(x)\right\rangle \\
& \left.\left.=\left.\left\langle\bar{\nu}_{x},\right| D u(x)\right|^{2}+2 \lambda \cdot D u(x)+|\lambda|^{2}-\mathcal{E}(x)\right\rangle=\left.\left\langle\bar{\nu}_{x},\right| \lambda\right|^{2}\right\rangle .
\end{aligned}
$$

This implies that $\bar{\nu}_{x}=\delta_{0}$. Again on microscopic level, terms of our sequence should be equal to 0 around such a point.

The idea of using Young measures to examine structure of oscillations of weakly convergent sequences is not new. For detailed bibliographical comments on this subject we refer to [7] and [10]. A modern treatment of Young measures starts with paper by Tartar [13].

## 3. Main result.

We are now in a position to establish the main result of this note.
Theorem 2. Let $u \in C^{1}(\bar{\Omega})$ be a function such that $|D u(x)|^{2} \leqq \mathcal{E}(x)$ on $\Omega$. Then there exists a sequence $\left\{u_{j}\right\}$ in $W^{1, \infty}(\Omega)$ with $\left.u_{j}\right|_{\theta \Omega}=\left.u\right|_{\theta \Omega}$ and such that

$$
\left.\lim _{j \rightarrow \infty} \int_{\Omega}| | D u_{j}(x)\right|^{2}-\mathcal{E}(x) \mid d x=0
$$

and $u_{j} \rightharpoonup u$ weak-* in $W^{1, \infty}(\Omega)$.
PROOF: Let $K>0$ be a constant such that

$$
\max _{\Omega}|D u(x)| \leqq K \text { and } \max _{\Omega} \mathcal{E}(x) \leqq K^{2}
$$

We approximate $\Omega$ by a sequence of unions of squares $H_{j}=\bigcup_{k=1}^{I_{j}} D_{k}^{j}$ with $H_{j} \subset \Omega$ and $\lim _{j \rightarrow \infty}\left|\Omega-H_{j}\right|=0$. We assume that edges of $D_{k}^{j}$ are parallel to the coordinate axis with the length $d\left(D_{k}^{j}\right)=\frac{1}{2^{j}}$. Let $M=\max (1, K)$. For each integer $n$, by the uniform continuity of $\mathcal{E}$ and $D u$, we can find an integer $j_{n}>n$ such that

$$
\begin{equation*}
\left|D u(x)-D u\left(x_{k}^{j_{n}}\right)\right| \leqq \frac{1}{j_{n}}<\frac{1}{16 n M|\Omega|} \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\left|\mathcal{E}(x)-\mathcal{E}\left(x_{k}^{j_{n}}\right)\right| \leqq \frac{1}{j_{n}}<\frac{1}{4 n|\Omega|} \tag{3}
\end{equation*}
$$

for all $x \in D_{k}^{j_{n}}$, where $x_{k}^{j_{n}}$ is the centre of the square $D_{k}^{j_{n}}$ and

$$
\begin{equation*}
\left|\Omega-I I_{j_{n}}\right| \leqq \frac{1}{8 M j_{n}} \tag{4}
\end{equation*}
$$

We now distinguish three cases: i) $\left.D u\left(x_{k}^{j_{n}}\right)=0, \mathcal{E}\left(x_{k}^{j_{n}}\right) \neq 0, i i\right)\left|D u\left(x_{k}^{j_{n}}\right)\right|^{2}=$ $\left.\mathcal{E}\left(x_{k}^{j_{n}}\right), i i i\right) 0<\left|D u\left(x_{k}^{j_{n}}\right)\right|^{2}<\mathcal{E}\left(x_{k}^{j_{n}}\right)$.

Case $i$ ). Let $x_{k}^{j_{n}}=\left(x_{1, k}^{j_{n}}, x_{2, k}^{j_{n}}\right)$. We define the function $\phi_{k}^{j_{n}}$ on $D_{k}^{j_{n}}$ by

It is easy to see that $\phi_{k}^{j_{n}} \in \stackrel{\circ}{W}^{1, \infty}\left(D_{k}^{j_{n}}\right)$ and
(5) $\quad\left\|\phi_{k}^{j_{n}}\right\|_{L^{\infty}\left(D_{k}^{j_{n}}\right)}=\frac{1}{2^{j_{n}+1}}<\frac{1}{8 n M|\Omega Q|}$ and $\left|D \phi_{k}^{j_{n}}(x)\right|=\mathcal{E}\left(x_{k}^{j_{n}}\right)$ a.e. on $D_{k}^{j_{n}}$.

Case $i i$ ). We set $\phi_{k}^{j_{n}}(x) \equiv 0$ on $D_{k}^{j_{n}}$ end extend this function by zero outside.
Case iii). We set

$$
\psi_{k}^{j_{n}}(x)=\left(\frac{\partial u\left(x_{k}^{j_{n}}\right)}{\partial x_{2}} x_{1}-\frac{\partial u\left(x_{k}^{j_{n}}\right)}{\partial x_{1}} x_{2}\right) \frac{\sqrt{\mathcal{E}\left(x_{k}^{j_{n}}\right)-\left|D u\left(x_{k}^{j_{n}}\right)\right|^{2}}}{\left|D u\left(x_{k}^{j_{n}}\right)\right|}
$$

and define a function $\gamma_{k}^{j_{n}}(x)$ defined on the strip between lines $\psi_{k}^{j_{n}}(x)=1$ and $\psi_{k}^{j_{n}}(x)=-1$ by

$$
\gamma_{k}^{j_{n}}(x)=\left\{\begin{array}{l}
1-\psi_{k}^{j_{n}}(x) \text { if } 0 \leqq \psi_{k}^{j_{n}}(x) \leqq 1 \\
1+\psi_{k}^{j_{n}}(x) \text { if }-1 \leqq \psi_{k}^{j_{n}}(x) \leqq 0 .
\end{array}\right.
$$

We see that $\gamma_{k}^{j_{n}}(x)=0$ on the lines $\psi_{k}^{j_{n}}(x)=1$ and $\psi_{k}^{j_{n}}(x)=-1$. Moreover, we have $\left|D \gamma_{k}^{j_{n}}(x)\right|^{2}=\mathcal{E}\left(x_{k}^{j_{n}}\right)-\left|D u\left(x_{k}^{j_{n}}\right)\right|^{2}$ and $D \gamma_{k}^{j_{n}}\left(x_{k}^{j_{n}}\right)=0$ a.e. on the strip $-1 \leqq \psi_{k}^{j_{n}}(x) \leqq 1$. We now extend $\gamma_{k}^{j_{n}}$ periodically into $\mathbf{R}^{2}$ and denote this extension again by $\gamma_{k}^{j_{n}}$. We now set $\omega_{k, m}^{j_{n}}(x)=\frac{1}{m} \gamma_{k}^{j_{n}}(m x)$. Then we have $\left|\omega_{k, m}^{j_{n}}(x)\right| \rightarrow 0$, as $m \rightarrow \infty$, uniformly in $x \in \mathbf{R}^{2}$. Let us denote the restriction of $\omega_{k, m}^{j_{n}}$ to $D_{k}^{j_{n}}$ by $g_{k, m}^{j_{n}}$. It is clear that

$$
\left\|g_{k, m}^{j_{n}}\right\|_{L^{\infty}\left(D_{k}^{j_{n}}\right)} \leqq \frac{1}{m} \text { and }\left\|D g_{k, m}^{j_{n}}\right\|_{L^{\infty}\left(D_{k}^{j_{n}}\right)}=\sqrt{\mathcal{E}\left(x_{k}^{j_{n}}\right)-\left|D u\left(x_{k}^{j_{n}}\right)\right|^{2}} .
$$

Let $U_{k, m}^{j_{n}}$ denote a square contained in $D_{k}^{j_{n}}$ with edges parallel to coordinate axes and of length $\frac{1}{2^{j n}}-2\left\|g_{k, m}^{j_{n}}\right\|_{L^{\infty}\left(D_{k}^{j_{n}}\right)}$ and such that

$$
\operatorname{dist}\left(\partial D_{k}^{j_{n}}, U_{k, m}^{j_{n}}\right)=\left\|g_{k, m}^{j_{n}}\right\|_{L^{\infty}\left(D_{k}^{j_{n}}\right)} .
$$

We now define a function $h_{k, m}^{j_{n}}$ on $\partial D_{k}^{j_{n}} \cup U_{k, m}^{j_{n}}$ by

$$
h_{k, m}^{j_{n}}(x)= \begin{cases}0 & \text { for } x \in \partial D_{k}^{j_{n}} \\ g_{k, m}^{j_{n}}(x) \quad \text { for } x \in U_{k, m}^{j_{n}} \\ 0 & \text { for } x \in \Omega-D_{k}^{j_{n}} .\end{cases}
$$

The function $h_{k, m}^{j_{n}}$ is Lipschitz continuous on its domain of definition and its Lipschitz constant does not exceed max $\left(1, \sqrt{\mathcal{E}\left(x_{k}^{j_{n}}\right)-\left|D u\left(x_{k}^{j_{n}}\right)\right|^{2}}\right)$. Let $\phi_{k, m}^{j_{n}}$ be a Lipschitz extension of $h_{k, m}^{j_{n}}$. We now choose $m_{n}$ such that $m_{n}>n, m_{n}>j_{n}$ and

$$
\begin{equation*}
\left|D_{k}^{j_{n}}-U_{k, m_{n}}^{j_{n}}\right| \leqq \frac{1}{4 n I_{j_{n}}\left(1+2 M^{2}\right)} \tag{6}
\end{equation*}
$$

We set $\phi_{n}(x)=\sum_{k=1}^{I_{j_{n}}} \beta_{k}^{n}(x)$, where

$$
\beta_{k}^{n}(x)=\left\{\begin{array}{l}
\left.\phi_{k}^{j_{n}}(x) \text { if } x_{k}^{j_{n}} \text { satisfies } i\right) \\
\left.0 \text { if } x_{k}^{j_{k}} \text { satisfies } i i\right) \\
\left.\phi_{k, m_{n}}^{j_{n}}(x) \text { if } x_{k}^{j_{n}} \text { satisfies } i i i\right) .
\end{array}\right.
$$

It then follows from the construction of $\phi_{k}^{j_{n}}$ and $\phi_{k, m_{n}}^{j_{n}}$ (see (5)) that

$$
\left\|\phi_{n}\right\|_{L^{\infty}(\Omega)} \leqq \frac{1}{n} \text { and }\left\|D \phi_{n}\right\|_{L^{\infty}(\Omega)} \leqq M
$$

Let $u_{n}=u+\phi_{n}$ and we write $H_{j}=H_{j}^{1} \cup H_{j}^{2} \cup H_{j}^{3}$, where $H_{j}^{1}, H_{j}^{2}$ and $H_{j}^{3}$ are unions of squares from cases $i$ ), $i i$ ) and $i i i$ ), respectively. In the next step of the proof we show that

$$
\left.\lim _{n \rightarrow \infty} \int_{\Omega}| | D u_{n}(x)\right|^{2}-\mathcal{E}(x) \mid d x=0
$$

We have by (4) the following estimate

$$
\begin{align*}
\left.\int_{\Omega}| | D u_{n}(x)\right|^{2}-\mathcal{E}(x) \mid d x & \leqq\left.\int_{H_{j_{n}}}| | D u_{n}(x)\right|^{2}-\mathcal{E}(x)\left|d x+M^{2}\right| \Omega-H_{j_{n}} \mid \\
& \left.\leqq \frac{1}{4 n}+\int_{I_{j_{n}}}| | D u(x)+\left.D \phi_{n}(x)\right|^{2}-\mathcal{E}(x) \right\rvert\, d x  \tag{7}\\
& \leqq \frac{1}{4 n}+a_{n}+b_{n}+c_{n}
\end{align*}
$$

where

$$
\begin{gathered}
a_{n}=\sum_{k=1}^{I_{j_{n}}} \int_{D_{k}^{j_{n}}}| | D u(x)+\left.D \phi_{n}(x)\right|^{2}-\left|D u\left(x_{k}^{j_{n}}\right)+D \phi_{n}(x)\right|^{2} \mid d x \\
b_{n}=\sum_{k=1}^{I_{j_{n}}} \int_{D_{k}^{j_{n}}}| | D u\left(x_{k}^{j_{n}}\right)+\left.D \phi_{n}(x)\right|^{2}-\mathcal{E}\left(x_{k}^{j_{n}}\right) \mid d x \\
c_{n}=\sum_{k=1}^{I_{j_{n}}} \int_{D_{k}^{\prime n}}\left|\mathcal{E}(x)-\mathcal{E}\left(x_{k}^{j_{n}}\right)\right| d x .
\end{gathered}
$$

It follows from the uniform continuity of $D u$ and $\mathcal{E}$ ( see (2) and (3)) that

$$
a_{n} \leqq \frac{4 M}{n}|\Omega| \text { and } c_{n} \leqq \frac{|\Omega|}{j_{n}} .
$$

To estimate $b_{n}$ we write

$$
\begin{aligned}
b_{n} & =\sum_{D_{k}^{n} \in H_{j_{n}}^{1}} \int_{D_{k}^{j_{n}}}| | D u\left(x_{k}^{j_{n}}\right)+\left.D \phi_{n}(x)\right|^{2}-\mathcal{E}\left(x_{k}^{j_{n}}\right) \mid d x \\
& +\sum_{D_{k}^{j_{n}} \in H_{j_{n}}^{2}} \int_{D_{k}^{j_{n}}}| | D u\left(x_{k}^{j_{n}}\right)+\left.D \phi(x)\right|^{2}-\mathcal{E}\left(x_{k}^{j_{n}}\right) \mid d x \\
& +\sum_{D_{k}^{j_{n}} \in H_{j_{n}}^{j}} \int_{D_{k}^{j_{n}}}| | D u\left(x_{k}^{j_{n}}\right)+\left.D \phi_{n}(x)\right|^{2}-\mathcal{E}\left(x_{k}^{j_{n}}\right) \mid d x \\
& =I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

It follows from the constructions in cases $i$ ) and $i i$ ) that

$$
I_{1}=0 \quad \text { and } \quad I_{2}=0
$$

Using (6) we estimate $I_{3}$ as follows

$$
\begin{aligned}
I_{3} & =\sum_{D_{k}^{j_{n}} \in H_{j_{n}}^{3}}\left[\int_{D_{k}^{j_{n}}-U_{k, m_{n}}^{j_{n}}} 2 M^{2} d x\right. \\
& \left.+\left.\int_{U_{k, m_{n}}^{j_{n}}}| | D u\left(x_{k}^{j_{n}}\right)\right|^{2}+2 D u\left(x_{k}^{j_{n}}\right) D \phi_{k, m_{n}}^{j_{n}}\left(x_{k}^{j_{n}}\right)+\left|D \phi_{k, m_{n}}\right|^{2}-\mathcal{E}\left(x_{k}^{j_{n}}\right) \mid\right] d x \\
\leqq & \left.\frac{1}{4 n}+\left.\sum_{D_{k}^{j_{n}} \in H_{j_{n}}^{j}} \int_{U_{k, m_{n}}^{j_{n}}}| | D u\left(x_{k}^{j_{n}}\right)\right|^{2}+\left(\sqrt{\mathcal{E}\left(x_{k}^{j_{n}}\right)-\left|D u\left(x_{k}^{j_{n}}\right)\right|^{2}}\right)^{2}-\mathcal{E}\left(x_{k}^{j_{n}}\right) \right\rvert\, d x \\
& =\frac{1}{4 n} .
\end{aligned}
$$

The last inequality follows from the fact that

$$
\left|D \phi_{k, j_{n}}(x)\right|^{2}=\mathcal{E}\left(x_{k}^{j_{n}}\right)-\left|D u\left(x_{k}^{j_{n}}\right)\right|^{2} .
$$

Consequently, combining (7), (8) and the last estimate for $I_{3}$ we get

$$
\left.\int_{\Omega}| | D u_{n}(x)\right|^{2}-\mathcal{E}(x) \left\lvert\, d x \leqq \frac{1}{n}\right.
$$

Finally, we observe that since $u_{n}=u+\phi_{n}$ with $\left\|\phi_{n}\right\|_{L^{\infty}(\Omega)} \leqq \frac{1}{n}$ and $\left\|D \phi_{n}\right\|_{L^{\infty}(\Omega)} \leqq$ $M$, we have $\phi_{n} \rightharpoonup 0$ weak-* in $\stackrel{\circ}{1}^{1, \infty}(\Omega)$. Hence $u_{n} \rightharpoonup u$ weak-* in $W^{1, \infty}(\Omega)$ and $\left.u_{n}\right|_{\theta \Omega}=\left.u\right|_{\theta \Omega}$.

In Theorem 2 we have chosen an $L^{1}$-norm to measure the difference between $\mathcal{E}(x)$ and $D u(x)$. The same result continues to hold if we choose the $L^{p}$ norm ( $p>1$ ). The difference between $\mathcal{E}$ and $D u$ can only be measured in an average sense which makes the so called "noise" appear.

We close this paper with two examples illustrating Theorem 2.
Example 1. If $u \equiv 0$ on $\Omega$, then given a nonnegative function $\mathcal{E} \in C(\bar{\Omega})$, there exists a sequence $u_{n}$ in ${ }^{\circ}{ }^{1, \infty}(\Omega)$ such that

$$
\left.\lim _{n \rightarrow 0} \int_{\Omega}| | D u_{n}(x)\right|^{2}-\mathcal{E}(x) \mid d x=0 \text { and } u_{n} \rightharpoonup 0 \text { weak }-* \text { in } W^{1, \infty}(\Omega) .
$$

Here $\stackrel{\circ}{W}^{1, \infty}(\Omega)$ denotes a Sobolev space whose elements have zero trace on $\partial \Omega$.
Example 2. Suppose that $\Omega=\left\{x ;|x|^{2}<R\right\}$. Let $f$ and $g$ be in $C[0, R]$ with $0 \leqq g(t) \leqq f(t)$ on $[0, R]$ and $g(0)=0$. Then the function $u(|x|)=\int_{0}^{|x|} g(t) d t$ satisfies the inequality $|D u(|x|)|^{2} \leqq f(|x|)^{2}$ on $\Omega$. By Theorem 2 there exists a sequence $u_{n}$ in $W^{1, \infty}(\Omega)$ such that $\left.u_{n}\right|_{\theta \Omega}=\left.u\right|_{\theta \Omega}$ and

$$
\left.\lim _{n \rightarrow \infty} \int_{\Omega}| | D u_{n}(x)\right|^{2}-f(|x|)^{2} \mid d x=0 \text { and } u_{n}-u \text { weak }-* \text { in } W^{1, \infty}(\Omega) .
$$

Functions $u \in C^{1}(\bar{\Omega})$ with $\left.D u(x)\right|^{2} \leqq \mathcal{E}(x)$ on $\Omega$, due to the aproximation property from Theorem 2, are called in the current literature "noisy" solutions to the equation (1).
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#### Abstract

In this paper we prove a theorem which shows that the uniqueness problem for entire functions of exponential type is equivalent to the approximation problem for analytic functions. This theorem is then combined with theorems on uniqueness to produce a number of results on the approximation of analytic functions. Using the concept of Pólya property and examples of functions which are known to have such property, we give additional results in approximation. We also extend our results to approximate functions in $L^{p}(B)$ where $B$ is a Carathéodory domain.


## INTRODUCTION

In this paper we prove a theorem which shows that the uniqueness problem for entire functions of exponential type $[3,4,6,7,8]$ is equivalent to the approximation problem for analytic functions. Thus to each uniqueness theorem for entire functions of exponential type there corresponds an approximation theorem for analytic functions and conversely. This result is then combined with the known uniqueness theorems of DeMar [6, 7, 8], Child [4], Strenk [13] and Chang [3] to yield many approximation theorems. Using examples of functions which are known to have the Pólya property [3], we are able to give more specific results in approximation. Among them Runge's theorem on approximation by polynomials, a strengthened version of approximation by rational functions, approximation by trigonometric
polynomials and approximation by exponential functions are simple examples. We also extend these results, using Farrell's method [9], to approximate functions in $L^{p}(B)$ where $B$ is a Caratheodory domain and $L^{p}(B)$ is the space of all functions $f$ analytic on $B$ such that $\iint_{B}|f(z)|^{p} d x d y<\infty$ where $z=x+i y$. A by-product of this extention is an improvement of a theorem of Davis [5].

## MAIN RESULT

Let $\Omega$ be a simply connected domain in the complex plane. Let $K^{\prime}[\Omega]$ denote the class of all entire functions $f$ of exponential type such that the Borel transform of $f$, denoted by $F$, is analytic on $\Omega^{c}$, the complement of $\Omega$. Let $H(\Omega)$ denote the space of analytic functions on $\Omega$ with the topology of uniform convergence on compact subsets of $\Omega$. Let $\left\{L_{n}\right\}$ be a sequence of linear functionals defined on $K[\Omega]$ by

$$
\begin{equation*}
L_{n}(f)=\frac{1}{2 \pi i} \int_{\Gamma} g_{n}(z) F(z) d z \tag{1}
\end{equation*}
$$

where $g_{n}$ is in $H(\Omega), n=0,1,2, \cdots$, and $\Gamma \subseteq \Omega$ is a simple closed contour such that $F$ is analytic outside and on $\Gamma$. A class $K[\Omega]$ is said to be a uniqueness class for $\left\{L_{n}\right\}$ if the zero function is the only function $f$ in $K^{\prime}[\Omega]$ with the property that $L_{n}(f)=0$ for $n=0,1,2, \cdots$.

THEOREM 1. A necessary and sufficient condition for $K[\Omega]$ to be a uniqueness class for $\left\{L_{n}\right\}$ defined by (1) is that the linear span $\left\langle g_{n}\right\rangle$ of $\left\{g_{n}\right\}$ be dense in $H(\Omega)$.

Proof. (Sufficiency) Let $\left\{L_{n}\right\}$ be defined on $K[\Omega]$ by (1) and the linear span $\left\langle g_{n}\right\rangle$ of the generating functions $\left\{g_{n}\right\}$ for $\left\{L_{n}\right\}$ be dense in $H(\Omega)$. Let $f \in K[\Omega]$ be such that $L_{n}(f)=0$ for all $n=0,1,2, \cdots$. We must show that $f \equiv 0$. Let $g$ be any
function in $H(\Omega)$. Since $\left\langle g_{n}\right\rangle$ is dense in $H(\Omega)$, there exists a sequence $\left\{h_{n}\right\}$ of linear combinations of functions in $\left\{g_{n}\right\}, h_{n}=\sum_{k=0}^{N(n)} a_{n k} g_{k}$, converging uniformly to $g$ on compact subsets of $\Omega$. It follows from Köthe's duality theorem [10] that to the Borel transform $F$ of $f$ there corresponds a unique continuous linear functional $L$ defined on $H(\Omega)$ by

$$
L(g)=\frac{1}{2 \pi i} \int_{\Gamma} g(z) F(z) d z
$$

where $\Gamma \subseteq \Omega$ is a simple closed contour such that $F$ is analytic outside and on $\Gamma$. Since $L_{n}(f)=\frac{1}{2 \pi i} \int_{\Gamma} g_{n}(z) F(z) d z=0$ for $n=0,1,2, \cdots$ and $\Gamma$ is a compact subset of $\Omega, L(g)=\frac{1}{2 \pi i} \int_{\Gamma} g(z) F(z) d z=\frac{1}{2 \pi i} \int_{\Gamma}\left(\lim _{n \rightarrow \infty} h_{n}(z)\right) F(z) d z=$ $\lim _{n \rightarrow \infty} \frac{1}{2 \pi i} \int_{\Gamma} h_{n}(z) F(z) d z=\lim _{n \rightarrow \infty} \frac{1}{2 \pi i} \int_{\Gamma}\left(\sum_{k=0}^{N(n)} a_{n k} g_{k}(z)\right) F(z) d z=$ $\lim _{n \rightarrow \infty} \frac{1}{2 \pi i} \sum_{k=0}^{N(n)} \int_{\Gamma} a_{n k} g_{k}(z) F(z) d z=0$. Since $g$ is arbitrary, $L$ is the null functional on $H(\Omega)$. Hence $F \equiv 0$ which implies $f \equiv 0$.
(Necessity) Assume that $\left\langle g_{n}\right\rangle$ is not dense in $H(\Omega)$. We shall show that there exists an $f$ in $K[\Omega]$ such that $L_{n}(f)=0$ for all $n=0,1,2, \cdots$, but $f \not \equiv 0$, so $K[\Omega]$ is not a uniqueness class for $\left\{L_{n}\right\}$. By assumption, the closure $\overline{\left\langle g_{n}\right\rangle}$ of $\left\langle g_{n}\right\rangle$ is a proper subset of $H(\Omega)$. Hence there exists a $g$ in $H(\Omega)$ but $g \notin \overline{\left\langle g_{n}\right\rangle}$. Since the topology on $H(\Omega)$ is defined by the countable collection of norms $\|f\|_{n}<\varepsilon$, $n=1,2, \cdots$, this means there exist a $\delta>0$ and a positive integer $N$ such that $\|g-h\|_{n}>\delta$ for all $n \geq N$ and for all $h$ in $\overline{\left\langle g_{n}\right\rangle}$. Let $G$ be the subspace generated by $\overline{\left\langle g_{n}\right\rangle}$ and $g$; that is, the subspace consisting of all elements of the form $h+\alpha g$ with $\alpha$ in $C$ and $h \in \overline{\left\langle g_{n}\right\rangle}$. Define $L$ on $G$ by $L(h+\alpha g)=\alpha \delta$. We first show that $L$ is well defined. Let $h_{1}+\alpha g$ and $h_{2}+\beta g$ be in $G$ and $h_{1}+\alpha g=h_{2}+\beta g$. Then $h_{1}-h_{2}=(\beta-\alpha) g$. If $\beta-\alpha$ were not zero, we would have $g=\frac{h_{1}-h_{2}}{\beta-\alpha}$ which is in $\overline{\left\langle g_{n}\right\rangle}$. Since $g \notin \overline{\left\langle g_{n}\right\rangle}, \beta-\alpha=0$. Hence we have $h_{1}=h_{2}$ and $\alpha=\beta$ which implies that $L$ is well defined. It is clear that $L$ is linear. Thus $L$ is a linear functional on
G. Since $|\alpha| \delta \leq|\alpha|\left\|g-\left(\frac{-h}{\alpha}\right)\right\|_{n}=\|h+\alpha g\|_{n}$ for all $n \geq N$, we have $|L(s)| \leq\|s\|_{n}$ for all $s$ in $G$ and for all $n \geq N$. Since $\left\|\|_{n}\right.$ is a norm, the hypothesis in the complex version of Hahn-Banach theorem is satisfied by $L$ and we may extend $L$ to all of $H(\Omega)$ such that $|L(t)| \leq\|t\|_{n}$ for all $t$ in $H(\Omega)$ and for all $n \geq N$. Now we show that $L$ is continuous at the zero function. Let $\varepsilon>0$ be given. Let $V=\{x \mid x \in C$ and $|x|<\varepsilon\}$. Then $U$ defined by $U=\left\{t \mid t \in H(\Omega)\right.$ and $\left.\|t\|_{N}<\varepsilon\right\}$ is a neighborhood of the zero function in $H(\Omega)$ with the property that $L(U) \subseteq V$. Since $L(0)=0$ and $V$ is an arbitrary neighborhood of $0, L$ is continuous at the zero function. Let $t_{0}$ be in $H(\Omega)$. Then $L\left(t_{0}+U\right)=L\left(t_{0}\right)+L(U) \subseteq L\left(t_{0}\right)+V$. Since $L\left(t_{0}\right)+V$ is an arbitrary neighborhood of $L\left(t_{0}\right)$ and $t_{0}+U$ is a neighborhood of $t_{0}$ in $H(\Omega)$, we conclude that $L$ is a continuous linear functional on $H(\Omega)$ with $L(g)=\delta$ and $L(h)=0$ for all $h$ in $\overline{\left\langle g_{n}\right\rangle}$. By Köthe's duality theorem there exists a unique $F$ locally analytic on $\Omega^{c}$ with $F(\infty)=0$ such that $L(t)=\frac{1}{2 \pi i} \int_{\Gamma} t(z) F(z) d z$ for all $t$ in $H(\Omega)$ and $\Gamma \subseteq \Omega$ is a simple closed contour so chosen that $F$ is analytic outside and on $\Gamma$. Let $f$ be the function in $K[\Omega]$ such that its Borel transform is $F$. Then $L_{n}(f)=\frac{1}{2 \pi i} \int_{\Gamma} g_{n}(z) F(z) d z=L\left(g_{n}\right)=0$ for $n=0,1,2, \cdots \quad$ But $L(g)=\delta$, so $F \not \equiv 0$. Therefore, $f \not \equiv 0$ and so $K[\Omega]$ is not a uniqueness class for $\left\{L_{n}\right\}$.

## APPLICATIONS OF THEOREM 1

We can combine Theorem 1 with each of the known uniqueness theorems to yield results on approximation. The following definition [3] is included for ready reference:

DEFINITION 2. Let $\Omega_{w}$ and $\Omega_{z}$ be simply connected domains in $C$. Let $m(w, z)$ be holomorphic on $\Omega_{w} \times \Omega_{z}$. Then $m$ has the Pólya property with respect to $z$ on $\Omega_{z}$ if and only if for all simple closed contours $\Gamma \subseteq \Omega_{z}$, if $f$ is analytic on $\Gamma$ and
if $\int_{\Gamma} m(w, z) f(z) d z \equiv 0$, then $f$ has an analytic continuation to the Jordan region enclosed by $\Gamma$.

The combination of Theorem 1 and the uniqueness theorems of Chang [3] yields the following approximation results (Theorems 3, 4 and 5):

THEOREM 3. Let $\Omega_{w}$ be a domain and $\Omega_{z}$ a simply connected domain in $C$ and let $w_{0} \in \Omega_{w}$. Let $m(w, z)$ be holomorphic on $\Omega_{w} \times \Omega_{z}$. Let $g_{n}(z)=$ $D_{w}^{(n)}[m(w, z)]_{w=w_{0}}, n=0,1,2, \cdots$ where $D_{w}^{(n)}[m(w, z)]_{w=w_{0}}$ is the $n$-th partial derivative of $m(w, z)$ with repect to $w$ evaluated at $w_{0}$. Then $m(w, z)$ has the Pólya property on $\Omega_{z}$ if and only if the linear span $\left\langle g_{n}\right\rangle$ of $\left\{g_{n}\right\}$ is dense in $H\left(\Omega_{z}\right)$.

THEOREM 4. Let $\Omega_{w}$ be a domain and $\Omega_{z}$ a simply connected domain in $C$. Let $m(w, z)$ be holomorphic on $\Omega_{w} \times \Omega_{z}$. Let $\left\{w_{n}\right\}$ be a sequence of points in $\Omega_{w}$ with a limit point in $\Omega_{w}$ and $m\left(w_{n}, z\right)=g_{n}(z)$ for $n=0,1,2, \cdots$. Then $m(w, z)$ has the Pólya property on $\Omega_{z}$ if and only if $\left\langle g_{n}\right\rangle$ is dense in $H\left(\Omega_{z}\right)$.

THEOREM 5. Let $\Omega_{w}$ be a domain and $\Omega_{z}$ a simply connected domain in C. Let $m(w, z)$ be holomorphic on $\Omega_{w} \times \Omega_{z}$. Let $\left\{w_{n}\right\}$ be a sequence of points in $\Omega_{w}$ such that $\sum_{n=0}^{\infty}\left|w_{n}-w_{n+1}\right|$ converges and $w_{n} \rightarrow \delta_{0} \in \Omega_{w}$. Let $D_{w}^{(n)}[m(w, z)]_{w=w_{n}}=g_{n}(z)$ for $n=0,1,2, \cdots$ where $D_{w}^{(n)}[m(w, z)]_{w=w_{n}}$ is the $n$-th partial derivative of $m(w, z)$ with respect to $w$ evaluated at $w_{n}$. Then $m(w, z)$ has the Polya property on $\Omega_{z}$ if and only if $\left\langle g_{n}\right\rangle$ is dense in $H\left(\Omega_{z}\right)$.

Combining Theorem 1 with a theorem of DeMar [6] yields the following:

THEOREM 6. Let $\Omega$ be a simply connected domain in the complex plane. Let $W$ be analytic on $\Omega$. Then $\left\langle W^{n}\right\rangle$ is dense in $H(\Omega)$ if and only if $W$ is univalent on $\Omega$.

Combining Theorem 1 and a theorem of Child [4, p.61], which says that if $K[\Omega]$ is a uniqueness class for $\left\{L_{n}\right\}$ defined by (1), then $K[\Omega]$ is also a uniqueness class for $\left\{L_{n}^{*}\right\}$ defined as in (1) with $g_{n}^{\prime}$ as generating functions, we have

THEOREM 7. Let $\Omega$ be a simply connected domain in the complex plane. Let $g_{n}$ be analytic on $\Omega, n=0,1,2, \cdots$. If $\left\langle g_{n}\right\rangle$ is dense in $H(\Omega)$, then $\left\langle g_{n}^{\prime}\right\rangle$ is dense in $H(\Omega)$.

A consequence of Theorem 1 taken together with a theorem of DeMar [8] is the following:

THEOREM 8. Let $p$ be a positive integer and $\alpha$ a primitive $p$-th root of 1. Let $\Omega$ be a simply connected domain and let $W$ and $h_{k}: k=0,1, \cdots, p-1$, be analytic on $\Omega$ with $W(\Omega)$ a $p$-symmetric domain. Let $\Omega_{1} \subseteq \Omega$ be a simply connected domain such that $W$ is univalent on $\Omega_{1}$ and $W\left(\Omega_{1}\right)=W(\Omega)$. Let $Z: W\left(\Omega_{1}\right) \rightarrow \Omega_{1}$ be the inverse of $W$. Let $\Delta(z)$ be $\operatorname{det}\left(h_{k q}(z)\right)$ where $h_{k q}(z)=h_{k}\left(Z\left(\alpha^{q} W(z)\right)\right): k, q=0,1, \cdots, p-$ 1. Then the linear span $\left\langle W^{p n} h_{k}\right\rangle$ of $\left\{[W(z)]^{p n} h_{k}(z)\right\}_{n=0}^{\infty}, k=0,1, \cdots, p-1$, is dense in $H(\Omega)$ if and only if $W$ is univalent on $\Omega$ and $\Delta(z) \neq 0$ for all $z \in \Omega$ such that $W(z) \neq 0$.

In the special case where $\Omega=\{z=x+i y| | y \mid<\pi\}, W(z)=e^{z}-1$ and $h_{k}(z)=\left(e^{z}-1\right)^{k} e^{a_{k} z} ; a_{k}$ real, Strenk's main theorem [13, p.31] shows that the hypothesis that $W(\Omega)$ be $p$-symmetric in Theorem 8 is superfluous. Hence we have the following

THEOREM 9. Let $p$ be a positive integer and $\alpha$ a primitive $p$-th root of 1. Let $\Omega=\{z=x+i y| | y \mid<\pi\}, W(z)=e^{z}-1$ and $h_{k}(z)=\left(e^{z}-1\right)^{k} e^{a_{k} z} ; a_{k}$ real, $k=$ $0,1, \cdots, p-1$. Let $\Delta(z)$ be $\operatorname{det}\left(h_{k q}(z)\right)$ where $h_{k q}(z)=\alpha^{k q}\left(e^{z}-1\right)^{k}\left(1+\alpha^{q}\left(e^{z}-1\right)\right)^{a_{k}}$,
$k, q=0,1, \cdots, p-1$. Then the linear span $\left\langle\left(e^{z}-1\right)^{p n+k} e^{a_{k} z}\right\rangle$ is dense in $H(\Omega)$ if and only if $\Delta(z) \neq 0$ for all $z$ in $\Omega$ such that $z \neq 0$.

## SPECIFIC RESULTS IN APPROXIMATION.

We are now in the position to use above results and functions which are known to have the Pólya property to obtain more specific results in approximation.

APPROXIMATION BY POLYNOMIALS. Since $W(z)=z$ is univalent on any simply connected domain $\Omega,\left\langle z^{n}\right\rangle$ is dense in $H(\Omega)$ by Theorem 6. This is Runge's theorem for simply connected domains. We restate it in a theorem.

THEOREM 10. Every function analytic on a simply connected domain $\Omega$ can be uniformly approximated on compact subsets of $\Omega$ by polynomials.

APPROXIMATION BY RATIONAL FUNCTIONS. We shall only illustrate some interesting results as it will become obvious how to obtain similar ones. Our first theorem in the following is an improvement of a theorem of Rubel and Taylor [12], in the case of simply connected domain.

THEOREM 11. Let $\Omega_{z}$ be a simply connected domain properly contained in $C$. Let $\left\{w_{n}\right\}$ be a convergent sequence in $\Omega_{z}^{c}$ with each $w_{n}$ occurring at most finitely many times. Let $k$ be a fixed positive integer. Then $\left\langle\frac{1}{\left(w_{n}-z\right)^{k}}\right\rangle$ is dense in $H\left(\Omega_{z}\right)$. Proof. Since $\frac{1}{(w-z)^{k}}$ has the Pólya property on $\Omega_{z}$, the assertion follows from Theorem 4.

THEOREM 12. Let $\Omega_{z}$ be a simply connected domain properly contained in $C$. Let $w_{0}$ be a point in $\Omega_{z}^{c}$. Then the linear $\operatorname{span}\left\langle\frac{1}{\left(w_{0}-z\right)^{n}}\right\rangle$ of the sequence $\left\{\frac{1}{\left(w_{0}-x\right)^{n}}\right\}$ of rational functions is dense in $H\left(\Omega_{z}\right)$.

Proof. Since $\frac{1}{w-z}$ has the Pólya property on $\Omega_{z}$ and the $n$-th partial derivative of $\frac{1}{w-z}$ with respect to $w$ evaluated at $w_{0}$ is $(-1)^{n} \frac{n}{\left(w_{0}-z\right)^{n+1}}$, the conclusion then follows from Theorem 3.

COROLLARY 13. Let $\Omega_{z}$ be a simply connected domain properly contained in C. Let $w_{0}$ be a point in $\Omega_{z}^{c}$. Let $k$ be any fixed positive integer. Then the linear $\operatorname{span}\left\langle\frac{1}{\left(w_{0}-z\right)^{n+k}}\right\rangle$ of the sequence $\left\{\frac{1}{\left(w_{0}-z\right)^{n+k}}\right\}_{n=1}^{\infty}$ is dense in $H\left(\Omega_{z}\right)$.

THEOREM 14. Let $\Omega_{z}$ be a simply connected domain properly contained in $C$. Let $\left\{w_{n}\right\}$ be a sequence of points in $\Omega_{z}^{c}$ such that $\sum_{n=0}^{\infty}\left|w_{n}-w_{n+1}\right|$ converges. Then $\left\langle\frac{1}{\left(w_{n}-z\right)^{n}}\right\rangle$ is dense in $H\left(\Omega_{z}\right)$.

Proof. Theorem 5 and the fact that $\frac{1}{(w-z)^{n}}$ has the Pólya property on $\Omega_{z}$.
Since $\frac{1}{(w-z)^{k}}, k$ a fixed positive integer, is not the only rational function which has the Pólya property, we can obtain many more similar results on rational approximation of analytic functions by applying Theorems 3,4 and 5 to rational functions which have the Pólya property.

APPROXIMATION BY TRIGONOMETRIC POLYNOMIALS. Again we shall only illustrate some interesting results as it will become evident that the key to more approximation results is to find more functions which have the Pólya property. But first we shall apply Theorem 6 to some functions univalent on particular domains.

DEFINITION 15. A complex trigonometric polynomial is a finite sum of the form $\sum_{n=1}^{N} a_{n} \cos n z+b_{n} \sin n z$ where $a_{n}$ and $b_{n}$ are complex numbers and $z$ in $C$.

THEOREM 16. The set of all trigonometric polynomials is dense in $H(\Omega)$ where $\Omega=\{z=x+i y| | x \mid<\pi\}$

Proof. Since $e^{i z}$ is univalent on $\Omega,\left\langle e^{i n z}\right\rangle$ is dense in $H(\Omega)$ by Theorem 6. It follows from Euler's identity that $\langle\cos n z+i \sin n z\rangle$ is dense in $H(\Omega)$.

THEOREM 17. Let $\Omega_{1}=\left\{z=x+i y| | x \left\lvert\,<\frac{\pi}{2}\right.\right\}, \Omega_{2}=\{z=x+i y \mid 0<x<\pi\}$, $\Omega_{3}=\left\{z=x+i y| | y \left\lvert\,<\frac{\pi}{2}\right.\right\}$ and $\Omega_{4}=\{z=x+i y \mid 0<y<\pi\}$. Then $\left\langle\sin ^{n} z\right\rangle$ is dense in $H\left(\Omega_{1}\right),\left\langle\cos ^{n} z\right\rangle$ is dense in $H\left(\Omega_{2}\right),\left\langle\sin h^{n} z\right\rangle$ is dense in $H\left(\Omega_{3}\right)$, and $\left\langle\cos h^{n} z\right\rangle$ is dense in $H\left(\Omega_{4}\right)$.

Proof. Theorem 6.

THEOREM 18. Let $\left\{w_{n}\right\}$ be any sequence in $C$ converging to a point in $C$. Let $\Omega$ be any simply connected domain in $C$. Then $\left\langle\sin w_{n} z+\cos w_{n} z\right\rangle$ is dense in $H(\Omega)$.

Proof. Since $\sin w z+\cos w z$ has the Pólya property with respect to $z$ on $\Omega$, the assertion follows from Theorem 4.

APPROXIMATION BY EXPONENTIAL POLYNOMIALS. We first use Theorem 6 to obtain the following result:

THEOREM 19. Let $\Omega=\{z=x+i y| | y \mid<\pi\}$. Then $\left\langle e^{n z}\right\rangle$ is dense in $H(\Omega)$.
This result can be improved by applying a theorem of Rubel [11]. Let $A$ be a set of positive integers. Let $\Delta(A)$ denote the upper density of $A$, defined by $\Delta(A)=\limsup _{t \rightarrow \infty} \frac{A(t)}{t}$, where $A(t)$, the counting function of $A$, is defined as the number of integers $n$ in $A$ for which $n \leq t$. Then we can state Rubel's theorem in the following form.

THEOREM 20. Let $\Omega=\{z=x+i y| | y \mid<\pi\}$. Let $A$ be a set of positive
integers. Let $\left\{L_{n}\right\}, n \in A$, be the sequence of linear functionals defined on $K[\Omega]$ as in (1) with $e^{n z}, n \in A$, as generating functions for $\left\{L_{n}\right\}$. Then a necessary and sufficient condition for $K[\Omega]$ to be a uniqueness class for $\left\{L_{n}\right\}$ is that $\Delta(A)=1$.

Then Theorem 1 and Theorem 20 jointly imply the following:

THEOREM 21. Let $\Omega=\{z=x+i y| | y \mid<\pi\}$. Let $A$ be a set of positive integers. Then a necessary aand sufficient condition for $\left\langle e^{n z}\right\rangle, n \in A$, to be dense in $H(\Omega)$ is that $\Delta(A)=1$.

THEOREM 22. Let $\Omega$ be any simply connected domain in C. Let $\left\{w_{n}\right\}$ be a convergent sequence in $C$ with a limit point in $C$. Then $\left\langle e^{w_{n} z}\right\rangle$ is dense in $H(\Omega)$.

Proof. Theorem 4 and the fact that $e^{w z}$ has the Pólya property with respect to $z$ on $\Omega$.

APPROXIMATION BY OTHER ANALYTIC FUNCTIONS. We shall only illustrate some result again as it is evident how to obtain similar ones.

THEOREM 23. Let $f \in H(C)$. Then $\left\langle f^{n}\right\rangle$ is dense in $H(C)$ if and only if $f$ is of the form $f(z)=a z+b$ where $a \neq 0$.

Proof. The functions $a z+b, a \neq 0$, are the only entire functions univalent in the whole plane.

APPROXIMATION IN $L^{p}(B)$. For any $p>0$, we let $L^{p}(B)$ be the class of functions $f(z)$ which are analytic on a Caratheodory domain $B$ [9] such that $\iint_{B}|f(z)|^{p} d x d y<\infty$ where $z=x+i y$. Since the set of all polynomials is dense in $H(B)$, the question as to whether it is also dense in $L^{p}(B)$ arises naturally. Here density in $L^{p}(B)$ is, of course, measured by surface integral. Farrell [9] proves that
the answer to this question is affirmative. We point out here that Farrell's proof does not depend on the given sequence being a sequence of polynomials, but only on its span being dense in the space $H(B)$ where $B$ is a Caratheodory domain. Thus, he actually proved that any sequence whose span is dense in $H(B)$ also has a dense span in $L^{p}(B), p>0$. We list some consequences of this for the purpose of illustration.

THEOREM 24. Let $B$ be a Carathéodory domain. Let $p>0$. Let $f \in L^{p}(B)$. Then there exists a sequence $\left\{q_{n}\right\}$ of rational functions with poles in $B^{c}$ such that $\lim _{n \rightarrow \infty} \iint_{B}\left|f(z)-q_{n}(z)\right|^{p} d x d y=0$.

THEOREM 25. Let $\Omega=\{z=x+i y| | x \mid<\pi\}$. Let $B \subset \Omega$ be a Carathéodory domain. Let $p>0$ and $f \in L^{p}(B)$. Then there exists a sequence $\left\{q_{n}\right\}$ of trigonometric polynomials such that $\lim _{n \rightarrow \infty} \iint_{B}\left|f(z)-q_{n}(z)\right|^{p} d x d y=0$.

THEOREM 26. Let $\Omega=\{z=x+i y| | y \mid<\pi\}$. Let $B \subset \Omega$ be a Carathéodory domain. Let $p>0$. Let $A$ be a set of positive integers such that the upper density $\Delta(A)$ of $A$ is equal to 1 . Then $\left\langle e^{n z}\right\rangle, n \in A$, is dense in $L^{p}(B)$.

The case $p=2$ is of great interest. We note that $L^{2}(B)$ is a Hilbert space under the norm $\|f\|^{2}=\iint_{B}|f(z)|^{2} d x d y$. We now compare Theorem 26 with a theorem of Davis [5]. By a theorem of Rubel [11], $\Delta(A)=1$ if and only if $\Delta_{M}(A)=1$ where $\Delta_{M}(A)$, the upper mean density of $A$, is defined by $\Delta_{M}(A)=\limsup _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \frac{A(x)}{x} d x$. Davis shows for sequences $\left\{\lambda_{n}\right\}$ of distinct complex numbers, $\lambda_{n} \rightarrow \infty$, that if $\Delta_{M}(A)>\frac{c(\widehat{B})}{2 \pi}$ where $c(\widehat{B})$ is the circumference of the convex hull of $B$, then $\left\{e^{\lambda_{n} z}\right\}, \lambda_{n} \in A$, is complete in $L^{2}(B)$. Hence for $\left\{\lambda_{n}\right\}$ an increasing sequence of positive integers, if $\Delta(A)=1$, then the linear span $\left\langle e^{n z}\right\rangle$ of $\left\{e^{n z}\right\}, n \in A$, is dense in $L^{2}(B)$ for all $B$ with $c(\widehat{B})<2 \pi$. But Theorem 26 says that if $\Delta(A)=1$, then
$\left\langle e^{n z}\right\rangle, n \in A$, is dense in $L^{2}(B)$ for all $B$ such that $B \subset \Omega$. This is an improvement of Davis result for $\left\{\lambda_{n}\right\}$ an increasing sequence of positive integers.

## BIBLIOGRAPHY

[1] Boas, R. P. Entire Functions. Academic Press, Inc., New York, 1954.
[2] Buck, R. C. "Interpolation Series," Transactions of the American Mathematical Society, vol. 64 (1948), pp. 283-298.
[3] Chang, C. C. "On the Uniqueness Problem for Entire Functions of Exponential Type". To appear in Soochow Mathematical Journal.
[4] Child, J. D. Uniqueness and Interpolation Results for Entire Functions of Exponential Type. Ph. D. Thesis, University of Cincinnati, 1972.
[5] Davis, P. "On the Applicability of Linear Differential Operators of Infinite Order to Functions of Class $L^{2}(B), "$ American Journal of Mathematics, vol. 75 (1952), pp. 475-491.
[6] DeMar, R. F. "A Uniqueness Theorem for Entire Functions," Proceedings of the American Mathematical Society, vol. 16 (1965), pp. 69-71.
[7] DeMar, R. F. "Uniqueness Classes for Difference Functionals," Canadian Journal of Mathematics, vol. 18 (1966), pp. 593-607.
[8] DeMar, R: F. "Uniqueness Classes for Periodic-Type Functionals," Duke Mathematical Journal, vol. 37 (1970), pp. 29-40.
[9] Farrell, O. J. "On the Approximation to an Analytic Function by Polynomials," Bulletin of the American Mathematical Society, vol. 40 (1934), pp. 908-914.
[10] Köthe, G. "Dualität in der Funktionentheorie," J. Reine Angew. Math., vol. 191 (1953), pp. 30-49.
[11] Rubel, L. A. "Necessary and Sufficient Conditions for Carlson's Theorem on Entire Functions," Transactions of the American Mathematical Society, vol. 83 (1956), pp. 417-429.
[12] Rubel, L. A. and Taylor, B. A. "Functional Analysis Proofs of Some Theorems in Function Theory," American Mathematical Monthly, vol. 76 (1969), pp. 483-489.
[13] Strenk, R. E. Uniqueness Classes for Periodic-Type Difference Functionals. Ph. D. Thesis, University of Cincinnati, 1972.

# Functional Analysis, Approximation Theory <br> and Numerical Analysis <br> Ed. John M. Rassias <br> © 1994 World Scientific Publishing Co. 

Error Estimate in Non-equi-mesh Spline Finite Strip Method for Thin Plate Bending Problem<br>Wu Ciqian Wang Zhehui<br>Department of Computer Science<br>Zhongshan University<br>Guang Zhou, PR China


#### Abstract

Spline finite strip method based on equi-mesh for structure analysis has been studied by C.Q. Wu , Y.K. Cheung and S.C. Fan in 1981 [1]. In this paper we present spline finite strip method based on non-equi-mesh. For a model problem, we give error estimate analysis. As for non-equi-mesh processing generalized trapezoid element method and its error estimate analysis on abitrary area, we shall discussed in [2].


## 1. Assumptions

As in [3], suppose that $D_{x}, D_{y}, D_{1}, D_{x y}$ are positive constants. $D_{x}, D_{y}>D_{1}, W(x, y)$ is displacement function on the bounded area $\Omega$. Let $T=\partial \Omega$ be boundary of $\Omega$ and $\mathcal{W} \in$ $\mathbf{H}^{\mathbf{2}}(\Omega), \mathbf{f} \in \mathbf{H}^{\mathbf{0}}(\Omega)$.

Definition

$$
\begin{aligned}
& \mathbf{J}(\mathbf{W})=\iint_{\Omega}\left\{\frac{1}{2}\left[D_{x} W_{x x}^{2}+2 D_{1} W_{x x} W_{y y}+D_{y} W_{y y}^{2}+4 D_{x y} W_{x y}^{2}\right]-W f\right\} d x d y \\
& \begin{aligned}
& a(u, v)=\iint_{\Omega}\left[D_{x} u_{x x} v_{x x}+D_{1} u_{x x} v_{y y}+D_{1} u_{y y} v_{x x}+D_{y} u_{y y} v_{y y}+4 D_{x y} u_{x y} v_{x y}\right] d x d y \\
&(f, v)= \iint_{\Omega} f v d x d y \\
& \quad \forall W, u, v \in H^{2}(\Omega), \forall f \in H^{o}(\Omega)
\end{aligned}
\end{aligned}
$$

$$
\begin{aligned}
& \|\mathbf{u}\|_{k, \Omega}=\left\{\iint_{\Omega}\left[\underset{0 \leq \alpha+\beta \leq k}{\sum} \quad\left(\frac{\partial^{k} u}{\partial x^{\alpha} \partial y^{\beta}}\right)^{2}\right] \mathrm{dxdy}\right\}^{1 / 2} \\
& |u|_{k, \Omega}=\left\{\iint_{\Omega}\left[\sum_{\alpha+\beta=k}\left(\frac{\partial^{k} u}{\partial x^{\alpha} \partial y}\right)^{2}\right] d x d y\right\}^{1 / 2} \\
& \forall u \in H^{h}(\Omega), k=0.1,2, \ldots
\end{aligned}
$$

By $\|u\|_{k},|u|_{k}$ denote $\|u\|_{k, \Omega},|\mathrm{u}|_{k, \Omega}$ respectively, if there is no confusion.

$$
\begin{aligned}
& L u=D_{\mathbf{x}} u_{\mathbf{x x x} x}+\left(2 D_{1}+4 D_{\mathbf{x y}}\right) u_{x x y y}+D_{\mathbf{y}} u_{\mathbf{y y y y}} \quad \forall u \in C^{4}(\Omega) \\
& H_{E}^{k}(\Omega) \quad\left\{\mathbf{u} ; \mathbf{u} \in \mathbf{H}^{k}(\Omega), \mathbf{u} \quad \mathbf{u}_{\mathbf{x}} \quad \mathbf{u}_{\mathbf{y}}=\mathbf{0},(\mathbf{x}, \mathbf{y}) \in \Gamma\right\} \\
& \mathrm{C}_{\mathbf{E}}^{k}(\bar{\Omega})-\left\{\mathbf{u} ; \mathbf{u} \in C^{k}(\bar{\Omega}), \mathbf{u}=\mathbf{u}_{\mathbf{x}}=\mathbf{u}_{\mathbf{y}} \quad \mathbf{0},(\mathbf{x}, \mathbf{y}) \in \Gamma\right\}
\end{aligned}
$$

Thin plate bending problem in structure analysis becomes the following problems
find $u^{*} \in H^{2}(\Omega)$ such that

$$
\begin{equation*}
J\left(W^{*}\right)=\min _{W \in H^{2}(\Omega)} J(W) \tag{1.1}
\end{equation*}
$$

Lemma (1.1)

For all $u, v \in \mathbf{H}^{\mathbf{2}}(\Omega)$, there exist constants $\mathbf{B}_{1} \quad \mathbf{B}_{2}$ such that

$$
\begin{align*}
& a(u, v) \leq B_{1}|u|_{2}|v|_{2}  \tag{1.2}\\
& a(u, u) \geq B_{2}\left(|u|_{2}\right)^{2} \tag{1.3}
\end{align*}
$$

Lemma (1.2)

Let $u \in \mathbf{c}^{4}(\bar{\Omega})$ then $u$ satisfies

$$
\begin{array}{ll}
\mathrm{Lu}=\mathrm{f} & (\mathrm{x}, \mathrm{y}) \in \Omega \\
\mathrm{u}=\mathrm{u}_{\mathrm{x}}=\mathrm{u}_{\mathrm{y}}=0 & (\mathrm{x}, \mathrm{y}) \in \Gamma
\end{array}
$$

iff $u \in H_{E}^{2}(\Omega)$ and

$$
\begin{equation*}
a(u, v)=(f, v) \quad \forall v \in H_{E}^{2}(\Omega) \tag{1.6}
\end{equation*}
$$

holds.
Say $\Gamma \in \mathrm{C}^{k}$ and $\Omega \in \mathrm{C}^{k}$ if $\Gamma$ can be expressed as

$$
\Gamma=\{(\mathrm{x}, \mathrm{y}) \mid \mathrm{x}=\mathrm{x}(\mathrm{t}), \quad \mathrm{y}=\mathrm{y}(\mathrm{t}), \quad \alpha \leq \mathrm{t} \leq \beta\}
$$

where $\mathbf{x}(\mathbf{t}), \mathbf{y}(\mathbf{t}) \in \mathbf{C}^{\mathbf{k}}[\alpha, \beta]$ are single value functions of $\mathbf{t} \in[\alpha, \beta]$.
Lemma (1.3)
Let $\Omega \in \mathbf{C}^{4+\mathrm{k}}$ or $\Omega$ be a convex polygonal domain and $f \in H^{k}(\Omega)$ then solution $u$ of (1.4) and (1.5) belongs to $H_{E}^{4+k}(\Omega)$. Furthermore,
(i) if $\Omega \in C^{4+k}$ then

$$
\|u\|_{4+k} \leq C_{o} \cdot\|f\|_{k}
$$

(ii) if $\Omega$ be a convex polygonal domain then

$$
\|u\|_{3+k} \leq C_{o}\|f\|_{k}
$$

where $\mathrm{C}_{\mathrm{o}}{ }^{\prime}$, $\mathrm{Co}_{\mathrm{o}}$ just depend on $\Omega$.

## 2. Numerical method and error estimate

In the following description, we assume that $\Omega$ be regular domain: $\Omega=[\mathrm{a}, \mathrm{b}] \mathbf{x}[\mathbf{c}, \mathrm{d}]$.

$$
\text { Let } \begin{aligned}
& \pi_{x}: a=x_{0}<x_{1}<\ldots<x_{n}=b \\
& \pi_{y}: y_{-3}<\ldots<y_{0}=c<y_{1}<\ldots<y_{m}=b<\ldots<y_{m+3}
\end{aligned}
$$

be divisions along $x$-direction and $y$-direction, respectively.
Let $\mathbf{l}_{\mathrm{k}}=\mathrm{x}_{\mathrm{k}+1}-\mathrm{x}_{\mathrm{k}}, \quad \mathrm{k}=\mathrm{O}(1) \mathrm{n}-1$

$$
\begin{aligned}
& \mathrm{h}_{\mathrm{j}}=\mathrm{y}_{\mathrm{j}}-\mathrm{y}_{\mathrm{j}-1}, \quad \mathrm{j}=-2(1) \mathrm{m}+3 \\
& \mathrm{~h}_{\mathrm{x}}=\max \left\{\mathrm{l}_{\mathrm{k}}\right\}, \mathrm{h}_{\mathrm{y}}=\max \left\{\mathrm{h}_{\mathrm{j}}\right\}, \mathrm{h}=\max \left\{\mathrm{h}_{\mathrm{x}}, \mathrm{~h}_{\mathrm{y}}\right\}
\end{aligned}
$$

Assume that there exists a constant $\tau>0$ such that

$$
\begin{equation*}
\min \left\{\min \left\{l_{k}\right\}, \min \left\{h_{j}\right\}\right\} \geq \tau h \tag{2.1}
\end{equation*}
$$

lemma (2.1)

$$
\begin{gather*}
\tau h \leq l_{k}, h_{j} \leq h, h^{-1} \leq 1_{k}^{-1}, h_{j}^{-1} \leq h^{-1} / \tau \\
k=0(1) n-1, \quad j=-2(1) m+3 \tag{2.2}
\end{gather*}
$$

Let $\Phi_{j}(y)=\left(y_{j+2} \mathrm{y}_{\mathrm{j}-2}\right)\left[\mathrm{y}_{\mathrm{j}-2}, \mathrm{y}_{\mathrm{j}-1}, \mathrm{y}_{\mathrm{j}}, \mathrm{y}_{\mathrm{j}+1}, \mathrm{y}_{\mathrm{j}+2}\right](\mathrm{y}-)_{+}^{3}$
be the well-known cubic spline, where $j=-1(1) m+1$. For an element $E_{k}=\left[x_{k}, x_{k+1}\right] x[c, d]$

$$
\begin{equation*}
\Theta_{H} W=\sum_{i=1}^{4} \mu_{i k}(x) \lambda_{i k}(y) \quad(x, y) \in E_{k} \tag{2.3}
\end{equation*}
$$

is a Hermite interpolation of the displacement function $\mathbf{W}(\mathbf{x}, \mathbf{y})$ along $\mathbf{x}$-direction.

$$
\begin{aligned}
& \text { Here } \mu_{1 k}(x)=1-3 t^{2}+2 t^{3}, \mu_{2 k}(x)=\left(t-2 t^{2}+t^{3}\right) l_{k} \\
& \mu_{3 k}(x)=3 t^{2}-2 t^{3}, \quad \mu_{4 k}(x) \quad\left(-t^{2}+t^{3}\right) I_{k} \quad t=\left(x-x_{k}\right) / 1_{k} \\
& \lambda_{1 k}(y)=W\left(x_{k}, y\right), \quad \lambda_{2 k}(y)=W_{x}\left(x_{k}, y\right) \\
& \lambda_{3 k}(y)=W\left(x_{k+1} \quad, y\right), \quad \lambda_{4 k}(y)=W_{x}\left(x_{k+1} \quad, y\right) \\
& k=0(1) n-1
\end{aligned}
$$

$$
\text { Let } \begin{aligned}
\bar{\psi}= & \left\{\psi_{-1}, \psi_{0}, \cdots \psi_{m}, \psi_{m+1}\right\} \\
= & \left\{\Phi_{-1}, \Phi_{0}-\alpha \Phi_{-1},-\beta \Phi_{1}+\Phi_{0}-\gamma \Phi_{-1}, \Phi_{2}, \ldots, \Phi_{m-2}\right. \\
& \left.-\gamma \cdot \Phi_{m+1}+\Phi_{m}-\beta \cdot \Phi_{m-1}, \Phi_{m}-\alpha^{\prime} \Phi_{m+1}, \Phi_{m+1}\right\}
\end{aligned}
$$

where $\quad \alpha=\Phi_{0}\left(y_{0}\right) / \Phi_{-1}\left(y_{0}\right), \alpha,=\Phi_{m}\left(y_{m}\right) / \Phi_{m+1}\left(y_{m}\right)$

$$
\begin{align*}
& \beta=\left(h_{2}+h_{1}\right) / h_{0}, \gamma=\left(h_{0}+h_{-1}\right) / h_{1} \\
& \beta=\left(h_{m}+h_{m-1}\right) / h_{m+1} \cdot \gamma=\left(h_{m+1}+h_{m+2}\right) / h_{m} \tag{2.4}
\end{align*}
$$

Then non-equi-mesh spline finite strip approximation of $\mathbf{W}(x, y)$ is

$$
\begin{aligned}
\tilde{W}(x, y) & =\sum_{i=1}^{4} \mu_{i k}(x) \sum_{j=-1}^{m+1} C_{i j k} \psi_{j}(y) \\
& =\sum_{j=-1}^{m+1}\left(\sum_{i=1}^{4} C_{i j k} \mu_{i k}(x)\right) \psi_{j}(y)
\end{aligned}
$$

where $C_{i,-1, k}, C_{i, 0, k}, C_{i, m, k}, C_{i, m+1, k}$ are suitable numbers depending on boundary conditions.

In the following description, we just study the error analysis for a special -clamped boundary -case i.e.

$$
W=W_{x}=W_{y}=0 \quad(x, y) \in \Gamma
$$

In this case

$$
\begin{array}{ll}
C_{i,-1, k}=C_{i, m+1, k}=0 & i=1,2,3,4 \\
C_{i O k}=C_{i m k}=0 & i=1,3 \tag{2.5}
\end{array}
$$

and we write

$$
\begin{equation*}
W_{(x, y)}=\sum_{j=0}^{m}\left(\sum_{i=1}^{4} C_{i j k} \mu_{i k}(x)\right) \psi_{j}(y) \tag{2.6}
\end{equation*}
$$

where $\mathrm{C}_{\mathbf{i j k}}$ satisfies

$$
\begin{array}{rll}
C_{3 j k} & =C_{1, j, k+1}, C_{4 j k}=C_{2, j, k+1} & j=0(1) m, k=0(1) n-1 \\
C_{1 j 0} & =C_{2 j 0}=C_{1 j n}=C_{2 j n}=0 & j=0(1) m \\
C_{10 k} & =C_{1 m k}=C_{30 k}=C_{3 m k}=0 & k=0(1) n \\
\text { Denote } v & =\left\{W_{(x, y)}=\sum_{j=0}^{m}\left(\sum_{i=1}^{4} C_{i j k} \mu_{i k}(x)\right) \psi_{j}(y), \quad(x, y) \in E_{k} .\right. \\
\left.k=0(1) n-1 \quad C_{i j k} \quad \text { satisfy }(2.7)\right\}
\end{array}
$$

Lemma (2.2)

$$
\mathrm{VCH}_{\mathrm{E}}^{2}(\Omega)
$$

By $\hat{\mathbf{W}}(\mathbf{x}, \mathbf{y})$ we denote the numerical solution of (1.1) in V .

$$
\hat{W}(x, y)=\sum_{j=0}^{m}\left(\sum_{i=1}^{4} \hat{C}_{i j k} \mu_{i k}(x)\right) \psi_{j}(y) \quad(x, y) \in E_{k} .
$$

which satisfies

$$
\begin{equation*}
J(\hat{W})=\underset{\tilde{W} \in V}{\min } J(\mathbb{F}) \tag{2.9}
\end{equation*}
$$

Theorem (2.1)
For all $v \in V \mathcal{C H}_{E}^{2}(\Omega)$ we have

$$
\begin{aligned}
& \mathrm{a}(\hat{\mathrm{~W}}, \mathrm{v})=(\mathrm{f}, \mathrm{v}) \\
& \mathrm{a}\left(\mathrm{~W}^{*}, \mathrm{v}\right)=(\mathrm{f}, \mathrm{v})
\end{aligned}
$$

and then

$$
\begin{equation*}
\mathbf{a}\left(W^{*}-\hat{W}, v\right)=0 \tag{2.10}
\end{equation*}
$$

Let $\Theta_{s} \lambda_{i k}(y)$ be the cubic $B$-spline interpolation of type I (fixed-support boundary condition)
of function $\lambda_{i k}(y)$. For all $w \in C_{E}^{4}(\bar{\Omega})$ we define the tensor product approximation of $W$ as

$$
\Theta_{H S} W=\sum_{i=1}^{4} \mu_{i k}(x) \Theta_{s} \lambda_{i k}(y) \quad(x, y) \in E_{k}, k=0(1) n-1
$$

Obviously $\Theta_{\mathbf{H S}} \mathbf{W} \in \mathbf{V}$
Lemma(2.3) Let $I_{k}=\left[x_{k}, \quad x_{k+1}\right], \quad f(x) \in c^{\alpha}\left(I_{k}\right), \quad \alpha=2,3,4$,
By $\Theta_{\mathrm{H}} \mathrm{f}$ denote Hermite interporation of $f(x)$ on $I_{k}$,
let $R(x)=f(x)-\Theta_{H} f(x)$. Then from [4] we have

$$
\left[\int_{x_{k}}^{x_{k+1}} \mathrm{R}^{(\mathrm{j})}(\mathrm{x})^{2} \mathrm{dx}\right]^{1 / 2}=O\left(1_{k}^{\alpha-j}\right)
$$

and

$$
\max _{x \in I_{k}} R^{(j)}(x) \mid=O\left(1_{k}^{\alpha-j}\right)
$$

where $\mathbf{j}=\mathbf{0 , 1 , 2}, \alpha=\mathbf{2 , 3 , 4}$
$\operatorname{Lemma(2.4)}$ Let $\mathrm{g}(\mathrm{y}) \in \mathrm{c}^{\alpha}[\mathrm{c}, \mathrm{d}], \quad \alpha=2,3,4, \quad \mathrm{By} \Theta_{\mathrm{s}} \mathrm{g}$ denote the I-type cubic spline interpolation of $g(y)$ on the division $\pi_{y}$ let $R(y)=g(y)-\Theta_{s} g(y)$ from
[4] we have

$$
\left[\int_{c}^{d} R^{(j)}(y)^{2} d y\right]^{1 / 2} \quad o\left(h_{y}^{\alpha-j}\right)
$$

and

$$
\max _{\substack{y \in[c, d]}}\left|R^{(j)}(y)\right|=O\left(h_{y}^{\alpha-j}\right)
$$

## Theorem (2.2)

Let $W(X, Y) \in C_{E}^{4}(\Omega)$, then there exists a positive constant $C_{1}(W)$ independing on $h$ such that

$$
\left|\mathrm{W}-\Theta_{\mathrm{HS}} \mathrm{~W}\right|_{2, \Omega} \leq \mathrm{C}_{1}(\mathrm{~W})^{2}
$$

Proof:

$$
\begin{aligned}
& \text { Suppose } \alpha+\beta=2, \alpha, \beta \geq 0 \text { For all } \mathbf{W} \in \mathbf{C}_{\mathbf{E}}^{\mathbf{4}}(\Omega) \\
& \left(\mathrm{W}-\Theta_{\mathrm{HS}} \mathrm{~W}^{(\alpha, \beta)}{ }_{W}^{(\alpha, \beta)}-\sum_{i=1}^{4} \mu_{i k}^{(\alpha)}(x) \lambda_{i k}^{(\beta)}(y)\right. \\
& +\sum_{i=1}^{4} \underset{i k}{(\alpha)}{ }_{i k}^{\alpha}(x)\left[\stackrel{(\beta)}{\lambda_{i k}(y)-\left(\Theta_{s} \lambda_{i k}(y)\right)}{ }^{(\beta)}\right] \\
& \therefore \sum_{\mathrm{k}=0}^{\mathrm{n}-1} \int_{\mathrm{c}}^{\mathrm{d}} \int_{\mathbf{x}_{\mathrm{k}}}^{\mathrm{x}_{\mathrm{k}+1}}\left\{\left(\mathbf{w}-\Theta_{\mathrm{HS}} \mathbf{W}^{(\alpha, \beta)}\right\}^{2} \mathrm{dxdy}\right.
\end{aligned}
$$

$$
\begin{align*}
& +8 \sum_{k=0}^{n-1} \sum_{i=1}^{4} \max \left|\mu_{i k}^{(\alpha)}(x)\right|^{2} \int_{x_{k}}^{x_{k+1}} \int_{c}^{d}\left\{\left[\lambda_{i k}(y)-\Theta_{s} \lambda_{i k}(y)\right]^{(0, \beta)}\right\}^{2} d y \tag{2.11}
\end{align*}
$$

Lemma (2.1) (2.3) (2.4) estimate RHS of (2.11) as $O\left(\mathrm{~h}^{4}\right)$
then there exists a positive constant $C_{1}(W)$ independing on $h$ such that

$$
\begin{aligned}
& \left|W-\Theta_{H S} W\right|_{2 . \Omega}^{2} \leq C_{1}(W)_{h}^{2} 4 \\
\therefore & \left|W-\Theta_{H S} W\right|_{2 . \Omega} \leq C_{1}(W) h^{2}
\end{aligned}
$$

Theorem (2.3)
For all $W(X, Y) \in C_{E}^{4}(\Omega)$,there exists positive constants $C_{2}, C_{3}$ independing on $h$ and W such that

$$
\left.\left|W_{H S} W_{2, \Omega} \leq C_{2} h\right| W\right|_{3, \Omega}+C_{3} h^{2}|W|_{4, \Omega}
$$

Proof:
As in Theorem (2.2), we estimate the RHS of (2.11) to proof this theorem.
Theorem (2.4)
Let $\mathbf{W}^{*}$ and $\hat{W}$ be solution of variational problem (1.1) and (2.9), respectively. Then there exists a positive constant $d_{2}$ independing on $h$ such that

$$
\left|W^{*}-\hat{W}\right|_{2, \Omega} \leq d_{2} h^{2}
$$

Proof: By Theorem (2.1) and the fact that $\Theta_{H S} W^{*}-\hat{W} \in V \subset H_{E}^{2}(\Omega)$ We know that

$$
\begin{aligned}
& \mathbf{a}\left(W^{*}-\hat{W}, \Theta_{\mathbf{H S}} W^{*}-\hat{W}\right)=0 \\
& \mathbf{a}\left(W^{*}-\hat{W}, W^{*}-\hat{W}\right)=\mathbf{a}\left(W^{*}-\hat{W} \cdot \mathbf{W}^{*}-\Theta_{\mathbf{H S}} \mathbf{W}^{*}\right)+a\left(W^{*}-\hat{W} \cdot \Theta_{\mathbf{H S}} W^{*}-\hat{W}\right) \\
& =\mathbf{a}\left(W^{*}-\hat{W} \cdot \mathbf{W}^{*}-\Theta_{\mathbf{H S}} \mathbf{W}^{*}\right)
\end{aligned}
$$

By Lemma (1.1) and Theorem (2.2) we have

$$
\begin{aligned}
\mathbf{B}_{2}\left(\left|W^{*}-\hat{W}\right|\right. & 2, \Omega)^{2} \leq a\left(W^{*}-\hat{W}, W^{*}-\hat{W}\right) \\
& \leq B_{1}\left|W^{*}-\hat{W}\right| \\
2, \Omega & \left|W^{*}-\Theta_{\mathbf{H S}} \mathbf{W}^{*}\right| \\
& \leq B_{1}\left|W^{*}-\hat{W}\right| \\
2, \Omega & C_{1}\left(W^{*}\right) h^{2}
\end{aligned}
$$

$$
\begin{equation*}
\therefore \quad\left|W^{*}-\hat{W}\right|_{2 . \Omega}^{\leq\left(B_{1} / B_{2}\right) C_{1}\left(W^{*}\right) h^{2} \quad \stackrel{d f}{=} d_{2} h^{2}} \tag{2.12}
\end{equation*}
$$

Theorem (2.5) There exists positive constant $d_{0}, d_{1}$ independing on $h$ such that

$$
\begin{aligned}
& \left|W^{*}-\hat{W}\right|_{0, \Omega}^{\leq d_{0} h^{3}} \\
& \left|W^{*}-\hat{W}\right|_{1, \Omega}^{\leq d_{1} h^{5 / 2}}
\end{aligned}
$$

Proof: By $z$ we have denote the solution of the boundary problem

$$
\begin{aligned}
& \mathrm{Lz}=W^{*}-\hat{W} \\
& z=z_{x}=z_{y}=0
\end{aligned}
$$

by Lemma (1.3) , embedding theorem and Lemma (1.2) we have

$$
\begin{equation*}
\mathrm{a}(\mathrm{z}, \mathrm{v})=\left(W^{*}-\hat{W}, \mathrm{v}\right) \quad \forall \mathrm{v} \in \mathrm{H}_{\mathrm{E}}^{2}(\Omega) \tag{2.13}
\end{equation*}
$$

From Theorem (2.1) we have

$$
\begin{equation*}
a\left(W^{*} \cdot \hat{W}, \Theta_{H S} z\right) \quad 0 \tag{2.14}
\end{equation*}
$$

Replace $v$ by $W^{*}-\hat{W}$ in (2.13) we have

$$
\begin{align*}
\left(\left|W^{*} \cdot \hat{W}\right| 0, \Omega\right. & )^{2}=\left(W^{*} \cdot \hat{W}, W^{*}-\hat{W}\right)=a\left(z, W^{*}-\hat{W}\right) \\
& =a\left(W^{*} \cdot \hat{W}, z-\Theta_{H S} z\right)+a\left(W^{*} \cdot \hat{W}, \Theta_{H S} z\right) \\
& =a\left(W^{*} \cdot \hat{W}, z-\Theta_{H S} z\right) \\
& \leq B_{1}\left|W^{*} \cdot \hat{W}\right|_{2, \Omega}\left|z-\Theta_{H S} z\right|_{2}, \Omega \tag{2.15}
\end{align*}
$$

By Theorem (2.3) and Lemma (1.3) we have

$$
\begin{aligned}
&\left|z-\Theta_{\mathbf{H S}}\right|_{2, \Omega} \leq \mathbf{c}_{2} \mathbf{h}|z|_{3, \Omega}+\mathbf{C}_{3} \mathbf{h}^{2}|z|_{4, \Omega} \\
& \leq \mathbf{c}_{2} \mathbf{h C}_{0}\left|w^{*} \cdot \hat{W}\right|_{0, \Omega}+\mathbf{c}_{3} \mathbf{h}^{2} \mathrm{C}_{0}\left|w^{*} \cdot \hat{W}\right|_{1, \Omega} \\
& \because\left(\left|w^{*} \cdot \hat{W}\right|_{1, \Omega}\right)^{2}= \iint_{\Omega}\left[\left(w^{*} \cdot \hat{W}\right)_{x}^{2}+\left(w^{*} \cdot \hat{W}\right)_{y}^{2}\right] d x d y
\end{aligned}
$$

$$
\begin{gather*}
=-\iint_{\Omega} \Delta\left(w^{*} \cdot \hat{W}\right)\left(w^{*} \cdot \hat{W}\right) d x d y+0 \\
\leq\left|w^{*} \cdot \hat{W}\right|_{2 \cdot \Omega}\left|w^{*} \cdot \hat{W}\right|_{0, \Omega} \\
\leq d_{2} h^{2}\left|w^{*} \cdot \hat{W}\right|_{0, \Omega} . \\
\therefore\left|w^{*} \cdot \hat{W}\right|_{1, \Omega} \leq d_{2}^{1 / 2} h\left|w^{*} \cdot \hat{W}\right| \begin{array}{l}
1 / 2 \\
0, \Omega
\end{array} \tag{2.17}
\end{gather*}
$$

By (2.12) (2.15) (2.16) (2.17) solve the inequition we have

$$
\left|w^{*}-\hat{W}\right|_{0 . \Omega} \leq \mathbf{d}_{0} h^{\mathbf{3}}
$$

By (2.17) we have

$$
\left|W^{*} \cdot \hat{W}\right|_{1, \Omega} \leq d_{1} h^{5 / 2}
$$

Theorem (2.6) There exists positive constant $\mu_{0}$ independing on $h$ such that

$$
\underset{\max _{\Omega}}{\Omega}\left|\frac{\partial^{\alpha+\beta}\left(W^{*}-\hat{W}\right)}{\partial \mathrm{x}^{\alpha} \partial \mathrm{y}}\right| \leq \mu_{0^{\mathrm{h}}}(6-\alpha-\beta) / 2
$$

where $\alpha+\beta=0,1,2, \alpha, \beta \geq 0$

## Proof:

We can write $\widetilde{\mathbf{W}} \in V$ as

$$
W(x, y)=\sum_{j=0}^{m}\left(\sum_{i=1}^{4} C_{i j k} \mu_{i k}(x)\right) \psi_{j}(y), \quad(x, y) \in E_{k}
$$

Orthogonalize $\left.\left\{\mu_{i k}(x)\right) \psi_{j}(y)\right\}_{i=1(1) 4, j=1(1) m} \quad$ to $\left\{\psi_{j}\right\}_{j=1(1) m} \quad$ where $\iint_{\Omega} \quad \psi_{\mathrm{i}} \psi_{\mathrm{j}} \mathrm{dxdy}=\delta_{\mathrm{ij}}, \mathrm{M}=4 \mathrm{~m}$ then we rewrite $\tilde{\mathbf{W}}$ as

$$
\widetilde{\mathbf{w}}=\sum_{j=1}^{M} e_{j} \psi_{j} \quad(x, y) \in E_{k}
$$

we have

$$
\iint_{\Omega} \tilde{\mathrm{w}}^{2} \mathrm{dxdy}=\sum_{\mathrm{ij}=1}^{\mathrm{M}} \iint_{\Omega} \mathrm{e}_{\mathrm{i}} \mathrm{e}_{\mathrm{j}} \psi_{\mathrm{i}} \psi_{\mathrm{j}} \mathrm{dxdy}=\sum_{i=1}^{M} e_{i}^{2}=\|\tilde{\mathrm{w}}\|_{0, \Omega}^{2}
$$

$$
\begin{equation*}
\therefore \max _{k}|\tilde{W}| \leq\left(\sum_{i=1}^{M} \mathbf{e}_{i}^{2}\right)^{1 / 2} \quad\left(\sum_{i=1}^{M} \tilde{\psi}_{i}^{2}\right)^{1 / 2} \leq C^{\prime}\|\tilde{W}\|_{0 . \Omega} \tag{2.18}
\end{equation*}
$$

Suppose that $\left|W^{*}-\hat{W}\right|$ reaches its maximum in $E_{p}$ then

$$
\begin{align*}
\max _{\Omega}\left|W^{*}-\hat{W}\right| & \leq \max _{E_{p}}\left|W^{*}-\hat{W}\right| \\
& \leq \max _{E_{p}}\left|W^{*}-\Theta_{\mathbf{H S}} W^{*}\right|+\max _{p}\left|\Theta_{\mathbf{H S}} W^{*}-\hat{W}\right| \tag{2.19}
\end{align*}
$$

For $\Theta_{H S} W^{*}-\hat{W} \in V$ by (2.18) we have
$\max _{\mathbf{p}}\left|\Theta_{\mathbf{H S}} W^{*}-\hat{W}\right| \leq C^{\prime}\left\|\Theta_{\mathbf{H S}} W^{*}-\hat{W}\right\|_{0} 0 . \Omega$

$$
\begin{equation*}
\leq C^{\prime}\left\|W^{*}-\Theta_{H S} W^{*}\right\|_{0, \Omega}+C^{\prime}\left\|W^{*}-\hat{W}\right\|_{0 . \Omega} \tag{2.20}
\end{equation*}
$$

From Lemma (2.3) (2.4) we have

$$
\max _{\mathrm{E}}\left|W^{*}-\Theta_{H S} W^{*}\right|=O\left(h^{4}\right),\left\|W^{*}-\Theta_{H S} W^{*}\right\|{ }_{0}, \Omega=O\left(h^{3}\right)
$$

and $\left\|W^{*}-\hat{W}\right\|_{0, \Omega}=O\left(h^{3}\right)$ by (2.19) and (2.20) we know that there exists a positive constant $\mu_{1}$ such that

$$
\max _{\bar{\Omega}}\left|W^{*}-\hat{W}\right| \leq \mu_{1} \mathbf{h}^{\mathbf{3}}
$$

Similarly there exists positive constants $\mu_{2}$ and $\mu_{3}$ such that

| $\max _{\bar{\Omega}} \mid\left(W^{*} \cdot \hat{W}\right)(\alpha, \beta)$ | $\mid \leq \mu_{2} h^{5 / 2}$ | $\alpha+\beta=1$ |
| :--- | :--- | :--- |
| $\max _{\bar{\Omega}} \mid\left(W^{*} \cdot \hat{W},(\alpha, \beta)\right.$ | $\mid \leq \mu_{3} h^{2}$ | $\alpha+\beta=2$ |

Set $\mu_{0}=\max \left\{\mu_{1} \mu_{2} \mu_{3}\right\}$ we conclude that
$\frac{\max }{\Omega}\left|\frac{\partial^{\alpha+\beta}\left(w^{*}-\hat{W}\right)}{\partial x^{\alpha} \partial y^{\beta}}\right| \leq \mu_{0} h^{(6-\alpha-\beta) / 2}$
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# The Hyers-Ulam stability of a functional equation containing partial difference operators 
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#### Abstract

We examine the stability of a functional equation containing difference operators of higher orders. It appears in a problem raised by J. Schwaiger in 1984. We show that this equation is stable in the Hyers-Ulam sense, which means that any function satisfying the equation with a certain accuracy only is uniformly approximated by its exact solution.


## 1. Introduction

Let $(G,+)$ and $(H,+)$ be two Abelian Groups and let $X$ be a linear space over the rationals. We consider the following functional equation

$$
\begin{equation*}
\Delta_{1, a}^{m} \Delta_{2, b}^{n} F(x, y)=0, \quad a, x \in G, \quad b, y \in H \tag{1}
\end{equation*}
$$

in which $F: G \times H \rightarrow X$ is regarded as an unknown function, whereas $\Delta_{1, a}^{m}$ and $\Delta_{2, b}^{n}$ stand for the $m$-th and $n$-th iterates of the partial difference operators defined by

$$
\Delta_{1, a} F(x, y):=F(x+a, y)-F(x, y)
$$

and

$$
\Delta_{2, b} F(x, y):=F(x, y+b)-F(x, y) .
$$

To describe solutions of Eq. 1 we recall that a function $p: G \rightarrow X$ is said to be a polynomial function of order $m-1$ if and only if it satisfies the following Fréchet functional equation:

$$
\begin{equation*}
\Delta_{a}^{m} p(x)=0, \quad a, x \in G \tag{2}
\end{equation*}
$$

Here, $\Delta_{a}^{m}$ denotes the $m$-th iterate of the ordinary difference operator defined by

$$
\Delta_{a} p(x):=p(x+a)-p(x) .
$$

More information about algebraic properties of polynomial functions can be found in ${ }^{3}$ and ${ }^{6}$.

In 1984, during the 22nd International Symposium on Functional Equations in Oberwolfach, Prof. J. Schwaiger conjectured that any function $F: G \times H \rightarrow X$ satisfying Eq. 1 can be represented in the form

$$
F=P+Q
$$

where $P(\cdot, y)$ is a polynomial function of order $m-1$ for each fixed $y \in H$ and $Q(x, \cdot)$ is a polynomial function of order $n-1$ for each fixed $x \in G$ (conversely, every function of this form fulfils Eq. 1). The same conjecture appears among open problems collected at the end of ${ }^{7}$ The author of the present article proved it to be right in his previous paper ${ }^{4}$

Once we know the general form of solutions of Eq. 1 it is natural to ask if the equation is stable in the sense introduced by S. Ulam in ${ }^{8}$. Originally, Ulam was interested in the stability of the linear functional equation. What he had in mind was the question whether any function satisfying such an equation with some bounded error is uniformly closed to an exact solution of the equation. It was D. H. Hyers ${ }^{5}$ who first answerd Ulam's question in affirmative. Since then the concept of stability has been studied thoroughly in relation to various functional equations. At present it is usually referred to as the Hyers-Ulam stability. The aim of the present paper is to prove that, under the assumption that $X$ is a Banach space, Eq. 1 is stable in the Hyers-Ulam sense.

## 2. Auxiliary results

Our further considerations are based on the following result of M. Albert and J. A. Baker ${ }^{1}$ concerning the stability of Eq. 2:

THEOREM A. Let $(G,+)$ be an Abelian group and let $(X,\|\cdot\|)$ be a Banach space. With every positive integer $m$ one can associate a non-negative constant $k_{m}$ with the following property: if for some $\varepsilon>0$ a function $f: G \rightarrow X$ satisfies the inequality

$$
\left\|\Delta_{a}^{m} f(x)\right\| \leq \varepsilon, \quad a, x \in G
$$

then there exists a polynomial function $p: G \rightarrow X$ of order $m-1$ such that

$$
\|f(x)-p(x)\| \leq k_{m} \varepsilon, \quad x \in G .
$$

REMARK 1. In a less rigorous formulation the above theorem states that any function $f: G \rightarrow X$ for which the transformation

$$
G^{2} \ni(a, x) \rightarrow \Delta_{a}^{m} f(x) \in X
$$

is bounded, can be decomposed into a sum $f=p+r$, where $p: G \rightarrow X$ is a polynomial function of order $m-1$ and $r: G \rightarrow X$ is bounded. Moreover, one may show that this decomposition is unique up to a constant function.

The next lemma is due to K. Baron (cf. ${ }^{2}$ ) and its proof was enclosed in our paper ${ }^{4}$

LEMMA 1. Let $(G,+)$ be an Abelian group, let $Y$ be a linear space over the rational field and assume that $L$ is a linear subspace of $Y$ If $f: G \rightarrow Y$ is a function such that

$$
\Delta_{a}^{m} f(x) \in L, \quad a, x \in G
$$

then $f=p+l$, where $p: G \rightarrow Y$ is a polynomial function of order $m-1$ and

$$
l(x) \in L, \quad x \in G .
$$

We shall also need the following
LEMMA 2. Let $(G,+)$ be an Abelian group, let $Y$ be a real or complex linear space and let $V$ be a linear subspace of $Y$ which splits into the direct sum of two subspaces $W$ and $Z$. Suppose that $Z$ is endowed with a norm $\|\cdot\|_{Z}$ such that $\left(Z,\|\cdot\|_{Z}\right)$ becomes a Banach space and denote by $\operatorname{proj}_{Z}$ the projection operator mapping $V$ onto its direct component $Z$. Furthermore, assume that a function $f: G \rightarrow Y$ satisfies the following conditions:

$$
\begin{equation*}
\Delta_{a}^{m} f(x) \in V, \quad a, x \in G \tag{i}
\end{equation*}
$$

and for some $\varepsilon>0$,

$$
\begin{equation*}
\left\|\operatorname{proj}_{Z}\left(\Delta_{a}^{m} f(x)\right)\right\|_{Z} \leq \varepsilon, \quad a, x \in G \tag{ii}
\end{equation*}
$$

Then $f$ can be expressed in the form

$$
f=p+q+r
$$

where $p: G \rightarrow Y$ is a polynomial function of order $m-1, \quad q: G \rightarrow W, r: G \rightarrow Z$ and

$$
\|r(x)\|_{Z} \leq k_{m} \varepsilon, \quad x \in G,
$$

$k_{m}$ being the constant from the assertion of Theorem $A$.

Proof. Condition (i) jointly with Lemma 1 imply that there exist a polynomial function $p_{0}: G \rightarrow Y$ of order $m-1$ and a function $g$ mapping $G$ into $V$ such that

$$
f=p_{0}+g .
$$

Since $V$ is the direct sum of subspaces $W$ and $Z$, the function $g$ admits the unique decomposition

$$
g=q+r_{0}
$$

with a function $q$ assuming values in $W$ and a function $r_{0}$ assuming values in $Z$. Taking into account the linearity of difference operators we obtain

$$
\Delta_{a}^{m} f(x)=\Delta_{a}^{m} g(x)=\Delta_{a}^{m} q(x)+\Delta_{a}^{m} r_{0}(x), \quad a, x \in G
$$

It is also clear that $\Delta_{a}^{m} q(x) \in W$ and $\Delta_{a}^{m} r_{0}(x) \in Z$, which yields the identity

$$
\operatorname{proj}_{Z}\left(\Delta_{a}^{m} f(x)\right)=\Delta_{a}^{m} r_{0}(x), \quad a, x \in G .
$$

Consequently, by condition (ii), we have

$$
\left\|\Delta_{a}^{m} r_{0}(x)\right\|_{Z} \leq \varepsilon, \quad a, x \in G .
$$

Applying Theorem A we may represent $r_{0}$ in the form $r_{0}=p^{*}+r$, where $p^{*}: G \rightarrow Z$ is a polynomial function of order $m-1$ and $r: G \rightarrow Z$ is such that

$$
\|r(x)\|_{Z} \leq k_{m} \varepsilon, \quad x \in G
$$

Putting $p:=p_{0}+p^{*}$ we get a polynomial function of order $m-1$ and moreover,

$$
f=p_{0}+g=p_{0}+q+r_{0}=p_{0}+q+p^{*}+r=p+q+r .
$$

The functions $p, q$ and $r$ have all the desired properties and the proof is finished.

## 3. Main results

THEOREM 1. Let $(G,+)$ and $(H,+)$ be two Abelian groups, suppose $(X,\|\cdot\|)$ to be a Banach space and let us fix two positive integers $m, n$ and a positive real constant $\varepsilon$. Assume that $F: G \times H \rightarrow X$ is a function satisfying the inequality

$$
\begin{equation*}
\left\|\Delta_{1, a}^{m} \Delta_{2, b}^{n} F(x, y)\right\| \leq \varepsilon, \quad a, x \in G, \quad b, y \in H . \tag{3}
\end{equation*}
$$

Then for an arbitrarily small positive constant $\delta$ there exist functions $P, Q: G \times H \rightarrow$ $X$ with the following properties:

$$
\begin{equation*}
\bigwedge_{y \in H} P(\cdot, y) \text { is a polynomial function of order } m-1 \text {, } \tag{a}
\end{equation*}
$$

$$
\begin{equation*}
\bigwedge_{x \in G} Q(x, \cdot) \text { is a polynomial function of order } n-1 \tag{b}
\end{equation*}
$$

and

$$
\begin{equation*}
\|F(x, y)-P(x, y)-Q(x, y)\| \leq k_{m} k_{n} \varepsilon+\delta, \quad(x, y) \in G \times H \tag{c}
\end{equation*}
$$

where $k_{m}, k_{n}$ are the constants occurring in the assertion of Theorem $A$.
Proof. Let $Y$ denote the space of all functions mapping $H$ into $X$. We define the following linear subspaces of $Y$ :
$V:=\left\{\varphi \in Y:\right.$ the transformation $H^{2} \ni(b, y) \rightarrow \Delta_{b}^{n} \varphi(y) \in X$ is bounded $\}$,
$W:=\left\{\varphi \in Y: \Delta_{b}^{n} \varphi(y)=0\right.$ for all $\left.b, y \in H\right\}$,
$Z:=\{\varphi \in Y: \varphi$ is bounded $\}$,
$L:=\{\varphi \in Y: \varphi$ is constant $\}$.
In the space $Z$ one may introduce the uniform convergence norm $\|\cdot\|_{\infty}$ defined by

$$
\|\varphi\|_{\infty}:=\sup _{y \in H}\|\varphi(y)\|, \quad \varphi \in Z .
$$

Together with this norm $Z$ becomes a Banach space and $L$ is its closed subspace. Factorizing $Y, V, W$ and $Z$ by the subspace $L$ we obtain the quotient spaces

$$
\tilde{Y}:=Y / L, \quad \tilde{V}:=V / L, \quad \tilde{W}:=W / L, \quad \tilde{Z}:=Z / L .
$$

In what follows the coset of $L$ determined by a function $\varphi \in Y$ will be designated by $[\varphi]$. It is an immediate consequence of Remark 1 that $\tilde{V}$ coincides with the direct sum of $\tilde{W}$ and $\tilde{Z}$. The space $\tilde{Z}$ turns into a Banach space when we equip it with the quotient norm $\|\cdot\|_{\bar{Z}}$ related to $\|\cdot\|_{\infty}$ as follows:

$$
\|[\varphi]\|_{\tilde{Z}}:=\inf \left\{\|\psi\|_{\infty}: \quad \psi \in[\varphi]\right\}, \quad[\varphi] \in \tilde{Z}
$$

Now we define a function $\tilde{f}: G \rightarrow \tilde{Y}$ by the formula

$$
\tilde{f}(x):=[F(x, \cdot)], \quad x \in G .
$$

Then we have

$$
\Delta_{a}^{m} \tilde{f}(x)=\left[\Delta_{1, a}^{m} F(x, \cdot)\right], \quad a, x \in G .
$$

Putting

$$
\varphi_{a, x}:=\Delta_{1, a}^{m} F(x, \cdot), \quad a, x \in G
$$

and calling to mind inequality (3) we derive

$$
\left\|\Delta_{b}^{n} \varphi_{a, x}(y)\right\|=\left\|\Delta_{2, b}^{n} \Delta_{1, a}^{m} F(x, y)\right\|=\left\|\Delta_{1, a}^{m} \Delta_{2, b}^{n} F(x, y)\right\| \leq \varepsilon
$$

for arbitrarily chosen $a, x \in G, \quad b, y \in H$. Hence it follows, in particular, that for all $a, x \in G$ one has

$$
\varphi_{a, x} \in V, \text { i.e. } \Delta_{a}^{m} \tilde{f}(x) \in \tilde{V}
$$

Moreover, on account of Theorem A, for any fixed $a, x \in G$ the function $\varphi_{a, x}$ admits a representation

$$
\varphi_{a, x}=\pi_{a, x}+\rho_{a, x},
$$

where $\pi_{a, x}: H \rightarrow X$ is a polynomial function of order $n-1$ and $\rho_{a, x}: H \rightarrow X$ is bounded with an estimation of its supremum norm given by

$$
\left\|\rho_{a, x}\right\|_{\infty} \leq k_{n} \varepsilon
$$

On the other hand,

$$
\Delta_{a}^{m} \tilde{f}(x)=\left[\varphi_{a, x}\right]=\left[\pi_{a, x}\right]+\left[\rho_{a, x}\right], \quad a, x \in G
$$

The first term of the above sum belongs to $\tilde{W}$, whereas the second is an element of $\tilde{Z}$, which implies that

$$
\operatorname{proj}_{\tilde{Z}}\left(\Delta_{a}^{m} \tilde{f}(x)\right)=\left[\rho_{a, x}\right], \quad x \in G
$$

Hence,

$$
\left\|\operatorname{proj}_{\bar{Z}}\left(\Delta_{a}^{m} \tilde{f}(x)\right)\right\|_{\bar{Z}}=\left\|\left[\rho_{a, x}\right]\right\|_{\bar{Z}} \leq\left\|\rho_{a, x}\right\|_{\infty} \leq k_{n} \varepsilon, \quad a, x \in G
$$

Applying Lemma 2 to the function $\tilde{f}$ we receive a decomposition

$$
\tilde{f}=\tilde{p}+\tilde{q}+\tilde{r},
$$

where $\tilde{p}: G \rightarrow \tilde{Y}$ is a polynomial function of order $m-1, \tilde{q}: G \rightarrow \tilde{W}, \tilde{r}: G \rightarrow \tilde{Z}$ and

$$
\begin{equation*}
\|\tilde{r}(x)\|_{\tilde{z}} \leq k_{m} k_{n} \varepsilon, \quad x \in G . \tag{4}
\end{equation*}
$$

Let us represent the functions $\tilde{p}, \tilde{q}$ and $\tilde{r}$ in the form

$$
\tilde{p}(x)=[p(x)], \quad \tilde{q}(x)=[q(x)], \quad \tilde{r}(x)=[r(x)], \quad x \in G
$$

with some $p: G \rightarrow Y, q: G \rightarrow W$ and $r: G \rightarrow Z$. Then we have

$$
\left[\Delta_{a}^{m} p(x)\right]=\Delta_{a}^{m} \tilde{p}(x)=[0], \quad x \in G
$$

which means that

$$
\Delta_{a}^{m} p(x) \in L, \quad a, x \in G
$$

From Lemma 1 it follows that $p=p_{0}+l$, where $p_{0}: G \rightarrow Y$ is a polynomial function of order $m-1$ and

$$
l(x) \in L, \quad x \in G
$$

Consequently, for every $x \in G$ the cosets $[p(x)]$ and $\left[p_{0}(x)\right]$ coincide. From this place on, the constant $\delta$ will be treated as fixed (possibly very small, nevertheless positive). In view of (4), to each $x \in G$ one can assign an element $r_{0}(x) \in[r(x)]$ such that

$$
\left\|r_{0}(x)\right\|_{\infty} \leq k_{m} k_{n} \varepsilon+\delta
$$

Evidently, the cosets $[r(x)]$ and $\left[r_{0}(x)\right]$ are identical for every $x \in G$. As a result,

$$
[F(x, \cdot)]=\left[p_{0}(x)\right]+[q(x)]+\left[r_{0}(x)\right], \quad x \in G
$$

or equivalently,

$$
F(x, \cdot)=p_{0}(x)+q(x)+r_{0}(x)+l_{0}(x), \quad x \in G
$$

with some $l_{0}: G \rightarrow L$. If we now put

$$
q_{0}(x):=q(x)+l_{0}(x), \quad x \in G,
$$

then the function $q_{0}$ assumes values in $W+L \subset W$. Next we define functions $P, Q$ and $R$ mapping $G \times H$ into $X$ by the formulae

$$
P(x, y):=p_{0}(x)(y), \quad Q(x, y):=q_{0}(x)(y), \quad R(x, y):=r_{0}(x)(y)
$$

for all $(x, y) \in G \times H$. Then

$$
F(x, y)=P(x, y)+Q(x, y)+R(x, y), \quad(x, y) \in G \times H
$$

and it is readily seen that $P$ and $Q$ have the properties (a) and (b) from the assertion of our theorem. Finally, notice that

$$
\sup _{(x, y) \in G \times H}\|R(x, y)\|=\sup _{x \in G} \sup _{y \in H}\left\|r_{0}(x)(y)\right\|=\sup _{x \in G}\left\|r_{0}(x)\right\|_{\infty} \leq k_{m} k_{n} \varepsilon+\delta,
$$

which ensures property (c) and completes the proof.
By induction based on similar arguments one can prove the following generalization of Theorem 1 :

THEOREM 2. Let $\left(G_{1},+\right), \ldots,\left(G_{m},+\right)$ be Abelian groups and suppose that $(X,\|\cdot\|)$ is a Banach space. Moreover, fix a system of positive integers $n_{1}, \ldots, n_{m}$ and a positive real constant $\varepsilon$. Assume that $F: G_{1} \times \ldots \times G_{m} \rightarrow X$ is a function fulfilling the inequality

$$
\left\|\Delta_{1, a_{1}}^{n_{1}} \ldots \Delta_{m, a_{m}}^{n_{m}} F\left(x_{1}, \ldots, x_{m}\right)\right\| \leq \varepsilon
$$

for all $a_{i}, x_{i} \in G, i=1, \ldots, m$. Then for arbitrarily small positive $\delta$ there exist functions $P_{i}: G_{1} \times \ldots \times G_{m} \rightarrow X \quad(i=1, \ldots, m)$ such that $P_{i}$ is a polynomial function
of order $n_{i}-1$ with respect to the $i$-th variable while the remaining variables are fixed and

$$
\left\|F\left(x_{1}, \ldots, x_{m}\right)-\sum_{i=1}^{m} P_{i}\left(x_{1}, \ldots, x_{m}\right)\right\| \leq\left(\prod_{i=1}^{m} k_{n_{i}}\right) \varepsilon+\delta
$$

for all $\left(x_{1}, \ldots, x_{m}\right) \in G_{1} \times \ldots \times G_{m}$. As usual $k_{n_{i}}(i=1, \ldots, m)$ are the constants appearing for the first time in Theorem $A$.

REMARK 2. The paper ${ }^{1}$ provides some estimations of the constants $k_{n}$ ( $n=$ $1,2, \ldots)$, but it is not known whether they are sharp. Therefore, there is not much practical sense in trying to improve Theorems 1 and 2 by eliminating from them the constant $\delta$ which only imperceptibly weakens their assertions. Nonetheless such improvement would be desirable from the aesthetic point of view. We do not know if it can be achieved without imposing additional assumptions on the space $X$. However, if $X$ is finite-dimensional, the constant $\delta$ can be avoided as is easily seen from the proof of Theorem 1 and from the following

PROPOSITION. If $\operatorname{dim} X<\infty$, then keeping the meaning of symbols used in the proof of Theorem 1, we have

$$
\bigwedge_{[\varphi] \in \tilde{Z}} \bigvee_{\psi \in[\varphi]}\|[\varphi]\|_{\bar{Z}}=\|\psi\|_{\infty} .
$$

Proof. Identifying elements of the space $X$ with constant functions mapping $H$ into $X$, we may write

$$
\|[\varphi]\|_{\bar{z}}=\inf \left\{\|\varphi+c\|_{\infty}: c \in X\right\}
$$

Fix a coset $[\varphi] \in \tilde{Z}$ and put $\eta:=2\|\varphi\|_{\infty}$. If $c \in X$ is chosen from the complement of the closed ball $B(0, \eta)$ with the centre 0 and the radius $\eta$, then

$$
\|\varphi+c\|_{\infty} \geq\|c\|-\|\varphi\|_{\infty}>\|\varphi\|_{\infty} \geq\|[\varphi]\|_{\tilde{z}} .
$$

Consequently,

$$
\|[\varphi]\|_{\bar{Z}}=\inf \left\{\|\varphi+c\|_{\infty}: \quad c \in B(0, \eta)\right\}
$$

We may select a sequence $\left\{c_{n}\right\}_{n \in \mathrm{~N}}$ of elements of $B(0, \eta)$ such that

$$
\|[\varphi]\|_{\bar{Z}}=\lim _{n \rightarrow \infty}\|\varphi+c\|_{\infty}
$$

Since $B(0, \eta)$ is compact, the sequence $\left\{c_{n}\right\}_{n \in \mathrm{~N}}$ contains a subsequence $\left\{c_{n_{k}}\right\}_{k \in \mathrm{~N}}$ convergent to a $c_{0} \in B(0, \eta)$. Hence

$$
\|[\varphi]\|_{\tilde{z}}=\lim _{k \rightarrow \infty}\left\|\varphi+c_{n_{k}}\right\|_{\infty}=\|\varphi+c\|_{\infty},
$$

which ends the proof, because $\psi:=\varphi+c_{0} \in[\varphi]$.
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#### Abstract

This paper proves a fixed point index theorem for non-compact maps and gives an application to prove the existence of positive solutions of evolutionary equations in infinite dimensional Banach sequence spaces.


## 1. INTRODUCTION

In [10] we presented a topological method that can be applied to study the asymptotic behavior of differential equations in Banach spaces. We prove here a fixed point index theorem for non-compact maps and give an application on the existence of positive solutions of evolutionary equations in infinite dimensional Banach sequence spaces. The results generalize Theorem of Hartman and Wintner [7] and [8] to an infinite dimensional spaces and also the results proved in [11]. The proof shows the generality and simplicity of the method developed in [10]. Infinite systems of ordinary differential equations arise in the theory of branching process, [2] semidiscretization of partial differential equations, [3], [5], degradation of polymers, [3] and perturbation theory of quantum mechanics [1].

## 2. PRELIMINARIES

We begin by recalling a few definitions and results from [10].
Suppose $X$ is a Banach space, $\mathbb{R}^{+}=[0, \infty), u: \mathbb{R} \times X \times \mathbb{R}^{+} \rightarrow X$ is a given mapping and define $U(\sigma, t): X \rightarrow X$ for $\sigma \in \mathbb{R}^{+}$by $U(\sigma, t) x=u(\sigma, x, t)$. A process on $X$ is a mapping $u: \mathbb{R} \times X \times \mathbb{R}^{+} \rightarrow X$ satisfying the following properties:
i) $u$ is continuous,
ii) $U(\sigma, \sigma)=I$ (identity),
iii) $U(\sigma+s, t) U(\sigma, s)=U(\sigma, s+t)$.

A process is said to be an autonomous process or a semidynamical system if $U(\sigma, t)$ is independent of $\sigma$, i.e., $U(\sigma, t)=U(0, t)$ for each $\sigma \in \mathbb{R}$ and $t \geq 0$. When this is the case, define $T(t)=U(0, t)$ and note $T(t) x$ is continuous at each $(t, x) \in \mathbb{R} \times X$.

Definition. Suppose $u$ is a process on $X$. The trajectory $\tau^{+}(\sigma, x)$ through $(\sigma, x) \in \mathbb{R} \times X$ is the set on $\mathbb{R} \times X$ defined by

$$
\tau^{+}(\sigma, x)=\left\{(\sigma+t, U(\sigma, t) x) \mid t \in \mathbb{R}^{+}\right\}
$$

The orbit $\gamma^{+}(\sigma, x)$ through $(\sigma, x)$ is the set in $X$ defined by

$$
\gamma^{+}(\sigma, x)=\left\{U(\sigma, t) x \mid t \in \mathbb{R}^{+}\right\}
$$

If there exists a backward continuation for the process $u$, we define for some $t^{-} \in[-\infty, 0]$

$$
\begin{aligned}
& \tau^{-}(\sigma, x)=\left\{(\sigma+t, U(\sigma, t) x) \mid t \in\left(t^{-}, 0\right)\right\} \\
& \gamma^{-}(\sigma, x)=\left\{U(\sigma, t) x \mid t \in\left(t^{-}, 0\right)\right\}
\end{aligned}
$$

An integral of the process in $\mathbb{R}$ is a continuous functions $y: \mathbb{R} \rightarrow X$ such that for any $\sigma \in \mathbb{R}, \tau^{+}(\sigma, y(\sigma))=\{(\sigma+t, y(\sigma+t)) \mid t \geq 0\}$. An integral $y$ is an integral through $(\sigma, x) \in \mathbb{R} \times X$, if $y(\sigma)=x$.

We assume in the following that the integral through each $(\sigma, x) \in \mathbb{R} \times X$ is unique. We define $\tau^{-1}(x)=\{(\sigma, y) \in \mathbb{R} \times X \mid, \exists t>0$ such that $U(\sigma, t) y=x\}$. If $P_{0}=(\sigma, x) \in \mathbb{R} \times X$ and $z \in \gamma^{+}(\sigma, x)$ we define

$$
\begin{aligned}
t_{z} & =\inf \{t \geq 0 \mid U(\sigma, t) x=z\} \\
Q_{z} & =\left\{\left(\sigma+t_{z}, U\left(\sigma, t_{z}\right) x\right)\right\} \\
{\left[P_{0}, Q_{z}\right] } & =\left\{(\sigma+t, U(\sigma, t) x) \mid 0 \leq t \leq t_{z}\right\}
\end{aligned}
$$

Let $\Omega$ be an open set of $\mathbb{R} \times X, \omega$ an open set of $\Omega, \omega \neq \emptyset$ and $\partial \omega=$ $\bar{\omega} \cap \overline{(\Omega-\omega)}$ the boundary of $\omega$ with respect to $\Omega$. We put

$$
\begin{aligned}
S^{\circ}= & \left\{P_{0}=(\sigma, x) \in \partial \omega \mid \exists z \in \gamma^{+}(\sigma, x)\right. \\
& \text { with } \left.\left(P_{0}, Q_{z}\right) \neq \emptyset \text { and }\left(P_{0}, Q_{z}\right) \cap \bar{\omega}=\emptyset\right\} \\
S= & \left\{P_{0}=(\sigma, x) \in \partial \omega \mid \exists z \in \gamma^{+}(\sigma, x)\right. \\
& \text { with }\left(P_{0}, Q_{z}\right) \neq \emptyset \text { and if there exists } \tau^{-}\left(P_{0}\right), \exists Q \in \omega \\
& \text { such that } \left.\left(Q, P_{0}\right] \subset \bar{\omega}\right\} \\
S^{*}= & \left\{Q \in S^{0} \mid \exists P_{0}=(\sigma, x) \in \omega-S\right. \\
& \text { with } \left.Q \in \tau^{+}(\sigma, x) \text { and }\left[P_{0}, Q\right) \subset \omega-S\right\}
\end{aligned}
$$

The points of $S^{0}$ are called demiegress points, the points of $S$ are called egress points. The points of $S^{*}$ are called strict egress points.

The above definition applies even if $\omega$ has an empty interior. For example, if $X=l^{2}$ and $\dot{\omega}$ is the positive cone in $l^{2}, \omega=\left\{x \in l^{2} \mid x \geq 0\right\}, S=\{x=$ $\left(x_{1}, x_{2}, \ldots\right) \mid x \geq 0$ and $x_{i}>0$ for at least one $\left.i\right\} . \omega=\partial \omega$ and the trajectory through a point $P_{0}=(\sigma, x) \in \omega$ either leaves the set $\omega$ at some time $\bar{t}>\sigma$ or $\bar{t}=\sigma$ and then $\tau^{+}\left(P_{0}\right) \cap \bar{\omega}=\emptyset$ and $P_{0} \in S^{0}$ A point $P_{0} \in S^{0}$ is an egress point, that is, $P_{0} \in S$, if there exists an backward continuation of the process and a small piece of the trajectory is contained in $\omega$. If $P_{0} \in S^{0}$ and there is a small piece of the left trajectory through $P_{0}$ contained in $\omega-S$ then $P_{0} \in S^{*}$, that is, $P_{0}$ is a strict egress point. If all points of $S$ are strict egress points, that is, $S=S^{*}, S^{*}$ is closed with respect to $\bar{\omega}$.

Given a point $P_{0}=(\sigma, x) \in \omega-S$, if the trajectory $\tau^{+}(\sigma, x)$ of the process is contained in $\omega-S$ for every $t>0$ we say that the trajectory is asymptotic with respect to $\omega-S$. If the trajectory is not asymptotic with respect to $\omega-S$ then there is a $t>0$ such that $(\sigma+t, U(\sigma, t) x) \in S$. Taking:

$$
\begin{aligned}
t_{P_{\mathrm{o}}} & =\inf \{t>0 \mid(\sigma+t, U(\sigma, t) x) \in S\} \\
Q & =\left(\sigma+t_{P_{\mathrm{o}}}, U\left(\sigma, t_{P_{\mathrm{o}}}\right) x\right)=C\left(P_{\mathrm{o}}\right)
\end{aligned}
$$

we have

$$
\left[P_{0}, Q\right] \subset \bar{\omega}
$$

The point $C\left(P_{0}\right)$ is called the consequent of $P_{0}$. Define $G$ to be the set of all $P_{0}=(\sigma, x) \in \omega-S$ such that there are $C\left(P_{0}\right)$ and $C\left(P_{0}\right) \in S^{*} . G$ is called the left shadow of $\omega$. Consider the mapping, the consequent operator:

$$
K: S^{*} \cup G \rightarrow S^{*}
$$

$K\left(P_{0}\right)=C\left(P_{0}\right)$ if $P_{0} \in \omega$ and $K\left(P_{0}\right)=P_{0}$ if $P_{0} \in S^{*}$.

Lemma 1. If $S=S^{*}$, the consequent operator $K: S^{*} \cup G \rightarrow S^{*}$ is continuous.

Lemma 2. If $S=S^{*}$ and the solution operator $U(t, \sigma)$ is a conditional condensing map for $t>\sigma$ then $K: G \rightarrow S$ is a conditional condensing map.

Following Nussbaum [14] we say that a subset $A$ of a Banach space $X$ is admissible if $A$ has a locally finite covering $\left\{A_{j}: j \in J\right\}$ by closed convex sets $A_{j} \in X$.

Let $\omega$ be a non-empty subset of $\Omega$, and with $S$ and $S^{*}$ denoting respectively the set of egress and strict egress points of $\omega$. Assume that there exists a nonempty closed set $Z$ where $Z \subset \omega \cup S$ and the following conditions are satisfied:
i) $S=S^{*}$
ii) $Z$ is admissible
iii) there exists a continuous map $\Phi: S \rightarrow S$ such that $\Phi(P) \neq P$ for every $P \in S$.
iv) $\Phi K$ is a condensing map
v) $i_{\bar{\omega}}(\Phi K, Z-S) \neq 0$.

Then there exists at least one point $P_{0}=(\sigma, x) \in Z-S$ such that the trajectory $\tau^{+}(\sigma, x)$ through $P_{0}=(\sigma, x)$ is contained in $\omega-S$.

Proof. Assume that the theorem is not true. Then $C\left(P_{0}\right) \in S$ for every $P_{0} \in Z-S$ and then $Z-S \subset G$. Then $Z=(Z \cap S) \cup(Z-S) \subset S \cup G$. From iv) $\Phi K$ is a condensing map and from iii) $\Phi(P) \neq P$ for every $P \in S$, that is $\Phi K\left(P_{0}\right) \neq P_{0}$ for every $P \in Z=S$. Hence $i_{\bar{\omega}}(\Phi K, Z-S)=0$ which is a contradiction. Then there exists at least one point $P_{0} \in Z-S$ such that the trajectory $\tau^{+}\left(\sigma, P_{0}\right)$ is asymptotic with respect to $\omega-S$.

Corollary 1. Let $\omega$ be a non-empty, subset of $\Omega$, and with $S$ and $S^{*}$ denoting the set of egress and strict egress points of $\omega$ respectively. Assume that there exists a closed set $Z, \phi \neq Z \subset \omega \cup S$ and the following conditions are satisfied:
i) $S=S^{*}$
ii) $Z$ is admissible
iii) there exists a continuous map $\Phi: S \rightarrow S$ such that $\Phi(P) \neq P$ for every $P \in S$
iv) $\Phi K$ is a condensing map and $\Phi K$ has a fixed point in $Z$.

Then there exists at least one point $P_{0}=(\sigma, x) \in Z-S$ such that the trajectory $\tau^{+}(\sigma, x)$ through $P_{0}(\sigma, x)$ is contained in $\omega-S$.

We will need the following Lemma [4], [14].
Lemma 3. Let $X$ be Banach space, $K \subset X$ a cone and $F: \bar{K}_{R} \rightarrow K$ a condensing map, $K_{R}=K \cap B_{R}(0)$. Suppose that
a) $F x \neq \lambda x$ for $\|x\|=R$ and $\lambda>0$.
b) There exists a smaller radius $r \in(0, R)$ and an $e \in K \mid\{0\}$ such that $x-F x \neq \lambda e$ for $\|x\|=r$ and $0<\lambda \leq 1$.

Then $F$ has a fixed point in $\{x \in K \mid r \leq\|x\| \leq R\}$.

## 3. MAIN RESULTS

Let $X$ be a real Banach sequence space and consider the system of ordinary differential equations defined in $X$ :

$$
\begin{align*}
& \dot{x}_{i}+\sum_{j=1}^{\infty} a_{i j}(t) x_{j}=0, \quad i, 1,2, \ldots  \tag{1}\\
& x_{i}(0)=x_{i}^{0}
\end{align*}
$$

where $a_{i j}(t)$ are continuous functions of the real variable $t$ for $0 \leq t<\infty$, $x^{\circ}=\left(x_{1}^{\circ}, x_{2}^{\circ}, \ldots\right) \in X$.

System (1) can be written in the form

$$
\begin{align*}
& \dot{x}+A(t) x=0 \\
& x(0)=x^{\circ} \tag{2}
\end{align*}
$$

We assume that for each $t \in[0, T],-A(t)$ is the infinitesimal generator of a $C^{0}$ semigroup on the space $X$, the domain $D(A(t))=D$ is independent of $t$, is dense in $X$ and that the initial value problem (1) has an unique classical solution defined in $[0, \infty)$. Assume also continuity with respect to initial conditions for the solutions of (1). See [8] and [11]. Our purpose here is to apply Theorem 1 to prove the existence of a positive solution of system (1).

Theorem 2. Assume the hypotheses
i). The solution operator

$$
U(t, \sigma) x^{\circ}=x^{\circ}-\int_{\sigma}^{t} A(s) x(s) d s
$$

is a conditional condensing map for $t>\sigma$
ii) $\sum_{j=1}^{\infty} a_{i j}(t) x_{j}>0 \quad$ for every $i=1,2, \ldots, x_{j} \geq 0, j=1,2, \ldots$

Then system (1) has a monotone decreasing solution $x(t)=\left(x_{1}(t), x_{2}(t), \ldots\right)$, $x(t) \not \equiv 0$ such that $x_{i}(t)>0$ and $\dot{x}_{i}(t)<0$ for every $i=1,2, \ldots, t \geq 0$, and consequently $x_{i}(t)$ are monotone decreasing for $t \geq 0$.

If the solution operator $K(t, 0) x^{\circ}=x^{\circ}-\int_{\sigma}^{t} A(s) x(s) d s$ is compact for $t>\sigma$ and $\sum_{j=1}^{\infty} a_{i j}(t) x_{j} \geq 0 \quad$ for every $i=1,2, \ldots, x_{j} \geq 0, j=1,2, \ldots$ Then (1) has as monotone non-increasing solution $x(t)=\left(x_{1}(t), x_{2}(t), \ldots\right), x(t) \not \equiv 0$, such that $\dot{x}_{i}(t) \leq 0$ for every $i=1,2, \ldots, t \geq 0$ and consequently $x_{i}(t)$ are monotone non-increasing for $t \geq \sigma$.

Proof. Let us assume first that

$$
\sum_{j=1}^{\infty} a_{i j}(t) x_{j}>0, \quad \text { for every } i, \quad x_{j} \geq 0, \quad j=1,2, \ldots
$$

or equivalently, that $A(t)$ is a strongly positive operator.
For $\sigma>0$ let

$$
\omega=\left\{x=\left(x_{1}, x_{2}, \ldots\right) \in X \mid x_{i}>0, \quad i=1,2, \ldots\right\}
$$

For $0<r<R$ let

$$
\begin{aligned}
Z= & \left\{x=\left(x_{1}, x_{2}, \ldots\right) \in X \mid x_{i} \geq 0, r \leq\|x\| \leq R\right\} \\
S= & \left\{x=\left(x_{1}, x_{2}, \ldots\right) \in X \mid x_{i} \geq 0, x_{i}=0 \text { and } x_{j} \neq 0\right. \\
& \quad \text { for at least one } i \text { and one } j\}
\end{aligned}
$$

The closure of $\omega, \bar{\omega}$ is a cone in the space $X$ and $Z$ is a conic sector. If $x=c$ or $x=l^{\infty}, \bar{\omega}$ is a solid cone in $X$.

From hypothese ii), $\dot{x}_{i}<0$, then the derivatives along the solutions of (1) on the points of $S$ are negative, then the points of $S$ are strict egress points. At the origin $\dot{x}_{i}=0$ for every $i$, whence the origin is not an egress point. The derivative along the solutions of (1) on the points of $Z_{R}=\{x \in Z \mid\|x\|=R\}$ and $Z_{r}=\{x \in Z \mid\|x\|=r\}$ are negative, $\dot{x}_{i}<0$. Then the points of $Z_{r}$ are strict egress points and the points of $Z_{R}-S$ are strict ingress points. The
points of $Z_{R} \cap S$ are not egress points. The continuous function $\Phi: S \rightarrow S$ defined by $\Phi\left(x_{1}, x_{2}, \ldots\right)=\left(0, x_{1}, x_{2}, \ldots\right)$ satisfies $\Phi(x) \neq x$ for every $x \in S$.

Assume that for every $x^{0} \in Z-S$, the solution through $x^{0}$ does not remain in $\omega$ for $t>0$. Since the points of $S$ are strict egress points $Z-S \subset G$. The consequent operator $K: Z \rightarrow S$ defined by

$$
\begin{equation*}
K(t, o)\left(x^{0}\right)_{i}=x_{i}^{0}-\int_{0}^{t} \sum_{j=1}^{\infty} a_{i j}(s) x_{j}(s) d s, \quad i=1,2, \ldots \tag{4}
\end{equation*}
$$

is defined in $Z \subset \bar{\omega}$. Since the points of $S$ are strict egress, $K$ is defined in $Z \cap S$ then in $\bar{Z}$, that is, $\bar{Z} \subset G \cup S$. For Lemma 2, the consequent operator $K: G \rightarrow S$ is a conditional condensing map.

Since $\Phi$ is continuous, $\Phi_{0} K$ is continuous, and since $\dot{x}_{i}<0$ for every $i, K$ takes $Z$ into $\bar{\omega} \cap\{x \in \bar{\omega} \mid\|x\|<R\}$ and then $K$ is a condensing map. Since $\Phi$ is an isometry $\Phi_{0} K$ is a condensing map.

Finally to prove the Theorem, we have to prove that $\Phi_{0} K$ has a fixed point in $Z$. If we prove that the conditions a) and b) of Lemma 3, are satisfied then $\Phi_{0} K: Z \rightarrow \bar{\omega}$ has a fixed point in $Z$.
a) If $\left\|x^{0}\right\|=R$ for $\lambda>1,\left\|\lambda x^{\circ}\right\|>R$. Since we are assuming that $\sum_{j=1}^{\infty} a_{i j}(t) x_{j}>0, x$ is decreasing, $\left\|\Phi K\left(x^{0}\right)\right\|=\left\|K\left(x^{0}\right)\right\| \leq\left\|x^{0}\right\|<$ $\left\|\lambda\left(x^{0}\right)\right\|$ then $\left\|\lambda x^{0}-\Phi K\left(x^{0}\right)\right\| \geq\left\|\lambda x^{0}\right\|-\left\|\Phi K\left(x^{0}\right)\right\|>0$ and $\lambda x^{0} \neq$ $\Phi K\left(x^{\circ}\right)$
b) Fix $e=(0,1,0,0, \ldots)$. If $x_{1}^{0} \neq 0, x^{0}-\Phi_{0} K\left(x^{0}\right)=\left(x_{1}^{0}, x_{2}^{0}, \ldots\right)-$ $\left(0, x_{1}^{\circ}, x_{2}^{\circ}, \ldots\right)+\left(0, \int_{\sigma}^{t} \sum_{j=1}^{\infty} a_{1 j}(s) x_{j}(s) d s, \int_{\sigma}^{t} \sum_{j=1}^{\infty} a_{2 j}(s) x_{j}(s) d s, \ldots\right) \neq$ $\lambda(0,1,0,0, \ldots)$, since the first coordinate $x_{1}^{0} \neq 0$.
If $x_{1}^{\circ}=0, x^{\circ} \in S$ and $K x^{\circ}=x^{\circ}$ then

$$
x^{0}-\phi_{0} K\left(x^{\circ}\right)=\left(0, x_{2}^{0}, x_{3}^{0}, \ldots\right)-\left(0,0, x_{2}^{0}, x_{3}^{0}, \ldots\right)=\left(0, x_{2}^{0}, x_{3}^{0}-x_{2}^{0}, x_{4}^{0}-x_{3}^{0}, \ldots\right)
$$

Let us assume by contradiction that

$$
x^{\circ}-\dot{\phi}_{0} K\left(x^{0}\right)=\lambda e
$$

that is

$$
\left(0, x_{2}^{\circ}, x_{3}^{\circ}-x_{2}^{\circ}, x_{4}^{\circ}-x_{3}^{\circ}, \ldots\right)=\left(0, \lambda e_{1}, \lambda e_{2}, \ldots\right)
$$

If $x_{2}^{0}=0$ obviously $x^{0}-\phi_{0} k\left(x^{0}\right) \neq \lambda e$ since $\lambda e_{1} \neq 0$.

If $x_{2}^{0} \neq 0$ we have

$$
\left(0, x_{2}^{0}, x_{3}^{0}-x_{2}^{0}-x_{3}^{0}, \ldots\right)=\left(0, \lambda e_{1}, \lambda e_{2}+\lambda e_{3}, \ldots\right)
$$

that is

$$
\begin{aligned}
& x_{2}^{\circ}=\lambda e_{1}, x_{3}^{\circ}=x_{2}^{\circ}+\lambda e_{2}=\lambda e_{1}+\lambda e_{2}, \\
& x_{4}^{\circ}=x_{3}^{\circ}+\lambda e_{3}=\lambda e_{1}+\lambda e_{2}+\lambda e_{3}+\ldots
\end{aligned}
$$

Then

$$
x^{\circ}=\lambda\left(0, e_{1}, e_{1}+e_{2}, e_{1}+e_{2}+e_{3}, \ldots \sum_{i=1}^{n} e_{i}, \ldots\right)
$$

and $x^{\circ}$ can not belong to $l^{P}$ for any $p \geq 1$ and $x^{\circ}$ can not belong also to $c_{0}$. If $x=c$ or $l^{\infty}$ since $\sum_{i=1}^{\infty} e_{i}<r$ and $\lambda<1$

$$
r=\left\|x^{0}\right\|=\lambda \sum_{i=1}^{\infty} e_{i}<r
$$

a contradiction.
Therefore all conditions of Corollary 1 are satisfied and there exists at least one point $x^{0} \in Z-S$ such that the solution of (1) $x(t)=\left(x_{1}(t), x_{2}(t), \ldots\right)$ through $x^{0}$ stays in $\omega-S$ for every $t \geq 0$ and since $\dot{x}_{i}<0, i=1,2, \ldots$, each $x_{i}(t)$ decreases monotonically to zero as $t \rightarrow \infty$.

If the solution operator $K^{\prime}\left(t, t_{0}\right) x^{0}=x^{0}-\int_{t_{0}}^{t} A(s) x(s) d s$, is compact for $t>t_{0}$ and $\sum_{j=1}^{\infty} a_{i j}(t) x_{j} \geq 0$, consider the system

$$
\begin{align*}
& \dot{Y}_{i}+\sum_{j=1}^{\infty}\left(a_{i j}(t)+\varepsilon_{i j}\right) Y_{i}=0  \tag{4}\\
& Y_{i}(0)=Y_{i}^{0}, \quad i=, 1,2 \ldots
\end{align*}
$$

From the proof above, there exists for each $\varepsilon_{i j}$, a positive solution $Y_{n}(t)$ of (4) through some $Y_{n}^{0}=\left(Y_{1 n}^{0}, Y_{2 n}^{0}, \ldots\right)$ and $Y_{n}(t)$ decreases monotonically as $t \rightarrow \infty$. When $E_{i j} \rightarrow 0$, there is a sequence of positive solutions $Y_{n}(t)$ of (4) through $Y_{n}^{\circ}$. Let $E=\left\{Y_{n}^{\circ}\right\}$. If $K(t, 0)$ is compact for $t>t_{0}$, for $\bar{t}>0$, the set $\left\{K(\bar{t}, 0) Y_{i n}^{0}\right\}=\left\{Y_{i n}(\bar{t})\right\}$ is compact and there exists a convergent subsequence $\left\{Y_{i n k}(\bar{t})\right\}, Y_{\text {ink }}(\bar{t}) \rightarrow Y_{o}(\bar{t})$ and the solutions $Y_{\text {ink }}(t) \rightarrow Y(t), Y(\bar{t})=Y_{0}(\bar{t})$ on every interval $\bar{t} \leq t \leq T<\infty$.

The system

$$
\begin{align*}
& \dot{x}_{i}+\sum_{j=1}^{\infty} a_{i j}(t)=-f_{i}(t, x) \\
& x_{i}(0)=x^{0}, \quad i=1,2, \ldots, \tag{5}
\end{align*}
$$

can be written in the form

$$
\begin{align*}
& \dot{x}+A(t) x=-f(t, x) \\
& x(0)=x^{\circ} \tag{6}
\end{align*}
$$

We assume that for each $t \in[0, T],-A(t)$ is the infinitesimal generator of a $C^{0}$-semigroup on the space $X$, the domain $D(A(t))=D$ is independent of $t$, is dense in $X, f:[0, \infty) \times U \rightarrow X$ is continuous, $U \subset X$, open, $f(t, 0)=0$ and we assume existence of a unique classical solution of (4) in $[0, \infty)$, as well as continuity with respect to initial conditions; see [9] and [12].

Theorem 3. Assume the hypotheses
i) The solution operator

$$
U(t, \sigma) x^{\circ}=x^{\circ}-\int_{\sigma}^{t} A(s) x(s) d s-\int_{0}^{t} f(t, x)
$$

is a conditional condensing map for $t>\sigma$.
ii) $\sum_{j=1}^{\infty} a_{i j}(t) x_{j}+f_{i}(t, x)>0$ for every $i=1,2, \ldots, x_{j} \geq 0, j=1,2, \ldots$.

Then system (5) has a solution $x(t)=\left(x_{1}(t), x_{2}(t), \ldots\right), x(t) \not \equiv 0$, such that $x_{i}(t)>0, \dot{x}_{i}<0$ for every $i=1,2, \ldots, t \geq 0$, and consequently the $x_{i}(t)$ are monotone decreasing.

If the solution operator $K(t, 0) x^{0}=x^{0}-\int_{0}^{t} A(s) x(s)-\int_{0}^{t} f(s, x(s)) d s$ is conditionally compact for $t>\sigma$ and $\sum_{j=1}^{\infty} a_{i j}(t) x_{j} \geq 0$ for every $i=1,2, \ldots$, $x_{j} \geq 0, j=1,2, \ldots$, then systenı (5) has solution $x(t)=\left(x_{1}(t), x_{2}(t), \ldots\right)$ such that $x(t) \not \equiv 0, x_{i}(t) \geq 0$ and $x_{i}(t) \leq 0$ for every $i=1,2, \ldots, t \geq 0$ and consequently $x_{i}(t)$ are monotone non-increasing for $t \geq 0$.

The proof follows as in Theorem 2, assuming that $\sum_{j=1}^{\infty} a_{i j}(t) x_{j}+f_{i}(t, x)>0$ and the conclusion is that there exists a positive solution of (5) through some
point $x_{0}=\left(x_{1}^{0}, x_{2}^{0}, \ldots\right) \in \omega-S$. If the solution operator

$$
U\left(t, t_{0}\right) x^{0}=x^{0}-\int_{t_{0}}^{t} A(s) x(s) d s-\int_{t_{0}}^{t} f(s, x(s)) d s
$$

is conditionally compact and $\sum_{j=1}^{\infty} a_{i j} x_{j}+f_{i}(t, x) \geq 0$, from Lemma 2 and since this implies that $K$ is compact, consider the system

$$
\begin{align*}
& \dot{Y}_{i}+\sum\left(a_{i j}(t)+\varepsilon_{i j}\right) x_{j}+f_{i}(t, x)=0 \\
& Y_{i}(0)=Y_{i}^{\circ} \tag{7}
\end{align*}
$$

and a subsequence $Y_{o, k_{j}}(t), Y_{o, k_{j}}(0)=Y_{i}^{0}$ which converges, as $\varepsilon_{i j} \rightarrow 0$, uniformly on every interval $0 \leq t \leq t<\infty$.

For system (7) the solution $x(t)$ can become zero after a finite time. Theorem 3 generalizes a result of Hartman and Wintner [7].

Example 1. Let $\left\{a_{i}\right\} \in c$ the space of convergent sequences with norm $\|a\|=\sup _{i}\left|a_{i}\right|$. Assume that $\lim _{i \rightarrow \infty} a_{i}=a_{\infty} \neq 0$ and define $\alpha^{i}=(0,0, \ldots$, $\left.a_{i}, 0, \ldots\right)$. Define $T(t) \alpha^{i}=\left\{e^{\lambda_{i}} \alpha^{i}\right\},-\infty<\operatorname{Re} \lambda_{i} \leq W<\infty . T(t)$ is a strongly continuous semigroup with infinitesimal generator $A$ given by $A \alpha^{i}=\left\{\lambda_{i} \alpha^{i}\right\}$. $T(t)$ is compact if and only if $\underline{\lim } \operatorname{Re} \lambda_{i}=-\infty$. Consider the system (8) $\dot{x}_{i}=-\lambda_{i} x_{i}-\sum_{j=1}^{\infty} g_{i j}(t) x_{j}, x_{i}\left(t_{0}\right)=x_{i}^{0}$ with $\lambda_{i}>0, \sum_{i, j}\left\|g_{i j}\right\|<\infty$. This system can be written in the form $\dot{x}=A x+G(t) x, x\left(t_{0}\right)=x^{0}$ Since $T(t)$ is compact and $G(t)$ is bounded, the consequent operator

$$
K\left(t, t_{0}\right) x^{\circ}=x^{0}+\int_{t_{0}}^{t}(A+G(x)) d s
$$

is compact. From Theorem 2, there exists at least one monotone solution $x(t)=\left(x_{1}(t), x_{2}(t), \ldots\right)$, of (8) such that $\lim _{t \rightarrow \infty} x(t)=0, x(t) \geq 0$ and $-\dot{x}(t) \geq 0$.

Example 2. Let $X$ be a Banach sequence space and consider the system (9) $\dot{x}=(A+B) x$. Assume that $B$ from $X$ to $X$ is compact. $A$ is the infinitesimal generator of a $C^{0}$-semigroup $e^{A t}, t \geq 0$ in $X$ and there exist constants $M, \gamma>0$ such that $\left|e^{A t}\right| \leq e^{-\gamma t}, t \geq 0$. If all solutions of system (9) are defined for $t \geq 0$ then the semigroup defined by (9) satisfies $T(t)=e^{A t}+U(t)$ where $U(t)$ is conditionally compact (conditionally completely continuous) and therefore $T(t)$ is a conditional $\alpha$-contraction. [6, pp. 123] and Webb [15]. If $A+B<0$
there exist a solution $x(t)$ of (7) such that $x(t)>0, \lim _{t \rightarrow \infty} x(t)=C$ and $\dot{x}(t)<0$, $t>0$.
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#### Abstract

We show how Banach space theory can be used for certain aspects of integral operators of Bergman type, which serve as transformations for translating methods and results on analytic functions into analogs for solutions of linear partial differential equations.


## 1. The Creation of Banach Space Theory: F. Riesz, S. Banach

The introduction of normed spaces and, in particular, Banach spaces, was an important landmark in the early development of functional analysis, which is usually considered to have begun in 1887 with five Notes on functionals by Volterra [Opere 1, 294-328]., followed in 1906 by the appearance of three important papers, first, Fréchet's famous thesis containing the modern axiomatic definition of metric space, second, Hilbert's most important (the fourth) of his six Mitteilungen on integral equations, the earliest truly functionalanalytic theory of those equations, and third, the paper by F. Riesz [Oeuvres I, 110-154] containing an axiomatic definition of topological space based on "Verdichtungsstelle" (we now say Häufungspunkt, accumulation point, not condensation point!), along with many modern ideas of general topology. This paper, obscurely published and included only in part in Riesz's 1908 paper given at the International Congress of Mathematicians, Rome [Atti 2, 18-24], was also influential on the basic work of 1921 by L. Vietoris, culminating with the introduction of the Vietoris separation axiom. Its German translation finally became more widely known in 1960 by the publication of Riesz's Oeuvres. Riesz's axioms, in modern formulation, were as follows.

For each subset $S$ and point $p$, it is defined whether $p$ is an accumulation point of $S$ or not (is "isolated"), and this relation satisfies the axioms 1.-4.:

1. If $S$ is finite, it has no accumulation points.
2. An accumulation point $p$ of $S$ is also an accumulation point of any set containing $S$.
3. If $S$ is partitioned into $S_{1}$ and $S_{2}$, then any accumulation point of $S$ is also an accumulation point of $S_{1}$ or $S_{2}$ (or both).
4. For an accumulation point $p$ of $S$ and a point $q \neq p$ there is a subset $\tilde{S}$ of $S$ such that $p$ is an accumulation point of $\tilde{S}$, but $q$ is not.
Based on this, Riesz then defined neighborhood, interior point, boundary point, open set, connectedness, etc. Clearyy, that was an early (not fully successful) attempt to define topological space, without using any distance concept.

With Hilbert space theory well under way, one recognized soon, certainly around 1909 when Riesz introduced his famous representation of bounded linear functionals on $C[a, b]$, that for numerous applications, Hilbert spaces are not general enough. One was thus looking for suitable more general spaces, and it seems that the idea of combining vector space structure with metric (missed by Fréchet at that early time) that led to the breakthrough in the form of normed spaces was somehow "in the air" And it was again Riesz who did the first step in 1915 or 1916 in his famous Acta mathematica paper (submitted 1916, publishing date of the volume 1918, delayed by the War) on compact operators (abstract Fredholm theory). There he phrased matters in terms of $C[a, b]$, but his axioms were those of what we now call a Banach space, because once he had defined the norm on $C[a, b]$, in that paper he never used anything else but the axioms of a complete normed space. And he emphasized clearly that he had much more in mind than $C[a, b]$ :
"The restriction to continuous functions made in this paper is not essential... [and] the...case treated here may be regarded as a test case (Prüfstein) for the general applicability [of the method]."

As Bourbaki [4], 268, phrased it, it seems that "only the scruples of a careful analyst to go away too far from classical mathematics" kept Riesz from a totally abstract formulation of his theory, as it is now common (see [10], Chap. 8).

Fours years later, in 1922, the appearance of Banach's thesis marked the beginning of a systematic theory of normed spaces. It is interesting that short before, papers by Helly and by Hahn also contained the axioms of normed space, and in 1922, N. Wiener published another independent paper in which he also stated equivalent axioms and advocated the use of complex scalars, which Banach had not used, for unknown reasons. It took Banach, Hahn, Steinhaus and others only ten years to fully develop the "elementary" theory of normed and Fréchet spaces, as it appeared in 1932 in Banach's classic [1], a book of great influence on the further development of functional analysis.

## 2. HB Spaces in the Theory of Operators of Bergman Type

$H B(\Omega)$ denotes the Banach space of holomorphic and bounded functions on a domain $\Omega \subset \mathbb{C}^{n}$, taken with the maximum norm. We need the case $n=2$ and choose $\Omega=$ $\Omega_{1} \times \Omega_{2} \subset \mathbb{C}^{2}$, where

$$
\Omega_{1}=\{z| | z \mid<\rho\}, \quad \Omega_{2}=\left\{z^{*}| | z^{*} \mid<\rho\right\},
$$

where $\rho>0$ is fixed. We shall be concerned with partial differential equations of the form

$$
\begin{equation*}
L u=u_{z z^{\bullet}}+b\left(z, z^{*}\right) u_{z^{\bullet}}+c\left(z, z^{*}\right) u=0, \quad\left(z, z^{*}\right) \in \Omega . \tag{2.1}
\end{equation*}
$$

Here, $u_{z}$ has been eliminated in the usual fashion, without restricting generality.
We now take $X=H B\left(\Omega_{1, R}\right)$ and $Y=H B\left(\Omega_{R}\right)$; here,

$$
\begin{equation*}
\Omega_{1, R}=\left\{z| | z \mid \leq R, \quad R=\frac{1}{2}(\rho-\eta), \quad 0<\eta<\frac{\rho}{2}\right\} \tag{2.2}
\end{equation*}
$$

the norm being defined by

$$
\begin{equation*}
\|f\|_{R}=\max _{z \in \Omega_{1, R}}|f(z)| \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{R}=\Omega_{1, R} \times \Omega_{2, R}, \quad \Omega_{2, R}=\left\{z^{*}| | z^{*} \mid \leq R, R \text { as above }\right\}, \tag{2.4}
\end{equation*}
$$

the norm being defined by

$$
\begin{equation*}
\|u\|_{R}=\max _{\left(z, z^{*}\right) \in \Omega_{R}}\left|u\left(z, z^{*}\right)\right| \tag{2.5}
\end{equation*}
$$

Our "retreat" from $\Omega$ to $\Omega_{R} \subset \Omega$, necessitated by the convergence of the Bergman series for the kernel of the operator to be defined, is notationally slightly more practical than assuming holomorphy of $b$ and $c$ on, say, $|z|<3 \rho,\left|z^{*}\right|<3 \rho$, to avoid it.

We then define a linear operator $T: X \rightarrow Y, f \mapsto u=T f$ by

$$
\begin{equation*}
u\left(z, z^{*}\right)=T f\left(z, z^{*}\right)=\int_{-1}^{1} k\left(z, z^{*}, t\right) f\left(\frac{z}{2}\left(1-t^{2}\right)\right)\left(1-t^{2}\right)^{-\frac{1}{2}} d t \tag{2.6}
\end{equation*}
$$

integrating from -1 to 1 along a $C^{1}-\operatorname{arc} C$ in $D=\{t| | t \mid \leq 1\} \subset \mathbb{C}$.
Condition (A). The kernel is a holomorphic solution of

$$
\begin{equation*}
\left(1-t^{2}\right) k_{z^{*} t}-t^{-1} k_{z^{*}}+2 z t L k=0 \tag{2.7}
\end{equation*}
$$

on $\Omega \times D$ such that $\left(1-t^{2}\right) k_{z^{*}} \rightarrow 0$ as $t \rightarrow \pm 1$ uniformly in a neighborhood $N$ of $0 \in \Omega$ and if $C$ passes through the origin, then $k_{z^{*}} / z t$ is continuous in $N \times D$.

Condition (B). $b, c \in \mathbb{C}^{\omega}(\Omega)$.
Theorem 2.1. (A), (B) imply $L u=L T f=0$ on $\Omega$. ([3], 10)
$T$ is then called a Bergman operator for (2.1) on $\Omega$. It is called of first kind and denoted by $T_{1}$ if its kernel satisfies

Condition (C). $\left.k\right|_{z=0}=\left.k\right|_{z^{*}=0}=1$.

This condition holds if

$$
\begin{equation*}
k\left(z, z^{*}, t\right)=1+\sum_{n=0}^{\infty} q_{n}\left(z, z^{*}\right) z^{n} t^{2 n}, \quad q_{n}(z, 0)=0 . \tag{2.8}
\end{equation*}
$$

Lemma 2.2. (A), (B) imply absolute and uniform convergence of (2.8) on $\frac{1}{2} \bar{\Omega} \times D$. ([9], 21).

In addition to $T_{1}$ we can also consider $\tilde{T}_{1} . X \rightarrow Y, g \mapsto u=\tilde{T}_{1} g$, defined by $\tilde{T}_{1} g(f)=T_{1} f$, where

$$
\begin{equation*}
g(z)=\int_{-1}^{1} f\left(\frac{z}{2}\left(1-t^{2}\right)\right)\left(1-t^{2}\right)^{-\frac{1}{2}} d t, \tag{2.9}
\end{equation*}
$$

the contribution of the term 1 in (2.8) to (2.6).
Lemma 2.3. The Maclaurin series of $f\left(\frac{1}{2} z\right)$ and $g(z)$ have the same radius of convergence. PROOF. This follows from

$$
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}, \quad g(z)=\sum_{n=0}^{\infty} b_{n} z^{n}, \quad b_{n}=\frac{1}{2^{n}} B\left(\frac{1}{2}, n+\frac{1}{2}\right) a_{n} .
$$

Theorem 2.4. If $b, c \in H B(\Omega)$ in (2.1), then the Bergman operator of the first kind,

$$
\tilde{T}_{1}: H B\left(\Omega_{1, R}\right) \rightarrow H B\left(\Omega_{R}\right), \quad g \mapsto u=\tilde{T}_{1} g
$$

is bounded.
PROOF. $u$ in (2.6) with $T=\tilde{T}_{1}$ satisfying (A) and (C) can be represented (see (4b) i [3], 15)

$$
\begin{align*}
u\left(z, z^{*}\right) & =\tilde{T}_{1} g\left(z, z^{*}\right)  \tag{2.10}\\
& =g(z)+\sum_{n=1}^{\infty} \frac{Q^{(n)}\left(z, z^{*}\right)}{2^{2 n} B(n, n+1)} \int_{0}^{z}(z-\zeta)^{n-1} g(\zeta) d \zeta
\end{align*}
$$

where

$$
\begin{equation*}
Q^{(n)}\left(z, z^{*}\right)=\int_{0}^{z^{*}} P^{(2 n)}\left(z, \zeta^{*}\right) d \zeta^{*} \tag{2.11}
\end{equation*}
$$

If $\left(z, z^{*}\right) \in \Omega_{R}$, then

$$
|g(z)| \leq\|g\|_{R}, \quad\left|Q^{(n)}\left(z, z^{*}\right)\right| \leq\left\|Q^{(n)}\right\|_{R}
$$

Hence at any $\left(z, z^{*}\right)$ where the series (2.10) converges,

$$
\left|u\left(z, z^{*}\right)\right| \leq\|g\|_{R}+\sum_{n=1}^{\infty} \frac{\left\|Q^{(n)}\right\|}{2^{2 n} B(n, n+1)}\left|\int_{0}^{z}(z-\zeta)^{n-1} g(\zeta) d \zeta\right| .
$$

Clearly, the integral does not exceed $R^{n}\|g\|_{R} / n$ in absolute value. By the definition of dominants (see (14) in [3], 14),

$$
\begin{equation*}
\left|P^{(2 n)}\left(z, z^{*}\right)\right| \leq \frac{2^{n+1} \Lambda_{n} K}{\left(1-\frac{|z|}{\rho}\right)^{n} \rho^{n-1} 1 \cdot 3 \cdots(2 n-1)} \tag{2.12}
\end{equation*}
$$

where

$$
\Lambda_{n}=\prod_{j=1}^{n-1}(A+j)=\frac{\Gamma(A+n)}{\Gamma(A+1)}, \quad A=8 K \rho(1+\rho) .
$$

$\rho$ is fixed and $4 K^{\prime}$ is an upper bound for $\left|b\left(z, z^{*}\right)\right|$ and $\left|c\left(z, z^{*}\right)\right|$ in $\Omega_{R}$, resulting from

$$
\left|b\left(z, z^{*}\right)\right| \leq \frac{K}{\left(1-\frac{|z|}{\rho}\right)\left(1-\frac{\mid z \cdot 1}{\rho}\right)}<4 K \text { when }|z|,\left|z^{*}\right| \leq R<\frac{\rho}{2}
$$

and similarly for $c\left(z, z^{*}\right)$. Now if $|z| \leq R<\rho / 2$, then $(1-|z| / \rho)^{-n}<2^{n}$, so that from (2.11) and (2.12),

$$
\left\|Q^{(n)}\right\|_{R} \leq \frac{2^{2 n} \Lambda_{n} K}{\rho^{n-2} 1 \cdot 3 \cdots(2 n-1)}
$$

Together, with $1 \cdot 3 \cdots(2 n-1) B(n, n+1)=(n-1)!/ 2^{n}$ we thus obtain

$$
\begin{equation*}
\|u\|_{R} \leq\|g\|_{R}\left[1+K^{\prime} \rho^{2} \sum_{n=2}^{\infty} \frac{\Lambda_{n}}{n!}\left(\frac{R}{R+\eta}\right)^{n}\right] \tag{2.13}
\end{equation*}
$$

The series on the right converges by the ratio test. Denoting its sum by $M$ and taking the supremum over all $g$ of norm one, we have

$$
\begin{equation*}
\left\|\tilde{T}_{1}\right\| \leq 1+K \rho^{2} M \tag{2.14}
\end{equation*}
$$

and the theorem is proved.
In applications, a more explicit form of (2.14) is often practical:
Lemma 2.5. For the operator in Theorem 2.4,

$$
\begin{equation*}
\left\|\tilde{T}_{1}\right\|_{R} \leq 1+\frac{1}{2} S^{2} K \rho^{2}(A+1)_{2} F_{1}(A+1,1,1, S), S=\frac{R}{R+\eta} . \tag{*}
\end{equation*}
$$

PROOF. Using the previous notations, we have from (2.11) and (2.12),

$$
\left\|\tilde{T}_{1}\right\|_{R} \leq 1+K \rho^{2}(A+1) H(S)
$$

where

$$
H(S)=\sum_{n=2}^{\infty} \frac{\tilde{\Lambda}_{n}}{n!} S^{n}
$$

with

$$
\tilde{\Lambda}_{2}=1, \quad \tilde{\Lambda}_{n}=\prod_{j=2}^{n-1}(A+j), \quad n=3,4, \ldots
$$

so that

$$
|H(S)| \leq \frac{1}{2} S^{2}{ }_{2} F_{1}(A+1,1,1, S)
$$

and the result follows.
As a basic application of Theorem 2.4 we note
Theorem 2.6. Let $G$ be a total subset of associated $g \in H B\left(\Omega_{1, R}\right)$. Then for a given equation (2.1) the set $\tilde{T}_{1}(G)$ is total in the set of solutions $\mathcal{S} \subset H B\left(\Omega_{R}\right)$ of (2.1).

The proof is standard. Note that $S<1$ by (2.2), whereas for $S=1$ the hypergeometric series diverges because $\alpha+\beta-\gamma=A+1 \geq 1$ (see [7], I, 57).

## 3. Hardy Spaces in the Theory of Operators of Bergman Type

In this section we choose $X=H^{p}\left(\Omega_{1}\right), 1 \leq p<\infty$, the Banach space of holomorphic functions on $\Omega_{1}$ such that

$$
\begin{equation*}
M_{p}(r, f)=\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f\left(r e^{i \theta}\right)\right|^{p} d \theta\right)^{1 / p} \quad\left(z=r e^{i \theta}\right) \tag{3.1}
\end{equation*}
$$

is bounded as $r \rightarrow \rho$, with norm defined by

$$
\|f\|_{p}=\sup _{r \in J} M_{p}(r, f), \quad J=(0, \rho) .
$$

We further choose $Y=H^{p}(\Omega), 1 \leq p<\infty$, the Banach space of holomorphic functions on $\Omega=\Omega_{1} \times \Omega_{2}$ such that

$$
\begin{equation*}
M_{p}(\tilde{R}, u)=\left(\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi}\left|u\left(r_{1} e^{i \theta_{1}}, r_{2} e^{i \theta_{2}}\right)\right|^{p} d \theta_{1} d \theta_{2}\right)^{1 / p} \tag{3.2}
\end{equation*}
$$

is bounded as $\tilde{R}=\left(r_{1}, r_{2}\right) \rightarrow(\rho, \rho), z=r_{1} e^{i \theta_{1}}, z^{*}=r_{2} e^{i \theta_{2}}$, with

$$
\|u\|_{p}=\sup _{\tilde{R} \in K} M_{p}(\tilde{R}, u), \quad K=J \times J .
$$

We then introduce $\tilde{T}_{1}: X \rightarrow Y, g \mapsto \tilde{T}_{1} g=u$, as defined by (2.6), (2.9), but now considered on the new space $X$ into $Y$; for simplicity we use the same notation for the operator.

Theorem 3.1. Conditions (A)-(C) in Sec. 2 imply that $\tilde{T}_{1}$ is bounded.
PROOF. We use Bergman's standard notation from [3] and ideas from [13]. From (2.6) and (2.8) we have $u=g+F$, where

$$
F\left(z, z^{*}\right)=\sum_{n=1}^{\infty} 2^{-2 n}[B(n, n+1)]^{-1} q_{n}\left(z, z^{*}\right) \int_{0}^{z}(z-s)^{n-1} g(s) d s .
$$

From this, the Minkowski inequality and $\theta_{2}$-integration in the $g$-term,

$$
\|u\|_{p} \leq \sup _{r \in J} I_{1}+\sup _{\vec{R} \in K} I_{2}
$$

where

$$
\begin{aligned}
& I_{1}=\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|g\left(r_{1} e^{i \theta_{1}}\right)\right|^{p} d \theta_{1}\right)^{1 / p}, \\
& I_{2}=\left(\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi}\left|F\left(r_{1} e^{i \theta_{1}}, r_{2} e^{i \theta_{2}}\right)\right|^{p} d \theta_{1} d \theta_{2}\right)^{1 / p} .
\end{aligned}
$$

From $|z-s| \leq \rho$ and Lemma 2.2,

$$
\left|F\left(z, z^{*}\right)\right| \leq A\left|\int_{0}^{z} g(s) d s\right|
$$

with a suitable constant $A$. By $\theta_{2}$-integration,

$$
I_{2} \leq\left(\frac{1}{2 \pi} \int_{0}^{2 \pi} A^{p}\left|\int_{0}^{z} g(s) d s\right|^{p} d \theta_{1}\right)^{1 / p}
$$

By Zygmund's formula (9.12) in [14], 19,

$$
I_{2} \leq \int_{0}^{|z|}\left(\frac{1}{2 \pi} \int_{0}^{2 \pi} A^{p}|g(s)|^{p} d \theta_{1}\right)^{1 / p}|d s| \leq A \rho\|g\|_{p}
$$

Now sup $I_{1}=\|g\|_{p}$, so that the completion of the proof, with a remarkably simple constant, is seen from

$$
\|u\|_{p} \leq(1+\rho A)\|g\|_{p} .
$$

As an important consequence of this theorem, we show next that the space of solutions of (2.1) generated by $\tilde{T}_{1}$ is complete.
Theorem 3.2. $Y_{1}=\tilde{T}_{1}\left(H^{p}\left(\Omega_{1}\right)\right) \subset Y=H^{p}(\Omega), 1 \leq p<\infty$, fixed, is a Banach space.
PROOF. Since $Y$ is a Banach space, it suffices to show that $Y_{1}$ is closed in $Y$, which follows by familiar arguments if one observes that $u(z, 0)=g(z)$.

We claim that $Y_{1}$ can be made into a Banach algebra by defining

$$
\begin{align*}
u_{1} * u_{2} & =\tilde{T}_{1}\left(g_{1} * g_{2}\right), \\
\left(g_{1} * g_{2}\right)(z) & =\sum_{n=0}^{\infty} \frac{c_{n}}{n!} z^{n}, \quad c_{n} \sum_{m=0}^{n} g_{m}^{(1)} g_{n-m}^{(2)}  \tag{3.3}\\
g_{j}(z) & =\sum_{n=0}^{\infty} \frac{g_{n}^{(j)}}{n!} z^{\prime \prime}, \quad j=1,2
\end{align*}
$$

Theorem 3.3. Let $u_{j}=\tilde{T}_{1} g_{j} \in H^{p}(\Omega), 1 \leq p<\infty, j=1,2$, be solutions of (2.1) satisfying (B). Then $u=u_{1} * u_{2} \in H^{p}(\Omega)$ and these solutions form a Banach algebra $Y_{1}$ with multiplication * the identity being $\tilde{T}_{1} 1$.
PROOF. $u_{j} \in H^{p}(\Omega)$ implies that $\sup _{\tilde{R} \in K} M_{p}\left(\tilde{R}, u_{j}\right)<\infty$. Hence, letting $r_{2}=0$, integrating over $\theta_{2}$ and using $u_{j}(z, 0)=g_{j}(z)$, we get $g_{j} \in H^{p}\left(\Omega_{1}\right)$. Now (3.3) converges on $\Omega_{1}$, absolutely and uniformly on closed subsets of $\Omega_{1}$, because it is majorized by the Cauchy product. By direct integration it follows that (3.3) is equivalent to

$$
\begin{equation*}
\left(g_{1} * g_{2}\right)(z)=\frac{d}{d z} \int_{0}^{z} g_{1}(z-t) g_{2}(t) d t \tag{3.4}
\end{equation*}
$$

and Wigley [12] has shown that in this way one obtains a Banach algebra structure for $H^{p}\left(\Omega_{1}\right)$, with $g_{1}=1$ being the identity. Thus $g_{1} * g_{2} \in H^{p}\left(\Omega_{1}\right)$, and Theorem 3.1 implies that

$$
u=u_{1} * u_{2}=\tilde{T}_{1}\left(g_{1} * g_{2}\right) \in H^{p}(\Omega)
$$

Hence $Y_{1}$ in Theorem 3.2 is an algebra with multiplication defined by (3.3), and is a Banach space by that theorem. To conclude that $Y_{1}$ is a Banach algebra, we map $Y_{1}$ into the Banach algebra $B\left(Y_{1}\right)$ of all bounded linear operators on $Y_{1}$. Denote this mapping by $S$ and define it by $u \mapsto S u=\tilde{T}_{1 u}$, where

$$
\tilde{T}_{1 u} v=u * v
$$

The mapping $S$ is an isomorphism of $Y_{1}$ onto its range, the subalgebra $S\left(Y_{1}\right)$ of $B\left(Y_{1}\right)$. From the closed graph theorem it follows that $S$ is also a homeomorphism, as is proved in
[5], 861. Hence the algebra $Y_{1}$ is algebraically and topologically equivalent to the Banach algebra $S\left(Y_{1}\right)$. This completes the proof.

Our results formulated for $g$, as a technical convenience, can readily by reformulated in terms of $f$ by using

Lemma 3.4. $f \in H^{p}\left(\Omega_{1}\right)$ implies $g \in H^{p}\left(\Omega_{1}\right)$ and

$$
\begin{equation*}
\|g\|_{p} \leq 4^{1 / p} \pi\|f\|_{p} \quad(p \geq 1) . \tag{3.5}
\end{equation*}
$$

PROOF. For $z \in \Omega_{1}$ the inequality in the lemma in [6], 36, can be generalized to

$$
|f(z)| \leq(2 \rho)^{1 / p}(\rho-r)^{-1 / p}\|f\|_{p} \quad(r=|z|) .
$$

By using this in $M_{p}(r, g)$, integrating over $\theta_{1}$, setting $t=\cos \alpha$ and noting that $\rho-\frac{1}{2} r \sin ^{2} \alpha \geq \frac{1}{2} \rho$ we obtain the result.

We prove next a multiplication theorem for associated functions.

## Theorem 3.5 If

$$
\begin{equation*}
u_{j}=\tilde{T}_{1} g_{j} \in H^{2}(\Omega), \quad j=1,2 \tag{3.6}
\end{equation*}
$$

with $\Omega$ as before, then

$$
u=u_{1} \times u_{2}:=\tilde{T}_{1}\left(g_{1} g_{2}\right) \in H^{1}(\Omega) .
$$

PROOF. From (3.6) and the definition we have

$$
\sup _{0<r_{1}, r_{2}<\rho} \int_{0}^{2 \pi} \int_{0}^{2 \pi}\left|u_{j}\left(z, z^{*}\right)\right|^{2} d \theta_{1} d \theta_{2}<\infty, \quad j=1,2 .
$$

Setting $z^{*}=0$, using $u_{j}(z, 0)=g_{j}(z)$ and integrating over $\theta_{2}$, we obtain

$$
\sup _{0<r_{1}<\rho} \int_{0}^{2 \pi}\left|g_{j}(z)\right|^{2} d \theta_{1}<\infty .
$$

Hence $g_{j} \in H^{2}\left(\Omega_{1}\right), j=1,2$. Now

$$
2\left|g_{1}(z) g_{2}(z)\right| \leq\left|g_{1}(z)\right|^{2}+\left|g_{2}(z)\right|^{2}
$$

so that by integration over $\theta_{1}$,

$$
2 \int_{0}^{2 \pi}\left|g_{1}\left(r_{1} e^{i \theta_{1}}\right) g_{2}\left(r_{1} e^{i \theta_{1}}\right)\right| d \theta_{1} \leq\left\|g_{1}\right\|_{2}^{2}+\left\|g_{2}\right\|_{2}^{2}<\infty .
$$

Taking the sup on the left, we see that $g_{1} g_{2} \in H^{1}\left(\Omega_{1}\right)$ and the assertion of the theorem follows from Theorem 3.1.

## 4. Transition to Bergman Spaces

In conclusion we mention that the extension of the results in Sec. 3 to Bergman spaces is immediate. It suffices to demonstrate this for the key theorem (Theorem 3.1).

By definition, a Bergman space $B^{p}$ is the Banach space of all holomorphic $L^{p}$-functions ( $p \geq 1$ ) on a domain $\Omega \subset \mathbb{C}^{n}$. Thus the theory of these spaces extends the $L^{2}$-theory of holomorphic functions in a domain, as developed by Bergman in numerous papers and summarized in his book [2].

In connection with Bergman operators we take $\Omega=\Omega_{1} \times \Omega_{2}$ with $\Omega_{1}$ and $\Omega_{2}$ as in Sec. 3. Then the norm on $B^{p}\left(\Omega_{1}\right)$ is defined by

$$
\begin{equation*}
\|g\|_{p}=\left[\int_{0}^{\rho} M_{p}^{p}\left(r_{1}, g\right) r_{1} d r_{1}\right]^{1 / p} \tag{4.1}
\end{equation*}
$$

here, $M_{p}$ is given by (3.1) with $r=r_{1}$ and $\theta=\theta_{1}$. Similarly, the norm on $B^{p}(\Omega)$ is defined by

$$
\begin{equation*}
\|u\|_{p}=\left[\int_{0}^{\rho} \int_{0}^{\rho} M_{p}^{p}(\tilde{R}, u) r_{1} d r_{1} r_{2} d r_{2}\right]^{1 / p} \tag{4.2}
\end{equation*}
$$

with $M_{p}$ as in (3.2).
Space $H^{p}\left(\Omega_{1}\right)$ is a closed subspace of $B^{p}\left(\Omega_{1}\right)$ (see [8], 149), and this raises the question of whether the Bergman operator of the first kind can be continuously extended from $H^{p}\left(\Omega_{1}\right)$ to $B^{p}\left(\Omega_{1}\right)$. The answer is in the affirmative, as the following theorem shows. (See also Marzuq [11].)
Theorem 4.1. The Bergman operator $\tilde{T}_{1}$ of the first kind, when regarded as an operator on $B^{p}\left(\Omega_{1}\right)$ into $B^{p}(\Omega)$, that is,

$$
\begin{align*}
\tilde{T}_{1} \cdot B^{p}\left(\Omega_{1}\right) & \rightarrow B^{p}(\Omega) \\
g(z) & \mapsto u\left(z, z^{*}\right)=\tilde{T}_{1} g\left(z, z^{*}\right) \tag{4.3}
\end{align*}
$$

is bounded. Here $g$ is related to $f$ in (2.6) as shown in (2.9).
PROOF. The proof is practically the same as that of Theorem 3.1. We first have

$$
\begin{align*}
M_{p}(\tilde{R}, u) & \leq I_{1}+I_{2} \\
& \left.\leq\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|g\left(r_{1} e^{i \theta_{1}}\right)\right|^{p} d \theta_{1}\right)^{1 / p}+\rho A\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|g\left(r_{1} e^{i \theta_{1}}\right)\right|^{p} d \theta_{1}\right)\right)^{1 / p} \tag{4.4}
\end{align*}
$$

Hence

$$
M_{p}^{p}(\tilde{R}, u) \leq(1+\rho A)^{p} \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|g\left(r_{1} e^{i \theta_{1}}\right)\right|^{p} d \theta_{1} .
$$

If we now integrate on both sides over $r_{1}$ and $r_{2}$ from 0 to $\rho$ and raise the result to the power $1 / p$, we obtain the assertion, namely

$$
\begin{equation*}
\|u\|_{p} \leq(1+\rho A)\|g\|_{p} . \tag{4.5}
\end{equation*}
$$

## References

[1] Banach, S., Théorie des opérations linéaires. New York: Chelsea, 1932.
[2] Bergman, S., The Kernel Function and Conformal Mapping. 2nd ed. Providence, RI: American Mathematical Society, 1970.
[3] ——, Integral Operators in the Theory of Linear Partial Differential Equations. 3rd ed. New York: Springer, 1971.
[4] Bourbaki, N., Éléments d'histoire des mathématiques. Paris: Hermann, 1974.
[5] Dunford, N., and J.T. Schwartz, Linear Operators. Part II. New York: Interscience, 1963.
[6] Duren, P.L., Theory of $H^{p}$ Spaces. New York: Academic, 1970.
[7] Erdélyi, A., (Ed.), Higher Transcendental Functions. 3 vols. New York: McGraw-Hill, 1953-55.
[8] Hoffman, K., Banach Spaces of Analytic Functions. Prentice-Hall, Englewood Cliffs, NJ, 1962.
[9] Kracht, M., and E. Kreyszig, Methods of Complex Analysis in Partial Differential Equations with Applications. New York: Wiley/Interscience, 1988.
[10] Kreyszig, E., Introductory Functional Analysis with Applications. New York: Wiley, 1989.
[11] Marzuq, M.M., Bergman spaces for the solution of linear partial differential equations. Revista Colomb. Mat. 18 (1984), 137-143.
[12] Wigley, N.M., A Banach algebra structure for $H^{p}$. Canad. Math. Bull. 18 (1975), 597-603.
[13] Yang, S.-N., Biholomorphic mappings and $H^{p}$ spaces on bounded symmetric domains. Thesis. SUNY at Buffalo, 1976.
[14] Zygmund, A., Trigonometric Series. 2nd ed., reprinted. Cambridge: Cambridge University Press, 1977.

Functional Analysis, Approximation Theory<br>and Numerical Analysis<br>Ed. John M. Rassias<br>(C) 1994 World Scientific Publishing Co.

# SOME CHARACTERIZATION PROBLEMS IN HILBERT SPACE 

R. G. LAHA<br>Department of Mathematics and Statistics, Bowling Green State University Bowling Green, Ohio 43403-0221 USA


#### Abstract

In the present paper some characterization problems in Probability Theory are discussed in the general framework of a real separable Hilbert space.


Let $\mathcal{H}$ be a real separable Hilbert space with inner product $\rangle$ and norm $\|\|$. Let $(\Omega, S, P)$ be a probability space and let $\mathcal{B}$ be the $\sigma$-field generated by the class of all open subsets of $\mathcal{H}$. Let X be a random variable taking values in $\mathcal{H}$, that is, X is a measurable mapping of $(\Omega, S)$ into $(\mathcal{H}, \mathcal{B})$. Let $\mu \mathrm{x}$ be the probability distribution of the random variable $X$, that is $\mu \mathrm{X}$ is the probability measure on $\mathcal{B}$ induced by the measurable mapping $X$ such that the relation

$$
\mu X(E)=P\{w \in \Omega: X(\omega) \in E\}
$$

holds for all $E \in \mathcal{B}$. Then the characteristic functional $\hat{\mu}_{X}$ of the random variable $X$ is the complex valued function on $\mathcal{H}$ given by the formula

$$
\hat{\mu} x(y)=\int_{\mathcal{H}} e^{i(x, y)} d \mu_{x}(x), \quad y \in \mathcal{H}
$$

A random variable $X$ taking values in $\mathcal{H}$ is said to follow Gaussian law, if the characteristic functional $\hat{\mu}_{X}$ can be represented in the form

$$
\hat{\mu} x(y)=\exp \left[i\left\langle x_{0}, y\right\rangle-\frac{1}{2}\langle S y, y\rangle\right], \quad y \in \mathcal{H}
$$

where $x_{0} \in \mathcal{H}$ is a fixed element of $\mathcal{H}$ and $S$ is an S-operator in $\mathcal{H}$ In this connection we note that S-operator is a bounded linear positive Hermitian operator in $\mathcal{H}$ having a finite trace.

A random variable X taking values in $\mathcal{H}$ with characteristic functional $\hat{\mu}_{\mathrm{X}}$ is said to be infinitely divisible, if for any positive integer $\mathrm{n} \geq 1$, there exists a characteristic functional $\hat{\mu}_{\mathrm{n}}$ such that the relation

$$
\hat{\mu}(y)=\left[\hat{\mu}_{n}(y)\right]
$$

holds for all $\mathrm{y} \in \mathcal{H}$. It is well known ${ }^{3}$ that a random variable X taking values in $\mathcal{H}$ is infinitely divisible, if and only if its characteristic functional $\hat{\mu}_{X}$ can be represented in the form

$$
\hat{\mu}_{X}(y)=\exp \left[i\left\langle x_{0}, y\right\rangle-\frac{1}{2}\langle S y, y\rangle+\int_{\mathcal{H}} K(x, y) d v(y)\right], \quad y \in \mathcal{H}
$$

Here $\mathrm{x}_{0} \in \mathcal{H}$ is a fixed element in $\mathcal{H}, \mathrm{S}$ is an S-operator in $\mathcal{H}$ and $v$ is a $\sigma$-finite measure on $\mathcal{B}$ with finite mass outside every neighborhood of the origin $0 \in \mathcal{H}$ and satisfying the relation

$$
\left\{x \in \mathscr{H}:\|x\|_{\leq 1\}}\|x\|^{2} d v(x)<\infty .\right.
$$

Here the kernel K is given to the formula

$$
K(x, y)=e^{i(x, y)}-1-\frac{i\langle x, y\rangle}{1+\|x\|^{2}}, \quad(x, y \in \mathcal{H})
$$

Moreover the element $x_{0} \in \mathcal{H}$, S-operator $S$ and the measure $v$ are determined uniquely by $\hat{\mu}$.

Apparently it seems that the paper of Eaton and Pathak ${ }^{1}$ is the first result on the characterization of an infinitely divisible law and Gaussian law in a real separable Hilbert space. The results of Eaton and Pathak can be summarized as follows:

Let $\hat{\mu}_{X}$ be the characteristic functional of a random variable $X$ taking values in a real separable Hilbert space $\mathcal{H}$. Suppose that $\hat{\mu}_{X}$ satisfies the functional equation

$$
\hat{\mu}_{x}(y)=\prod_{j=1}^{n} \hat{\mu}_{x}\left(B_{j} y\right)^{\alpha_{j}}, \quad y \in \mathscr{H}
$$

where $\alpha_{j}>0$ and $B_{j}$ is a bounded linear operator in $\mathcal{H}$ with a bounded inverse ( $1 \leq \mathrm{j} \leq \mathrm{n}$ ) and suppose that there exists a positive real number $\lambda_{0}>0\left(0<\lambda_{0}<1\right)$ such that $\left\|B_{j}\right\| \leq \lambda_{0}$ for $1 \leq \mathrm{j} \leq \mathrm{n}$. Then the following assertions hold:
(i) The characteristic functional $\hat{\mu}_{X}$ is infinitely divisible.
(ii) Moreover suppose that $\sum_{j=1}^{n} \alpha_{j} B_{j} B_{j}^{*} \geq I$ where $B_{j}^{*}$ is the adjoint of $B_{j}$ and $I$ is the identity operator in $\mathcal{H}$. Then $\hat{\mu}_{\mathrm{X}}$ is the characteristic functional of a Gaussian law (possibly degenerate) in $\mathcal{H}$
(iii) Suppose that $\sum_{j=1}^{n} \alpha_{j} \leq 1$. Then $\hat{\mu}_{X}$ is the characteristic functional of a probability measure degenerate at the origin $0 \in \mathcal{H}$

Then Rao ${ }^{4}$ obtained the following result:
Let $\mathcal{V}$ be a real Hilbert space provided with an inner product $\rangle$ and let f be a continuous complex valued function defined on $\mathcal{V}$ satisfying the functional equation $f(x+y)=f(x)+f(y)$ for all $x, y \in \mathcal{V}$ such that $\langle x, y\rangle=0$. Then $f$ is a polynomial of degree not greater than 2.

Recently the author of the present paper ${ }^{2}$ obtained the following characterization of a Gaussian law in a real separable Hilbert space:

Let $X$ and $Y$ be two independently (but not necessarily identically) distributed random variables taking values in $\mathcal{H}$. Then the random variables $X+Y$ and $X-Y$ are independently distributed if and only if each of $X$ and $Y$ follows Gaussian law with identical S-operators.

The proof of this result depends on the solution of a functional equation in the general framework of a real separable Hilbert space as follows:

Let $X$ be a random variable taking values in $\mathcal{H}$. Then $X$ follows Gaussian law if and only if its characteristic functional $\hat{\mu}_{X}$ can be represented in the form

$$
\hat{\mu} \mathrm{X}(\mathrm{y})=\exp \left[\mathrm{i}\left\langle\mathrm{x}_{0}, \mathrm{y}\right\rangle-\theta(\mathrm{y})\right], \quad \mathrm{y} \in \mathcal{H}
$$

where $\mathrm{x}_{0} \in \mathcal{H}$ is a fixed element in $\mathcal{H}$ and $\theta$ is a continuous nonnegative function on $\mathcal{H}$ satisfying the functional equation

$$
\theta(x+y)+\theta(x-y)=2[\theta(x)+\theta(y)]
$$

for all $x, y \in \mathcal{H}$

Let $f_{1}$ and $f_{2}$ be two continuous complex valued functions defined on $\mathcal{H}$ satisfying the relation

$$
f_{1}(x+y) f_{2}(x-y)=f_{1}(x) f_{2}(x) f_{1}(y) f_{2}(-y)
$$

for all $x, y \in \mathcal{H}$ Then

$$
f_{1}(y)=\exp \left[i\left\langle x_{1}, y\right\rangle-\theta(y)\right]: f_{2}(y)=\exp \left[i\left\langle x_{2}, y\right\rangle-\theta(y)\right]
$$

 nonnegative function on $\mathcal{H}$ satisfying the functional equation

$$
\theta(x+y)+\theta(x-y)=2[\theta(x)+\theta(y)]
$$

for all $x, y \in \mathcal{H}$
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## 1. Introduction

The present study is devoted meanly to the nonlinear differential equations of Duffing type; see for instance [1], [2], [7]:

$$
\begin{equation*}
m \ddot{x}+c \dot{x}+K^{\prime} x+K^{\prime} x^{3}=f_{0} \sin \Omega t \tag{1.1}
\end{equation*}
$$

with

$$
f_{0}= \begin{cases}F_{0} & \text { in (A) }  \tag{1.2}\\ m h_{0} \Omega^{2} & \text { in (B) }\end{cases}
$$

corresponding to the mechanical models indicated in Fig. 1.


Fig. 1. Nonlinear systems with different kind of excitation: in all cases it is $F(x)=K x+K^{\prime} x^{3}$, $K^{\prime} \gtrless 0$.

Same recent results obtained by the author and co-workers, see [3-11], are presented and discussed here. The general goal is the exact calculation of the periodical harmonical (i.e., with the same circular frequency $\Omega$ ) monoscillating solutions, for arbitrary values of the parameters, in particular of the forcing circular frequency $\Omega$. With the term "monoscillating" we indicate that the periodical solution exhibits only one oscillation in a period. In particular the response curves in amplitude and phase, as well as the wave forms, are to be calculated. The technique consists of reducing the calculation of the solution to a fixed-point problem in suitable Banach spaces and in solving that problem with iterative procedure. A general numerical procedure is indicated for both cases (A) and (B), without and with damping, some analytical properties are demonstrated, in particular in the case (A) without damping, i.e., with $c=0$; and several numerical results are reported. for case (A). The application of the procedure to similar nonlinear problems is also indicated at the end of the present study.

## 2. The Parametric Method of Solution

The steady state harmonic monoscillating solution of Eq. (1.1) is searched in the parametric form, see [3]:

$$
\begin{align*}
& \begin{cases}x=x^{*} \sin \tau & x^{*}>0 \\
\Omega t=\tau+\vartheta+\phi(\tau) & \vartheta \in[0, \pi] \\
\phi(\tau)=\int_{-\pi}^{\tau} \varphi(s) d s & \tau \in I_{0} \equiv[-\pi / 2, \pi / 2]\end{cases}  \tag{2.1}\\
& \dot{x}=\frac{\Omega x^{*} \cos \tau}{1+\varphi(\tau)}, \quad \ddot{x}=\frac{\Omega^{2} x^{*}}{1+\varphi(\tau)} \frac{d}{d \tau}\left(\frac{\cos \tau}{1+\varphi(\tau)}\right) \tag{2.2}
\end{align*}
$$

with the additional conditions:

$$
\left\{\begin{array} { l } 
{ \varphi ( \tau + \pi ) = \varphi ( \tau ) }  \tag{2.3}\\
{ \int _ { - \pi / 2 } ^ { \pi / 2 } \varphi ( \tau ) d \tau = 0 }
\end{array} \quad \left\{\begin{array}{l}
\varphi(\tau)>1 \\
\varphi^{\prime}(\tau) \text { regular }
\end{array}\right.\right.
$$

Eq. (1.1) becomes:

$$
\begin{align*}
& \frac{\Omega^{2} x^{*}}{1+\varphi(\tau)} \frac{d}{d \tau}\left(\frac{\cos \tau}{1+\varphi(\tau)}\right)+C \frac{\Omega x^{*} \cos \tau}{1+\varphi(\tau)} \\
& +K_{1} x^{*} \sin \tau+K_{3} x^{* 3} \sin ^{3} \tau=f_{0} \sin (\tau+\vartheta+\phi(\tau)) \tag{2.4}
\end{align*}
$$

Multiplying by $(1+\varphi(\tau))$ and integrating with respect to $\tau$ between $-\pi / 2$ and $\tau$ we have:

$$
\begin{align*}
\frac{\Omega^{2} x^{*} \cos \tau}{1+\varphi(\tau)} & +\int_{-\pi / 2}^{\tau}\left[c \Omega x^{*} \cos s+\left(K_{1} x^{*} \sin s+K_{3} x^{* 3} \sin ^{3} s\right)\right](1+\varphi(s)) d s \\
& =f_{0}[\sin \vartheta-\cos (\tau+\vartheta+\phi(\tau))] \tag{2.5}
\end{align*}
$$

Dividing by $K_{1} x^{*}$ and setting:

$$
\left\{\begin{array}{l}
\xi=\Omega^{2} / K_{1}  \tag{2.6}\\
\eta=K_{3} x^{* 3} / K_{1} \\
\gamma=c^{2} /\left(4 K_{1}\right)
\end{array}\right.
$$

whence:

$$
\left\{\begin{array}{l}
c \Omega / K_{1}=2 \sqrt{\gamma \xi}  \tag{2.7}\\
f_{0} /\left(K_{1} X^{*}\right)=\sqrt{\bar{f}_{0} / \eta} \\
\text { with: } \bar{f}_{0}=f_{0}^{2} K_{3} / K_{1}^{3}
\end{array}\right.
$$

also taking into account the identity:

$$
\begin{equation*}
\sin ^{3} \tau=\frac{3 \sin \tau}{4}-\frac{\sin 3 \tau}{4} \tag{2.8}
\end{equation*}
$$

Eq. (2.5) becomes:

$$
\begin{align*}
& \frac{\xi \cos \tau}{1+\varphi(\tau)}+\left(1+\frac{3 \eta}{4}\right) \int_{-\pi / 2}^{\tau} \sin s(1+\varphi(s)) d s-\frac{1}{4} \eta \int_{-\pi / 2}^{\tau} \sin 3 s(1+\varphi(s)) d s \\
& +2 \sqrt{\gamma \xi}(1+\sin \tau)=\sqrt{\frac{\bar{f}_{0}}{\eta}}[\sin \vartheta-\cos (\tau+\vartheta+\phi(\tau))] \tag{2.9}
\end{align*}
$$

As regards the constants $\left(\eta, \bar{f}_{0}\right)$, see Eq. (2.6), it is clear that in the hardening case $K_{3}>0$ they are positive. At the contrary in the softening case $K_{3}<0$ they are negative. Then in the softening case we will modify Eqs. (2.6) and (2.7) setting

$$
\begin{equation*}
\eta=\frac{-K_{3} x^{* 2}}{K_{1}} ; \quad \bar{f}_{0}=-f_{0}^{2} \frac{K_{3}}{K_{1}^{3}} \tag{2.10}
\end{equation*}
$$

instead of the corresponding positions in Eqs. (2.6) 2nd and (2.7) 3rd. Therefore in the softening case all formulae must be modified setting:

$$
\begin{cases}-\eta & \text { instead of } \eta \\ -\bar{f}_{0} & \text { instead of } \bar{f}_{0}\end{cases}
$$

Clearly, the ratio $\bar{f}_{0} / \eta$ remains unchanged.

## 3. Reduction to a Fixed-Point Problem with Additional Conditions

For $\tau=\pi / 2$, also taking into account Eq. (2.3) 2nd, Eq. (2.9) gives:

$$
\begin{equation*}
4 \sqrt{\gamma \xi}+\left(1+\frac{3 \eta}{4}\right) \int_{-\pi / 2}^{\pi / 2} \varphi(\tau) \sin \tau d \tau-\frac{\eta}{4} \int_{-\pi / 2}^{\pi / 2} \varphi(\tau) \sin 3 \tau d \tau=\sqrt{\frac{\bar{f}_{0}}{\eta}} \sin \vartheta \tag{3.1}
\end{equation*}
$$

which plays the role of a "regularization condition" Replacing in Eq. (2.9) the value of $\sqrt{\gamma \xi}$ obtained by Eq. (3.1), dividing same Eq. (2.9) by $\cos \tau$, also taking into account the identity:

$$
\frac{\cos 3 \tau}{\cos \tau}=2 \cos 2 \tau-1
$$

we obtain:

$$
\begin{equation*}
\frac{\xi}{1+\varphi(\tau)}-\left(1+\frac{5 \eta}{6}\right)+\frac{\eta}{6} \cos 2 \tau+\left(1+\frac{3 \eta}{4}\right) Z-\frac{\eta}{4} V=-\sqrt{\frac{\bar{f}_{0}}{\eta}}(\cos \vartheta+J) \tag{3.2}
\end{equation*}
$$

where following operators have been introduced:

$$
\left\{\begin{align*}
Z(\varphi, \tau) & =\frac{1}{\cos \tau}\left[\int_{-\pi / 2}^{\tau} \varphi(s) \sin s d s-\frac{1+\sin \tau}{2} \int_{-\pi / 2}^{\pi / 2} \varphi(s) \sin s d s\right]  \tag{3.3}\\
V(\varphi, \tau) & =\frac{1}{\cos \tau}\left[\int_{-\pi / 2}^{\tau} \varphi(s) \sin 3 s d s-\frac{1+\sin \tau}{2} \int_{-\pi / 2}^{\pi / 2} \varphi(s) \sin 3 s d s\right] \\
J(\varphi, \tau, \vartheta) & =\frac{1}{\cos \tau}[\cos (\tau+\vartheta+\phi(\tau))-\cos (\tau+\vartheta)] \\
& =J_{0} \cos \vartheta+J_{1} \sin \vartheta
\end{align*}\right.
$$

with

$$
\left\{\begin{array}{l}
J_{0}(\varphi, \tau)=J(\varphi, \tau ; 0)=\frac{1}{\cos \tau}[\cos (\tau+\phi(\tau))-\cos \tau]  \tag{3.4}\\
J_{1}(\varphi, \tau)=J(\varphi, \tau ; \pi / 2)=\frac{1}{\cos \tau}[-\sin (\tau+\phi(\tau))+\sin \tau]
\end{array}\right.
$$

Despite the divisor $\cos \tau$ the above operators $Z, V, J$ are regular also for $\tau=$ $\pm \pi / 2$. In fact applying the De l'Hospital rule we obtain (see also Sec. 9):

$$
\left\{\begin{array}{l}
Z\left(\varphi_{0}, \tau_{0}\right)=-\varphi_{0}  \tag{3.5}\\
V\left(\varphi_{0}, \tau_{0}\right)=\varphi_{0} \\
J\left(\varphi_{0}, \tau_{0} ; \vartheta\right)=\cos \vartheta \varphi_{0}
\end{array} \quad \text { with }:\left\{\begin{array}{l}
\tau_{0}= \pm \pi / 2 \\
\varphi_{0}=\varphi\left(\tau_{0}\right)
\end{array}\right.\right.
$$

Furthermore, operators $Z, V, J$ are omogeneous in $\varphi$, i.e.,

$$
\begin{equation*}
Z(0, \tau)=V(0, \tau)=J(0, \tau ; \theta) \equiv 0 \tag{3.6}
\end{equation*}
$$

Next step consist in multiplying Eq. (3.2) by $(1+\varphi(\tau))$ rearranging the constants, i.e.,:

$$
\begin{align*}
\xi-a_{0} & +\frac{\eta}{6} \cos 2 \tau-a_{0} \varphi+\left(1+\frac{3 \eta}{4}\right) Z-\frac{\eta}{4} V \\
& +\frac{\eta}{6} \cos 2 \tau \varphi+\left(1+\frac{3 \eta}{4}\right) Z \varphi-\frac{1}{4} V \varphi=-\sqrt{\frac{\bar{f}_{0}}{\eta}}(J+J \varphi) \tag{3.7}
\end{align*}
$$

with

$$
\begin{equation*}
a_{0}=1+\frac{5 \eta}{6}-\sqrt{\frac{\bar{f}_{0}}{\eta}} \cos \vartheta \tag{3.8}
\end{equation*}
$$

then imposing the zero mean value condition for $\varphi(\tau)$, see Eq. (2.3) 2nd:

$$
\begin{align*}
\xi-a_{0} & +\frac{\eta}{6}(\overline{\varphi \cos 2 \tau})+\left(1+\frac{3 \eta}{4}\right)(\overline{Z+Z \varphi}) \\
& -\frac{\eta}{4}(\overline{V+V \varphi})=-\sqrt{\frac{\bar{f}_{0}}{\eta}}(\overline{J+J \varphi}) \tag{3.9}
\end{align*}
$$

where the bar - indicates in general the mean value:

$$
\begin{equation*}
\bar{\psi}=\frac{1}{\pi} \int_{-\pi / 2}^{\pi / 2} \psi(\tau) d \tau \tag{3.10}
\end{equation*}
$$

By subtraction of Eq. (3.9) from Eq. (3.7), also introducing the symbol of "oscillating part" for a generical function $\psi(\tau)$ :

$$
\begin{equation*}
\tilde{\psi}(\tau)=\psi(\tau)-\bar{\psi} \tag{3.11}
\end{equation*}
$$

we obtain finally:

$$
\begin{equation*}
\varphi(\tau)=\tilde{T}(\varphi, \tau) \tag{3.12}
\end{equation*}
$$

with

$$
\begin{align*}
T(\varphi, \tau)= & g_{2} \cos 2 \tau+g_{2}(\varphi \cos 2 \tau)+a_{1}(Z+Z \varphi) \\
& -a_{2}(V+V \varphi)-a_{3}\left(J_{0}+J_{0} \varphi\right)-a_{5}\left(J_{1}+J_{1} \varphi\right) \tag{3.13}
\end{align*}
$$

where following new constants have been introduced:

$$
\left\{\begin{array} { l } 
{ a _ { 1 } = \frac { ( 1 + \frac { 3 \eta } { 4 } ) } { a _ { 0 } } }  \tag{3.14}\\
{ a _ { 2 } = \frac { ( 1 + \frac { \eta } { 4 } ) } { a _ { 0 } } } \\
{ g _ { 2 } = \frac { \frac { \eta } { 6 } } { a _ { 0 } } }
\end{array} \left\{\begin{array}{l}
a_{3}=\frac{-\sqrt{\bar{f}_{0} / \eta}}{a_{0}} \cos \vartheta \\
a_{4}=\frac{\sqrt{\bar{f}_{0} / \eta}}{a_{0}} \\
a_{5}=\frac{-\sqrt{\bar{f}_{0} / \eta}}{a_{0}} \sin \vartheta
\end{array}\right.\right.
$$

To the integral equation (3.12) the regularization condition (3.1) and the zero mean value condition (3.9) must be associated. Said equation can be written:

$$
\left\{\begin{array}{l}
4 \sqrt{\gamma \xi}+\left(1+\frac{3 \eta}{4}\right) \pi(\overline{\varphi \sin \tau})-\frac{\eta}{4} \pi(\overline{\varphi \sin 3 \tau})=2 \sqrt{\bar{f}_{0} / \eta} \sin \vartheta  \tag{3.15}\\
1+\frac{5 \eta}{6}-\xi-\frac{\eta}{6}(\overline{\varphi \cos 2 \tau})-\left(1+\frac{3 \eta}{4}\right)(\overline{Z+Z \varphi})+\frac{\eta}{4}(\overline{V+V \varphi}) \\
\quad=\sqrt{\bar{f}_{0} / \eta}[\cos \vartheta+(\overline{J+J \varphi})]
\end{array}\right.
$$

It is easy to verify that in the absence of damping $(\gamma=0)$ it is sufficient to consider an even function $\varphi(\tau)$ and $\sin \vartheta=0$ (i.e., $\vartheta=0$ or $\vartheta=\pi$ ). In this way, Eq. (3.15) 1st is automatically satisfied. The basic interval $I_{0}$ can be reduced to the half interval $[0, \pi / 2]$. On the contrary, in presence of damping $(\gamma \neq 0)$, function $\varphi(\tau)$ has both the even and odd parts, and constant $\vartheta$ assumes values no more restricted to the values 0 and $\pi$.

Thus the problem of calculating the exact solutions has been reduced to the determination of the form function $\varphi(\tau)$ for $\tau \in I_{0}$, and of the constants $(\eta, \vartheta)$ satisfying the three coupled Eqs. (3.12) and (3.15). We have a fixed point problem, Eq. (3.12), with additional conditions, Eqs. (3.15).

## 4. The Case of Fixed Frame without Damping: Analytical Study

Let us now consider the particular case (A) of fixed frame, in absence of damping, i.e., $\gamma=0$, in which we have $\sin \vartheta=0$, and $\varphi(\tau)$ is an even function of $\tau \in I_{0}$, as already said at the end of the previous section. In this case the constants $a_{0}, a_{1}, a_{2}$ and $a_{3}$, considered as functions of $\eta$ for $\vartheta=\left\langle\begin{array}{l}0 \\ \pi\end{array}\right.$, have the behavior indicated in the Fig. 2.

It is important to point out that:

- for $\vartheta=0$ the constants $a_{1}, a_{2}, a_{3}$ become infinite for $a_{0}=0$, i.e., for $\eta=\eta_{a}$, where $\eta_{a}$ is the unique positive root of the cubic equation:

$$
\begin{equation*}
\eta_{a}\left(1+\frac{5 \eta_{a}}{6}\right)^{2}=\bar{f}_{0} \quad\left(\text { condition } a_{0}=0\right) \tag{4.1}
\end{equation*}
$$

- for $\vartheta=\pi$ the constants $a_{1}, a_{2}, a_{3}$ are positive and bounded.

Another important remark in the present case is that Eq. (3.12) is splitted, for the cases $\cos \vartheta=1$ and $\cos \vartheta=-1$, into two different equations, each of then involving function $\varphi(\tau)$ and parameter $\eta$ as unknown magnitudes. Similarly


Fig. 2. The constants $a_{0}, a_{1}, a_{2}, a_{3}$ given by Eqs. (3.8) ad (3.14), as functions of $\eta$, for $\bar{f}_{0}=1$, and for $\vartheta=0$ and $\pi$.
the additional condition (3.15) 2nd (the 1st one is automatically satisfied) is splitted, for the cases $\cos \vartheta=1$ and $\cos \vartheta=-1$, into two different conditions, each of then giving the explicit value of $\xi$ as a function of $\eta$ and of suitable mean values of $\varphi(\tau)$. This particular situation suggests a different and more simplified procedure for solving the general problem of calculating the solution for all values of $\xi$ and $\eta$, both $\in \mathbb{R}_{+}$. Namely we can assign an arbitrary value for $\eta \in \mathbb{R}_{+}$(both in the cases $\cos \vartheta= \pm 1$ ), then calculate the even function $\varphi(\tau)$ for $\tau \in I_{0}$, only considering the fixed point problem (3.12), without additional conditions because $\eta$ becomes a given constant and finally calculate parameter $\xi$, given by Eq. (3.15) 2nd. This way the complete relation between parameters $\eta$ and $\xi$ (with possible exclusion of exceptional intervals, as we will discuss later) is obtained, that is the general amplitude response curve, giving $\eta$ as a function of $\xi$.

This said, let us now study the fixed point problem (3.12) with assigned $\eta$, and $\cos \vartheta= \pm 1$. For the purpose, we firstly carry out the decomposition of operator $T(\varphi, \tau)$ in a linear and in a nonlinear part as follows. Firstly, we observe that being $\sin \vartheta=0$ following identity yields:

$$
\begin{gather*}
\cos (\tau+\vartheta+\phi)-\cos (\tau+\vartheta)=\cos \vartheta[\cos \tau(\cos \phi-1)-\sin \tau \sin \phi] \\
(\text { for } \sin \vartheta=0) \tag{4.2}
\end{gather*}
$$

Therefore from Eq. (3.3) 3rd, operator $J$ can be written:

$$
\begin{align*}
J(\varphi, \tau) & =\cos \vartheta[(\cos \phi-1)-\tan \tau \sin \phi] \\
& =\cos \vartheta[-Q(\sigma)+S(\sigma) U(\varphi, \tau)-U(\varphi, \tau)] \tag{4.3}
\end{align*}
$$

where new operators $U(\varphi, \tau), Q(\sigma)$ and $S(\sigma)$ have been introduced:

$$
\begin{align*}
& U(\varphi, \tau)=\tan \tau \phi(\tau)=\tan \tau \int_{-\pi / 2}^{\tau} \varphi(s) d s  \tag{4.4}\\
& \left\{\begin{array}{l}
\sigma=\phi^{2}(\tau) \\
Q(\sigma)=1-\cos \phi=\sum_{h=1}^{\infty}(-1)^{h-1} \frac{\sigma^{h}}{(2 h)!} \\
S(\sigma)=1-\sin \phi / \phi=\sum_{h=1}^{\infty}(-1)^{h-1} \frac{\sigma^{h}}{(2 h+1)!}
\end{array}\right. \tag{4.5}
\end{align*}
$$

Taking into account Eq. (4.3), Eq. (3.13) can be written:

$$
\begin{equation*}
T(\varphi, \tau)=g(\tau)+L(\varphi, \tau)+N(\varphi, \tau) \tag{4.6}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
g(\tau)=g_{2} \cos 2 \tau  \tag{4.7}\\
L(\varphi, \tau)=g_{2}(\varphi \cos 2 \tau)+a_{1} Z-a_{2} V+a_{3} U \\
N(\varphi, \tau)=a_{1} Z \varphi-a_{2} V \varphi+a_{3} U \varphi+a_{3}(1+\varphi)(Q-S U)
\end{array}\right.
$$

The different operators are given by Eqs. (3.3), (4.4), (4.5). Concluding, in this case we have the fixed point problem:

$$
\begin{equation*}
\varphi(\tau)=\tilde{T}(\varphi, \tau), \quad \tilde{T}=T-\bar{T} \tag{4.8}
\end{equation*}
$$

with $T(\varphi, \tau)$ given by Eq. (4.6), and where $g, L, N$ are given by Eqs. (4.7), also depending on the assigned parameters $\vartheta=\left\langle\begin{array}{l}0 \\ \pi\end{array}\right.$ and $\eta \in \mathbb{R}_{+}$. The corresponding value of $\xi$ is:

$$
\begin{equation*}
\xi=a_{0}-\frac{\eta}{6}(\overline{\varphi \cos 2 \tau})-\left(1+\frac{3 \eta}{4}\right) \bar{Z}+\frac{\eta}{4} \bar{V}+\sqrt{\bar{f}_{0} / \eta} a_{0} \bar{U}+a_{0} \bar{N} \tag{4.9}
\end{equation*}
$$

which, in zero approximation, reduces to (see Eq. (3.8)):

$$
\begin{equation*}
\xi=1+\frac{5 \eta}{6}-\sqrt{\bar{f}_{0} / \eta} \cos \vartheta \quad \varphi(t) \equiv 0 \tag{4.10}
\end{equation*}
$$

## 5. A Simplified Model of the Problem

The study of the above fixed point problem is somewhat difficult. In a preliminary paper [6] we considered following simplified nonlinear model of operator $T(\varphi, \tau)$ instead of (4.6):

$$
\begin{equation*}
T_{m}(\varphi, \tau)=g(\tau)+M(\varphi, \tau) \tag{5.1}
\end{equation*}
$$

with

$$
\begin{equation*}
M(\varphi, \tau)=\lambda g(\tau) \varphi(\tau)+\frac{a(1+\lambda \varphi(\tau))}{\cos \tau} \int_{-\pi / 2}^{\tau} \sin s \varphi(s) d s \tag{5.2}
\end{equation*}
$$

where $a$ and $\lambda$ are given constants. Operator $M$ only involves operator $Z(\varphi, \tau)$ from operators contained in $T(\varphi, \tau)$. In fact we must take into account that being $\varphi(\tau)$ an even function of $\tau$, from Eq. (3.3) 1st we have:

$$
\begin{equation*}
\left.Z(\varphi, \tau)=\frac{1}{\cos \tau} \int_{-\pi / 2}^{\tau} \sin s \varphi(s) d s \quad \text { (if } \varphi(\tau) \text { is even }\right) \tag{5.3}
\end{equation*}
$$

The fixed point Eq. (4.8) is then replaced by:

$$
\begin{equation*}
\varphi(\tau)=g(\tau)+\tilde{M}(\varphi, \tau), \quad \tilde{M}=M-\bar{M} \tag{5.4}
\end{equation*}
$$

This is a nonlinear integral equation also containing the mean value $\bar{M}$, having the singular nucleus $\sin s / \cos \tau$, infinite for $\tau= \pm \pi / 2$. In the problem arising from the Duffing Equation (1.1) function $g(\tau)$ has the value given by Eq. (4.7), and unknown function $\varphi(\tau)$ must be even. We consider the more general situation where $g(\tau)$ is given by the Fourier expansion:

$$
\begin{equation*}
g(\tau)=\sum_{n=1}^{\infty} g_{2 n} \cos 2 n \tau \quad\left(g_{2 n} \text { given constants }\right) \tag{5.5}
\end{equation*}
$$

and we assume for $\varphi(\tau)$ a similar expansion:

$$
\begin{equation*}
\varphi(\tau)=\sum_{n=1}^{\infty} b_{2 n} \cos 2 n \tau \quad\left(b_{2 n} \text { unknown constants }\right) \tag{5.6}
\end{equation*}
$$

Firstly we must state the functional class for $g(\tau)$ and $\varphi(\tau)$. Following norms have been tested:

$$
\left\{\begin{array}{l}
\|\varphi\|_{a}=\sum_{n=1}^{\infty}\left|b_{2 n}\right|  \tag{5.7}\\
\|\varphi\|_{d}=\sum_{n=1}^{\infty} n\left|b_{2 n}\right|
\end{array}\right.
$$

i.e., the norm of the total convergence of $\varphi(\tau)$ and $\varphi^{\prime}(\tau)$ respectively, besides to the norm:

$$
\|\varphi\|_{c}=\max _{\tau \in I_{0}}|\varphi(\tau)|
$$

It results clearly:

$$
\|\varphi\|_{c} \leq\|\varphi\|_{a} \leq\|\varphi\|_{d}
$$

We call $S_{a}$ and $S_{d}$ the Banach spaces of functions $\varphi(\tau)$ with Fourier expansion (5.6) and with the norm || $\|_{a}$ and || $\|_{d}$ respectively. We can demonstrate that:

Preliminary Lemma. If $\varphi(\tau) \in S_{a}$, or $S_{d}$, then also $\tilde{Z}(\varphi, \tau) \in S_{a}$, or $S_{d}$ respectively. In fact we have:

$$
\begin{align*}
Z(\varphi, \tau) & =\frac{1}{\cos \tau} \int_{-\pi / 2}^{\tau} \sum_{n=1}^{\infty} b_{2 n} \cos 2 n s \sin s d s  \tag{5.8}\\
& =\frac{1}{2} \sum_{n=1}^{\infty} b_{2 n}\left[\frac{1}{2 n-1} \frac{\cos (2 n-1) \tau}{\cos \tau}-\frac{1}{2 n+1} \frac{\cos (2 n+1) \tau}{\cos \tau}\right]
\end{align*}
$$

where the term by term integration is correct in force of the considered norms for $\varphi(\tau)$. Now we introduce the trigonometric polynomials

$$
\begin{equation*}
C_{2 n}(\tau)=\frac{\cos (2 n+1) \tau}{\cos \tau}=\bar{C}_{2 n}+\tilde{C}_{2 n}(\tau) \quad(n=0,1,2, \ldots) \tag{5.9}
\end{equation*}
$$

with

$$
\bar{C}_{2 n}=(-1)^{n} ; \quad \tilde{C}_{2 n}(\tau)=2 \sum_{k=1}^{n}(-1)^{n+k} \cos 2 k \tau
$$

i.e., in explicit form:

$$
\begin{cases}n=0 & C_{0}(\tau)=1 \\ n=1 & C_{2}(\tau)=-1+2 \cos 2 \tau \\ n=2 & C_{4}(\tau)=1-2 \cos 2 \tau+2 \cos 4 \tau \\ n=3 & C_{6}(\tau)=-1+2 \cos 2 \tau-2 \cos 4 \tau+2 \cos 6 \tau \\ \ldots & \ldots\end{cases}
$$

for which it results:

$$
\begin{equation*}
\left|\bar{C}_{2 n}\right|=1 ; \quad\left\|\tilde{C}_{2 n}\right\|_{a}=2 n ; \quad\left\|\tilde{C}_{2 n}\right\|_{d}=2 \sum_{k=1}^{n} k=n(n+1) \tag{5.10}
\end{equation*}
$$

Operator $Z(\varphi, \tau)$ can be written as follows:

$$
\begin{equation*}
Z(\varphi, \tau)=\frac{1}{2} \sum_{n=1}^{\infty} b_{2 n}\left[\frac{C_{2 n-2}(\tau)}{2 n-1}-\frac{C_{2 n(\tau)}}{2 n+1}\right]=\bar{Z}+\tilde{Z}(\varphi, \tau) \tag{5.11}
\end{equation*}
$$

with:

$$
\begin{align*}
\bar{Z}(\varphi, \tau) & =\frac{1}{2} \sum_{n=1}^{\infty} b_{2 n}\left(\frac{\bar{C}_{2 n-2}}{2 n-1}-\frac{\bar{C}_{2 n}}{2 n+1}\right) \\
& =\frac{1}{2} \sum_{n=1}^{\infty} b_{2 n}\left[\frac{(-1)^{n-1}}{2 n-1}-\frac{(-1)^{n}}{2 n+1}\right]=-\sum_{n=1}^{\infty} b_{2 n} \frac{(-1)^{n} 2 n}{4 n^{2}-1}  \tag{5.12}\\
\tilde{Z}(\varphi, \tau) & =\frac{1}{2} \sum_{n=1}^{\infty} b_{2 n}\left[\frac{\tilde{C}_{2 n-2}(\tau)}{2 n-1}-\frac{\tilde{C}_{2 n}(\tau)}{2 n+1}\right] \\
& =\sum_{n=1}^{\infty} b_{2 n}\left[\frac{1}{2 n-1} \sum_{k=1}^{n-1}(-1)^{n+k-1} \cos 2 k \tau-\frac{1}{2 n+1} \sum_{k=1}^{n}(-1)^{n+k} \cos 2 k \tau\right] . \tag{5.13}
\end{align*}
$$

It results:

$$
\left\{\begin{array}{l}
|\bar{Z}| \leq \sum_{n=1}^{\infty}\left(\frac{2 n}{4 n^{2}-1}\right)\left|b_{2 n}\right| \leq \frac{2}{3}\|\varphi\|_{a}  \tag{5.14}\\
|\bar{Z}| \leq \sum_{n=1}^{\infty}\left(\frac{2}{4 n^{2}-1}\right) n\left|b_{2 n}\right| \leq \frac{2}{3}\|\varphi\|_{d}
\end{array}\right.
$$

since:

$$
\max _{n \in N_{+}} \frac{2 n}{4 n^{2}-1}=\max _{n \in N_{+}} \frac{2}{4 n^{2}-1}=\frac{2}{3}
$$

Furthermore assuming the norm $\|\cdot\|_{a}$ we have:

$$
\begin{align*}
\|\tilde{Z}\|_{a} & \leq \frac{1}{2} \sum_{n=1}^{\infty}\left|b_{2 n}\right|\left\{\frac{1}{2 n-1}\left\|\tilde{C}_{2 n-2}\right\|_{a}+\frac{1}{2 n+1}\left\|\tilde{C}_{2 n}\right\|_{a}\right\} \\
& =\frac{1}{2} \sum_{n=1}^{\infty}\left|b_{2 n}\right|\left\{\frac{2(n-1)}{2 n-1}+\frac{2 n}{2 n+1}\right\} . \tag{5.15}
\end{align*}
$$

On account that it is

$$
\begin{equation*}
\frac{2(n-1)}{2 n-1}+\frac{2 n}{2 n+1}=2\left(1-\frac{2 n}{4 n^{2}-1}\right)<2 \quad \forall n \in N_{+} \tag{5.16}
\end{equation*}
$$

we obtain:

$$
\begin{equation*}
\|\tilde{Z}\|_{a} \leq \sum_{n=1}^{\infty}\left|b_{2 n}\right|=\|\varphi\|_{a} \tag{5.17}
\end{equation*}
$$

In a similar way, assuming the norm $\|\cdot\|_{d}$ we have:

$$
\begin{aligned}
\|\tilde{Z}\|_{d} & \leq \frac{1}{2} \sum_{n=1}^{\infty}\left|b_{2 n}\right| n\left(\frac{n-1}{2 n-1}+\frac{n+1}{2 n+1}\right) \\
& =\frac{1}{2} \sum_{n=1}^{\infty} n\left|b_{2 n}\right|\left(1-\frac{1}{4 n^{2}-1}\right)<\frac{1}{2}\|\varphi\|_{d}
\end{aligned}
$$

on account of same inequality (5.16), and therefore

$$
\begin{equation*}
\|\tilde{Z}\|_{d} \leq \frac{1}{2}\|\varphi\|_{d} \tag{5.18}
\end{equation*}
$$

Eqs. (5.13), (5.17), and (5.18) show that if $\varphi(\tau)$ has the Fourier expansion (5.6) and the bounded norm $\|\varphi\|_{a}$ or $\|\varphi\|_{d}$, then also $\tilde{Z}(\varphi, \tau)$ has a similar

Fourier expansion, and a bounded norm $\|\tilde{Z}\|_{a}$ or $\|\tilde{Z}\|_{d}$ respectively. That is, if $\varphi(\tau) \in S_{a}$, then $\tilde{Z}(\varphi, \tau) \in S_{a}$; and if $\varphi(\tau) \in S_{d}$, then $\tilde{Z}(\varphi, \tau) \in S_{d}$. Then the Lemma is true. On account of this preliminary Lemma, and other similar properties, it is demonstrate in [6] that if $g(\tau) \in S_{a}$, with a bounded norm $\|g\|_{a}$, and if the norm of the functions:

$$
\begin{equation*}
\varphi(\tau)=\sum_{n=1}^{\infty} b_{2 n} \cos 2 n \tau ; \quad \varphi^{*}(\tau)=\sum_{n=1}^{\infty} b_{2 n}^{*} \cos 2 n \tau \tag{5.19}
\end{equation*}
$$

have both the same upper bound $\delta$ :

$$
\begin{equation*}
\|\varphi\|_{a}<\delta ; \quad\left\|\varphi^{*}\right\|_{a}<\delta \tag{5.20}
\end{equation*}
$$

then in suitable conditions for $a, \lambda,\|g\|_{a}$, (which are specified in the paper) there exists a constant $K<1$ such that:

$$
\begin{equation*}
\left\|\tilde{T}_{m}(\varphi \tau)-\tilde{T}_{m}\left(\varphi^{*}, \tau\right)\right\|_{a} \leq K\left\|\varphi-\varphi^{*}\right\|_{a} \tag{5.21}
\end{equation*}
$$

In force of the basic fixed point theorems, see for instance [12] and [13], this means that in the above conditions for parameters $a, \lambda,\|g\|_{a}$, the integral equation:

$$
\begin{equation*}
\varphi(\tau)=\tilde{T}_{m}(\varphi, \tau), \quad \tilde{T}_{m}=T_{m}-\bar{T}_{m} \tag{5.22}
\end{equation*}
$$

with $T_{m}$ given by Eqs. (5.1), (5.2), has one and only one solution, which can be calculated by the convergent iterative procedure:

$$
\begin{equation*}
\varphi^{(h+1)}(\tau)=\tilde{T}_{m}\left(\varphi^{(h)}, \tau\right) ; \quad \varphi^{(1)}=g \tag{5.23}
\end{equation*}
$$

It must be remarked that the obtained conditions for $a, \lambda,\|g\|_{a}$ (not specified here for brevity sake) for the existence and unicity of the solution basically depend on the considered Banach space, i.e., on the assumed norm. If we assume the norm $\|\cdot\|_{d}$ instead of the norm $\|\cdot\|_{a}$ the equality (5.17) is replaced by the similar inequality (5.18), with a coefficient $\frac{1}{2}$ instead of 1 , hence more useful. On the other hand, the regularity of $\varphi^{\prime}(\tau)$ too, beside to the regularity of $\varphi(\tau)$, is required for having regularity also in $\ddot{x}(\tau)$, beside $\dot{x}(\tau)$ as pointed out after Eqs. (2.3). Thus, for a correct application to our physical problem, we are forced to assume the norm $\|\cdot\|_{d}$, paying the price of much heavier analytical developments for demonstrating the existence and unicity of the solution.

## 6. The Linearized Exact Problem

Taking into account the conclusions of the previous section we will study the exact fixed point problem (4.8), in the Banach space $S_{d}$ with given $\vartheta=\left\langle\begin{array}{l}0 \\ \pi\end{array}\right.$
and given $\eta \in \mathbb{R}_{+}$. In a first step, we will develop in this section, we only consider the linear part of operator $T(\varphi, \tau)$. In a second step, we will develop in Sec. 7, we will consider the complete operator $T(\varphi, \tau)$.

Thus, we consider now the fixed point problem:

$$
\left\{\begin{array}{l}
\varphi(\tau)=\tilde{T}_{l}(\varphi, \tau), \quad \tilde{T}_{l}=T_{l}-\bar{T}_{l}  \tag{6.1}\\
T_{l}(\varphi, \tau)=g(\tau)+L(\varphi, \tau)
\end{array}\right.
$$

where the linear operator $L$ is given by Eq. (4.7) 2nd, and where we assumed the expansion (5.5) for the given function $g(\tau)$. In order to state an existenceunicity theorem, suitable inequalities for operator $Z, V, U$ are to be taken into account. As regards operator $Z(\varphi, \tau)$ we recall inequalities (5.14) and (5.18) demonstrated in Sec. 5. Similar inequalities can be obtained for $V(\varphi, \tau)$ and $U(\varphi, \tau)$, so that we have:

$$
\begin{cases}|\bar{Z}| \leq \frac{2}{3}\|\varphi\|_{d} ; & \|\tilde{Z}\|_{d} \leq \frac{1}{2}\|\varphi\|_{d}  \tag{6.2}\\ |\bar{V}| \leq \frac{3}{5}\|\varphi\|_{d} ; \quad\|\tilde{V}\|_{d} \leq \frac{3}{5}\|\varphi\|_{d} \\ |\bar{U}| \leq \frac{1}{2}\|\varphi\|_{d} ; \quad\|\tilde{U}\|_{d} \leq \frac{1}{2}\|\varphi\|_{d}\end{cases}
$$

As regards the product ( $\varphi \cos 2 \tau$ ) contained in the first term of $L(\varphi, \tau)$, we apply the Lemma 1, which will be reported in the following Sec. 7. Taking into account that it is $\overline{\cos 2 \tau}=\bar{\varphi}=0$, we have:

$$
\begin{equation*}
\|\widetilde{\varphi \cos 2 \tau}\|_{d} \leq\|\cos 2 \tau\| d\|\varphi\|_{d}=\|\varphi\|_{d} \tag{6.2}
\end{equation*}
$$

Setting

$$
\begin{equation*}
\varphi^{*}=\sum_{n=1}^{\infty} b_{2 n}^{*} \cos 2 n \tau \tag{6.3}
\end{equation*}
$$

and furthermore:

$$
\left\{\begin{array}{l}
Z^{*}=Z\left(\varphi^{*}, \tau\right)  \tag{6.4}\\
V^{*}=V\left(\varphi^{*}, \tau\right) \\
U^{*}=U\left(\varphi^{*}, \tau\right)
\end{array} \quad T_{l}^{*}=T_{l}\left(\varphi^{*}, \tau\right)\right.
$$

we have following consequences of inequalities (6.2) and (6.3):

$$
\begin{equation*}
\left|\bar{Z}-\bar{Z}^{*}\right| \leq \frac{2}{3}\left\|\varphi-\varphi^{*}\right\|_{d} ; \quad\left\|\tilde{Z}-\tilde{Z}^{*}\right\|_{d} \leq \frac{1}{2}\left\|\varphi-\varphi^{*}\right\|_{d} \tag{6.5}
\end{equation*}
$$



Fig. 3. The coefficient $K_{l}$ of the contraction, see Eqs. (3.6), (3.7), (3.7'), related to the linearized Eq. (6.1).
and so on for operator $V$ and $U$. In force of these inequalities we obtain finally:

$$
\begin{equation*}
\left\|\tilde{T}_{l}-\tilde{T}_{l}^{*}\right\|_{d} \leq K_{l}\left\|\varphi-\varphi^{*}\right\|_{d} \tag{6.6}
\end{equation*}
$$

with:

$$
\begin{equation*}
K_{l}=\left|g_{2}\right|+\frac{1}{2}\left|a_{1}\right|+\frac{3}{5}\left|a_{2}\right|+\frac{1}{2}\left|a_{3}\right| \tag{6.7}
\end{equation*}
$$

i.e., in force of Eqs. (3.8) and (3.14):

$$
K_{l}=\frac{1}{2} \frac{1+\frac{83 \eta}{60}+\sqrt{\frac{\bar{f}_{0}}{\eta}}}{\left.1+\frac{5 \eta}{6}-\sqrt{\frac{\bar{f}_{0}}{\eta}} \cos \vartheta \right\rvert\,}
$$

The behavior of $K_{l}$ as a function of $\eta \in \mathbb{R}_{+}$, for the two values $\vartheta=0$ and $\vartheta=\pi$, is show in Fig. 3 for $\bar{f}_{0}=1$. We observe that:

- $K_{l}$ exhibits an horizontal asymptote $K=0.83$ for $\eta \rightarrow+\infty$.
- for $\vartheta=0, K_{l}$ exhibits a vertical asymptote for $\eta=\eta_{a}$, see Eq. (4.1), and assumes the values 0.5 for $\eta=0$. Furthermore $K_{l}$ is increasing in $] 0, \eta_{a}$ [ and decreasing in $] \eta_{a}, \infty\left[\right.$. Therefore, since $K_{l}$ is a continuous function of
$\eta$ for $\eta \neq \eta_{a}$, there exist two values $\eta_{a}^{\prime}$ and $\eta_{a}^{\prime \prime}$ of $\eta$, the first one at the left part of $\eta_{a}$, the second one at the right part, where it is $K_{l}=1$. We call $I_{a} \equiv\left[\eta_{a}^{\prime}, \eta_{a}^{\prime \prime}\right]$ the interval, containing $\eta_{a}$, where it is $K_{l} \geq 1$. Therefore, it results $K_{l}<1$ for $\eta \in \mathbb{R}_{+} / I_{a}$.
- for $\vartheta=\pi$, it results always $K_{l}<1$.

Thus the conclusion is that:

- in the case $\vartheta=0$, for $\eta \in \mathbb{R}_{+} / I_{a}$, being $K_{l}<1$, Eq. (6.1) has one and only one solution, whereas for $\eta \in I_{a}$ we cannot affirm whether or not the solution exists.
- in the case $\vartheta=\pi$, for $\eta \in \mathbb{R}_{+}$, Eq. (6.1) has always one and only one solution.

Therefore we have following:
1st Existence and unicity Theorem. If $g(\tau) \in S_{d}$, and:

$$
\begin{cases}\eta \in R_{+} / I_{a} & \text { for } \vartheta=0  \tag{6.8}\\ \eta \in R_{+} & \text {for } \dot{\vartheta}=\pi\end{cases}
$$

there exist one and only one solution $\varphi(\tau) \in S_{d}$ of linearized problem (6.1). This solution, when it exists as indicated above, is calculated with following iterative procedure:

$$
\begin{equation*}
\varphi^{(m+1)}(\tau)=\tilde{T}_{l}\left(\varphi^{(m)}, \tau\right), \quad \varphi^{(l)}(\tau)=g(\tau) \tag{6.9}
\end{equation*}
$$

and reduces to the identically null solution when $g(\tau)$ vanishes, since it results also:

$$
\begin{equation*}
\|\varphi\|_{d} \leq \frac{\|g\|_{d}}{\left(1-K_{l}\right)} \tag{6.10}
\end{equation*}
$$

## 7. The Exact Nonlinear Problem

Let us now consider the exact nonlinear problem, we write again for convenience:

$$
\begin{cases}\varphi(\tau)=\tilde{T}(\varphi, \tau), & \tilde{T}=T-\bar{T}  \tag{7.1}\\ T(\varphi, \tau)=T_{l}(\varphi, \tau)+N(\varphi, \tau), & T_{l}=g+L\end{cases}
$$

Operator $T_{l}$ and $N$ are given by Eqs. (6.1) 2nd and (4.7). We suppose again that function $g(\tau)$ is given by the Fourier expansion (5.5), with bounded norm
$\|g\|_{d}$, i.e., $g \in S_{d}$. We assume again for $\varphi(\tau)$ the similar expansion (5.6), and we consider again a second function $\varphi^{*}(\tau)$ with the expansion (6.3). Setting

$$
\begin{equation*}
T^{*}=T\left(\varphi^{*}, \tau\right) ; T_{l}^{*}=T\left(\varphi^{*}, \tau\right) ; N^{*}=N\left(\varphi^{*}, \tau\right) \tag{7.2}
\end{equation*}
$$

we have:

$$
\begin{equation*}
\left\|\tilde{T}-\tilde{T}^{*}\right\|_{d} \leq\left\|\tilde{T}_{l}-\tilde{T}_{l}^{*}\right\|_{d}+\left\|\tilde{N}-\tilde{N}^{*}\right\|_{d} \tag{7.3}
\end{equation*}
$$

As regards the linear operator $T_{l}$ the inequality (6.6) has been already obtained in Sec. 6.

As regards the nonlinear operator $N$ new inequalities must be taken into account. We summarize the procedure followed in [8]. Firstly, following Lemmas are demonstrated (for brevity sake, we do not report here the demonstrations, given in [8]).

Lemma 1. Let us consider two functions $\tilde{\chi}$ and $\tilde{\psi} \in S_{d}$ :

$$
\begin{equation*}
\tilde{\chi}=\sum_{n=1}^{\infty} a_{2 n} \cos 2 n \tau ; \quad \tilde{\psi}=\sum_{n=1}^{\infty} c_{2 n} \cos 2 n \tau \tag{7.4}
\end{equation*}
$$

It results:
and more in particular:

$$
\begin{equation*}
\| \widetilde{\tilde{\chi} \tilde{\psi}\left\|_{d} \leq\right\| \tilde{\chi}\left\|_{d}\right\| \tilde{\psi} \|_{d}, 0} \tag{7.6}
\end{equation*}
$$

Lemma 2. Let us consider two functions $\chi$ and $\psi$ with mean value different from zero, such that:

$$
\begin{equation*}
\chi=\bar{\chi}+\tilde{\chi} ; \quad \psi=\bar{\psi}+\tilde{\psi} \tag{7.7}
\end{equation*}
$$

with $\tilde{\chi}$ and $\tilde{\psi} \in S_{d}$. It results:

$$
\begin{equation*}
\|\widetilde{\chi \psi}\|_{d} \leq|\tilde{\chi}|\|\tilde{\psi}\|_{d}+|\tilde{\psi}|\|\tilde{\chi}\|_{d}+\|\tilde{\chi}\|\|\tilde{\psi}\|_{d} \tag{7.8}
\end{equation*}
$$

Lemma 3. Let us consider two functions $\chi$ and $\psi$ of Lemma 2. It result:

$$
\begin{equation*}
|\overline{\chi \psi}| \leq|\bar{\chi}||\bar{\psi}|+\|\tilde{\chi}\|_{d}\|\tilde{\psi}\|_{d} . \tag{7.9}
\end{equation*}
$$

Lemma 4. Let us consider two functions $\chi_{s}$ and $\psi_{s} \in S_{d}$ :

$$
\left\{\begin{array}{l}
\chi_{s}=\sum_{n=1}^{\infty} a_{2 n} \sin 2 n \tau, \quad \text { with } \sum_{n=1}^{\infty} n\left|a_{2 n}\right|<\infty  \tag{7.10}\\
\psi_{s}=\sum_{n=1}^{\infty} c_{2 n} \sin 2 n \tau, \quad \text { with } \sum_{n=1}^{\infty} n\left|c_{2 n}\right|<\infty
\end{array}\right.
$$

to be associated to the functions $\tilde{\chi}, \tilde{\psi} \in S_{d}$ given by Eqs. (7.4). It results:

$$
\begin{equation*}
\widetilde{\chi_{s} \psi_{s}} \in S_{d}, \quad \text { and: }\left\|\widetilde{\chi_{s} \psi_{s}}\right\|_{d} \leq\|\tilde{\chi}\|_{d}\|\tilde{\psi}\|_{d} \tag{7.11}
\end{equation*}
$$

The second point is that in the present nonlinear problem, in order to apply the basic fixed point theorem, see [12], we must also introduce the upper bound for the norms $\|\varphi\|_{d}$ and $\left\|\varphi^{*}\right\|_{d}$, we call $\delta$ :

$$
\begin{equation*}
\|\varphi\|_{d}<\delta ; \quad\left\|\varphi^{*}\right\|_{d}<\delta \tag{7.12}
\end{equation*}
$$

If these inequalities are satisfied, then we can demonstrate, see [8], that following inequalities hold:

$$
\left\{\begin{array}{l}
|\bar{Q}|<Q_{1}(\delta)=\sum_{h=1}^{\infty} \frac{1}{(2 h)!}\left(\frac{1}{4} \delta^{2}\right)^{h}  \tag{7.13}\\
\|\tilde{Q}\|<Q_{2}(\delta)=\frac{2}{3} \sum_{h=1}^{\infty} \frac{h}{(2 h)!}\left(\frac{3}{8} \delta^{2}\right)^{h} \\
\left|\bar{Q}-\overline{Q^{*}}\right|<\frac{1}{4} \delta\left\|\varphi-\varphi^{*}\right\|_{d} Q_{3}(\delta), \quad \text { with: } \\
Q_{3}(\delta)=\sum_{h=1}^{\infty} \frac{h}{(2 h)!}\left(\frac{1}{4} \delta^{2}\right)^{h-1} \\
\left\|\tilde{Q}-\tilde{Q^{*}}\right\|_{d}<\frac{1}{2} \delta\left\|\varphi-\varphi^{*}\right\|_{d} Q_{4}(\delta), \quad \text { with: } \\
Q_{4}(\delta)=\sum_{h=1}^{\infty} \frac{q(h)}{(2 h)!}\left(\frac{3}{8} \delta^{2}\right)^{h=1}
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
|\bar{S}|<S_{1}(\delta)=\sum_{h=1}^{\infty} \frac{1}{(2 h+1)!}\left(\frac{1}{4} \delta^{2}\right)^{h}  \tag{7.14}\\
\|\tilde{S}\|<S_{2}(\delta)=\frac{2}{3} \sum_{h=1}^{\infty} \frac{h}{(2 h+1)!}\left(\frac{3}{8} \delta^{2}\right)^{h} \\
\left|S-S^{*}\right|<\frac{1}{4} \delta\left\|\varphi-\varphi^{*}\right\|_{d} S_{3}(\delta), \quad \text { with: } \\
S_{3}(\delta)=\sum_{h=1}^{\infty} \frac{h}{(2 h+1)!}\left(\frac{1}{4} \delta^{2}\right)^{h-1} \\
\left\|\tilde{S}-\tilde{S^{*}}\right\|_{d}<\frac{1}{2} \delta\left\|\varphi-\varphi^{*}\right\|_{d} S_{4}(\delta), \quad \text { with: } \\
S_{4}(\delta)=\sum_{h=1}^{\infty} \frac{q(h)}{(2 h+1)!}\left(\frac{3}{8} \delta^{2}\right)^{h=1}
\end{array}\right.
$$

with:
$q(h)=\left(\frac{2}{3}\right)^{h-1} h+\sum_{k=0}^{h-1}\left\{(h-1-k)\left(\frac{2}{3}\right)^{k}+k\left(\frac{2}{3}\right)^{h-1-k}+\frac{2}{3} k(h-1-k)\right\}$.
In force of these four Lemmas, and of inequalities (7.13) and (7.14), we can state the inequalities related to operator $N$ given by Eq. (4.7) 3rd, Namely we have:

$$
\begin{equation*}
\left\|\tilde{N}-\tilde{N}^{*}\right\|_{d} \leq \alpha+\beta \tag{7.15}
\end{equation*}
$$

with:

$$
\begin{align*}
\alpha= & \left|a_{1}\right|\left\|\widetilde{\varphi Z}-\widetilde{\varphi^{*} Z^{*}}\right\|_{d}+\left|a_{2}\right|\left\|\widetilde{\varphi V}-\widetilde{\varphi^{*} V^{*}}\right\|_{d} \\
& +\left|a_{3}\right|\left\|\widetilde{\varphi U}-\widetilde{\varphi^{*} U^{*}}\right\|_{d}  \tag{7.16}\\
\beta= & \left|a_{3}\right|\left\{\left|\mid \tilde{Q}-\widetilde{Q^{*}}\left\|_{d}+\right\| \widetilde{\varphi Q}-\widetilde{\varphi^{*} Q^{*}} \|_{d}\right.\right. \\
& \left.+\left\|\widetilde{U S}-\widetilde{U^{*} S^{*}}\right\|_{d}+\left\|\widetilde{\varphi U S}-\widetilde{\varphi^{*} U^{*} S^{*}}\right\|_{d}\right\} \tag{7.17}
\end{align*}
$$

As regards the term $\alpha$ we start from the identity:

$$
\begin{equation*}
\varphi Z-\varphi^{*} Z^{*}=\varphi\left(Z-Z^{*}\right)+Z^{*}\left(\varphi-\varphi^{*}\right) \tag{7.18}
\end{equation*}
$$

and we obtain also, on account that $\bar{\varphi}=\bar{\varphi}^{*}=0$ :

$$
\begin{equation*}
\left\|\widetilde{\varphi Z}-\widetilde{\varphi^{*} Z^{*}}\right\|_{d}<\frac{7}{3} \delta\left\|\varphi-\varphi^{*}\right\|_{d} \tag{7.19}
\end{equation*}
$$

In the similar way:

$$
\begin{array}{r}
\left\|\widetilde{\varphi V}-\widetilde{\varphi^{*} V^{*} \|_{d}}<\frac{12}{5} \delta\right\| \varphi-\varphi^{*} \|_{d} \\
\left\|\varphi V-\varphi^{*} V^{*}\right\|_{d}<2 \delta\left\|\varphi-\varphi^{*}\right\|_{d} \tag{7.21}
\end{array}
$$

and therefore:

$$
\begin{equation*}
\alpha<\left(\frac{7}{3}\left|a_{1}\right|+\frac{12}{5}\left|a_{2}\right|+2\left|a_{3}\right|\right) \delta\left\|\varphi-\varphi^{*}\right\|_{d} \tag{7.22}
\end{equation*}
$$

As regards the term $\beta$ we start from the identities:

$$
\left\{\begin{array}{l}
\varphi Q-\varphi^{*} Q^{*}=\varphi\left(Q-Q^{*}\right)+Q^{*}\left(\varphi-\varphi^{*}\right)  \tag{7.23}\\
U S-U^{*} S^{*}=U\left(S-S^{*}\right)+S^{*}\left(U-U^{*}\right) \\
\varphi U S-\varphi^{*} U^{*} S^{*}=\varphi\left(U S-U^{*} S^{*}\right)+U^{*} S^{*}\left(\varphi-\varphi^{*}\right)
\end{array}\right.
$$

and we obtain also, on account that $\bar{\varphi}=\overline{\varphi^{*}}=0$ :

$$
\begin{equation*}
\beta<\left[\frac{1}{4} \delta+\delta^{2} D(\delta)\right]\left|a_{3}\right|\left\|\varphi-\varphi^{*}\right\|_{d} \tag{7.24}
\end{equation*}
$$

with:

$$
\begin{align*}
D(\delta)= & \frac{\left(Q_{1}+Q_{2}\right)}{\delta^{2}}+\frac{1}{4} Q_{3}+Q_{5}+\left(\frac{1}{2}+2 \delta\right) \frac{S_{1}}{\delta^{2}} \\
& +(1+3 \delta) \frac{S_{2}}{\delta^{2}}+\frac{1}{4}\left(\frac{1}{2}+\delta\right) S_{3}+\frac{1}{2}\left(1+\frac{3}{2} \delta\right) S_{4} \tag{7.25}
\end{align*}
$$

Functions $Q_{1}(\delta), Q_{2}(\delta)$, etc, are given by Eqs. (7.13) and (7.14); function $Q_{5}(\delta)$ has the value:

$$
\begin{equation*}
Q_{5}(\delta)=\frac{1}{4}+\frac{1}{2} \sum_{h=2}^{\infty}\left(1+\frac{1}{\delta}\right) \frac{q(h)}{(2 h+1)!}\left(\frac{3}{8} \delta^{2}\right)^{h-1} \tag{7.26}
\end{equation*}
$$

For function $D(\delta)$ different estimates can be obtained, as for instance:

$$
\begin{equation*}
D(\delta)<m_{0} \sum_{h=0}^{\infty}\left(\frac{\delta}{2}\right)^{h}=\frac{m_{0}}{1-\delta / 2}, \quad \text { with } m_{0}=\frac{11}{8} \tag{7.27}
\end{equation*}
$$

In force of inequalities (6.6), (7.22) and (7.24) from Eqs. (7.3) and (7.13), we obtain finally:

$$
\begin{equation*}
\left\|\widetilde{T}-\widetilde{T^{*}}\right\|_{d}<K\left\|\varphi-\varphi^{*}\right\|_{d} \tag{7.28}
\end{equation*}
$$



Fig. 4. Qualitative behavior of function $G(\delta)$ given by Eq. (7.33).
with

$$
\begin{equation*}
K=K_{l}+\delta H+\delta^{2}\left|a_{3}\right| D(\delta) \tag{7.29}
\end{equation*}
$$

where $K_{l}$ is given by Eq. (6.7) or (6.7 $), D(\delta)$ by Eq. (7.25) and $H$ by:

$$
\begin{equation*}
H=\frac{7}{3}\left|a_{1}\right|+\frac{12}{5}\left|a_{2}\right|+\frac{g}{4}\left|a_{3}\right| \tag{7.30}
\end{equation*}
$$

The basic difference from the present exact, nonlinear problem, and the linearized one, studied in the previous Sec. 6, is that now the contraction coefficient $K$ also depends on the upper bound $\delta$ for $\varphi$ and $\varphi^{*}$, see inequalities (7.12). In force of the fixed point theorem, see [12], we know that setting:

$$
\begin{equation*}
y=\|g\|_{d} \tag{7.31}
\end{equation*}
$$

if the system formed by Eqs. (7.29) and:

$$
\begin{equation*}
y=\delta(1-K), \tag{7.32}
\end{equation*}
$$

in the unknown constants ( $\delta, K$ ) has real solutions with $K<1$, then there exists one and only one solution of Eq. (7.1). Thus we must show that for $y>0$ and $\delta>0$, from which it results automatically $K<1$, the above system has a real solution in $\delta$. For the purpose we eliminate $K$ from Eqs. (7.29) and (7.32), and we obtain:

$$
\begin{equation*}
y=\delta\left(1-K_{l}\right)-\delta^{2} F(\delta) \equiv G(\delta), \tag{7.33}
\end{equation*}
$$

with:

$$
\begin{equation*}
F(\delta)=H+\left|a_{3}\right| \delta D(\delta) . \tag{7.34}
\end{equation*}
$$

The right side part of Eq. (7.33) is an analytical function $G$ of $\delta$ equal to zero for $\delta=0$, with positive slope for $\delta=0$ if $K_{l}<1$, with the concavity always towards the down side, and going to $-\infty$ for $\delta \rightarrow+\infty$, as shown in Fig. 4.

Thus this function has positive maximum for a certain value $\delta_{0}$ of $\delta$. In order that Eq. (7.33) has real solutions in $\delta$, it is then necessary and sufficient that it be:

$$
\begin{equation*}
y \leq y_{\max }, \quad \text { with } y_{\max }=\max _{\delta \in \mathbb{R}_{+}}\left[\delta\left(1-K_{l}\right)-\delta^{2} F(\delta)\right] \tag{7.35}
\end{equation*}
$$

There we have following:

2nd Existence and unicity Theorem. If $g(\tau) \in S_{d}$ with norm $y=\|g\|_{d}$ satisfying to the condition (7.35), and if the conditions (6.8) are satisfied in force of which it is $K_{l}<1$, then there exists, both for $\vartheta=0$ and $\vartheta=\pi$, one and only one solution $\varphi(\tau) \in S_{d}$ of the exact problem (7.1). This solution, when it exists as indicated above, is calculated according following iterative procedure:

$$
\begin{equation*}
\varphi^{(m+1)}(\tau)=\tilde{T}\left(\varphi^{(m)}, \tau\right), \quad \varphi^{(1)}(\tau)=g(\tau) \tag{7.36}
\end{equation*}
$$

and reduce to the identically null solution when $g(\tau)$ vanishes, since it results also:

$$
\begin{equation*}
\|\varphi\|_{d} \leq \frac{\|g\|_{d}}{(1-K)} \tag{7.37}
\end{equation*}
$$

## 8. Some Comments on the Obtained Results

As regards to the results obtained in the previous section, we remark:

1. The conditions (6.8) in force of which it results $K_{l}<1$ are basic both in the linearized and in the exact nonlinear problem. The basic point is that according to the procedure here developed the interval $I_{a} \equiv\left[\eta_{a}^{\prime}, \eta_{a}^{\prime \prime}\right]$ for $\eta$ must be excluded in the case $\vartheta=0$. The ground of this exclusion is in the fact, pointed out in Sec. 4, that for $\vartheta=0$, the constant $a_{0}$ vanishes for $\eta=\eta_{a}$, see Eq. (4.1), and therefore constants $a_{1}, a_{2}, g_{2}, a_{3}, a_{4}, a_{5}$ become infinite for that value of $\eta$. We express here the conjecture that such an exclusion for $\vartheta=0$ is not due to the present procedure, but is peculiar of the problem; that is for some values of $\eta$ near to $\eta_{a}$ the harmonical monoscillating solution does not exist. For these values of $\eta$ maybe subharmonical or chaotical solutions will arise.
2. The norm $y=\|g\|_{d}$ reduces to $y=\left|g_{2}\right|$ in the specific case of Duffing Equation. In this case the condition (7.35) for $\left|g_{2}\right|$ is very severe. In fact some calculations here not reported, show that, in force of this condition, other intervals from $\eta$ should be excluded both for $\vartheta=0$ and $\vartheta=\pi$,
in addition to the interval $I_{a}$ for $\vartheta=0$, see remark 1 . But this second kind of exclusion can be eliminated if we start from a first approximation $\varphi^{(1)}(\tau) \in S_{d}$ better than $g(\tau)$. Infact, if we know a good approximated solution $\varphi^{(1)}(\tau) \in S_{d}$, better than $g(\tau)$, setting:

$$
\left\{\begin{array}{l}
\varepsilon(\tau)=\varphi(\tau)-\varphi^{(1)}(\tau)  \tag{8.1}\\
R^{(1)}(\tau)=\widetilde{T}\left(\varphi^{(1)}, \tau\right)-\varphi^{(1)}(\tau)
\end{array}\right.
$$

and eliminating $\varphi(\tau)$ from Eq. (7.1) we have:

$$
\begin{equation*}
\varepsilon(\tau)=R^{(1)}(\tau)+\widetilde{E}(\varepsilon, \tau) \tag{8.2}
\end{equation*}
$$

with

$$
\begin{equation*}
E(\varepsilon, \tau)=T\left(\varphi^{(1)}+\varepsilon, \tau\right)-T\left(\varphi^{(1)}, \tau\right) \tag{8.3}
\end{equation*}
$$

It results from Eqs. (8.1) that $\varepsilon$ and $R^{(1)} \in S_{d}$.
Introducing, as usually, a new function $\varepsilon^{*} \in S_{d}$, setting:

$$
\begin{equation*}
E^{*}=E\left(\varepsilon^{*}, \tau\right) \tag{8.4}
\end{equation*}
$$

and supposing:

$$
\begin{equation*}
\|\varepsilon\|_{d}<\delta, \quad\left\|\varepsilon^{*}\right\|_{d}<\delta \tag{8.5}
\end{equation*}
$$

in force of inequality (7.28) with $\varphi=\varphi^{(1)}+\varepsilon$, and $\varphi^{*}=\varphi^{(1)}+\varepsilon^{*}$, we have

$$
\begin{equation*}
\left\|\widetilde{E}-\widetilde{E^{*}}\right\|_{d}=\left\|\widetilde{T}\left(\varphi^{(1)}+\varepsilon, \tau\right)-\widetilde{T}\left(\varphi^{(1)}+\varepsilon^{*}\right)\right\|_{d}<K\left\|\varepsilon-\varepsilon^{*}\right\|_{d} \tag{8.6}
\end{equation*}
$$

We can apply the same conclusions of 2nd Theorem and affirm that Eq. (7.28) has one and only one solution if in addition to the conditions (6.8) in force which it is $K_{l}<1$, it results also:

$$
\begin{equation*}
\left\|R^{(1)}\right\|_{d}<y_{\max } \tag{8.7}
\end{equation*}
$$

At the light of Eq. (8.1) 2nd, this inequality indicates that the 1st approximation solution $\varphi^{(1)}(\tau)$ must be sufficiently good, in the exact signification expressed by the inequality itself. If we know such a good first approximation, the difficulty discussed in this $2 n$ d remark is removed.
Another possibility for removing the said difficulty is to in adopt better techniques for ameliorating the extimates we have obtained here. In our opinion, this is not a easy job.
3. We remember that, as pointed out in [5], we have following exact results, in the corresponding limit cases:
A. For $\Omega \rightarrow 0$, and therefore $\xi \rightarrow 0$. Function $\varphi(\tau)$ has the value:

$$
\begin{equation*}
\varphi_{A}(\tau)=\frac{1+3 \eta \sin ^{2} \tau}{\sqrt{1+2 \eta\left(1+\sin ^{2} \tau\right)+\eta^{2}\left(1+\sin ^{2} \tau+\sin ^{4} \tau\right)}}-1 \tag{8.8}
\end{equation*}
$$

where $\eta=\eta_{A}$ is the positive solution of the cubic equation:

$$
\begin{equation*}
\eta_{A}\left(1+\eta_{A}\right)^{2}=\overline{f_{0}} \tag{8.9}
\end{equation*}
$$

B. For $\Omega \rightarrow \infty, x^{*} \rightarrow \infty$ and therefore $\xi \rightarrow \infty, \eta \rightarrow \infty$. The amplitude response curve has two branches approaching from opposite sides to the following oblique asymptote, independent on $\bar{f}_{0}$ :

$$
\begin{equation*}
\xi=r_{B} \eta+s_{B}, \quad \text { with } r_{B}=0.71783 ; \quad s_{B}=1.04576 \tag{8.10}
\end{equation*}
$$

Function $\varphi(\tau)$ has the value:

$$
\begin{equation*}
\varphi_{B}(\tau)=\sqrt{\frac{2 r_{B}}{1+\sin ^{2} \tau}}-1 \tag{8.11}
\end{equation*}
$$

It is interesting to compare this exact value of said asymptote with the value corresponding to the zero approximation $\varphi(t)=0$ given by Eq. (4.10), i.e.,

$$
\begin{equation*}
\xi=1+\frac{5}{6} \eta \tag{8.12}
\end{equation*}
$$

C. For $\Omega \rightarrow \infty, x^{*} \rightarrow 0$, and therefore $\xi \rightarrow \infty, \eta \rightarrow 0$. The amplitude response curve approaches the $\xi$-axis as follows;

$$
\begin{equation*}
\eta \cong \frac{\bar{f}_{0}}{\xi^{2}} \tag{8.13}
\end{equation*}
$$

and function $\varphi(\tau)$ has following limit value:

$$
\begin{equation*}
\varphi_{c}(\tau) \cong \frac{1}{3} \frac{\eta^{\frac{3}{2}}}{\sqrt{\bar{f}_{0}}} \cos 2 \tau \tag{8.14}
\end{equation*}
$$

## 9. Numerical Treatment of the Problem

The problem studied in Sec. 7, Eqs. (7.1) can be subjected to numerical treatment. The basic point is the numerical calculation of operators $Z, V, U$,
contained in $T(\varphi, \tau)$, which are given explicitly by Eqs. (3.3) and (4.4), containing $\cos \tau$ as a divisor.

These operators have following basic properties. They are regular inside the interval $I_{0}$, see Eq. (2.1), but in the extremes $\tau= \pm \pi / 2$ they have an indetermination form $0 / 0$. They can be obtained by the general operator $W(v, \tau)$, for particular values of $v(\tau)$ :

$$
\begin{equation*}
W(v, \tau)=\frac{1}{\cos \tau}\left[\int_{-\pi / 2}^{\tau} v(s) d s-\frac{1}{2}(1+\sin \tau) \int_{-\pi / 2}^{\pi / 2} v(s) d s\right] \tag{9.1}
\end{equation*}
$$

Despite the divisor $\cos \tau$, operator $W(v, \tau)$ is regular or $\tau \in I_{0}$. In fact by the De-l'hospital rule we obtain:

$$
\begin{equation*}
W\left(v, \tau_{0}\right)=\mp v\left(\tau_{0}\right), \quad \tau_{0}= \pm \pi / 2 \tag{9.2}
\end{equation*}
$$

In addition we have:

$$
\begin{equation*}
W(0, \tau) \equiv 0 \quad \forall \tau \in I_{0} \tag{9.3}
\end{equation*}
$$

It is then clear that the numerical calculation of operators $Z, V, U$, is reduced to the calculation of operator $W$ for different values of $v(\tau)$.

The calculation of operators $Q(\sigma)$ and $S(\sigma)$, also contained in $T(\varphi, \tau)$, given by Eqs. (4.5), do not present particular difficulty. For the numerical calculation of operator $W(v, \tau)$ see Eq. (9.1), the basic interval $I_{0} \equiv[-\pi / 2, \pi / 2]$ is divided in three intervals:

$$
\begin{equation*}
I_{1} \equiv\left[-\pi / 2, \tau_{1}\right] ; \quad I_{2} \equiv\left[\tau_{1}, \tau_{2}\right] ; \quad I_{3} \equiv\left[\tau_{2}, \pi / 2\right] \tag{9.4}
\end{equation*}
$$


where $\tau_{1}$ and $\tau_{2}$ are of the order of $10^{-1} \pi / 2$.
In $I_{2}$ no singularities take place, therefore standard quadrature formulae are used. In $I_{1}$ and $I_{3}$ an indetermination form $0 / 0$ takes place at one end of each interval. We are led to calculate integrals like:

$$
\begin{equation*}
I(y)=\frac{1}{y} \int_{0}^{y} f(x) d x, \quad y \in\left[0, y_{1}\right] \tag{9.5}
\end{equation*}
$$

The numerical calculation is carried out introducing suitable interpolating polynomials which assume the same values of $f(x)$ in points $x_{i}$ :

$$
\begin{equation*}
x_{i}=i h ; \quad i=0,1,2, \ldots, n ; \quad h=y_{1} / n \tag{9.6}
\end{equation*}
$$

We use Lagrange polynomials of the 4th order, see for instance [14] Chap. 2 and [15]. Carrying out the integration we obtain:

$$
\begin{equation*}
I(y)=I_{4}(y)+E_{4}(y) \tag{9.7}
\end{equation*}
$$

with:

$$
\begin{equation*}
I_{4}(y)=f_{0}+\sum_{k=1}^{4} C_{4}^{(k)}\left(\frac{y}{y_{1}}\right)^{k} \tag{9.8}
\end{equation*}
$$

Coefficients $C_{4}^{(k)}$ are linear combinations of $f_{i}=f\left(x_{i}\right), i=0, \ldots, 4$ :

$$
\left\{\begin{array}{l}
C_{4}^{(1)}=\left(-25 f_{0}+48 f_{1}-36 f_{2}+16 f_{3}-3 f_{4}\right) / 6  \tag{9.9}\\
C_{4}^{(2)}=\left(70 f_{0}-208 f_{1}+228 f_{2}-112 f_{3}+22 f_{4}\right) / 9 \\
C_{4}^{(3)}=\left(-20 f_{0}+72 f_{1}-96 f_{2}+56 f_{3}-12 f_{4}\right) / 3 \\
C_{4}^{(4)}=\left(32 f_{0}-128 f_{1}+192 f_{2}-128 f_{3}+32 f_{4}\right) / 15
\end{array}\right.
$$

The error $E$ is neglected in the calculations.

## 10. Numerical Results for Case (A), without Damping

As already pointed out in Sec. 4, the forcing frequency $\Omega$ is contained only in parameter $\xi=\Omega^{2} / K_{1}$, and coefficients $a_{0}, a_{1}, a_{2}, g_{2}, a_{3}, a_{4}, a_{5}$ are independent on $\xi$.

Following procedure has been used for calculating the solution, for any prescribed value of $\bar{f}_{0}$ :

- assigning an arbitrary value to $\eta \in \mathbb{R}_{+}$
- assigning to $\vartheta$ alternative values:

$$
\begin{equation*}
\vartheta=0 \quad \text { or } \quad \vartheta=\pi \tag{10.1}
\end{equation*}
$$

- calculating parameters $a_{0}, a_{1}, a_{2}, g_{2}, a_{3}, a_{4}, a_{5}$.
- calculating the sequences $\varphi^{m}(\tau)$ by the iterative procedure (7.36) till a sufficiently good convergence is obtained. Finally the value of $\xi$ is given by Eq. (4.9).
Figure 5 shows the amplitude response curve $(\xi, \eta)$, in the hardening case, for $\bar{f}_{0}=1$.

Figure 6 shows the same response curve $(\xi, \eta)$, in the softening case, for $\bar{f}_{0}=1$, with the specifications given at the end of Sec. 2.

The exact amplitude response curves $(\xi, \eta)$ are compared with the zeroapproximation ones given by Eq. (4.10) with $\vartheta=0$ or $\pi$. Some particular


Fig. 5. Case (4):fixed frame. Amplitude response curve for $\bar{f}_{0}=1$. Hardening case.


Fig. 6. As the Fig. 5. Softening case.
points of these response curves have been investigated more in detail till the calculation of the displacement $x(t)$ and of the velocity $\dot{x}(t)$, see Figs, for them also the value of the circular frequency $\Omega$, see Eq. (2.6) 1st, and the value of the amplitude $x^{*}$ given by Eq. (8) 2nd must be calculated, i.e.,

$$
\begin{equation*}
\Omega=\sqrt{K_{1} \xi} ; \quad x^{*}=\sqrt{\frac{K_{1} \eta}{K_{3}}} \tag{10.2}
\end{equation*}
$$

In the numerical calculation reported here, we have assumed:

$$
\begin{equation*}
K_{1}=1, \quad K_{3}=10 \tag{10.3}
\end{equation*}
$$

The numerical values of the constants are reported in the Table.

## Table

Numerical values of the constants in the tested points

$$
\begin{aligned}
& \text { Hardening } \\
& \begin{cases}\bar{f}_{0}=1 & c=0 \\
K_{1}=1 & f_{0}=1 / \sqrt{10} \\
K_{3}=10 & \end{cases} \\
& \begin{cases}\bar{h}_{0}=1 & c=0 \\
K_{1}=1 & h_{0}=1 / \sqrt{10} \\
K_{3}=10 & \end{cases}
\end{aligned}
$$

Case (A) : fixed frame
Hardening
Softening

| tested <br> points | 1 | 2 | 3 | 4 | 5 | 6 | 7 | remarks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\xi$ | 0.6273 | 2.7511 | 3.3420 | 4.4130 | 15.0152 | 2.0260 | 0.1905 | calculated |
| $\eta$ | 1.0 | 1.0 | 4.0 | 4.0 | 20.0 | 0.5 | 1.7 | given |
| $\chi^{*}$ | 0.3162 | 0.3162 | 0.6324 | 0.6324 | 1.4142 | 0.2236 | 0.4123 |  |
| $\vartheta$ | 0 | $\pi$ | 0 | $\pi$ | 0 | $\pi$ | $\pi$ | given |

As regards the Figs. 5 and 6 following remarks can be made. The continue line connects several tested points, for which the present procedure is
convergent. The curve is broken where our tests do not gave convergence. It can be inferred that in these cases the solution does not exist. In the hardening case $\left(K_{3}>0\right)$ Fig. 5 we have solutions both for $\vartheta=0$ and $\vartheta=\pi$, with some exclusions only for $\vartheta=0$, in agreement with the discussion of point 1 ), of Sec. 8. In the softening case $\left(K_{3}<0\right)$, Fig. 6, the present procedure is convergent, except for values of $\xi$ near zero, but the corresponding calculated values of $\xi$ are negative in the majority of the cases. From a mathematical point of view the present procedure for solving the softening case is the same as for the hardening one. On the contrary, from a physical point of view, the conclusion is that in the softening case the solution exists only for $\vartheta=\pi$, for almost every value of $\xi$ (or $\Omega$ ); the amplitude $\eta$ (or $x^{*}$ ) of the oscillation has an upper bound, not too large.

## 11. Further Developments; Concluding Remarks

The analytical and numerical procedure here developed for the Duffing Equation (1.1), in the case (A) with fixed frame, can be applied also to similar nonlinear problems. Firstly we recall the application to another problem, with hysteresis see [17] and [18], for which following mathematical model is assumed:

$$
\begin{equation*}
\ddot{x}+K x+\operatorname{sgn} \dot{x} b\left(x^{* 2}-x^{2}\right)=\mathrm{s}_{0} \sin \Omega t \tag{11.1}
\end{equation*}
$$

where parameters ( $K, s_{0}, \Omega$ ) are known constants, and $x^{*}$ is the unknown amplitude of the forced vibration. Parameter $b$ can be either independent, or dependent on $x^{*}$. Secondarily we recall the application to problems with two degrees of freedom, as the system, studied in [16]:

$$
\left\{\begin{array}{l}
\ddot{x}+K_{1} x+K_{3} x^{3}+a_{1} y=0  \tag{11.2}\\
\ddot{y}+h_{1} y+b_{1} x=0
\end{array}\right.
$$

and other systems corresponding to different kinds of dynamical absorbers, see [19], as for instance:

$$
\left\{\begin{array}{l}
\ddot{x}+\frac{F(x)+c \dot{x}}{m_{e q}}+\frac{K_{1}}{m_{1}}(x+y)=F_{0} \sin \Omega t  \tag{11.3}\\
\ddot{y}-\frac{F(x)+c \dot{x}}{m_{2}}=0, \quad F(x)=K x+K^{\prime} x^{3}
\end{array}\right.
$$

Of course the study of such systems with two degrees of freedom, till the exact calculation of the steady state solutions, is a more complicated job, not yet carried out by us till today. At the contrary, further numerical calculations are


Fig. 7. Case (A) : fixed frame. Some exact results for the form-function $\varphi(\tau)$ and its integral $\phi(\tau)$, and for $x(t)$ and $\dot{x}(t)$ against $\Omega t$. Point (1), (2), (3), (4), of the Fig. 5.


Fig. 8. As the Fig. 7. Point (5) of the Fig. 5 and points (6) and (7) of the Fig. 6.
now in working, see for instance [20] and [21], as regards the damping effects in the Duffing Equation (1.1), both in the cases (A) of fixed, and (B) of oscillating frame, and both in the hardening and in the softening cases.

We conclude with following remark. The procedure here indicated, according to which the calculation of the steady state periodical solution is reduced to the solution of a fixed-point problem in a suitable Banach space, can give
question arises of what kind of solution takes place really. This very important question, both from a mathematical and from a physical point of view, leads, as a rule, to the consideration of irregular, or chaotic solutions. This topic however is far from the objects of the present paper.
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Method of potential functions is widely adopted in mathematical physics. This method is based on the representing of solution of the system of the partial differential equations being under investigation through one, or more than one, auxiliary (potential) functions. These functions are a solution of some other potential system of the differential equations which is simpler or more convenient for research than the initial system. This method was used for the first time by G. Airy [1] and J. C. Maxwell [2] while researching the system of the main equations of elasticity theory. A classical example is: all components of the tensor of tension in a plane elasticity theory, without taking into account the mass forces, can be expressed through the second derivatives of Airy's function satisfying the biharmonic equation. In electrodynamics, for example, while finding an electromagnetic field harmonically dependent on time in homogeneous isotropic medium, all components of the field - (the solution of Maxwell's system of equations) - are expressed through the potential functions - the solutions of Helmholtz's equation.

Potential systems, through the solutions of which the solutions of the initial system of the partial differential equations are being expressed, can be
defined arbitrarily. In the present work a set of systems being potential for the given system of the differential equations are being considered. Such approach makes easier the selection of the most suitable in one or another sense potential system.

Since it is convenient to consider many problems of the theory of the partial differential equations using the theory of pseudodifferential operators all reasonings are given for pseudodifferential operators everywhere where it is possible. Besides, one can consider the vector-valued operators or distributions as usual operators or distributions but with the set of values in the corresponding vector space. So the term 'operator' will be used both in the case of the differential operators and in the case of pseudodifferential operator, and the term 'equation' (both differential and pseudodifferential) will be used, as usual, there where it would be possible to say 'systems of equations'

1. Let $Q \subset R^{n}$. In those cases when it is beyond any doubt we shall use common determination as for space of scalar functions so for the space of vector-functions or functional matrices every component of which belongs to the corresponding space of functions.

Let us consider the pseudodifferential operator

$$
\begin{align*}
& S u(x)=(2 \pi)^{-n} \int s(x, \xi) \tilde{u}(\xi) e^{i(x, \xi)} d \xi \\
& P \varphi(x)=(2 \pi)^{-n} \int p(x, \xi) \tilde{\varphi}(\xi) e^{i(x, \xi)} d \xi \tag{1}
\end{align*}
$$

with the matrix symbols $s(x, \xi), p(x, \xi)$ of dimensions $l \times m, p \times p$ from the classes $S_{0}^{m_{1}}(Q), S_{0}^{n_{1}}(Q)$ correspondingly. We shall assume for simplicity that all operators being considered in the work appear to be the proper operators.

We call operator $P$ a potential for operator $S$ if there exist operators

$$
\begin{align*}
& R \varphi(x)=(2 \pi)^{-n} \int r(x, \xi) \tilde{\varphi}(\xi) e^{i(x, \xi)} d \xi \\
& Q v(x)=(2 \pi)^{-n} \int q(x, \xi) \tilde{v}(\xi) e^{i(x, \xi)} d \xi \tag{2}
\end{align*}
$$

with the matrix symbols $r(x, \xi), q(x, \xi)$ of dimensions $m \times p, l \times p$ from the classes $S_{0}^{m_{2}}(Q), S_{0}^{n_{2}}(Q)$ correspondingly such that

$$
\begin{equation*}
S \circ R=Q \circ P \tag{3}
\end{equation*}
$$

(in the sense that $\left.(S \circ R) \varphi(x)=(Q \circ P) \varphi(x) \forall \varphi(x) \in C_{0}^{\infty}(Q)\right)$. Obviously, the equality $m_{1}+m_{2}=n_{1}+n_{2}$ must be fulfilled.

Theorem 1.1. Let $P$ be a potential operator for operator $S$. If $\varphi$ is a solution of the equation $P \varphi=0$ then $u=R \varphi$ being a solution of the equation $S u=0$.

This Theorem follows directly from the above given definition.
If $P$ is a potential operator for operator $S$ then we say that the corresponding operator $S$ defines the representation of solutions of the equation $S u=0$. We shall say also that operator $R$ defines a complete representation of solutions of the equation $S u=0$ (or simply: $R$ is a complete representation) if the formula $u=R \varphi$, where $\varphi$ is a solution of the corresponding potential equation $P u=0$, gives all solutions of the equation $S u=0$. In this case we also call the potential operator $P$ a complete potential operator.

Theorem 1.2. Operator $P$ will be a potential for operator $S$ and operator $R$ defines the representation of solutions of the equation $S u=0$ if and only if when there exists operator $Q$ with a symbol $q(x, \xi)$ such that

$$
\begin{align*}
& \iint s(x, \xi) r\left(y, \xi_{1}\right) e^{i\left(x-y, \xi-\xi_{1}\right)} d y d \xi  \tag{4}\\
& \quad=\iint q(x, \xi) p\left(y, \xi_{1}\right) e^{i\left(x-y, \xi-\xi_{1}\right)} d y d \xi \quad \forall x \in Q, \forall \xi_{1} \in Q
\end{align*}
$$

This statement follows from the fact that the symbol is uniquely defined by the pseudodifferential operator. Besides, if two pseudodifferential operators are equal then their symbols are equal also.

Later on we shall limit ourselves to the case when operators $S$ and $P$ appear to be the operators of the 1st and 2nd orders correspondingly. Then the orders of operators $R$ and $Q$ will also be uniquely defined: the 1 st and the zero order respectively.

Note that the equality (3) defines the right factorisation of operator $R$ (to within the multiplier $Q$ ), i.e. the representation of operator of the 2 nd order $Q \circ P$ in the form of a composition of two operators $S$ and $R$ of lower order. The left factorisation $R \circ S=Q \circ P$ means that the system of pseudodifferential equations $S u=0$ of the 1 st order can be reduced by pseudodifferenting to a system of pseudodifferential equations of the 2 nd order.

Let us consider the particular case when $S, R, P$ are differential operators with symbols

$$
\begin{align*}
s(x, \xi) & =\sum_{|\alpha| \leq 1} A_{\alpha}(x) \xi^{\alpha}, \quad r\left(x, \xi_{1}\right)=\sum_{|\beta| \leq 1} h_{\beta}(y) \xi_{1}^{\beta} \\
p\left(x, \xi_{1}\right) & =\sum_{|\gamma| \leq 2} a_{\gamma}(x) \xi_{1}^{\gamma} \tag{5}
\end{align*}
$$

$A_{\alpha}(x), h_{\beta}(y), a_{\gamma}(x)$ being functional matrices of dimension $l \times m, m \times p$ and $p \times p$ correspondingly. In this case the operator $Q$ of the zero order is equivalent to the multiplication operator by matrix $q(x)$ of dimension $l \times p$.

Theorem 1.3. The system of partial differential equations $P \varphi=0$ appears to be a potential one for the system $S u=0$ and $u=R \varphi$ being a representation of solutions of the system $S u=0$ if and only if when there exists a matrix $q(x)$ such that the conditions

$$
\begin{gather*}
S h_{0}=q a_{0}, \quad S h_{\beta}+A_{\beta} h_{0}=q a_{\beta} \quad \forall \beta,|\beta|=1 \\
A_{\alpha} h_{\beta}+A_{\beta} h_{\alpha}=q a_{\alpha+\beta} \quad \forall \alpha,|\alpha|=1, \quad \forall \beta,|\beta|=1 \tag{6}
\end{gather*}
$$

are fulfilled.
The proof consists of the following: it is necessary to substitute the symbols (5) of the operators $S, R, P$ into the condition (4). Then transform it by replacing the integration variable $\eta=\xi-\xi_{1}$ and applying the formulas $(\eta+$ $\left.\xi_{1}\right)^{\alpha}=\eta^{\alpha}+\xi_{1}^{\alpha}$ for $|\alpha|=1$ and $\eta^{\alpha} \tilde{h}_{\beta}(\eta)=\left(\widetilde{D^{\alpha} h_{\beta}}\right)(\eta)$.
2. Let us use $\{P\}_{S}$ to denote the set of all operators $P$ being potential for operator $S$. As it follows from the condition (3), every operator $S$ has infinitely many potential operators. In order to simplify the research of the set $\{P\}_{S}$ we introduce the separation of its elements into classes.

We call operators $P_{1}, P_{2} \in\{P\}_{S} Q$-equivalent if there exists invertible operators $Q_{1}, Q_{2}$ such that $Q_{1} P_{1}=Q_{2} P_{2}$. Let us denote by $Q\left\{P_{1}\right\}$ a class of operators from $\{P\}_{S}$ being $Q$-equivalent to the operator $P_{1} \in\{P\}_{S}$. Note that if $P_{1}, P_{2}$ are $Q$-equivalent then an operator $Q$ can be found such that $P_{2}=Q P_{1}, P_{1}=Q^{-1} P_{2}$.

Theorem 2.1. $Q\left\{P_{1}\right\}$ is a Banach algebra.
The proof of Theorem is based on two auxiliary statements.
Lemma 2.1. Pseudodifferential operators $Q$ of the zero order with symbols from the class $S_{0}^{0}\left(R^{n}\right)$ generate the Banach algebra $\{Q\}$.

Proof. Operators $Q$ with symbols from $S_{0}^{0}\left(R^{n}\right)$ appear to be the linear definite operators from $H_{s}$ into $H_{s}$ for any real $s$. They generate a Banach subalgebra in the Banach algebra $L\left(H_{s}, H_{s}\right)$. Ordinary operations of addition and multiplication being used for the linear continuous operators are valid in $\{Q\}$ and the norm of elements is defined in a usual sense.

Lemma 2.2. Algebra $Q\left\{P_{1}\right\}$ is isometrically isomorphic to the algebra $\{Q\}$ for any $P_{1} \in\{P\}_{\text {s }}$.

Proof. Really, any element from the set $Q\left\{P_{1}\right\}$ has the form $Q P_{1}$ where $Q \in\{Q\}$. Therefore it is sufficient to introduce the addition, multiplication and the norm in $Q\left\{P_{1}\right\}$ in such a way that operations and norm (being accepted in $\{Q\}$ ) would be well defined.

Note that the proper pseudodifferential operator generate a noncommutative algebra with two involutions.

Later on, as it is often accepted, one can identify the algebra $Q\left\{P_{1}\right\}$ with one of its elements (but not necessary with $P_{1}$ itself) which can be denoted as $P_{1}$.

In particular, let us consider a differential operator with constant coefficients. Let the initial system of the partial differential equations have the form $S u \equiv u_{x}+A u_{y}=0$, where $A$ is a constant matrix. As it follows from the above mentioned, if $R$ is an arbitrary (matrix) differential operator with constant coefficients of the 1st order then any operator of the form $P=(Q) S R$ appears to be a differential operator of the 2 nd order with constant coefficients, potential for the operator $S$. The operator $Q$ of the zero order is written down in brackets as a sign that the question is not about a concrete potential operator but a class of $Q$-equivalent potential operators. To be precise, the question is about one of the representatives of this class.

In the case being considered, the operator $Q$ of the zero order represents in itself a matrix with constant coefficients of dimension $m \times m$. It is known that the set of quadratic matrices with constant complex coefficients appears to be a complex Banach algebra with a norm

$$
\|Q\|=\left(\sum_{j=1}^{m} \sum_{k=1}^{m}\left|a_{j k}\right|^{2}\right)^{1 / 2}
$$

Example 2.1. Consider the system with constant coefficients $u_{x}+A u_{y}=0$, where

$$
A=\left(\begin{array}{rr}
1 & 2 \\
-1 & 4
\end{array}\right), \quad S=\left(\begin{array}{cc}
()_{x}+()_{y} & 2()_{y} \\
-()_{y} & ()_{x}+4()_{y}
\end{array}\right)
$$

are a matrix of coefficients and a differential operator corresponding to the system being under consideration. Here and elsewhere we shall use some nonstandard determinations of the form ()$_{x}$ for the operator of differentiating by variable $x$ instead of commonly used $\frac{\partial}{\partial x}$.

Let

$$
\begin{aligned}
R_{1} & =\left(\begin{array}{cc}
()_{x} & ()_{x}-()_{y} \\
()_{y} & 2()_{x}
\end{array}\right), \quad Q_{1}=E, \\
R_{2} & =\left(\begin{array}{cc}
2()_{x}-4()_{y} & ()_{x}-3()_{y} \\
()_{x}-2()_{y} & ()_{x}-3()_{y}
\end{array}\right), \quad Q_{2}=\left(\begin{array}{cc}
1 & -1 \\
-1 & 2
\end{array}\right) .
\end{aligned}
$$

The complete potential operators

$$
\begin{aligned}
& P_{1}=\left(\begin{array}{cc}
()_{x x}+()_{x y}+2()_{y y} & ()_{x x}+4()_{x y}-()_{y y} \\
4()_{y y} & 2()_{x x}+7()_{x y}+()_{y y}
\end{array}\right) \\
& P_{2}=\left(\begin{array}{cc}
()_{x x}-4()_{y y} & 0 \\
0 & ()_{x x}-9()_{y y}
\end{array}\right)
\end{aligned}
$$

correspond to these representations.
We call operators $P_{1}$ and $P_{2}$ of 2nd order S-equivalent if they appear to be the complete potential operators for the same operator $S$ of the 1st order. $S$-equivalence of two operators $P_{1}$ and $P_{2}$ enables one to set a non-trivial correspondence between solutions of two equations $P_{1} \varphi=0$ and $P_{2} \varphi=0$.

As if follows from the above considered example the systems of partial differential equations

$$
\left\{\begin{array}{l}
\varphi_{x x}^{1}+\varphi_{x y}^{1}+2 \varphi_{y y}^{1}+\varphi_{x x}^{2}+4 \varphi_{x y}^{2}-\varphi_{y y}^{2}=0 \\
4 \varphi_{y y}^{1}+2 \varphi_{x x}^{2}+7 \varphi_{x y}^{2}+\varphi_{y y}^{2}=0
\end{array}\right.
$$

and

$$
\psi_{x x}^{1}-4 \psi_{y y}^{1}=0, \quad \psi_{x x}^{2}-9 \psi_{y y}^{2}=0
$$

appear to be $S$-equivalent systems.
It is interesting to single out among all elements $\{P\}_{\text {s }}$ the canonical one, (i.e. the simplest element in some sense). For the differential operators this can be easily done in the case when $n=2$ (there are two variables $x$ and $y$ ).

Let us consider the following differential operator with constant coefficients: $S=E()_{x}+A()_{y}, E$ being a unit matrix and $A$ being a constant matrix. Let $\lambda_{1}, \ldots, \lambda_{n}$ be the proper values of matrix $A$ and $h^{1}, \ldots, h^{n}$ be the corresponding proper vectors. Denote by $H$ a matrix composed of proper vectors as of columns. Let $Q=H^{-1}$ and $R=H \operatorname{diag}\left(()_{x}-\lambda_{1}()_{y}, \ldots,()_{x}-\lambda_{n}()_{y}\right)$. Then the operator $P=Q S R=\operatorname{diag}\left(()_{x x}-\lambda_{1}^{2}()_{y y}, \ldots,()_{x x}-\lambda_{n}^{2}()_{y y}\right)$ will have the simplest structure in comparison with all other elements of algebra, and every equation corresponding to its potential system will represent in itself the partial differential equation written down in a canonical form. In the case
when matrix $A$ has multiple proper values, it is also convenient to take as $H$ a matrix which reduces the matrix $A$ to a normal Jordan form. Such a matrix can be composed of proper and adjoined vectors of matrix $A$. In this case the matrix of the operator $P$ will have different from, zero elements only in the stripe disposed along the main diagonal and the width of the stripe is 3 elements. In the corresponding to such a potential operator potential system of partial differential equations it will be possible to single out chains of the connected potential equations.

Now let us consider the set of classes $(Q) S R$ in the set of all operators which are potential for the operator $S$. We introduce the following operations for the operators $R$ of the 1st order: the addition which is understood in the usual sense and the multiplication (for the present, for differential operators only) which can be reduced to the multiplying of the coefficients attached to derivatives of the same order, i.e. we define the product of the pseudodifferential operator with symbols

$$
s^{1}(x, \xi)=\sum_{|\alpha| \leq 1} s_{\alpha}^{1}(x) \xi^{\alpha}, \quad s^{2}(x, \xi)=\sum_{|\alpha| \leq 1} s_{\alpha}^{2}(x) \xi^{\alpha}
$$

as a pseudodifferential operator with symbol

$$
s(x, \xi)=\sum_{|\alpha| \leq 1} s_{\alpha}^{1}(x) s_{\alpha}^{2}(x) \xi^{\alpha}
$$

Such operations do not take us out from a class of the differential operators of the 1st order.

Theorem 2.2. The set of $\{P\}_{S}$ classes of $Q$-equivalent operators appears to be a Banach algebra.

In the general case we introduce a product of two pseudodifferential operators of the 1st order on the basis of the Taylor's series expansion of their symbols. Let

$$
\begin{aligned}
& s^{1}(x, \xi)=\sum_{\alpha \in Z_{+}^{n}}(1 / \alpha!) D_{\xi}^{\alpha} s^{1}(x, 0) \xi^{\alpha} \\
& s^{2}(x, \xi)=\sum_{\alpha \in Z_{+}^{n}}(1 / \alpha!) D_{\xi}^{\alpha} s^{2}(x, 0) \xi^{\alpha}
\end{aligned}
$$

be the symbols. We define their product as a symbol

$$
s(x, \xi)=\sum_{\alpha \in Z_{+}^{n}}(1 / \alpha!) D_{\xi}^{\alpha} s^{1}(x, 0) D_{\xi}^{\alpha} s^{2}(x, 0) \xi^{\alpha}
$$

Let us call a product of two operators of the 1st order such an operator which symbol represents in itself the product of their symbols in the above mentioned sense. The statement of Theorem 2.2 remains valid in this case also.
3. Let us study a set $\{u\}_{S}$ of solutions of the equation $S u=0$ by assumption $l=p=m$ (i.e. all matrices being quadratic of dimension $m \times m$ ).

Theorem 3.1. If the equation $R \varphi=u$ is solvable for any $u$ then formula $u=R \varphi$ where $\varphi$ is a solution of the equation $P \varphi=0, P=(Q) S R$ gives all solutions of the equation $S u=0$, i.e. $\{u\}_{S}=\{u \mid u=R \varphi,(Q) S R \varphi=0\}$.

Proof. Obviously, $\{u \mid u=R \varphi,(Q) S R \varphi=0\} \subset\{u\}_{s}$. Now let $u$ be an arbitrary element of $\{u\}_{s}$ and $\varphi$ be a solution of the equation $R \varphi=u_{0}$. Then $u_{0}=R \varphi_{0}, \varphi_{0}$ being a solution of the equation $(Q) S R \varphi=0$. Consequently, $u_{0} \in\{u \mid u=R \varphi,(Q) S R \varphi=0\}$.

Corollary. Any operator $S$ has a complete potential operator $P$.
Really, let $S$ be some operator of the 1st order. It is possible to pick out $R$ in such a way that the equation $R \varphi=u$ is solvable for any $u$. Then $P=(Q) S R$ is a complete potential operator.

Note that the assumption that all matrices under consideration are quadratic is essential here.

So it is possible to consider the equation $P \varphi=0$ instead of the equation $S u=0$ but that is more complicated problem in the general case (because the order of the operator $P$ is greater than the order of the initial operator $S$ ). But in many cases it is possible to write down the potential equation $P \varphi=0$ as a system of independent equations, which some times coincide with each other. Then the application of the method of potential functions is quite advisable.

We call potential operator $P$ trivial if the set $\{u\}_{S}$ contains only trivial solution of the equation $S u=0$.

We shall say that potential operator $P \in\{P\}_{S}$ is splittable if there exists nontrivial operators $P_{1}, P_{2} \in\{P\}_{S}$ such that $\{u\}_{P}=\{u\}_{P_{1}} \oplus\{u\}_{P_{2}}$ (the subspace of solutions of the equations $S u=0$ associated with the operator $P$ can be decomposed into the direct sum of the subspaces of solutions of the same equation associated with another potential operators). We call operators $P_{1}$ and $P_{2}$ the potential suboperators of the operator $P$.

Let us consider differential operators with constant coefficients as the simplest case.

Theorem 3.2. If the operator $P \in\{P\}_{S}$ is splittable then there exist suboperators $P_{1}, P_{2} \in\{P\}_{S}$ such that $P=P_{1}+P_{2}$ (in the sense of the multiplication operation acceptable in the algebra $\left.\{P\}_{S}\right)$.

Proof. If operator $P$ is splittable then values of solutions of the equation $S u=0$ from the classes $\{u\}_{P_{1}},\{u\}_{P_{2}}$ and $\{u\}_{P}$ belong to linear subspaces $L_{1}, L_{2}$ and $L$ of the space $R^{m}$ correspondingly, by this the direct sum of the first two gives the third: $L_{1} \oplus L_{2}=L$. Any solution of the equation $S u=0$ has the form $u=R \varphi$, where $R$ is some representation and $\varphi$ being a solution (vector-valued) of the corresponding potential equation. Then, for example, $u \in\{u\}_{P_{1}}$ if and only if when columns of matrix coefficients of the operator $R$ belong to the subspace $L_{1}$ of the space $L$.

Let $R$ be a representation of solutions of the equation $S u=0$ generating a potential operator $P$. Let us decompose every column of coefficients of $R$ into a sum of vectors from $L_{1}$ and $L_{2}$ correspondingly and construct representations $\tilde{R}_{1}$ and $\tilde{R}_{2}$ by the received addends as of columns. Then $R=\tilde{R}_{1}+\tilde{R}_{2}$ and $P=\tilde{P}_{1}+\tilde{P}_{2}$ where $\tilde{P}_{1}=Q S \tilde{R}_{1}, \tilde{P}_{2}=Q S \tilde{R}_{2}$ (the multiplier $Q$ is just the same for $\tilde{P}_{1}$ and $\tilde{P}_{2}$; if one assumes that $Q \equiv E$ then it is possible to decompose directly the columns of the operator $P$ into a sum of vectors from $L_{1}$ and $L_{2}$ ).

Example 3.1. The complete operator

$$
P=\left(\begin{array}{cc}
()_{x x}+()_{x y} & 2()_{y y}  \tag{7}\\
-()_{x y} & ()_{x y}+4()_{y y}
\end{array}\right)
$$

is splittable for the operator $S$ from the example 2.1 because $\{u\}_{P}=\{u\}_{P_{1}} \oplus$ $\{u\}_{P_{2}}$ where

$$
P_{1}=\left(\begin{array}{cc}
()_{x x}-4()_{y y} & 0 \\
0 & 0
\end{array}\right), \quad P_{2}=\left(\begin{array}{cc}
0 & 0 \\
0 & ()_{x x}-9()_{y y}
\end{array}\right)
$$

and $P \neq P_{1}+P_{2}$, but $P=\tilde{P}_{1}+\tilde{P}_{2}$ where

$$
\begin{aligned}
& \tilde{P}_{1}=\left(\begin{array}{cc}
-()_{x x}-3()_{x y} & 2()_{x y}+6()_{y y} \\
-()_{x x}-3()_{x y} & 2()_{x y}+6()_{y y}
\end{array}\right), \\
& \tilde{P}_{2}=\left(\begin{array}{cc}
2()_{x x}+4()_{x y} & -2()_{x y}-4()_{y y} \\
()_{x x}+2()_{x y} & -()_{x y}-()_{y y}
\end{array}\right) .
\end{aligned}
$$

The inverse statement alsc holds true.

Theorem 3.3. If $P=P_{1}+P_{2}$ where $P, P_{1}, P_{2} \in\{P\}_{S}$ and at least one of operators $P_{1}$ and $P_{2}$ being non-trivial, then the potential operator $P$ is splittable.

Emphasize that the statement of Theorem concerns the representation of potential operator in the form of a sum just of potential for the initial $S$ operators, and not of simply differential operators of the 2nd order.

Thus if a complete potential for the operator $S$ operator is splittable then any solution of the equation $S u=0$ can be represented as a sum of solutions of the same equation belonging to non-intersecting classes. We shall call this phenomenon a polarisation of solutions of the equation $S u=0$.
4. Let us return once more to the equation $u_{x}+A u_{y}=0$ as we considered before (the system of $m$ equations with constant coefficients for two independent variables). Let $\lambda_{1}, \ldots, \lambda_{m}$ be different proper values of matrix $A$ and $h^{1}, \ldots, h^{m}$ be corresponding proper vectors. As it was shown, in this case a complete potential system consists of independent potential equations of the form

$$
\begin{equation*}
\varphi_{x x}-\lambda_{j}^{2} \varphi_{y y}=0, \quad j=\overline{1, m} \tag{8}
\end{equation*}
$$

and a complete representation of solutions consists of the columns of the form

$$
\begin{equation*}
h^{j}\left(()_{x}-\lambda_{j}()_{y}\right), \quad j=\overline{1, m} \tag{9}
\end{equation*}
$$

Consequently a complete potential equation is splittable into a sum of $m$ potential operators, each of them is being generated by representation of solutions $R_{j}$ of the following form: the column with the number $j$ in matrix $R_{j}$ has the form (9) and other columns are all zeros.

Now let us consider the representation of solutions of the form $R_{j} \times R_{k}$. In matrix $R_{j} \times R_{k}$ only the column with the number $k$ is different from zero and has the form $h^{k}\left(()_{x}+\lambda_{j} \lambda_{k}()_{y}\right) h^{j}$ (here $h_{j}^{k}$ is a $j$ th component of the proper vector $\left.h^{k}\right)$. Then the potential operator $S\left(R_{j} \times R_{k}\right)$ has different from zero the $k$ th column only

$$
h_{j}^{k}\left(()_{x x}+\lambda_{j} \lambda_{k}()_{x y}+\lambda_{j}()_{x y}+\lambda_{j}^{2} \lambda_{k}()_{y y}\right)
$$

Obviously, there exists diagonal operator with the single element different from zero with the number $k$ among $Q$-equivalent to $S\left(R_{j} \times R_{k}\right)$ potential operators. This operator generates the potential equation

$$
\begin{equation*}
\varphi_{x x}+\lambda_{j}\left(1+\lambda_{k}\right) \varphi_{x y}+\lambda_{j}^{2} \lambda_{k} \varphi_{y y}=0 \tag{10}
\end{equation*}
$$

Note that Eq. (10) can be reduced to the canonical form $\varphi_{\xi \xi}-\lambda_{j}^{2} \varphi_{\eta \eta}=0$ by substitution of variables $\xi=x, \eta=\left(-\lambda_{j} x\left(1+\lambda_{k}\right)+2 y\right) /\left(1-\lambda_{k}\right)$. By this the particular representation of solutions of system $u=\varphi_{x}+\lambda_{j} \lambda_{k} \varphi_{y}$ turns into representation $u=\varphi_{\xi}-\lambda_{j} \varphi_{\eta}$ (to within the multiplier).

Now let $P_{j}$ be the potential operators generated by representations of solutions $R_{j}, j=\overline{1, m}$. As the multiplication operation in algebra $\{P\}_{S}$ is induced by the multiplication operation in algebra, which is introduced into the set of representations, the above mentioned reasonings can be reduced to the following fact: in the case being considered

$$
\begin{equation*}
\{u\}_{P_{j} \times P_{k}}=\{u\}_{P_{j}}, \quad j=\overline{1, m}, \quad k=\overline{1, m} . \tag{11}
\end{equation*}
$$

The similar statement holds true in the general case.
Lemma 4.1. There exist elements $P_{1}, \ldots, P_{N}, 1 \leq N \leq m$ in algebra $\{P\}_{S}$ such that

$$
\begin{equation*}
\{u\}_{P_{j} \times P_{k}}=\{u\}_{P_{j}}, \quad j=\overline{1, N}, \quad k=\overline{1, N} . \tag{12}
\end{equation*}
$$

Proof. By corollary of Theorem 3.1 there exists an element $P$ in algebra $\{P\}_{S}$ which appears to be a complete potential operator. If the operator $P$ is non-splittable then the condition in (12) is fulfilled for $N=1$ only. Really, the product of element $P$ with any other element of algebra $\{P\}$ either will be the complete potential operator or a trivial potential operator.

If the operator $P$ is splittable then by Theorem 3.2 , it can be represented as a sum of non-splittable potential operators $P=P_{1}+\cdots+P_{N}$, by this, $\{u\}_{P}=\{u\}_{P_{1}} \oplus \cdots \oplus\{u\}_{P_{N}}$. Since the values of the operators $P_{j}$ belong to the non-intersecting linear subspaces of $R^{m}$ then the condition (12) is fulfilled.

The fact is that the application of the method of potential operators appears to be the most effective just in the case when a complete potential operator is splittable into a possibly greater number of potential operators of simpler structure. So let us formulate some conditions of splittability of a complete potential operator in algebra $\{P\}_{S}$.

Lemma 4.2. If there exist a non-complete, nontrivial potential operator in algebra $\{P\}_{S}$ then the complete potential operator is splittable.

Really, if $P$ is a complete operator whereas $P_{1}$ is a non-complete operator then $\{u\}_{P_{1}} \subset\{u\}_{P}$. By this values of operator $P$ form a linear subspace $L_{1}$ in the space $L$ of values of $P$ Let $L=L_{1} \oplus L_{2}$. Decomposing the matrix of the operator $R$ into a sum of matrices $R_{1}$ and $R_{2}$, the columns of which accept their
values in $L_{1}$ and $L_{2}$ correspondingly, we receive that $\{u\}_{P}=\{u\}_{P_{1}} \oplus\{u\}_{P_{2}}$ where $P_{2}$ is a potential operator being generated by representation $R_{2}$.

Example 4.1. Let a complete potential operator for the system from the Example 2.1 be determined by formula (7), whereas a non-complete potential operator

$$
P_{1}=\left(\begin{array}{ll}
-()_{x x}-3()_{x y} & 2()_{x y}+6()_{y y} \\
-()_{x x}-3()_{x y} & 2()_{x y}+6()_{y y}
\end{array}\right)
$$

Then

$$
P_{2}=\left(\begin{array}{cc}
2()_{x x}+4()_{x y} & -2()_{x y}-4()_{y y} \\
()_{x x}+2()_{x y} & -()_{x y}-2()_{y y}
\end{array}\right)
$$

appears to be a non-complete potential operator also but such that $\{u\}_{P}=$ $\{u\}_{P_{1}} \oplus\{u\}_{P_{2}}$ and even $P=P_{1}+P_{2}$.

Theorem 4.1. A complete potential for $S$ operator is splittable if and only if when there exists at least one non-trivial right ideal in algebra $\{P\}_{S}$.

Proof. Necessity. Let a complete potential operator be splittable. By virtue of Lemma 4.1 we can set in correspondence to every operator $P_{j}$, the existence which is stated in Lemma, a set of potential operators

$$
\{P\}_{j}=\left\{P \mid P \in\{P\}_{S},\{u\}_{P}=\{u\}_{P_{j}}\right\}
$$

Let us prove that for any $j,\{P\}_{j}$ is a non-trivial right ideal in algebra $\{P\}_{S}$.
Really by Theorem 3.2 an arbitrary element $P \in\{P\}_{S}$ can be represented in the form $P=\tilde{P}_{1}+\cdots+\tilde{P}_{N}$ where, generally speaking, potential operators $P_{j}$ do not coincide with operators $\tilde{P}_{j}$ but $\{u\}_{P_{j}}=\{u\}_{\tilde{P}_{j}}$. Let us pass on from potential operators $P, \tilde{P}_{\tilde{j}}, \ldots, \tilde{P}_{N}$ to representations $R, \tilde{R}_{1}, \ldots, \tilde{R}_{N}$ generating them. Obviously, $R=\tilde{R}_{1}+\cdots+\tilde{R}_{N}$. Then

$$
R_{j} \times R=R_{j} \times\left(\tilde{R}_{1}+\cdots+\tilde{R}_{N}\right)=R_{j} \times \tilde{R}_{1}+\cdots+R_{j} \times \tilde{R}_{N}
$$

and $R_{j} \times \tilde{R}_{k}$ generate the potential operators $P_{j} \times \tilde{P}_{k} \in\{P\}_{j}$. Consequently, $P_{j} \times P \in\{P\}_{j}$.

Sufficiency. Let $I$ be a non-trivial right ideal in algebra $\{P\}_{S}$. We shall consider the set $\{u\}_{I}=\bigcup_{P \in I}\{u\}_{P}$. If $\{u\}_{I}=\{u\}_{S}$, the ideal $I$ would coincide with $\{P\}_{S}$. Consequently, $\{u\}_{I} \subset\{u\}_{S}$. Let us single out the subset of elements in $I$

$$
\{P\}_{I}=\left\{P \mid P \in I,\{u\}_{P}=\{u\}_{I}\right\}
$$

Then any element in $\{P\}_{I}$ will be a non-complete potential operator and by Lemma 4.2 and the complete potential operator is splittable.
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ON RELATIVE COMPACTNESS SET OF ABSTRACT
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Let $B^{t}$ and $B_{1}^{t}$ for any $t \in[0, T] \subset R$ be normed linear Banach spaces; $B_{1}$ is separable; $B^{t} \subset B_{1}^{t}$ and embedding is continuous for every $t$; for $t_{2}<t_{1} B^{t^{2}} \subset B^{t^{2}}, B_{1}^{t^{1}} \subset B_{1}^{t^{2}}$, and the last embedding is continuous in sense that there exists bounded on $[0, T]^{2}$ function $\varphi_{1}(\cdot, \cdot)$ and a constant $\varphi_{1}$ that for any $t_{1}, t_{2} \in$ $\in[0, T] t_{2} \leq t_{1}$ and any $u \in B_{1}^{t_{1}^{2}}$ inequality
(1)

$$
\|u\|_{B_{1}^{t}} \leq \varphi_{1}\left(t_{1}, t_{2}\right)\|u\|_{B_{1}^{t}} \leq \varphi_{1}\|u\|_{B_{1}^{t}}^{t}
$$

is held. Analogously there exists a constant $\varphi_{2}$ such that

$$
\|u\|_{B_{1}^{t}} \leq \varphi_{2}\|u\|_{B^{t}} .
$$

Let $S^{t}$ be nonlinear subset of $B^{t}$, with function $M_{t}: S^{t} \rightarrow$ $\rightarrow \bar{R}_{+}, R_{+}=\{y \in \bar{R}: y \geq 0\}$. Define $S_{a}^{t}=\left\{v \in S^{t}: M_{t}(v) \leq a\right\}$, and suppose that $S_{a}^{t}$ is relatively compact in $B^{t}$ for any $a<\infty$.

Since $B^{t_{1}} \subset B^{t_{2}}$ for $t_{1}>t_{2}, u\left(t_{1}\right) \in B^{t_{2}}$ Therefore $M_{2}\left(u\left(t_{1}\right)\right)$ is defined. We will assume, that function $M_{t}$ such that
(2)

$$
M_{t_{2}}\left(u\left(t_{1}\right)\right) \leq \varphi\left(t_{1}, t_{2}\right) M_{t_{1}}\left(u\left(t_{1}\right)\right),
$$

where $\varphi$ is bounded function on $[0, T]^{2}$.
Further, denote $F_{1}$ some subset of elements $u(t)$ such that
for any $t \in[0, T] \quad u(t) \in B^{t}$ and
(3)

$$
\operatorname{vrai}_{t \in(0, T)}^{\max }\|u(t)\|_{B^{t}} \leq C_{1}, \quad \int_{0} M_{t}(u(t)) d t \leq C_{2},
$$

where $C_{1}$ and $C_{2}$ are common constants for all $u$ in $F_{1}$.
Moreover, we will assume equicontinuity of norms in $B^{t}$ by parameter $t$ on subset $F_{1}$ :
(4)

$$
\left\{\begin{array}{l}
\text { there exist } \eta(\cdot, \cdot) \text { such that for all elements } u \in B^{t_{1}} \\
\text { and all } t_{2} \leq t_{1} \\
\|u\|_{B^{t}}-\|u\|_{B_{1}^{t}} \mid \leq \eta\left(t_{1}, t_{2}\right) \rightarrow 0 \text { as } t_{2}-t_{1} \rightarrow 0 .
\end{array}\right.
$$

Here $\eta$ does' depend on element $u$ in $F_{1}$.
And, at last, let either
(5)

$$
\begin{aligned}
F= & \left\{u \in F_{1}: u(t) \text { is } B_{1}-\right.\text { measurable and } \\
& \left.\int\left\|_{0}^{T} u^{\prime}(t)\right\|_{B_{1}^{t}}^{P_{1}} d t \leq C_{3}, P_{1}>1\right\},
\end{aligned}
$$

or $F$ be subset of elements $u(t)$ in $F_{1}$ such that
(5')

$$
\sup _{\substack{\left.t \in 0_{0}, T\right) \\ t+h \leq T}}\|u(t+h)-u(t)\|_{B_{1}^{t}} \leq H(h),
$$

where $h>0, H(h) \longrightarrow 0$ as $h \longrightarrow 0$ and $H(h)$ is common for all $u$ in $F_{1}$.

In (5) we mean that $u^{\prime}(t)$ is element of $B_{1}^{t}$, which for all $\tau<t$ is the limit in norm $B_{1}^{\tau}$ of $\frac{u(t+h)-u(t)}{h}$ as $h \longrightarrow 0$, $\tau \leq t+h$. See Additional part for details.

In [1], C.4, § 5 compactness of embedding of reflexive Banach spaces of abstract functions was established in space like
$L_{p}(0, T ; B)$. After that Yu. A. Dubinskif [2] proved this result in the case when function $M(v)$ didn't define the norm, but possesses property of homogeneity: $M(\lambda v)-|\lambda| M(v)$.

In case of Orlich spaces and half-normed set similar results were proved in [3],[4].

By slightly modified assumptions in [5],[6] these statements were proved for function $M(v)$ which has arbitrary structure. All these results are essentially used for proofs of existence of solutions for nonstationary problems for partial differential equations, accordingly for linear, nonlinear degenerating equations with homogeneous nonlinearity, and, at last, with arbitrary nonlinearity. For the latter see, for example, [7],[8].

In this article we generalize results [5],[6] and give up the condition: for any $t \in[0, T] u(t) \in B$, where $B$ is a fixed (for all $t)$ Banach space and we consider functions $u(\cdot)$ that belong to the scale ("monotone" and continuous by parameter) of Banach spaces. These results can be used for proving of existence of solution for mathematical physics of nonlinear equations in noncylindrical domains and also represent independent interest.

Theorem 1. Let embedding $B^{t} \subseteq B_{1}^{t}$ be compact. For any $p \geq 1$ set $F$ is relatively compact in space of functions $u(\cdot)$ with norm $\left[\int_{0}^{T}\|u(t)\|_{B^{\mathrm{p}}}^{\mathrm{p}} d t\right]^{1 / \mathrm{p}}$. For corresponding limit elements the first inequality in (3) is valid.

Proof. Let $F^{N}=\left\{u_{n}\right\}_{n=1}^{\infty}$ be a countable set of elements in $F$. Since the first inequality in (1) is correct there is a set $E_{0}$ c $c[0, T]$ with meas $E_{0}=T$ such that for all $t \in E_{0}$

$$
\begin{equation*}
\left\|u_{n}(t)\right\|_{B^{t}} \leq c_{1}<\infty . \tag{6}
\end{equation*}
$$

Similarly, since $M_{t}\left(u_{n}(t)\right) \in L_{1}(0, T)$, there exist sets $E_{n} \subset$ $c[0, T]$, with meas $E_{\mathrm{n}}=T$ such that for all $t \in E_{\mathrm{n}}$

$$
\begin{equation*}
M_{\mathrm{t}}\left(u_{\mathrm{n}}(t)\right) \leq k_{n}^{\mathrm{t}}, \quad k_{\mathrm{n}}^{\mathrm{t}}<\infty, \quad n=1,2, \ldots \tag{7}
\end{equation*}
$$

(In other words: functions from $L_{1}$ are finite for almost all $t \in[0, T])$.

Consider $E=\bigcap_{n=0}^{\infty} E_{n}$. Obviously, meas $E=T$.
Lemna 1. For each $\varepsilon>0$ there exists a constant $c(\varepsilon)$ such that for all $t \in E$ and all $u, v \in F^{N}$

$$
\begin{array}{r}
\|u(t)-v(t)\|_{B^{t}} \leq \varepsilon\left[M_{\mathrm{t}}(u(t))+M_{t}(v(t))+1\right]+  \tag{8}\\
+C(\varepsilon)\|u(t)-v(t)\|_{B_{1}^{t}} .
\end{array}
$$

We do not assume compactness of embedding $\mathrm{B}^{\mathrm{t}} \subset \mathrm{B}_{2}^{\mathrm{t}}$ in this Lemma.
Proof of Lemma 1. First of all we note that by (6)-(7) and embedding $B^{t} \subset B_{1}^{t}$, the left-hand and right-hand sides of (8) are finite for all $t \in E$. Assume the contrary statement of the Lemna 1. Then there is an $\varepsilon_{0}>0$ such that for any constant $C>0$ there exist elements $u_{c}, v_{c} \in F^{\mathrm{N}}$ and number $t_{c} \in E$ such that

$$
\begin{gather*}
\left\|u_{c}\left(t_{c}\right)-v_{c}\left(t_{c}\right)\right\|_{B}{ }_{B}{ }_{c}{ }^{\prime} \varepsilon_{0}\left[M_{t_{c}}\left(u_{c}\left(t_{c}\right)\right)+M_{t_{c}}\left(v_{c}\left(t_{c}\right)\right)+1\right]+  \tag{9}\\
+C\left\|u_{c}\left(t_{c}\right)-v_{c}\left(t_{c}\right)\right\|_{B_{1}{ }_{c}}
\end{gather*}
$$

Let $c=c_{i} \longrightarrow \infty$. It follows from (6) that the left-hand is bounded by the constant $2 c_{1}$. Then from (9) we get for elements $\omega_{i}^{2}=u_{c_{i}}\left(t_{c_{i}}\right), \omega_{i}^{2}=v_{c_{i}}\left(t_{c_{i}}\right)$ of $B^{t c_{i}}$ that
(10)

$$
\left\|\omega_{i}^{1}-\omega_{i}^{2}\right\|_{B_{1}}^{t c_{i}} \leq 2 c_{1} / c_{i} \longrightarrow 0 .
$$

Compactness of $[0, T]$ yields a subsequence such that $t_{c_{i(k)}} \bar{t}_{0} \epsilon$ $\in[0, T]$. We will assume that $t_{c_{1}} \longrightarrow \bar{t}_{0}$. Differently takes subsequence. We def ine $\tau_{\mathrm{N}}=\min _{\mathrm{i} \geq \mathrm{N}} \mathrm{c}_{\mathrm{i}}$, then $\tau_{\mathrm{N}} \leq \tau_{\mathrm{N}+1} ; \quad \tau_{\mathrm{N}} \leq t_{\mathrm{c}_{\mathrm{i}}}$, $i \geq N$. Therefore, from (10) and from continuity of embedding $B_{1}^{t}$ we have

$$
\begin{align*}
\left\|\omega_{i}^{1}-\omega_{i}^{2}\right\|_{B_{1}^{\tau}} \leq \varphi_{1}\left(\tau_{N}, t_{c_{i}}\right)\left\|\omega_{i}^{1}-\omega_{i}^{2}\right\|_{B_{1}^{t}} c_{c_{i}} \leq 2 c_{1} \varphi_{1} \prime c_{i} & \longrightarrow 0,  \tag{11}\\
i & \geq N, i
\end{align*}>\infty .
$$

From (9) we get

$$
M_{t c_{i}}\left(\omega_{i}^{1}\right) \leq 2 c_{1} / \varepsilon_{0}, M_{t c_{i}}\left(\omega_{i}^{2}\right) \leq 2 c_{1} / \varepsilon_{0}
$$

Since $\tau_{N} \leq t_{c_{i}}, i \geq N$ from (2) we get:

$$
\begin{equation*}
M_{\tau}\left(\omega_{i}^{1}\right) \leq \varphi M_{t c_{i}}\left(\omega_{i}^{1}\right) \leq 2 c_{1} \varphi / \varepsilon_{0} ; M_{\tau}\left(\omega_{i}^{2}\right) \leq \varphi M_{t c_{i}}\left(\omega_{i}^{2}\right) \leq 2 c_{1} \varphi / \varepsilon_{0}, i \geq N . \tag{12}
\end{equation*}
$$

Let $N=1$. Using the relative compactness of $S_{\alpha}^{t}$ in $B^{t}$ (for $\left.t=\tau_{1}, \alpha=2 c_{1} \varphi / \varepsilon_{0}\right)$ and the completeness of $B^{t}$, we conclude that there exists subsequence $\omega_{n_{k}}^{1}$ of sequence $\omega_{i}^{1}$. converging to some element $\bar{u}_{1}$ in $B^{\tau}$ for $k \longrightarrow \infty$. But, sequence $\omega_{n_{k}^{1}}^{1}=\omega_{n_{k}}^{1}$ satisfies (12). Therefore, from it we can select subsequence $\omega^{1} n_{k}^{2}$ such that $\omega_{n_{k}^{2}}^{2} \longrightarrow \bar{u}_{2}$ in $B^{\tau_{2}}$. Notice, that since $\tau_{1} \leq \tau_{2}, \bar{u}_{1}=\bar{u}_{2}$ in $B^{\tau}$. And further the same is done for all $N$. If we take sequence $\omega_{n_{k}^{k}}^{1} \xlongequal{\text { def }} \overline{\omega_{k}^{1}}$, it is obvious, that it converges in any $B^{\tau} N$ to element $\omega_{1}$. On analogy, for sequence $v_{c_{i}}\left(t_{c_{i}}\right)$. And we may
conclude that
$\omega_{n_{k}}^{2}=\bar{\omega}_{k}^{2} \longrightarrow \omega_{2}$ in any $B^{\tau} N$. Therefore, $\overline{\omega_{k}^{2}}-\bar{\omega}_{k}^{2} \longrightarrow \omega_{1}-\omega_{2}$ in $B^{\tau} N$ But $\overline{\omega_{k}^{1}}, \overline{\omega_{k}^{2}}$ satisfy (11). That is $\bar{\omega}_{k}^{2}-\bar{\omega}_{k}^{2} \longrightarrow 0$ in $B_{1}^{\tau} N$. We conclude that $\omega_{1} \quad \omega_{2}$ and for any fixed $N$

$$
\begin{equation*}
\overline{\omega_{k}^{2}}-\bar{\omega}_{k}^{2} \longrightarrow 0 \text { in } B^{\tau} N \text { as } k \rightarrow \infty \tag{13}
\end{equation*}
$$

Notice that $\bar{\omega}_{k}^{1,2} \in B^{t} \bar{c}_{k}, \quad \bar{c}_{k} \quad C_{n_{k} k}$. Therefore from (9) we get for sufficiently large $N$ and $k$ :

$$
\begin{equation*}
\left\|\overline{\omega_{k}^{1}}-\bar{\omega}_{k}^{2}\right\|_{B}^{t} \bar{c}_{k} \quad\left\|\bar{\omega}_{k}^{1} \quad \bar{\omega}_{k}^{2}\right\|_{B} \tau_{N} \geq \frac{\varepsilon_{0}}{2} . \tag{14}
\end{equation*}
$$

This contradicts the condition (4) of equicontinuity of norms in $B^{t}$ on elements set $F_{1}$. Actually, the left-hand side (14) by condition (4) is smaller $\eta\left(\tau_{N}, t_{\bar{c}_{k}}\right)$. Since $t_{\bar{C}_{k}} \longrightarrow \tau_{0}$ and $\tau_{N} \longrightarrow$ $\rightarrow \tau_{0}$, we have $\eta\left(\tau_{N}, t_{\bar{c}_{k}}\right) \longrightarrow 0$. Lemma 1 is proved.

Notice that we can prove (8) if in right-hand side we replace $[M(u)+M(v)+1]$ by $[M(u)+M(v)+1]^{1 / p}$ for any fixed $p<\infty$. Using inequality $(a+b)^{\mathbf{P}} \leq 2^{\mathbf{P}}\left(a^{\mathbf{P}}+b^{\mathbf{P}}\right)$, later integrating by $t$ we can conclude:

$$
\begin{align*}
\int_{\circ}^{\mathrm{T}}\|u(t)-v(t)\|_{B^{\mathrm{t}}}^{\mathrm{P}} d t \leq & \varepsilon \int_{\circ}^{\mathrm{T}}\left[M_{\mathrm{t}}(u(t))+M_{\mathrm{t}}(v(t))+1\right] d t+ \\
& +c(\varepsilon) \int_{\circ}^{\mathrm{T}}\|u(t)-v(t)\|^{\mathrm{P}} d t . \tag{16}
\end{align*}
$$

Lemma 2. Let embedding $\mathrm{B}^{\mathrm{t}} \subseteq \mathrm{B}_{1}^{\mathrm{t}}$ be compact. Then F is relatively compact in space of abstract functions $u(\cdot)$ with norm vrajmax $\|u(t)\|$ $\mathrm{t} \in(0, \mathrm{~T}) \quad B_{1}^{\mathrm{t}}$

Proof of Lemma 2. We use only first inequality in (3) and (5) or ( $5^{\prime}$ ) in this Lemma.

Let $P=\left\{t_{0}, t_{1}, \ldots, t_{n}, \ldots\right\}$ be dense countable system in $E, t_{i} \in E$. Now we will prove existence of $P$.

Let $E=U_{\alpha} t^{\alpha}, t^{\alpha} \in E$ and let $E_{\alpha}^{j}=\left\{t \in[0, T]:\left|t-t^{\alpha}\right|<1 / j\right\}$. Then $U_{\alpha} E_{\alpha}^{j}=[0, T]$. It is consequence of density set $E$ on $[0, T]$. There is a finite number of $E_{\alpha_{i}^{j}}^{j}$ and $t_{\alpha_{i}^{j}}, i=1, \ldots, N_{j}$, that
 Then for all $\tau \in E$ and $\varepsilon>0$ there is $t_{\nu(\varepsilon, \tau)} \in P$ such that $\left.\mid t-t_{\nu(\varepsilon, t}\right)<\varepsilon$. Actually, if it wasn't done, we would have $\hat{\tau} \in E$ and $\tilde{\gamma}>0$, that for all $t \in P|t-\tilde{t}| \geq 1 / \tilde{\gamma}$. Let integer $j>\tilde{\jmath}$. Because $\bigcup_{i=1}^{\mathbf{N}_{j}} E_{\alpha_{i}^{j}}^{j}=[0, T]$, then $\tilde{t}$ belong to certain $E_{\tilde{\alpha}}^{j}=\{\tau \in$ $\left.\in[0, T]:\left|\tau-t^{\tilde{\alpha}}\right|<1 / j\right\}, \tilde{\alpha}=\alpha_{i}^{j}, t^{\tilde{\alpha}} \in P$. This contradicts the last inequality. Existence of $P$ is proved.

Let $\left\{u_{n}\right\}$ be sequence from $F$. By (6) we have that for all $t_{i} \in P \subset E\left\|u_{n}\left(t_{i}\right)\right\|_{B^{t_{i}}} \leq C_{i}$. We may assume that $t_{0}=T \in E$.

Compactness of embedding yields that $\left\{u_{n}\left(t_{i}\right)\right\}$ is relative compact in $B_{1}{ }^{t}{ }^{i}$. Diagonal process yields a subsequence $u_{\mu}$ such that for all $i u_{\mu}\left(t_{i}\right)$ is Cauchy sequence in $B_{i}^{t_{i}}$.

Now we prove that the sequence $u_{\mu}$ is convergent by norm $\underset{\substack{\operatorname{vaj} \in(T) \\ \operatorname{vramax}}}{ }\|u(t)\|_{B_{t}}$ $\mathrm{t} \in[0, \mathrm{~T}] \quad B_{1}^{\mathrm{t}}$
Consider case ( $5^{\prime}$ ). Let $\varepsilon>0$ be given. There exists $\delta(\varepsilon)>0$
such that $H(h)<\varepsilon / 4$ if $h<\delta(\varepsilon)$. Consider sets $S_{i}=\{t \in[0, T]$ : $\left.\left|t_{i}-t\right|\left\langle\delta(\varepsilon), t_{i}\right\rangle t\right\}, i=1,2, \ldots, t_{i} \in P, S_{o}=\{t \in[0, T]:$ $|T-t|<\delta(\varepsilon), t \leq T\}$, which are opened by topology of $[0, T]$. Moreover, $\bigcup_{i=0}^{\infty} S_{i}=[0, T]$. It follows from density of $P$ in $E$, and hence in $[0, T]$. Select finite number $S_{i}, \nu=1,2, \ldots, M(\varepsilon)$. Then (18)

$$
\begin{aligned}
& \sup _{t \in(\mathrm{To}, \mathrm{~T})}\left\|u_{\mu+\mathrm{k}}(t)-u_{\mu}(t)\right\|_{B_{1}^{t}}= \\
& \left.\quad=\max _{\nu \leq M(\varepsilon)}^{a} x \operatorname{sux}_{t \in S_{i} p}\left\|u_{\mu+k}(t)-u_{\mu}(t)\right\|_{B_{1}^{t}}\right]
\end{aligned}
$$

Further,
(19)

$$
\begin{aligned}
& \operatorname{su}_{t \in S_{i}} p\left\|u_{\mu+k}(t)-u_{\mu}(t)\right\|_{B_{1}^{t}} \leq \operatorname{sut}_{t \in S_{i}}^{u} p\left\|u_{\mu+k}(t)-u_{\mu+k}\left(t_{i}\right)\right\|_{B_{i}^{t}}+ \\
& +\operatorname{seS}_{t \in S_{i}} p\left\|u_{\mu+k}\left(t_{i}\right)-u_{\mu}\left(t_{t_{\nu}}\right)\right\|_{B_{1}^{t}}+\underset{t \in S_{i}}{ } u_{\nu} p\left\|u_{\mu}\left(t_{i}\right)-u_{\mu}(t)\right\|_{B_{1}^{t}}
\end{aligned}
$$

Using (5') we can estimate the first and the third members in terms of $\varepsilon / 4$. Since $u_{\mu}\left(t_{i}\right)$ converge in $B_{i}^{t_{i}} \nu$, and since $i_{\nu} \leq M(\varepsilon)$, using (1) we can make the second member not larger than $\varepsilon / 2$ for sufficiently large $\mu \geq N(\varepsilon)$ :
(20)

$$
\begin{aligned}
\left\|u_{\mu+k}\left(t_{i_{\nu}}\right)-u_{\mu}\left(t_{i_{\nu}}\right)\right\|_{B_{1}^{t}} & \leq \varphi_{1}\left(t_{i_{i}}, t\right) \| u_{\mu+k}\left(t_{i_{i}}\right)- \\
& -u_{\mu}\left(t_{i_{i}}\right) \|_{B_{1} t_{i}} \leq \varepsilon / 2 .
\end{aligned}
$$

(18)-(20) yields that $u_{\mu}$ converge in norm $\underset{t \in(0, T)}{\operatorname{vraj} n}\|u(t)\|_{B_{1}^{t}}$

Consider case (5). See Additional part for details.
Replace $S_{i}$ by $S_{i}=\left(t \in[0, T]:\left|t-t_{i}\right|<\left(\varepsilon / 4 \varphi_{1} c_{3}^{1 / p_{1}}\right)^{q_{1}}\right.$,
$\left.t_{i}>t\right\}, i=1,2, \ldots$. Analogous $S_{0}$. And we reason by analogous
(5'). The first and the third members in (19) in this case are estimated in the following way. Use $(0.4)$ and (0.5) we have

$\leq \operatorname{sun}_{t \in S_{i} p} \varphi_{1} \int_{t}^{t_{i}}\left\|u_{\mu}^{\prime}(\tau)\right\|_{B_{1}^{\tau}} d \tau \leq \varphi_{1}\left(\int_{0}^{T}\left\|u_{\mu}^{\prime}(\tau)\right\|_{B_{1}^{\tau}}^{p_{1}} d \tau\right)_{t \in S_{i}}^{1 / p_{1}} \sup _{\nu} \mid t_{i} \quad t^{1 / q_{1}} \leq$

$$
\leq \varphi_{1} c_{3}^{1 / p_{1}} \sup _{t \in S_{i}}\left|t_{i}-t\right|^{1 / q_{1}} \leq \varepsilon / 4,1 / p_{1}+1 / q_{1}=1
$$

And then by analogy with (5').
Passing to the proof of Theorem 1, we consider $\left\{u_{n}\right\} \subset F$ and take $F^{N}=\left\{u_{n}\right\}$. By Lemna 2, there exists Cauchy subsequence with respect to norm $\underset{t \in(0, T)}{\operatorname{vraimax}}\|u(t)\|_{B_{1}^{t}}$. By (1) and by (16) we may conclude that $u_{\mu}$ is Cauchy sequence with respect to norm

$$
\left(\int_{0}^{T}\|u(\tau)\|_{B^{\tau}}^{p} d \tau\right)^{1 / p} \text { for any } p<\infty
$$

Proof the last part of Theorem 1. Due to completeness space of elements $u(t)$ such that $\int\|u(\tau)\|_{B^{\tau}}^{\mathrm{p}} d \tau<\infty$, there exists $u=$ $=\lim u_{\mu}\left(\right.$ See Add.p.,Th. 4). Consider $\left\|u_{\mu}(t)-u(t)\right\|_{B^{t}}$. Due to convergence in $L_{p}(O, T)$ we may assume that it converges to zero for almost all $t \in[0, T]$. Therefore, $\left\|u_{\mu}(t)\right\|_{B^{t}} \rightarrow\|u(t)\|_{B^{t}}$. Using (6) we conclude for enough large $\mu:\left\|u_{\mu}(t)\right\|_{B^{t}}^{\mathbf{p}} \leq c_{1}^{\mathbf{p}}+1$. If we go over
to the limit, we get that $\|u(t)\|_{B^{t}}^{p} \leq c_{1}^{p}+1$. The Theorem 1 is proved.

Now let $S$ be a compact in $R^{n}$, and consider further the case, when $B^{t}=B$ and $B_{1}^{t}=B_{1}, \quad M_{t}=M$ for each $t \in S$. And let embedding $B \subset B_{1}$ be compact. Definition $F$ with condition (5') is similar as before.

In this case conclusion about of compactness by norm $\left[\int\|u(t)\|_{B}^{\mathrm{p} d t}\right]^{1 / \mathrm{p}}$ (Analogy of Lemma 2 ) may be obtained from Theorem 14 in [9]. Our attention was drawn to this way by Proof. Yu. Batt.

Actually, let $u(t)=0$ for $t \bar{\epsilon} S$ and let $G=R^{n}, E=B_{1}$, $K=\left\{u:\|u\|_{L_{p}\left(R^{n} ; B_{1}\right)} \leq c_{1}\right\}$ in that Theorem. Then for any measurable $A \subset R^{n}$ set $\left\{\int_{A} u(t) d t, u \in F\right\}$, will be relatively compact in $B_{1}$. It is the result of inequality ( $5^{\circ}$ ), inequality

$$
\left\|\int_{A} u(t) d t\right\|_{B} \leq \int_{A}\|u(t)\|_{B} d t \leq c,
$$

and of compactness of embedding $B \subset B_{1}$. Therefore,
Theorem 2. If embedding $B \subset B_{1}$ is compact, $S$ is compact in $R^{n}$ and $F$ is constructed as earlier and condition ( $5^{\prime}$ ) is held, then $F$ is relatively compact in $L_{p}(S ; B)$.

This Theorem we may use for investigation of ultra parabolic equations, that is equations with many time variables.

Theorem 3. If for every $u \in F$ and every measurable set $A \subset S \subset R^{n}$, meas $A<\infty$, exists constant $c(A)<\infty$ such that
(21)

$$
M\left[\int_{A} u(t) d t\right] \leq c(A)
$$

and (5') holds $(u(t)=\theta$ for all $t \bar{\epsilon} S$ ), then $F$ is relatively compact in $L_{p}(S ; B)$ for any $p: 1 \leqslant p<\infty$.

Actually, (21) yields relative compactness for every fixed $A$ of the set $\int_{A} u(t) d t$ in $B$, and, so, in $B_{1}$. Further, proof is analogous of the Theorem 1.

Additional part. On integration of functions by parameter of the scale.

Here we consider scale of the normed spaces $B^{t}, t \in[0, T]$ and assume that $B^{a}$ is Banach space, $B^{t_{1}} \subset B^{t_{2}}$ for $t_{1} \geq t_{2}$ and $B^{t}$ is separable space. We write $B^{t}$ instead of $B_{1}^{t}$ for brevity.

Definition 1. Function $u(\cdot), u(t) \in B^{t}$ is called simple on $[a, b] c[0, T]$ if exists partition of $[a, b]$ by finite quantity Lebesque-measurable nonintersection sets $S_{i} \subset[a, b], i=1, \ldots, n$ and elements $u_{i} \in B^{t_{i}}\left(t_{i}=\sup \left(t: t \in S_{i}\right\}\right)$, such that $u(t)=u_{i}$ for $t \in S_{i}$ and $u(t)=\theta$ if $t \in[a, b] \backslash \bigcup_{i=1}^{n} S_{i}$.

Definition 2. Integral on [a,b] from simple function $u(\cdot)$ is element $f$ of Banach space $B^{a}$ defined by

$$
f=\int_{a}^{b} u(\tau) d \tau=\sum_{i=1}^{n} u_{i} \text { meas } S_{i}=\sum_{i=1}^{n} u\left(\bar{t}_{i}\right) \text { meas } S_{i} .
$$

where $\bar{t}_{i} \in S_{i}$, and $u_{i}$ are elements which correspond to this partition of $[a, b]$.

Linear combination of simple function is simple function and therefore the operator of integration of simple functions is linear.

For simple functions we have easy inequality
(0.1)

$\leq \sum_{i=1}^{n}\left\|u\left(\bar{t}_{i}\right)\right\|_{B^{a}}$ meas $S_{i}=\int_{a}^{b}\|u(\tau) d \tau\|_{B^{a}} d \tau \leq{\underset{a}{\varphi}}_{\varphi_{a} \int\|u(\tau) d \tau\|_{B^{\tau}} d \tau \quad \bar{t}_{i} \in S_{i} .}$.
Definition 3. Function $u(\cdot)$ is called integrable
( $p$-integrable) on $[a, b]$, if there exists sequence of simple functions $u_{n}(\cdot)$ which is Cauchy sequence with respect to the norm (0.2)

$$
\int_{a}^{\mathrm{b}}\|u(\tau)\|_{B^{a}} d \tau, \quad\left[\left(\int_{a}^{b}\|u(\tau)\|_{B^{a}}^{p} d \tau\right)^{1 / p}\right]
$$

and such that $u_{n}(t) \longrightarrow u(t)$ with respect to the norm in $B^{t}$ for almost all $t \in[a, b]$.

Function $u(\cdot)$ that is the limit in $B^{t}$ almost everywhere of simple functions is called measurable (or, more exactly, B measurable).

Definition 4. Integral on $[a, b]$ from such function is element $f \in B^{a}$ defined by

$$
f=\int_{a}^{b} u(\tau) d \tau-\lim _{n \rightarrow \infty} \int_{a}^{b} u_{n}(\tau) d \tau
$$

Correctness of this definition will be established if we prove b existence of the limit for $\int_{\alpha} u_{n}(\tau) d \tau$ and independence of $f$ from the choice of sequence $u_{n}$ of simple functions.

$$
\text { Consider } f_{n}=\int_{a}^{b} u_{n}(\tau) d \tau \text { and prove that } f_{n} \text { is Cauchy sequence }
$$

in $B^{a}$. Let $\left\{\tilde{S}_{i}^{n, s}\right\} i=1, \ldots, \tilde{k}(n, s)$ be partition of $[a, b]$, such that elements $S_{i}^{n, s} \subset S_{j(i)}^{n}$ and $S_{i}^{n, s} \subset \bar{S}_{1(i)}^{n+s}$ for some $j(i)$,
$l(i)$. There $\left\{S_{i}{ }^{n}\right\}, i=1, \ldots, k_{n}$. corresponds to simple function $u_{n}$ and $\left\{S_{i}^{n+s}\right\}, i=1, \ldots, \bar{k}_{n+s}$, corresponds to simple function $u_{n+s}$. Then since $u_{n}$ is Cauchy sequence we have $\tilde{k}(n, s)$

$$
\begin{aligned}
& \left\|f_{n+s}-f_{n}\right\|_{B^{a}}=\left\|\sum_{i=1}^{n}\left(u_{n+s}\left(\tilde{u}_{i}^{n, s}\right)-u_{n}\left(\tilde{q}_{i}^{n, s}\right)\right) \operatorname{meas} \tilde{S}_{i}^{n, s}\right\|_{B^{a}} \leq \\
& \quad \leq \int_{a}^{b}\left\|u_{n+s}(\tau)-u_{n}(\tau)\right\|_{B^{a}} d \tau \longrightarrow 0, \tilde{q}_{i}^{n, s} \in \tilde{S}_{i}^{n, s} .
\end{aligned}
$$

Therefore, if $B^{\alpha}$ is Banach space, then exists element $f \in B^{a}$ being an integral from $u(\cdot)$.

Consider $\delta_{n}=\int_{a}^{b} v_{n}(\tau) d \tau$ where $v(\cdot)$ is Cauchy sequence with respect to the norm $\left[\int_{a}^{b}\|v(\tau)\|_{B^{a}}^{p} d \tau\right]^{1 / p}$ and $v_{n}(t) \longrightarrow u(t)$
for almost all $t \in[a, b]$. It is obviously that for any $n$
$\left\|u_{n}(t)-v_{n}(t)\right\|_{B^{a}}$ is integrable according to Lebesque and limit b is equal to zero as $n \longrightarrow \infty$ for almost all $t$. Moreover, $\int_{\alpha} \| u_{n}(\tau)-$ $-v_{n}(\tau) \|_{B^{\alpha}} d \tau \quad$ is uniformly bounded by $n$ because $u_{n}$ and $v_{n}$ are Cauchy sequence by this norm. Lebesque theorem yields that

$$
\lim _{n \rightarrow \infty}\left\|f_{n}-\varepsilon_{n}\right\|_{B^{a}} \leq \lim _{n \rightarrow \infty} \int\left\|u_{n}(\tau)-v_{n}(\tau)\right\|_{B^{a}} d \tau=0 .
$$

Therefore $\|f-\varepsilon\|_{B^{a}} \leq\left\|f-f_{n}\right\|_{B^{a}}+\left\|f_{n}-\delta_{n}\right\|_{B^{a}}+\left\|\delta_{n}-g\right\|_{B^{a}}<\varepsilon$ for sufficiently large $n$. Correctness of Definition 3 is established.

We easily conclude that if $u(\cdot)$ is $p$ - integrable, $p \geq 1$, then $u(\cdot)$ is integrable.

Let $u(\cdot)$ be arbitrary integrable on [a,b] function. From inequality ( 0.1 ) for simple functions and because of continuation of norm, we have

$$
\begin{aligned}
&\left\|\int_{a}^{b} u(\tau) d \tau\right\|_{B^{a}}=\lim _{n}\left\|\int_{a}^{b} u_{n}(\tau) d \tau\right\|_{B^{a}} \leq \lim _{n} \int_{a}^{b}\left\|u_{n}(\tau)\right\|_{B^{a}} d \tau= \\
&=\int_{a}^{b}\|u(\tau)\|_{B^{a}} d \tau .
\end{aligned}
$$

Last equality follows from Lebesque theorem. Therefore, inequality ( 0.1 ) is fulfilled for every integrable function.

Definition 5. Function is called amplified p-integrable if Cauchy sequence from Definition 3 will be considered in the "norm", exactly:
(0.3)
$\left[\int_{a}^{b}\|u(\tau)\|_{B^{\tau}}^{p} d \tau\right]^{1 / p}$.
Obviously, if for the scale of spaces $B^{t}$ condition like (1) is fulfilled, then each amplified p-integrable function is $p$-integrable.

Obviously, if $u_{1}(\cdot)$ and $u_{2}(\cdot)$ are integrable functions and $u_{1}(t)=u_{2}(t)$ for almost all $t$, then $\int_{a} u_{1}(\tau) d \tau=\int_{a} u_{2}(\tau) d \tau$. Identification of such functions allows to introduce space $L_{p}$, $p$-integrable (and $\mathcal{L}_{p}$, amplified $p$-integrable) functions with norm (0.2) ( $(0.3)$ ).

Theorem 4. If $B^{a}$ is Banach space, then $L_{p}$ is Banach space. If $B^{t}$ are Banach spaces for all $t \in[a, b]$, then $\tilde{L}_{p}$ is complete.

Proof coincides with proof of completeness of space integrable according to Bochner functions $L_{p}(S ; X)$, see [10]. (By analogy density of step functions in $L_{p}$ and in $\tilde{L}_{p}$ is proved).

Definition 6. Say, that function $u(\cdot)$ is $B_{1}$-differentiable at the point $t \in(0, T)$ if there exists element $\omega \in B_{1}^{t}$ such that for all $\tau<t$

$$
\left\|\frac{u(t+h)-u(t)}{h}-\omega\right\|_{B_{1}^{\tau}} \longrightarrow 0, \text { as } h \longrightarrow 0, \tau \leq t+h .
$$

Element $\omega$ is called derivative of $u$ at the point $t$ and 15 marked by $u^{\prime}(t)$.

The following quality is proved like at the Bochner Theorem in [11], but instead of $y_{n}$ it is necessary to consider $y_{n}(t)$ $=x_{n}(t)$, if $\left\|x_{n}(t)\right\|_{B_{1}^{t}} \leq 2\|a(t)\|_{B_{1}^{t}}$ and $y_{n}(t)=0$ if conversely.

This property we use for $v(t) \quad u^{\prime}(t)$ :
Lemma 3. Measurable function $v(t)$ is $p_{1}$-integrable (amplified $p_{1}$ - integrable) if and only if $\|v(t)\|_{B_{1}^{a}}^{P_{1}}$ (accordingly $\left.\|v(t)\|_{B_{1}^{t}}^{P_{1}^{t}}\right)$ is Lebesque integrable.

Let $u(\cdot)$ be $B_{1}$-measurable and differentiable function at every point $t \in(0, T)$, and $u^{\prime}(t)$ satisfies condition (5).

Let $t_{1}\left\langle t ; v_{0}\right.$ is some fixed functional on $B_{1}^{t_{1}}:\left\langle v_{0},\right\rangle$ : $: B_{1}^{t_{1}} \longrightarrow R$. Because $B^{t} \subset B_{1}^{t} \subset B_{1}^{t_{1}}$, we can define function $\chi(t)=$ $=\left\langle v_{0}, u(t)\right\rangle$. As $u(\cdot)$ is $B_{1}$-measurable and $B_{1}^{t}$ is separable, Pettis's Theorem [11] yields that $\chi(t)$ is Lebesque-measurable function. Moreover,

$$
|x(t)| \leq\left\|v_{o}\right\|_{B_{1}^{t_{1}} \rightarrow \mathrm{R}} \quad\|u(t)\|_{B_{1}^{t_{1}}} \leq c\left(t_{1}\right) \tilde{\varphi}_{1} \varphi_{2}\|u(t)\|_{B^{t}} \in L_{p}\left(t_{1}, T\right) .
$$

Further

$$
\frac{\gamma(t+h)-\gamma(t)}{h}=\left\langle v_{0}, \frac{u(t+h)-u(t)}{h}\right\rangle .
$$

Therefore, if $h$ is sufficiently small, we get $t+h>t_{1}$ and
because of $B_{1}$-differentiable of $u(\cdot)$ we conclude that

$$
\frac{\gamma(t+h)-\gamma(t)}{h} \underset{h \rightarrow 0}{ }\left\langle v_{0}, u^{\prime}(t)\right\rangle .
$$

Therefore for any $t \in(0, T)$ exists $u^{\prime}(t)$. On the other hand $\chi^{\prime}(t)$ is measurable like limit for every $t$ measurable functions. And inequality

$$
\left|\chi^{\prime}(t)\right| \leq\left\|v_{o}\right\|_{B_{1}^{t_{1}} \rightarrow \mathrm{R}} \cdot\left\|u^{\prime}(t)\right\|_{B_{1}^{t_{1}}} \leq \varphi_{1} c\left(t_{1}\right)\left\|u^{\prime}(t)\right\|_{B_{1}^{t}} \in L_{\mathrm{P}_{1}}\left(t_{1}, T\right)
$$

is held.
Then formula $\chi(t)-\chi\left(t_{1}\right) \quad \int_{1}^{t} \chi^{\prime}(\tau) d \tau$ yields $\left\langle v_{0}, u(t)-\right.$ $t_{1}$
$\left.-u\left(t_{1}\right)\right\rangle=\int_{t_{1}}^{t}\left\langle v_{0}, u^{\prime}(\tau)\right\rangle d \tau=\left\langle v_{0}, \int_{t_{1}}^{t} u^{\prime}(\tau) d \tau\right\rangle$.
The last equality follows from continuity of the functional $v_{0}$ on $B_{1}^{t_{1}}$. In view of arbitrariness $v_{0} \in\left(B_{1}^{t_{1}}\right)^{*}$ we conclude that (0.4) $u(t)-u\left(t_{1}\right)=\int_{t_{1}}^{t_{1}} u^{\prime}(\tau) d \tau$ in $B_{1}^{t_{1}}$.
From inequality (0.1) we get for any pair number $t, t_{1}$ $\left(t_{1}<t\right)$ inequality:
(0.5) $\left\|u(t)-u\left(t_{1}\right)\right\|_{B_{1}^{t_{1}}} \leq \int_{t_{1}}\left\|u^{\prime}(\tau)\right\|_{B_{1}^{t_{1}}} d \tau \leq \varphi_{1} \int_{t_{1}}\left\|u^{\prime}(\tau)\right\|_{B_{1}^{\tau}} d \tau$.

This inequality is used in Lemma 2 in the case (5), where instead of $t$ we need take $t_{i_{\nu}}$, and instead of $t_{1}$ we take $t$.
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#### Abstract

A. Ostrowski (1979) established that if $f(z)$ is a polynomial of degree $m$ and $g(z)$ a polynomial of degree $n$, then $M_{f} M_{g} \geq M_{f g} \geq \gamma \cdot M_{f} M_{g}$, where $M_{f}=\max \{|f(z)|$ : $|z|=1\}$, and the Ostrowski constant: $\gamma=\sin ^{m}(\pi / 8 m) \sin ^{n}(\pi / 8 n)$. In this paper we improve $\gamma$ and extend it to $f_{i}, i=1,2, \ldots, k$, in $U_{r}=\{z:|z|=r\}$ by applying Jensen's formula.


Theorem. If $f_{i}(z)=z^{n_{i}}+\ldots+f_{i}(0), f_{i}(0)=1, i=1,2, \ldots, k$, are polynomials of degrees $n_{i}$ in $D=\{z:|z| \geq 1\}$, and if the zeros (roots) $a_{j}^{i}$, $j=1,2, \ldots, n_{i}$, of these polynomials are such that $\left|a_{j}^{i}\right| \geq 1$, then

$$
\begin{equation*}
\prod_{i=l}^{k} M_{f_{i}} \geq M_{\prod_{i=1}^{k} f_{i}} \geqq \gamma_{2} \prod_{i=1}^{k} M_{f_{i}} \tag{*}
\end{equation*}
$$

where $\gamma_{2}=2^{-N}$, and $M_{f_{2}}=\max \left\{\left|f_{i}(z)\right|:|z|=1\right\}, i=1,2, \ldots, k$, and

$$
N=\sum_{i=1}^{k} n_{i} \quad \text { is the degree of } F=\prod_{i=1}^{k} f_{i}
$$

If $k=2$ then $\gamma_{1}=\gamma$ : then Ostrowski constant [1], and our constant $\gamma_{2}$ is
greater than $\gamma_{1}$, because

$$
\sin \left(\frac{2}{k} \frac{\pi}{8 n_{i}}\right) \geq \frac{2}{k} \frac{\pi}{8 n_{i}}<\frac{1}{2}
$$

where

$$
\gamma_{1}=\prod_{i=1}^{k} \sin ^{n_{i}}\left(\frac{2}{k} \frac{\pi}{8 n_{i}}\right)
$$

and $i=1,2, \ldots, k$, and $k=2,3, \ldots$ Assume $M_{f_{i}}^{r}=\max \left\{\left|f_{i}(z)\right|:|z|=r\right\}$, $i=1,2, \ldots, k$, and

$$
\gamma_{2}^{r}=(2 r)^{-N}=\gamma_{2} r^{-N}
$$

If $f_{i}, i=1,2, \ldots, k$, are polynomials of degrees $n_{i}, i=1,2, \ldots, k$, in $U_{r}$, then $(*)$ is extended to the following form

$$
\begin{equation*}
\prod_{i=1}^{k} M_{f_{1}}^{r} \geq M_{F}^{r} \geq \gamma_{2}^{r} \prod_{i=1}^{k} M_{f_{i}}^{r} \tag{**}
\end{equation*}
$$

Proof of Theorem. It is clear that the left hand side relation of (*) holds. To prove the right hand side relation of $(*)$ we assume

$$
f_{i}(z)=z^{n_{i}}+\ldots+f_{i}(0), \quad f_{i}(0)=1
$$

are polynomials of degrees $n_{i}$ in $D=\{z:|z| \geq 1\}, U=\partial D=\{z:|z|=1\}$. In fact,

$$
f_{i}(z)=\prod_{j=1}^{n_{i}}\left(z-a_{j}^{i}\right), \quad i=1,2, \ldots, k
$$

or

$$
\left|f_{i}(z)\right| \leq \prod_{j=1}^{n i}\left(1+\left|a_{j}^{i}\right|\right)
$$

in $U, i=1,2, \ldots, k$, where $a_{j}^{i}, j=1,2, \ldots, n_{i}$, are zeros of $f_{i}$ in $D$. Therefore

$$
\left|a_{j}^{i}\right| \geq 1, \text { or } 1+\left|a_{j}^{i}\right| \leq 2\left|a_{j}^{i}\right|
$$

Hence

$$
M_{f_{i}} \leq 2^{n_{i}} \prod_{j=1}^{n_{1}}\left|a_{j}^{i}\right|, \quad i=1,2, \ldots, k
$$

or

$$
\begin{aligned}
\prod_{i=1}^{k} M_{f_{i}} & \leq 2^{N} \prod_{i=1}^{k} \prod_{j=1}^{n_{1}}\left|a_{j}^{i}\right| \\
& =2^{N} e^{\sum_{i=1}^{k} \sum_{j=1}^{n_{i}} \ln \left|a_{j}^{i}\right|}
\end{aligned}
$$

By Jensen's formula ([2], p. 128, and p. 139) we get

$$
\sum_{j=1}^{n_{1}} \ln \left|a_{j}^{i}\right|=\frac{1}{2 \pi} \int_{0}^{2 \pi} \ln \left|f_{i}\left(e^{i t}\right)\right| d t
$$

Applying this formula we get

$$
\prod_{i=1}^{k} M_{f_{1}} \leq 2^{\sum_{i=1}^{k} n_{1}} e^{\frac{1}{2 \pi} \int_{0}^{2 \pi} \ln \left|\prod_{i=1}^{k} f_{i}\left(e^{i t}\right)\right| d t}
$$

or

$$
\prod_{i=1}^{k} M_{f_{4}} \leq \gamma_{2}^{-1} M_{F}
$$

completing the proof of the Theorem.
Similarly, we prove (**). In fact, we employ the extended Jensen's formula ([2], p. 128, and p. 139)

$$
\sum_{j=1}^{n_{2}} \ln \left|a_{j}^{i} / r\right|=\frac{1}{2 \pi} \int_{0}^{2 \pi} \ln \left|f_{i}\left(r e^{i t}\right)\right| d t
$$

and assume polynomials $f_{i}, i=1,2, \ldots, k$, in $D_{r}=\{z:|z| \geq r\}$. Thus

$$
\left|f_{i}(z)\right| \leq r^{n_{2}} \prod_{j=1}^{n_{1}}\left(1+\left|a_{j}^{i} / r\right|\right)
$$

in $U_{r}=\partial D_{r}=\{z:|z|=r\}$, where $a_{j}^{i}$ are zeros of $f_{i}$ in $D_{r}$. The rest of the proof is omitted as analogous to the one of the above Theorem.
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# SOLUTION OF A STABILITY PROBLEM OF ULAM 

JOHN M. RASSIAS<br>The National University of Athens, Pedagogical Department, 4, Agamemnonos Str., Ayhia Paraskevi, Attikis 15342, Greece

In our paper [J. M. Rassias, "Solution of Problem of Ulam", J. Approx. Th. 57 (1989)] we solved the following Ulam Problem: "Give conditions in order for a linear mapping near an approximately linear mapping to exist" and established results involving a product of powers of norms. In this paper we state and prove a more general version of my above theorem involving a non-negative real-valued function [S. M. Ulam, "A Collection of Mathematical Problems" Interscience, New York, 1961; "Problems in Modern Mathematics", Wiley, New York, 1964; "Sets, Numbers, and Universes", M.I.T. Press, Cambridge, MA, 1974]. There has been much activity on a similar " $\epsilon$-isometry" problem of Ulam [J. Gervirtz, Proc. Amer. Math. Soc. 89 (1983); P. Gruber, Trans. Amer. Math. Soc.. 245 (1978); J. Lindenstrauss and A. Szankowski, "Nonlinear Perturbations of Isometries", Colloquium in honor of L. Schwartz, Vol. I, Palaiseau, 1985].

Theorem 1. Let $X$ be a normed linear space and $Y$ be a Banach space. Assume in addition conditions:
$\left(c_{1}\right): f: X \rightarrow Y$ is a mapping such that $f(t . x)$ is continuous in $t$ for each fixed $x$,
$\left(c_{2}\right): K: X^{p} \rightarrow \mathbb{R}^{+} \cup\{0\}$ a non-negative real-valued function such that

$$
R_{p}=R_{p}(x)=\sum_{i=0}^{\infty} p^{-i} K\left(p^{i} x, p^{i} x, \ldots, p^{i} x\right)<\infty
$$

is a non-negative function of $x$,
$\left(c_{3}\right):$

$$
\lim _{n \rightarrow \infty} p^{-n} K\left(p^{n} x_{1}, p^{n} x_{2}, \ldots, p^{n} x_{p}\right)=0
$$

$\left(c_{4}\right):$

$$
\begin{equation*}
\left\|f\left(\sum_{j=1}^{p} x_{j}\right)-\sum_{j=1}^{p} f\left(x_{j}\right)\right\| \leq C_{2} K\left(x_{1}, x_{2}, \ldots, x_{p}\right) \tag{1}
\end{equation*}
$$

for any $x_{j} \in X, C_{2}\left(:\right.$ constant and independent of $\left.x_{1}, \ldots, x_{p}\right) \geq 0$.
Then there exists a unique linear mapping $L_{p}: X \rightarrow Y$ such that

$$
\begin{equation*}
\left\|f(x)-L_{p}(x)\right\| \leq C_{1} R_{p}(x) \tag{2}
\end{equation*}
$$

for any $x \in X$, where $C_{1}=C_{2} / p$.
If one takes $p=2, x_{1}=x, x_{2}=y$, and

$$
\begin{equation*}
K=K(x, y)=\|x\|_{1}^{a+c}\|y\|_{1}^{b}+\|x\|_{1}^{a}\|y\|_{1}^{b+c} \tag{3}
\end{equation*}
$$

such that $0 \leq a+b+c<1$, and $a, b, c:=$ constants, then there exists a unique linear mapping $L: X \rightarrow Y$ such that $L=L_{2}$ and

$$
\begin{equation*}
\|f(x)-L(x)\| \leq C\|x\|_{1}^{a+b+c} \tag{4}
\end{equation*}
$$

for any $x \in X$, where

$$
C=C_{2} /\left(1-2^{a+b+c-1}\right)
$$

In this case we have

$$
\begin{aligned}
R_{2}=R_{2}(x) & =\sum_{i=0}^{\infty}\left(2^{-i} \times 2 \times 2^{i(a+b+c)}\|x\|_{1}^{a+b+c}\right) \\
& =\frac{2}{1-2^{a+b+c-1}}\|x\|_{1}^{a+b+c}
\end{aligned}
$$

If one takes $a=b=c=0$ in (3) one obtains an additive functional $L$ such that

$$
\begin{equation*}
\|f(x)-L(x)\| \leq 2 C_{2} \tag{5}
\end{equation*}
$$

for all $x \in X$. This is D. H. Hyers' result [4].
If $c=0$, and $0 \leq a+b<1$ in (3) we obtain our result [6], which is: Let $X$ be a normed linear space with norm $\|.\|_{1}$ and let $Y$ be a Banach space of norm $\|.\|_{2}$. Assume in addition that $f: X \rightarrow Y$ is a mapping such that $f(t . x)$ is continuous in $t$ for each fixed $x$. If there exist $a, b, 0 \leq a+b<1$, and $C_{2} \geq 0$ such that

$$
\begin{equation*}
\|f(x+y)-[f(x)+f(y)]\|_{2} \leq 2 C_{2}\|x\|_{1}^{a}\|y\|_{1}^{b} \tag{+}
\end{equation*}
$$

For all $x, y, \in X$, then there exists a unique linear mapping $L: X \rightarrow Y$ such that

$$
\begin{equation*}
\|f(x)-L(x)\|_{2} \leq C\|x\|_{1}^{a+b} \tag{++}
\end{equation*}
$$

for all $x \in X$, where

$$
C=\frac{C_{2}}{1-2^{a+b-1}}
$$

Existence. Inequality (1) and $x_{j}=x, j=1,2, \ldots, p$, imply

$$
\|f(p x)-p f(x)\| \leq C_{2} K(x, x, \ldots, x)
$$

or

$$
\begin{equation*}
\left\|p^{-1} f(p x)-f(x)\right\| \leq C_{1} K(x, x, \ldots, x), \tag{6}
\end{equation*}
$$

where $C_{1}=C_{2} / p$. More generally, the following lemma holds:
Lemma 1. In the space $X$, for some $C_{2} \geq 0$ and for any positive integer $n$

$$
\begin{equation*}
\left\|f\left(p^{n} x\right) p^{-n}-f(x)\right\| \leq C_{1} \sum_{i=0}^{n-1} p^{-i} K\left(p^{i} x, p^{i} x, \ldots, p^{i} x\right) \tag{7}
\end{equation*}
$$

To prove Lemma 1, we work by induction on $n$.
For $n=1$, the result is obvious from (6). We assume then that (7) holds for $n=k$ and prove that (7) is true for $n=k+1$. Indeed, from (7) and $n=k$ and $p x=z$, we find

$$
\left\|f\left(p^{k} z\right) / p^{k}-f(z)\right\| \leq C_{1} \sum_{i=0}^{k-1} p^{-i} K\left(p^{i} z, p^{i} z, \ldots, p^{i} z\right)
$$

or

$$
\left\|f\left(p^{k+1} x\right) / p^{k}-f(p x)\right\| \leq C_{1} \sum_{i=0}^{k-1} p^{-i} K\left(p^{i+1} x, p^{i+1} x, \ldots, p^{i+1} x\right)
$$

or

$$
\left\|f\left(p^{k+1} x\right) / p^{k+1}-f(p x) / p\right\| \leq C_{1} \sum_{i=0}^{k-1} p^{-(i+1)} K\left(p^{i+1} x, \ldots, p^{i+1} x\right)
$$

or

$$
\begin{equation*}
\left\|f\left(p^{k+1} x\right) / p^{k+1}-f(p x) / p\right\| \leq C_{1} \sum_{i=1}^{k} p^{-i} K\left(p^{i} x, p^{i} x, \ldots, p^{i} x\right) \tag{8}
\end{equation*}
$$

Therefore from (6) and (7) we get

$$
\begin{aligned}
& \left\|f\left(p^{k+1} x\right) / p^{k+1}-f(x)\right\| \\
& \leq\left\|f\left(p^{k+1} x\right) / p^{k+1}-f(p x) / p\right\|+\left\|f(p x) / p^{k+1}-f(x)\right\| \\
& \leq C_{1} \sum_{i=1}^{k} p^{-i} K\left(p^{i} x, p^{i} x, \ldots, p^{i} x\right)+C_{1} K(x, x, \ldots, x) \\
& =C_{1} \sum_{i=0}^{k} p^{-i} K\left(p^{i} x, p^{i} x, \ldots, p^{i} x\right)
\end{aligned}
$$

or (7) holds for $n=k+1$, or

$$
\begin{equation*}
\left\|f\left(p^{k+1} x\right) / p^{k+1}-f(x)\right\| \leq C_{1} \sum_{i=0}^{k} p^{-i} K\left(p^{i} x, p^{i} x, \ldots, p^{i} x\right) \tag{9}
\end{equation*}
$$

But ( $C_{3}$ ) yields

$$
\begin{equation*}
\sum_{i=0}^{n-1} p^{-i} K\left(p^{i} x, p^{i} x, \ldots, p^{i} x\right)<\sum_{i=0}^{\infty} p^{-i} K\left(p^{i} x, p^{i} x, \ldots, p^{i} x\right)=R_{p}(x) \tag{10}
\end{equation*}
$$

Then Lemma 1 and inequality (10) imply

$$
\begin{equation*}
\left\|f\left(p^{n} x\right) / p^{n}-f(x)\right\| \leq C_{1} R_{p}(x) \tag{11}
\end{equation*}
$$

for any $x \in X$, any positive integer $n$ and some $C_{1} \geq 0$.
Lemma 2. The sequence $\left\{f\left(p^{n} x\right) / p^{n}\right\}$ converges.
We first use (11) and the completeness of $Y$ to prove that the sequence $\left\{f\left(p^{n} x\right) / p^{n}\right\}$ is a Cauchy sequence. In fact, if $i>j \geq 0$, then

$$
\begin{equation*}
\left\|f\left(p^{i} x\right) / p^{i}-f\left(p^{j} x\right) / p^{j}\right\|=p^{-j}\left\|f\left(p^{i} x\right) / p^{i-j}-f\left(p^{j} x\right)\right\| \tag{12}
\end{equation*}
$$

and if we set $p^{j} x=h\left(\right.$ then $p^{i} x=p^{i-j} p^{j} x=p^{i-j} h$ ) in (12) and employ (11), we get

$$
\begin{aligned}
\left\|f\left(p^{i} x\right) p^{-i}-f\left(p^{j} x\right) p^{-j}\right\| & =p^{-j}\left\|f\left(p^{i-j} h\right) p^{-(i-j)}-f(h)\right\| \\
& \leq p^{-j} C_{1} R_{p}(h)
\end{aligned}
$$

or

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|f\left(p^{i} x\right) p^{-i}-f\left(p^{j} x\right) p^{-j}\right\|=0 \tag{13}
\end{equation*}
$$

because

$$
\lim _{j \rightarrow \infty} p^{-j} R_{p}\left(p^{j} x\right)=0
$$

It is obvious from (13) and the completeness of $Y$ that the sequence $\left\{f\left(p^{n} x\right) p^{-n}\right\}$ converges and therefore the proof of Lemma 2 is complete.

Set

$$
\begin{equation*}
L_{p}(x)-\lim _{n \rightarrow \infty}\left[p^{-n} f\left(p^{n} x\right)\right] \tag{14}
\end{equation*}
$$

It is clear form (1), (14), and $\left(c_{3}\right)$ that

$$
\begin{aligned}
& \left\|\lim _{n \rightarrow \infty} p^{-n} f\left(p^{n} \sum_{j=1}^{p} x_{j}\right)-\lim _{n \rightarrow \infty} \sum_{j=1}^{p} p^{-n} f\left(p^{n} x_{j}\right)\right\| \\
& \leq \lim _{n \rightarrow \infty} C_{2} p^{-n} K\left(p^{n} x_{1}, p^{n} x_{2}, \ldots, p^{n} x_{p}\right)=0
\end{aligned}
$$

or

$$
\left\|L_{p}\left(\sum_{j=1}^{p} x_{j}\right)-\sum_{j=1}^{p} L_{p}\left(x_{j}\right)\right\|=0 \text { for any } x_{j} \in X, j=1, \ldots, p
$$

or

$$
\begin{equation*}
L_{p}\left(\sum_{j=1}^{p} x_{j}\right)=\sum_{j=1}^{p} L_{p}\left(x_{j}\right) \text { for any }\left(x_{1}, x_{2}, \ldots x_{p}\right) \in X^{p} \tag{15}
\end{equation*}
$$

From (15) we get

$$
\begin{equation*}
L_{p}(q x)=q L_{p}(x) \tag{16}
\end{equation*}
$$

for any $q \in Q$, where $Q$ is the set of rationals.

Lemma 3. Let $Y^{*}$ be the space of continuous linear functionals and consider the mapping

$$
T^{(p)}: \mathbb{R} \rightarrow \mathbb{R}
$$

such that

$$
\begin{equation*}
T^{(p)}(t)=g\left(L_{p}(t x)\right) \tag{17}
\end{equation*}
$$

where $g \in Y^{*}, t \in \mathbb{R}$, and $x \in X, x:=$ fixed. The $T^{(p)}$ is continuous.
To prove Lemma 3 we proceed as follows: Let

$$
\begin{equation*}
T_{n}^{(p)}(t)=g\left(p^{-n} f\left(p^{n} x t\right)\right) \tag{18}
\end{equation*}
$$

such that

$$
\begin{equation*}
T(t)=\lim _{n \rightarrow \infty} T_{n}^{(p)}(t) \tag{19}
\end{equation*}
$$

where $x \in X, x:=$ fixed and $t \in \mathbb{R}, g \in Y^{*}$.
Then $T_{n}^{(p)}(t)$ are continuous and therefore $T^{(p)}$ is measurable as the pointwise limit of continuous mappings $T_{n}^{(p)}$. Moreover, $T^{(p)}$ is a homomorphism with respect to addition " + ", that is,

$$
\begin{equation*}
T^{(p)}(t+s)=T^{(p)}(t)+T^{(p)}(s) \tag{20}
\end{equation*}
$$

for any $t, s \in \mathbb{R}$. It is clear now that (20) and the measurability of $T^{(p)}$ imply that $T^{(p)}$ is a continuous mapping and thus the proof of Lemma 3 is complete ([1], p. 110-111, 116-117).

Then Lemma 3 and the fact that $Y^{*}$ separates points of $Y$ and continuity condition $\left(c_{1}\right)$ yield the linearity of $L_{p}$.

If we take limits on both sides if (11) as $n \rightarrow \infty$ we obtain (2).
Uniqueness. It remains to show the uniqueness part of our theorem.
Let $M: X \rightarrow Y$ be a linear continuous mapping, such that

$$
\begin{equation*}
\|f(x)-M(x)\| \leq C_{1} R^{\prime}(x) \tag{21}
\end{equation*}
$$

for any $x \in X$, where $C_{1}^{\prime}$ is any constant: $\geq 0$. If there exists a continuous linear mapping $L_{p}: X \rightarrow Y$ such that (2) holds, then

$$
\begin{equation*}
L_{p}(x)=M(x) \tag{22}
\end{equation*}
$$

for any $x \in X$.
To prove (22) we must prove the following
Lemma 4. If (2) and (21) hold, then

$$
\begin{equation*}
\left\|L_{p}(x)-M(x)\right\| \leq C_{1} R_{p}(x)+C_{1}^{\prime} R^{\prime}(x) \tag{23}
\end{equation*}
$$

for any $x \in X$.
The required result (23) follows immediately if we use inequalities (2) and (21) the linearity of $L_{p}$ and $M$, as well as the triangle inequality. In fact,

$$
\begin{gather*}
L_{p}(x)=p^{-j} L_{p}\left(p^{j} x\right), \quad M(x)=p^{-j} M\left(p^{j} x\right)  \tag{24}\\
\left\|L_{p}\left(p^{j} x\right)-M\left(p^{j} x\right)\right\| \leq\left\|L_{p}\left(p^{j} x\right)-f\left(p^{j} x\right)\right\|+\left\|M\left(p^{j} x\right)-f\left(p^{j} x\right)\right\|
\end{gather*}
$$

Then if we apply (2) and (21) we obtain inequality (24) and the proof of Lemma 4 is complete.

It is clear now that (23) implies $\lim _{j \rightarrow \infty}\left\|L_{p}(x)-M(x)\right\|=0$ for any $x \in X$, completing the proof of (22). Thus the uniqueness part of our theorem is complete, as well.

Theorem 2. Let $X$ be a normed linear space and let $Y$ be a Banach space. Let $N$ be a non-negative real-valued function on $X^{p}$ such that $N(x, x, \ldots, x)$ is bounded on the unit ball of $X$, and $N\left(t x_{1}, t x_{2}, \ldots, t x_{p}\right) \leq k(t) N\left(x_{1}, x_{2}, \ldots\right.$, $x_{p}$ ) for all $t \geq 0$, where $k(t)<\infty$ and $\sum_{n=0}^{\infty} p^{-n} k\left(p^{n}\right)<\infty$. Let $f: X \rightarrow Y$ be bounded on some ball of $X$. Assume, furthermore, that $f(t x)$ is continuous in $t$ for each $x \in X$. If

$$
\begin{equation*}
\left\|f\left(\sum_{j=1}^{p} x_{j}\right)-\sum_{j=1}^{p} f\left(x_{j}\right)\right\| \leq N\left(x_{1}, x_{2}, \ldots, x_{p}\right) \tag{25}
\end{equation*}
$$

for all $x_{1}, x_{2}, \ldots, x_{p} \in X$, then there exists a unique linear mapping $L_{p}: X \rightarrow$ $Y$ such that

$$
\begin{equation*}
\left\|f(x)-L_{p}(x)\right\| \leq P N(x, x, \ldots, x) \tag{26}
\end{equation*}
$$

for all $x \in X$, where $p=\sum_{n=0}^{\infty} p^{-(n+1)} k\left(p^{n}\right)$.
Proof. For $i>j \geq 0$ there holds

$$
\begin{equation*}
\left\|p^{-i} f\left(p^{i} x\right)-p^{-j} f\left(p^{j} x\right)\right\| \leq\left(\sum_{m=j+1}^{i} p^{-m} k\left(p^{m-1}\right)\right) N(x, \ldots, x) \tag{27}
\end{equation*}
$$

This is easily proved by induction. Indeed, if $h=p^{j} x$, then from (25) with $x_{1}=\ldots=x_{p}=h$ we have that

$$
\begin{align*}
\left\|p^{-(j+1)} f\left(p^{j+1} x\right)-p^{-j} f\left(p^{j} x\right)\right\| & =p^{-(j+1)}\|f(p h)-p f(h)\|  \tag{28}\\
& \leq p^{-(j+1)} k\left(p^{j}\right) N(x, \ldots, x)
\end{align*}
$$

so that (27) holds when $i=j+1$. If (27) is true for a given $j$ and $i=s$, then one sees immediately that it also holds for this $j$ and $i=s+1$ by applying (28) with $j$ replaced by $s$, since

$$
\begin{aligned}
\left\|p^{-(s+1)} f\left(p^{s+1}\right)-p^{-j} f\left(p^{j}\right)\right\| \leq & \left\|p^{-(s+1)} f\left(p^{s+1}\right)-p^{-s} f\left(p^{s}\right)\right\| \\
& +\left\|p^{-s} f\left(p^{s}\right)-p^{-j} f\left(p^{j}\right)\right\|
\end{aligned}
$$

From (27) and the assumption about $k$, it follows immediately that the sequence $\left\{f\left(p^{i} x\right) / p^{i}\right\}$ converges. From this it follows that if $L_{p}$ exists, it must be unique, since

$$
\begin{aligned}
\left\|p^{-i} f\left(p^{i} x\right)-L_{p}(x)\right\| & =p^{-i}\left\|f\left(p^{i} x\right)-L_{p}\left(p^{i} x\right)\right\| \\
& \leq p^{-i} P N\left(p^{i} x, \ldots, p^{i} x\right) \\
& \leq p^{-i} k\left(p^{i}\right) P N(x, \ldots, x) \rightarrow 0
\end{aligned}
$$

so that $L_{p}(x)$ must be the limit of the sequence $\left\{f\left(p^{n} x\right) / p^{n}\right\}$.
Thus we define $L_{p}(x)$ to be this limit and see at once that (20) holds by applying (27) with $j=0$ and $i=n$.

From (25) it follows that

$$
\left\|f\left(p^{n}(x+y)\right)-f\left(p^{n} x\right)-f\left(p^{n} y\right)-(p-2) f(0)\right\| \leq k\left(p^{n}\right) N(x, y, 0, \ldots, 0)
$$

so that upon dividing by $p^{n}$ and allowing $n \rightarrow \infty$ we see that

$$
L_{p}(x+y)=L_{p}(x)+L_{p}(y)
$$

It follows from the assumption about $N(x, x, \ldots, x)$ that it is bounded on any bounded subset of $X$. Thus by (27), for each fixed $x$ the sequence $\left\{p^{-n} f\left(p^{n} x t\right)\right\}$ converges uniformly in $t$ in any bounded subset of $\mathbb{R}$, so that $L_{p}(t x)$ is continuous in $t$. Since $L_{p}$ is additive, it is therefore linear. Finally, since we have assumed that $f$ is bounded in some open set of $X,(26)$ implies that $L_{p}$ has the same properties, so that it is continuous.
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# AN INTERPRETATION OF GEGENBAUER POLYNOMIALS AND THEIR GENERALIZATION FOR THE CASE WITH MANY VARIABLES 
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Institute of Mathematics, Siberian Branch of the USSR, 630090 Novosibirsk 90, USSR
Let us consider an equation

$$
\begin{equation*}
y u_{y y}+u_{x x}+\alpha u_{y}=0 \tag{1}
\end{equation*}
$$

on the half-plane $y>0$, where $\alpha$ is some constant. The solution of equation (1), satisfying the condition $u(x, 0)=f(x)$, where $f(x)$ is the analytical function, is formally expressed in the form of the series

$$
\begin{equation*}
u(x, y)=\sum_{k=0}^{\infty} \frac{(-1)^{k} \Gamma(\alpha)}{k!\Gamma(k+\alpha)} y^{k} \frac{d^{2 k} f}{d x^{2 k}} \tag{2}
\end{equation*}
$$

that is easy to verify by substituting the series into the equation. If we put $f(x)=x^{2 n}$, then from (2) we obtain

$$
\begin{gathered}
u_{n}(x, y)=x^{2 n}-\frac{4\left(\frac{1}{2}-n\right)(-n)}{1 \cdot \alpha} y \cdot x^{2 n-2}+ \\
+\frac{4^{2}(-n)(1-n)\left(\frac{1}{2}-n\right)\left(1+\frac{1}{2}-n\right)}{1 \cdot 2 \cdot \alpha \cdot(\alpha+1)} y^{2} \cdot r^{2 n-4}-\ldots= \\
=x^{2 n} F\left(-n, \frac{1}{2}-n ; \alpha ;-\frac{4 y}{x^{2}}\right),
\end{gathered}
$$

where $F(\alpha, \beta ; \gamma ; t)$ is the Gaussian hypergeometric function [1]. If $f(x)=x^{2 n+1}$, then analogously we find

$$
\begin{gathered}
v_{n}(x, y)=x^{2 n+1}-\frac{4(-n)\left(-\frac{1}{2}-n\right)}{1 \cdot \alpha} y x^{2 n-1}+ \\
+\frac{4^{2}(-n)(1-n)\left(-\frac{1}{2}-n\right)\left(1-\frac{1}{2}-n\right)}{1 \cdot 2 \cdot \alpha \cdot(\alpha+1)} y^{2} x^{2 n-3}-\ldots= \\
=x^{2 n+1} F\left(-n,-\frac{1}{2}-n ; \alpha ;-\frac{4 y}{x^{2}}\right)
\end{gathered}
$$

Making use of formula [1]

$$
F(\alpha, \beta ; \gamma ; z)=(1-z)^{-\alpha} F\left(\alpha, \gamma-\beta ; \gamma ; \frac{z}{1-z}\right)
$$

finally we obtain

$$
\begin{aligned}
& u_{n}(x, y)=\left(x^{2}+4 y\right)^{n} F\left(-n, \alpha-\frac{1}{2}+n ; \alpha ; \frac{4 y}{4 y+x^{2}}\right), \\
& v_{n}(x, y)=x\left(x^{2}+4 y\right)^{n} F\left(-n, \alpha+\frac{1}{2}+n ; \alpha ; \frac{4 y}{4 y+x^{2}}\right) .
\end{aligned}
$$

These polynomials can be regarded as the analogues of homogeneous harmonic polynomials.

In the matric, determined by the quadratic form corresponding to the principal part of equation (1), the equation of the unit circle $S$ has the shape $4 y+x^{2}=1$. The equalities

$$
\begin{gathered}
\left.u_{n}(x, y)\right|_{S}=F\left(-n, \alpha-\frac{1}{2}+n ; \alpha ; 1-x^{2}\right)= \\
=\frac{\Gamma\left(\alpha-\frac{1}{2}+2 n\right) \Gamma(\alpha)}{\Gamma\left(\alpha-\frac{1}{2}+n\right) \Gamma(n+\alpha)} x^{2 n}+\ldots=Q_{2 n}(x), \\
\left.u_{n}(x, y)\right|_{S}=x F\left(-n, \alpha+\frac{1}{2}+n ; \alpha ; 1-x^{2}\right)= \\
=\frac{\Gamma\left(\alpha+\frac{1}{2}+2 n\right) \Gamma(\alpha)}{\Gamma\left(\alpha+\frac{1}{2}+n\right) \Gamma(n+\alpha)} x^{2 n+1}+\ldots=Q_{2 n+1}(x)
\end{gathered}
$$

hold. The equalities

$$
\frac{d Q_{2 n}}{d x}=-2 x F^{\prime}, \quad \frac{d^{2} Q_{n}}{d x^{2}}=4 x^{2} F^{\prime \prime}-2 F^{\prime}
$$

hold, whence it follows

$$
F^{\prime}=-\frac{1}{2 x} \frac{d Q_{2 n}}{d x}, \quad F^{\prime \prime}=\frac{1}{4 x^{2}} \frac{d^{2} Q_{2 n}}{d x^{2}}+\frac{1}{4 x^{3}} \frac{d Q_{2 n}}{d x} .
$$

From the equation for the hypergeometric function

$$
t(1-t) F^{\prime \prime}+\left[\alpha-\left(\alpha+\frac{1}{2}\right) t\right] F^{\prime}+n\left(\alpha-\frac{1}{2}+n\right) F=0
$$

assuming $t=1-x^{2}$, we obtain

$$
x^{2}\left(1-x^{2}\right) F^{\prime \prime}+\left[\frac{1}{2}+\left(\alpha+\frac{1}{2}\right) x^{2}\right] F^{\prime}+n\left(\alpha-\frac{1}{2}+n\right) F=0 .
$$

By substituting the expressions $\mathrm{F}^{\prime \prime}, \mathrm{F}^{\prime}$ and F in terms of $Q_{2 n}$ into this equality we find

$$
\left(1-x^{2}\right) \frac{d^{2} Q_{2 n}}{d x^{2}}-2 \alpha x \frac{d Q_{2 n}}{d x}+2 n(2 n+2 a-1) Q_{2 n}=0
$$

By analogy we obtain

$$
\left(1-x^{2}\right) \frac{d^{2} Q_{2 n+1}}{d x^{2}}-2 a \cdot x \frac{d Q_{2 n+1}}{d x}+(2 n+1)(2 n+2 a) Q_{2 n+1}=0
$$

Consequently, the polynomials $Q_{k}(x)$ of the k -th degree satisfy the equation

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} u}{d x^{2}}-2 a x \frac{d u}{d x}+k(k+2 a-1) u=0 \tag{3}
\end{equation*}
$$

Equation (3) is the same as that which is satisfied by Gegenbauer polynomial: [2], therefore

$$
Q_{k}(x)=A(k) C_{k}^{\alpha-\frac{1}{2}}(x)
$$

where $A(k)$ is a constant. The constant $A(k)$ can be defined by comparing th terms of the highest degree in both polynomials. Obviously, the highest degre terms in $Q_{k}(x)$ have the form

$$
Q_{k}(x)=\frac{\Gamma\left(\alpha-\frac{1}{2}+k\right) \Gamma(\alpha)}{\Gamma\left(\alpha-\frac{1}{2}+\frac{k}{2}\right) \Gamma\left(\alpha+\frac{k}{2}\right)} x^{k}+\ldots
$$

and since [2]

$$
C_{N}^{\lambda}(x)=\frac{2^{n} \Gamma(n+\lambda)}{\Gamma(\lambda) n!} x^{\prime \prime}+\ldots
$$

by comparing these expresions we find

$$
A(k)=\frac{\Gamma(\alpha) \Gamma\left(\alpha-\frac{1}{2}\right) k!}{2^{k} \Gamma\left(\alpha-\frac{1}{2}+\frac{k}{2}\right) \Gamma\left(\alpha+\frac{k}{2}\right)}=\frac{\Gamma(2 \alpha-1) k!}{\Gamma(2 \alpha-1+k)},
$$

consequently, we have

$$
Q_{k}(x)=\frac{\Gamma(2 \alpha-1) k!}{\Gamma(2 \alpha-1+k)} C_{k}^{\alpha-\frac{1}{2}}(x), \quad \alpha>\frac{1}{2} .
$$

The case $\alpha=\frac{1}{2}$ corresponds to the first genus Chebyshev polynomials snd requires special consideration. In this case we have $Q_{k}(x)=T_{k}(x)$, because with $\alpha=\frac{1}{2}$ for any solution $u(y, x)$ of equation (1) the function $u\left(t^{2}, x\right)$ is harmonic.

The presented approach to the construction of orthogonal polynomials admits a generalization for the case with many variables. We consider an equation

$$
\begin{equation*}
z u_{z z}+\Delta u+\alpha u_{z}=0, \quad x=\left(x_{1}, \ldots, x_{n}\right), \tag{4}
\end{equation*}
$$

where $\Delta$ is the Laplace operator with respect to variables $x$. For $z=0$ the bounded solution of equation (4), satisfying the condition $u(0, x)=f(x)$, can be written in the form

$$
\begin{equation*}
u(z, x)=\sum_{k=0}^{\infty} \frac{(-1)^{k} \Gamma(\alpha)}{k!\Gamma(k+\alpha)} z^{k} \Delta^{k} f . \tag{5}
\end{equation*}
$$

Put $f=\left(x_{1}^{2}+\ldots+x_{n}^{2}\right)^{l} p_{m}(x)$, where $p_{m}(x)$ is a homogeneous harmonic polynomial of degree $m$. By direct calculation in this case we find

$$
\Delta f=4(-l)\left(1-m-\frac{n}{2}-l\right)\left(x_{1}^{2}+\ldots+x_{n}^{2}\right)^{l-1} p_{m}(x),
$$

$$
\begin{gathered}
\Delta^{k} f=4^{k}(-l) \ldots(k-1-l)\left(1-m-\frac{n}{2}-l\right) \ldots \\
\quad\left(k-m-\frac{n}{2}-l\right)\left(x_{1}^{2}+\ldots+x_{n}^{2}\right)^{l-k} p_{m}(x)
\end{gathered}
$$

and from (5) we obtain

$$
\begin{gathered}
u_{l}^{m}(z, x)=\left(x_{1}^{2}+\ldots+x_{n}^{2}\right)^{l} p_{m}(x) \times \\
\times F\left(-l, 1-l-m-\frac{n}{2} ; \alpha ;-\frac{4 z}{x_{1}^{2}+\ldots+x_{n}^{2}}\right)= \\
=\left(4 z+x_{1}^{2}+\ldots+x_{n}^{2}\right)^{l} p_{m}(x) \times \\
\times F\left(-l, \alpha+\frac{n-2}{2}+l+m ; \alpha ; \frac{4 z}{4 z+x_{1}^{2}+\ldots+x_{n}^{2}}\right) .
\end{gathered}
$$

The unit sphere in the metric, corresponding to the principal part of equation (4) is defined by the equation $4 z+x_{1}^{2}+\ldots+x_{n}^{2}=1$. Let us consider the trace $u_{l}^{m}(z, x)$ on the hemisphere $S:\left\{z \geq 0,4 z+x_{1}^{2}+\ldots+x_{n}^{2}=1\right\}$. We have

$$
\begin{gathered}
Q_{l}^{m}(x)=\left.u_{l}^{m}(z, x)\right|_{S}=p_{m}(x) \times \\
\times F\left(-l, \alpha+\frac{n-2}{2}+l+m ; \alpha ; 1-x_{1}^{2}-\ldots-x_{n}^{2}\right) .
\end{gathered}
$$

let us construct a partial differential equation, satisfied by the polynomials $Q_{l}^{m}(x)$.

We have

$$
\begin{gathered}
\frac{Q_{l}^{m}}{d x_{j}}=\frac{p_{m}}{x_{j}} F-2 x_{j} p_{m} F^{\prime}, \quad \frac{d^{2} Q_{l}^{m}}{d x_{j}^{2}}=\frac{d^{2} p_{m}}{d x_{j}^{2}} F- \\
-4 x_{j} \frac{d p_{m}}{d x_{j}} F^{\prime}-2 p_{m} F^{\prime}+4 x_{j}^{2} p_{m} F^{\prime \prime} \\
\sum_{\jmath=1}^{m} x_{j} \frac{d Q_{l}^{m}}{d x_{j}}=m p_{m} F-2\left(x_{2}^{2}+\ldots+x_{n}^{2}\right) p_{m} F^{\prime} \\
\Delta Q_{l}^{m}=-4 m p_{m} F^{\prime}-2 n p_{m} F^{\prime}+4\left(x_{1}^{2}+\ldots+x_{n}^{2}\right) p_{m} F^{\prime \prime}
\end{gathered}
$$

However, since $Q_{l}^{m}(x)=p_{m}(x) F$,

$$
\begin{gathered}
2\left(x_{1}^{2}+\ldots+x_{n}^{2}\right) p_{m}(x) F^{\prime}=-\sum_{j=1}^{n} x_{j} \frac{d Q_{l}^{m}}{d x_{j}}+m Q_{l}^{m}(x), \\
\Delta Q_{l}^{m}=-4\left(m+\frac{n}{2}\right) p_{m}(x) F^{\prime}+4\left(x_{1}^{2}+\ldots+x_{n}^{2}\right) p_{m}(x) F^{\prime \prime}
\end{gathered}
$$

whence we find

$$
\begin{gathered}
4\left(x_{1}^{2}+\ldots+x_{n}^{2}\right) p_{m}(x) F^{\prime \prime}=\left(x_{1}^{2}+\ldots+x_{n}^{2}\right) \Delta Q_{l}^{m}- \\
-2\left(m+\frac{n}{2}\right) \sum_{j=1}^{n} x_{j} \frac{d Q_{l}^{m}}{d x_{j}}+2\left(m+\frac{n}{2}\right) m Q_{l}^{m}
\end{gathered}
$$

From the equation for the hypergeometric function we get

$$
\begin{gathered}
(1-\sigma) \sigma F^{\prime \prime}+\left[-\left(m+\frac{n}{2}\right)+\left(\alpha+m+\frac{n}{2}\right) \sigma\right] F^{\prime}+ \\
+l\left(\alpha+\frac{n-2}{2}+l+m\right) F=0, \\
\sigma=x_{1}^{2}+\ldots+x_{n}^{2} .
\end{gathered}
$$

Substitutings expresions $p_{m} F^{\prime \prime}, p_{m} F^{\prime}, p_{m} F$ into this equation, multiplied by $p_{m}$, for $Q_{l}^{m}(x)$ we obtain the equation

$$
\begin{aligned}
& \left(1-x_{1}^{2}-\ldots-x_{n}^{2}\right) \Delta Q_{L}^{m}-2 \alpha \sum_{j=1}^{n} x_{j} \frac{d Q_{l}^{m}}{d x_{j}}+ \\
& +[2 l(.2 l+2 m+2 \alpha+n-2)+2 m \alpha] Q_{l}^{m}=0 .
\end{aligned}
$$

It follows from the expresion $Q_{l}^{m}(x)$ that

$$
\begin{align*}
Q_{l}^{m}(x) & =\frac{l!\Gamma\left(\alpha+\frac{n-2}{2}+m+2 l\right) \Gamma(\alpha)}{\Gamma\left(\alpha+\frac{n-2}{2}+m+l\right) \Gamma(l+\alpha)}(-1)^{l} \times \\
& \times\left(x_{1}^{2}+\ldots+x_{n}^{2}\right)^{l} p_{m}(x)+R_{l}^{m}(x), \tag{6}
\end{align*}
$$

where $R_{l}^{m}(x)$ is a polynomial of the degree not exceeding $2 l+m-2$.
Thus the polynomials $Q_{l}^{m}(x)$ yeld the solution to the following problem: to find those values of $\lambda$ for which the equation

$$
\begin{equation*}
\left(1-x_{1}^{2}-\ldots-x_{n}^{2}\right) \Delta Q-2 \alpha \sum_{j=1}^{n} x_{j} \frac{d Q}{d x_{j}}+\lambda Q=0 \tag{7}
\end{equation*}
$$

has the solutions, bounded in the unit sphere, and to find these bounded solutions. It is natural to regard the polynomials $Q_{l}^{m}(x)$ as a generalization for the case with many variables of the Gegenbauer polynomials. If we represent $Q_{l}^{m}(x)$ in the form $f_{l}\left(x_{1}^{2}+\ldots+x_{n}^{2}\right) p_{m}(x)$, then from the equation which is satisfied by $Q_{l}^{m}(x)$, for $f_{l}(\sigma)$ we obtain the equation

$$
\begin{equation*}
\sigma(1-\sigma) f^{\prime \prime}+\left[m+\frac{n}{2}-\left(m+\frac{n}{2}+\alpha\right) \sigma\right] f^{\prime}+l\left(l+m+\alpha+\frac{n-2}{2}\right) f=0 . \tag{8}
\end{equation*}
$$

As know [2] the Jacobian polynomials $p_{l}^{(a, b)}(x)$ satisfy the equation

$$
\left(1-x^{2}\right) u^{\prime \prime}+[b-a-(a+b+2) x] u^{\prime}+l(l+a+b+1) u=0 .
$$

We replace the independent variable $2 y=1+x$ and then for the function $v(y)=$ $u(2 y-1)$ we get the equation

$$
y(y-1) v^{\prime \prime}+[b+1-(a+b+2) y] v^{\prime}+l(l+a+b+1) v=0 .
$$

This equation coincides with (8) for $a=\alpha-1, \quad b=m+\frac{n-2}{2}$, consequently

$$
f(\sigma)=A P_{l}^{\left(\alpha-1, m+\frac{n-2}{2}\right)}(2 \sigma-1)
$$

where $A$ is a constant. Thus

$$
Q_{l}^{m}(x)=A p_{m}(x) P_{l}^{\left(\alpha-1, m+\frac{n-2}{2}\right)}\left(2\left(x_{1}^{2}+\ldots+x_{n}^{2}\right)-1\right)
$$

where $A$ is a constant.
If we multiply by $\left(1-x_{1}^{2}-\ldots-x_{n}^{2}\right)^{\alpha-1}$, we can bring equation (7) to the self-adjoint form

$$
\sum_{j=1}^{n} \frac{d}{d x_{j}}\left[\left(1-x_{1}^{2}-\ldots-x_{n}^{2}\right)^{\alpha} \frac{d Q}{d x_{j}}\right]+\lambda\left(1-x_{1}^{2}-\ldots-x_{n}^{2}\right)^{\alpha-1} Q=0 .
$$

## Hence it follows that

$$
\int_{\Sigma}\left(1-x_{1}^{2}-\ldots-x_{n}^{2}\right)^{\alpha-1} Q_{k}^{p}(x) Q_{l}^{m}(x) d x=0
$$

if at least one of the inequalities either $k \neq l$ or $n \neq m$ is fulfilled, i.e. the polynomials $Q_{l}^{m}(x)$ comprise an orthogonal weighted system. Here $\Sigma$ is a unit sphere.

For the Jacobian polynomials the representation [2]

$$
\begin{gathered}
P_{l}^{(\alpha, \beta)}(x)=\frac{(-1)^{l} \Gamma(l+1+\beta)}{l!\Gamma(1+\beta)} F\left(l+\alpha+\beta+1,-l ; \beta+1 ; \frac{1+x}{2}\right)= \\
=\frac{\Gamma(2 l+\alpha+\beta+1) 2^{-l}}{\Gamma(l+\alpha+\beta+1)}(-1)^{l} x^{l}+\ldots
\end{gathered}
$$

holds, consequently we have

$$
\begin{gathered}
P_{l}^{\left(\alpha-1, m+\frac{n-2}{2}\right)}\left(2\left(x_{1}^{2}+\ldots+x_{n}^{2}\right)-1\right)= \\
=\frac{\Gamma\left(2 l+\alpha+m+\frac{n-2}{2}\right)}{\Gamma\left(l+\alpha+m+\frac{n-2}{2}\right)}(-1)^{l}\left(x_{1}^{2}+\ldots+x_{n}^{2}\right)^{l}+\ldots
\end{gathered}
$$

By comparing this formula with the highest degree terms in $Q_{l}^{m}(x)$ we find

$$
Q_{l}^{m}(x)=\frac{\Gamma(\alpha) l!}{\Gamma(l+\alpha)} p_{m}(x) P_{l}^{\left(\alpha-1, m+\frac{n-2}{2}\right)}\left(2\left(x_{1}^{2}+\ldots+x_{n}^{2}\right)-1\right) .
$$
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#### Abstract

. Necessary and sufficient conditions for the uniqueness, existence, and stability of solutions of a class of quasi-tridiagonal systems of linear equations, which appears in many applications, are obtained in this paper. Efficient methods for computing both exact and approximate solutions are presented.


## 1. Introduction.

Many problems, such as numerical solutions of differential equations ${ }^{[1,2]}$ and interpolation by spline functions ${ }^{[3,4]}$, especially when subject to periodic or more complicated boundary conditions, are usually reduced to the solution of quasi-tridiagonal systems of linear equations of the general form

$$
\begin{equation*}
A x=f, \tag{1.1}
\end{equation*}
$$

where $x=\left(x_{1}, x_{2}, \cdots x_{n}\right)^{T}$ and $f=\left(f_{1}, f_{2}, \cdots f_{n}\right)^{T}$ are unknown and known vectors respectively, A is a quasi-tridiagonal matrix,


The traditional double sweep method is not suited for the solution of system (1.1), and those methods, such as Gaussian elimination and iteration, have not make full use of the special structure of the coefficient matrix $A$, thus, they are not considered as ideal methods for this kind of systems of linear equations.

In this paper, we shall investigate the uniqueness, existence and stability of solutions of system (1.1). By analyse the inverse matrix $A^{-1}$ of A, we arrive at some efficient methods for computing both exact and approximate solution of system (1.1). When $A$ is a tridiagonal matrix or a circulant tridiagonal matrix, modified algorithms which need about $5 n$ operations are presented. Numerical experiments show that these algorithms work efficiently
2.Uniqueness, existence and stability.

The uniqueness, existence and stability of solutions of system (1.1) depend mainly on its coefficient matrix $A$. Therefore, most part of this section is devoted to the study of matrix $A$.

Evidently, the two roots, say $\lambda_{1}$ and $\lambda_{2}$, of equation

$$
\begin{equation*}
c \lambda^{2}+b \lambda+a=0 \tag{2.1}
\end{equation*}
$$

are distinct real ones, and $\left|\lambda_{1}\right| \neq\left|\lambda_{2}\right|$. We can assume that $\left|\lambda_{1}\right|<\left|\lambda_{2}\right|$.

Lemma. $\left|\lambda_{1}\right|<1,\left|\lambda_{2}\right|>1$.
Proof. Owing to the fact that $|b|>|a|+|c|$, we have

$$
b^{2}-4 a c>(|a|+|c|)^{2}-4 a c z(|a|-|c|)^{2}
$$

Therefore

$$
\begin{aligned}
& \left|\lambda_{1}\right|=\left|\frac{|b|-\sqrt{b^{2}-4 a c}}{2 c}\right|=\frac{2|a|}{|b|+\sqrt{b^{2}-4 a c}}<\frac{2|a|}{|a|+|c|+|a|-|c|}=1, \\
& \left|\lambda_{2}\right|=\frac{|b|+\sqrt{b^{2}-4 a c}}{2|c|}>\frac{|a|+|c|+|c|-|a|}{2|c|}=1 .
\end{aligned}
$$

Theorem 2.1. Matrix $A$ is invertible if and only if matrix

$$
B=\left[\begin{array}{ll}
\sum_{i=1}^{n} a_{i} \lambda_{1}^{i} & \sum_{i=1}^{n} a_{i} \lambda_{2}^{i-n} \\
\sum_{i=1}^{n} b_{i} \lambda_{1}^{i} & \sum_{i=1}^{n} b_{i} \lambda_{2}^{i-n}
\end{array}\right]
$$

is invertible, i.e.,

$$
\Delta(n)=\sum_{i=1}^{n} a_{i} \lambda_{1}^{i} \cdot \sum_{i=1}^{n} b_{i} \lambda_{2}^{i-n}-\sum_{i=1}^{n} a_{i} \lambda_{2}^{i-n} \cdot \sum_{i=1}^{n} b_{i} \lambda_{1}^{i} \neq 0 .
$$

Proof. Matrix A is invertible if and only if the homogeneous system

$$
\begin{equation*}
A x=0 \tag{2.2}
\end{equation*}
$$

has trivial solution only. Suppose that $x=\left(x_{1}, x_{2}, \cdots x_{n}\right)^{T}$ is a solution of system (2.2), we have

$$
\begin{align*}
& \sum_{i=1}^{n} a_{i} x_{i}=0  \tag{2.3}\\
& a x_{i-1}+b x_{i}+c x_{i+1}=0, \quad 1<i<n  \tag{2.4}\\
& \sum_{i=1}^{n} b_{i} x_{i}=0
\end{align*}
$$

Due to equation (2.4), there exist two constant $\alpha$ and $\beta$, such that

$$
\begin{equation*}
x_{i}=\alpha \lambda 1_{1}^{i}+\beta \lambda{ }_{2}^{i-n}, \quad 1 \leq i \leq n . \tag{2.6}
\end{equation*}
$$

Thus, we know from (2.3), (2.5) and (2.6) that $\alpha$ and $\beta$ satisfy

$$
\begin{align*}
& a \sum_{i=1}^{n} a_{i} \lambda_{1}^{i}+\beta \sum_{i=1}^{n} a_{i} \lambda_{2}^{i-n}=0,  \tag{2.7}\\
& a \sum_{i=1}^{n} b_{i} \lambda_{1}^{i}+\beta \sum_{i=1}^{n} b_{i} \lambda_{2}^{i-n}=0 . \tag{2.8}
\end{align*}
$$

Consequently, from (2.6), (2.7) and (2.8), we know that if and only if the
coefficient matrix $B$ is invertible, system (2.2) has trivial solution only. Since $|B|=\Delta(n)$, theorem 2.1 is thus proved.

Corollary 2.1. System (1.1) is uniquely solvable if and only if $\Delta(n)=0$.
Denote by

$$
A_{*}=\left[\begin{array}{llllllll}
a_{1}^{*} & a_{2}^{*} & a_{3}^{*} & \cdot & \cdot & a_{n-2}^{*} & a_{n-1}^{*} & a_{n}^{*} \\
a^{*} & b^{\prime} & c & & & & \\
& a & b & c & & & \\
& & \cdot & \cdot & \cdot & & \\
& & & \cdot & \cdot & \cdot & \\
& & & & \cdot & \cdot & \cdot & \\
b_{1}^{*} & b_{2}^{*} & b_{3}^{*} & & \cdot & b_{n-1}^{*} & b_{n-1}^{*} & b_{n}^{*}
\end{array}\right] .
$$

Theorem 2.2. If matrices $A$ and $A_{*}$ are invertible, then

$$
A^{-1}=(I+D) A_{*}^{-1}
$$

where $I$ is an $n$ by $n$ identity matrix,

$$
D=\left[\begin{array}{cc}
\lambda_{1} & \lambda_{2}^{1-n} \\
\lambda_{1}^{2} & \lambda_{2}^{2-n} \\
\cdot & \cdot \\
\cdot & \cdot \\
\cdot & \cdot \\
\lambda_{1} & 1
\end{array}\right] B^{-1}\left[\begin{array}{ccccc}
a_{1}^{*-a} a_{1} & a_{2}^{*-a_{2}} & \cdot & \cdot & \cdot \\
a_{n}^{*-a} n \\
b_{1}^{*-b_{1}} & b_{2}^{*-b_{2}} & \cdot & \cdot & \cdot \\
b_{n}^{*}-b_{n}
\end{array}\right]
$$

Proof. For an arbitrarily given vector $f=\left(f_{1}, f_{2}, \cdots f_{n}\right)^{T}$, suppose that $x=\left(x_{1}, x_{2}, \cdots x_{n}\right)^{T}$ is the solution of system (1.1), we have

$$
\begin{align*}
& \sum_{i=1}^{n} a_{i}\left(x_{i}-y_{i}\right)=f_{1}-\sum_{i=1}^{n} a_{i} y_{i}  \tag{2.9}\\
& a\left(x_{i-1}-y_{i-1}\right)+b\left(x_{i}-y_{i}\right)+c\left(x_{i+1}-y_{i+1}\right)=0, \quad 1<i<n,  \tag{2.10}\\
& \sum_{i=1}^{n} b_{i}\left(x_{i}-y_{i}\right)=f_{n}-\sum_{i=1}^{n} b_{i} y_{i} \tag{2.11}
\end{align*}
$$

where $y=\left(y_{1}, y_{2}, \cdots y_{n}\right)^{T}$ is the unique solution of system

$$
\begin{equation*}
\mathrm{A}_{*} \mathrm{y}=\mathrm{f} . \tag{2.12}
\end{equation*}
$$

Due to equation (2.10), there exist two constants $\alpha$ and $\beta$, such that

$$
\begin{equation*}
x_{i}-y_{i}=\alpha \lambda_{1}^{i}+\beta \lambda_{2}^{i-n}, \quad 1 \leq i \leq n \tag{2.13}
\end{equation*}
$$

Thus, we know from (2.9), (2.11) and (2.13) that $\alpha$ and $\beta$ satisfy

$$
\begin{align*}
& a \sum_{i=1}^{n} a_{i} \lambda \frac{i}{i}+\beta \sum_{i=1}^{n} a_{i} \lambda 2^{i-n}=f_{1}-\sum_{i=1}^{n} a_{i} y_{i},  \tag{2.14}\\
& a \sum_{i=1}^{n} b_{i} \lambda_{1}^{i}+\beta \sum_{i=1}^{n} b_{i} \lambda i^{i-n}=f_{n}-\sum_{i=1}^{n} b_{i} y_{i} . \tag{2.15}
\end{align*}
$$

Noticing that

$$
f_{1}-\sum_{i=1}^{n} a_{i}^{*} y_{i}, \quad f_{n}=\sum_{i=1}^{n} b_{i}^{*} y_{i}
$$

we get from (2.14) and (2.15) that

$$
\begin{align*}
{\left[\begin{array}{l}
a \\
\beta
\end{array}\right] } & =B^{-1}\left[\begin{array}{c}
f_{1} \sum_{i=1}^{n} a_{1} y_{i} \\
f_{n}-\sum_{n-1}^{n} b_{i} y_{i}
\end{array}\right]  \tag{2.16}\\
& =B^{-1}\left[\begin{array}{ccc}
a_{1}^{*}-a_{1} & a_{2}^{*}-a_{2} & \cdot \\
b_{1}^{*}-b_{1} & b_{2}^{*-b_{2}} & \cdot \\
a_{n}^{*-a} n \\
l_{n}^{*} & b_{n}^{*-b_{n}}
\end{array}\right] y .
\end{align*}
$$

Therefore, we obtain from (2.13) that

$$
\mathbf{x}_{\mathrm{i}}=\mathrm{y}_{\mathrm{i}}+\left(\lambda_{1}^{\mathrm{i}}, \lambda \lambda_{2}^{\mathrm{i}-\mathrm{n}}\right)\left[\begin{array}{l}
\alpha  \tag{2.17}\\
\beta
\end{array}\right], \quad 1 \leq \mathrm{i} \leq n,
$$

Theorem 2.2 follows from

$$
A^{-1} f=x=y+D y=(I+D) y=(I+D) A_{*}^{-1} f
$$

Theorem $2.3^{[5]}$. Denote $A_{*}$ by $A_{0}$ in the case of $\left(a_{1}^{*}, a_{2}^{*}, \cdots, a_{n}^{*}\right)=\left(-c \lambda_{2}, c, 0\right.$, $\cdots, 0),\left(b_{1}^{*}, b_{2}^{*}, \cdots, b_{n}^{*}\right)=(0, \cdots, 0, a, b)$, then $A_{0}$ is invertible and has $a \operatorname{LU}$ factorization $A_{0}=L U$, where

$$
\mathrm{L}=\left[\begin{array}{llllll}
\mu & & & & & \\
\mathrm{a} & \mu & & & & \\
& \mathrm{a} & \mu & & & \\
& & \cdot & \cdot & & \\
& & & \cdot & \cdot & \\
& & & & \cdot & \\
& & & & \mathrm{a} & \mu
\end{array}\right], \quad \mathrm{U}=\left[\begin{array}{ccccccc}
1 & \rho & & & & & \\
& 1 & \rho & & & & \\
& & \cdot & \cdot & & & \\
& & & & \cdot & & \\
& & & & \cdot & & \\
& & & & & 1 & \rho \\
& & & & & & 1
\end{array}\right] \text {, }
$$

$\mu=-c \lambda_{2}=-a / \lambda_{1}, \rho=-c \lambda_{1} / a=-1 / \lambda_{2}$.
From theorem 2.2 and 2.3 , we have
Corollary 2.2. The solution of system (1.1) can be formulated by

$$
x=(I+D) U^{-1} L^{-1} f
$$

For the sake of numerical stability, we need to estimate the upper bound of the condition number $x_{\infty}(A)=\|A\|_{\infty}\left\|A^{-1}\right\|_{\infty}$. Without loss of generality, we assume that

$$
\max \left\{\sum_{i=1}^{n}\left|a_{i}\right|, \sum_{i=1}^{n}\left|b_{i}\right|\right\} \leq K_{0},
$$

where $K_{0}$ is a positive constant independent of $n$.
Theorem 2.4. If there exists a positive constant $K_{1}$, which is independent of $n$, such that

$$
\begin{equation*}
|\Delta(n)| \geq K_{1}, \tag{2.18}
\end{equation*}
$$

then the condition number $x_{\infty}(A)$ is bounded with respect to $n$.
Proof. It easy to know that

$$
\begin{aligned}
& \|A\|_{\infty} \leq \max \left\{K_{0},|a|+|b|+|c|\right\}, \\
& \left\|B^{-1}\right\|_{\infty} \leq 2 K_{0} / K_{1} .
\end{aligned}
$$

From theorem 2.2 and theorem 2.3, we have

$$
\left\|A^{-1}\right\|_{\infty} \leq\left\|(I+D) A_{0}^{-1}\right\|_{\infty} \leq\left(1+\|D\|_{\infty}\right)\left\|L^{-1}\right\|_{\infty}\left\|U^{-1}\right\|_{\infty}
$$

where

$$
\begin{aligned}
& \|D\|_{\infty} \leq\left(1+\left|\lambda_{1}\right|\right)\left(K_{0}+|c|\left|\lambda_{2}\right|+|a|+|b|+|c|\right)\|B\|_{\infty} \\
& \left\|U^{-1}\right\|_{\infty} \leq(|\mu|-|a|)^{-1} \leq \frac{\left|\lambda_{1}\right|}{|a|\left(1-\left|\lambda_{1}\right|\right)}, \\
& \left\|L^{-1}\right\|_{\infty} \leq(1-|\rho|)^{-1} \leq \frac{\left|\lambda_{2}\right|}{\left|\lambda_{2}\right|-1} .
\end{aligned}
$$

Summarizing the above inequalities, we know that the condition number $x_{\infty}(A)$ is bounded with respect to n .

Corollary 2.3. If inequality (2.18) holds, the solution of system (1.1) is stable.

## 3.Algorithms and numerical examples

To ensure the existence, uniqueness and stability of the solution of
system (1.1), we assume that inequality (2.18) holds.
According to theorem 2.2 and theorem 2.3, we have the following algorithm for the exact solution of system (1.1):

Algorithm ES:
Step 1. Compute the solution $y=A_{0}^{-1} f$ of system $A_{0} y=f$ in the following way:

$$
\begin{aligned}
& w_{1}=\mu^{-1} f_{1}, \quad w_{i}=\mu^{-1}\left(-a w_{i-1}+f_{i}\right), \quad i=2,3, \cdots, n, \\
& y_{n}=w_{n}, \quad y_{i}=-\rho y_{i+1}+w_{i}, \quad i=n-1, n-2, \cdots, 1
\end{aligned}
$$

Step 2. Compute the solution $x=A^{-1} f$ of system $A x=f$ in the following way:

$$
x_{i}=y_{i}+\alpha \lambda i_{1}^{i}+\beta \lambda \frac{i-n}{2}, \quad i=1,2, \cdots, n
$$

where $\alpha$ and $\beta$ are computed by (2.16).
To avoid redundant computations, $\lambda_{1}^{i}$ and $\lambda_{2}^{i}(i=1,2, \cdots, n)$ should be computed recurrently in the following forms

$$
\lambda_{1}^{i+1}=\lambda_{1} \cdot \lambda 1_{1}^{i}, \quad \lambda_{2}^{i+1}=\lambda_{2} \cdot \lambda \lambda_{2}^{i}, \quad i=1,2, \cdots, n-1 .
$$

Algorithm ES needs about $21 n$ arithmetic operations. It should be noted that almost half operations are spent on the computation of the coefficients $a$ and $\beta$, and the number of such operations are directly proportional to the number of non-zero elements in $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $\left(b_{1}, b_{2}, \ldots, b_{n}\right)$. Thus, the algorithm ES doesn't need so much operations if some elements in ( $a_{1}, a_{2}$, $\left.\cdots, a_{n}\right)$ and $\left(b_{1}, b_{2}, \cdots, b_{n}\right)$ are zero. If only a few elements are non-zero, algorithm ES needs only about $9 n$ arithmetic operations. When ( $a_{1}, a_{2}, \cdots$, $\left.a_{n}\right)=(b, c, 0, \cdots, 0, a),\left(b_{1}, b_{2}, \cdots, b_{n}\right)=(c, 0, \cdots, 0, a, b)$, Chen Mingkui ${ }^{[6]}$ claim that his algorithm CTS needs about 5 n arithmetic operations, that is because he didn't take into account of the left hand side terms in his algorithm which need another $4 n$ arithmetic operations.

If $n$, the number of equations in system (1.1), is large, due to the fact that

$$
\operatorname{Lim}_{n \rightarrow+\infty} \lambda_{1}^{n}=\operatorname{Lim}_{n \rightarrow+\infty} \lambda_{2}^{-n}=0
$$

the second step of algorithm ES can be modified to

$$
x_{i}^{*}= \begin{cases}y_{i}+\alpha \lambda i & 1 \leq i<m_{1} \\ y_{i}, & m_{1} \leq i \leq n-m_{2} \\ y_{i}+\beta \lambda{ }_{2}^{i-n}, & n-m_{2}<i \leq n\end{cases}
$$

where $m_{1}+m_{2} \leq n$. The error of the approximate solution $x^{*}$ to the exact solution x satisfies

$$
\begin{equation*}
\left\|x^{*}-x\right\|_{\infty} \leq|\alpha|\left|\lambda_{1}\right|^{m_{1}}+|\beta|\left|\lambda_{2}\right|^{-m_{2}} \tag{3.1}
\end{equation*}
$$

From (2.16), we know that the coefficients $\alpha$ and $\beta$ are bounded with respect to $n$, Therefore, when $m_{1}$ and $m_{2}$ are comparatively large, the approximate solution $x^{*}$ could be very accurate, but need less operations to compute.

In some applications, algorithm ES can be modified to approximate one which needs much less operations. Here, we consider two commonly occurred examples.

Example 1. When $\left(a_{1}, a_{2}, \cdots, a_{n}\right)=(b, c, 0, \cdots, 0),\left(b_{1}, b_{2}, \cdots, b_{n}\right)=(0, \cdots, 0, a$, b), we have

$$
\begin{aligned}
\Delta(\mathrm{n}) & =\left(\mathrm{b} \lambda_{1}+\mathrm{c} \lambda_{1}^{2}\right)\left(a \lambda_{2}^{-1}+b\right)-\left(b \lambda_{2}^{1-n}+c \lambda_{2}^{2-n}\right)\left(a \lambda_{1}^{\mathrm{n}-1}+b \lambda_{1}^{\mathrm{n}}\right) \\
& =a c \lambda_{2}+0\left(\lambda_{0}^{2 n}\right),
\end{aligned}
$$

where $\lambda_{0}=\max \left(\left|\lambda_{1}\right|,\left|\lambda_{2}^{-1}\right|\right)<1$, and

$$
\begin{aligned}
& B^{-1}=\frac{1}{\Delta(n)}\left[\begin{array}{cc}
a \lambda_{2}^{-1}+b & -b \lambda_{2}^{1-n}-c \lambda_{2}^{2-n} \\
-a \lambda_{1}^{n-1}-b \lambda_{1}^{n} & b \lambda_{1}+c \lambda_{1}^{2}
\end{array}\right] \\
&=-\frac{1}{a c \lambda_{2}}\left[\begin{array}{cc}
c \lambda \\
0 & a
\end{array}\right]+0\left(\left|\lambda_{0}\right|^{n}\right) .
\end{aligned}
$$

Substituting

$$
\left[\begin{array}{l}
a^{*} \\
\beta
\end{array}\right]=-\frac{1}{a c \lambda_{2}}\left[\begin{array}{cc}
c \lambda_{2} & 0 \\
0 & a
\end{array}\right]\left[\begin{array}{l}
f_{1}-b y_{1}-c y_{2} \\
f_{n}-a y_{n-1}-b y_{n}
\end{array}\right]=\left[\begin{array}{l}
a \\
\beta
\end{array}\right]+0\left(\lambda_{0}{ }^{n}\right)
$$

for $(\alpha, \beta)^{T}$, the second step of algorithm ES can be modified to

$$
\begin{equation*}
x_{i}^{* *}=y_{i}+\alpha^{*} \lambda_{1}^{i}+\beta * \lambda_{2}^{i-n}, \quad i=1,2, \cdots, n \tag{3.2}
\end{equation*}
$$

Example 2. When $\left(a_{1}, a_{2}, \cdots, a_{n}\right)=(b, c, 0, \cdots, 0, a),\left(b_{1}, b_{2}, \cdots, b_{n}\right)=(c, 0, \cdots, 0$, $a, b)$, we have

$$
\begin{aligned}
\Delta(n) & =\left(b \lambda_{1}+c \lambda 1_{1}^{2}+a \lambda_{1}^{n}\right)\left(c \lambda 2_{2}^{1-n}+a \lambda_{2}^{-1}+b\right)-\left(b \lambda_{2}^{1-n}+c \lambda_{2}^{2-n}+a\right)\left(c \lambda 1+a \lambda 1_{1}^{n-1}+b \lambda 1_{1}^{n}\right) \\
& =a c\left(\lambda_{1}^{-\lambda} 2_{2}\right)+0\left(\lambda_{0}^{n}\right)
\end{aligned}
$$

where $\lambda_{0}=\max \left(\left|\lambda_{1}\right|,\left|\lambda_{2}^{-1}\right|\right)<1$, and

$$
\begin{aligned}
& B^{-1}=\frac{1}{\Delta(n)}\left[\begin{array}{cc}
c \lambda_{2}^{1-n}+a \lambda_{2}^{-1}+b & -b \lambda \lambda_{2}^{1-n}-c \lambda_{2}^{2-n}-a \\
-c \lambda_{1}-a \lambda_{1}^{n-1}-b \lambda_{1}^{n} & b \lambda_{1}+c \lambda_{1}^{2}+a \lambda_{1}^{n}
\end{array}\right] \\
& =\left(B^{-1}\right)^{*}+0\left(\left|\lambda_{0}\right|^{n}\right)
\end{aligned}
$$

where

$$
\left(B^{-1}\right)^{*}=\frac{1}{\operatorname{ac}\left(\lambda_{1} \lambda_{2}\right)}\left[\begin{array}{ll}
c \lambda_{2} & a \\
c \lambda_{1} & a
\end{array}\right] .
$$

Substituting

$$
\left[\begin{array}{l}
a^{*} \\
\beta
\end{array}\right]=\left(B^{-1}\right) *\left[\begin{array}{l}
f_{1}-b y_{1}-c y_{2}-a y_{n} \\
f_{n}-a y_{1}-b y_{n-1}-c y_{n}
\end{array}\right]=\left[\begin{array}{l}
a \\
\beta
\end{array}\right]+0\left(\lambda_{0}^{n}\right)
$$

for $(\alpha, \beta)^{T}$, the second step of algorithm ES can also be modified to (3.2).
The modified approximate algorithm of ES in the above examples needs about $7 n$ arithmetic operations. The error of the approximate solution $x^{* *}$ to the exact solution $x$ satisfies the following estimate

$$
\left\|x^{* *}-x\right\|_{\infty} \leq\left|\alpha^{*}-\alpha\right|+\left|\beta^{*}-\beta\right|=0\left(\lambda_{0}{ }^{n}\right) .
$$

When n is large, (3.2) can be remodified to

$$
x_{i}^{* * *}= \begin{cases}y_{i}+\alpha^{*} \lambda_{1}, & 1 \leq i<m_{1}  \tag{3.3}\\ y_{i}, & m_{1} \leq i \leq n-m_{2} \\ y_{i}+\beta \lambda_{2}^{*}, n & n-m_{2}<i \leq n\end{cases}
$$

The error of $x^{* * *}$ to the exact solution $x$ satisfies the following estimates

$$
\begin{aligned}
& \left\|x^{* * *}-x\right\|_{\infty} \leq\left\|x^{* * *}-x^{*}\right\|_{\infty}+\left\|x^{*}-x\right\|_{\infty} \\
\leq & \left|\alpha^{*}-\alpha\right|+\left|\beta^{*}-\beta\right|+|\alpha|\left|\lambda_{1}\right|^{m_{1}}+|\beta|\left|\lambda_{2}\right|^{-m_{2}}
\end{aligned}
$$

If $n$ is large and $m_{1}, m_{2}$ are comparatively small, the remodified approximate algorithms of $E S$ in the above examples need about $5 n$ arithmetic operations.

We apply the algorithms described above to solve system (1.1) in the case of $a=1, b=4, c=1$, and $\left(a_{1}, a_{2}, \cdots, a_{n}\right)=(4,1,0, \cdots, 0,1),\left(b_{1}, b_{2}, \cdots, b_{n}\right)=(1,0, \cdots$, $0,1,4)$, which appears in the problem of periodic spline interpolation ${ }^{[3]}$. When $f=(6,6, \cdots, 6)^{T}$, the exact solution is $x=(1,1, \cdots, 1)^{T}$. If we use algorithm ES, the maximum error of the computed solution to the exact solution are less than $3.65 \times 10^{-12}$. If we use the modified algorithm of ES , we have

Table 1

| $n$ | 4 | 8 | 16 | $\geq 32$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left\\|x^{* *}-x\right\\|_{\infty}$ | $1.86 \times 10^{-3}$ | $9.73 \times 10^{-6}$ | $2.60 \times 10^{-10}$ | $3.65 \times 10^{-12}$ |

If we use the remodified algorithm of ES, let $E(n, m)=\left\|x^{* * *}-x\right\|_{\infty}$, where $m=m_{1}=m_{2}$, we have

Table 2

| $n$ | $E(n, 4)$ | $E(n, 8)$ | $E(n, 16)$ | $E(n, 32)$ |
| :---: | :---: | :---: | :---: | :---: |
| 8 | $1.89 \times 10^{-3}$ |  |  |  |
| 16 | $1.89 \times 10^{-3}$ | $9.76 \times 10^{-6}$ |  |  |
| 32 | $1.89 \times 10^{-3}$ | $9.76 \times 10^{-6}$ | $2.62 \times 10^{-10}$ |  |
| $\geq 64$ | $1.89 \times 10^{-3}$ | $9.76 \times 10^{-6}$ | $2.62 \times 10^{-10}$ | $3.65 \times 10^{-12}$ |

From Table 1 and 2 we know that the errors are mainly come from the substitution of (3.3) for (3.2), not from the substitution of ( $\alpha^{*}, \beta^{*}$ ) for $(\alpha, \beta)$. General speak, when $\left|\lambda_{1}\right|^{m_{1}}$ and $\left|\lambda_{2}\right|^{-m_{2}}$ are small enough, the remodified algorithm will yield satisfactory result.

The numerical experiments are made on IBM PC using Turbo Pascal version 5.0 of Borland International, Inc.
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The Uniqueness and Existence of Solution and Normal Boundary Condition for Thin Plate Bending Problem<br>Wang Zhehui Wu Ciqian<br>Department of Computer Science<br>Zhongshan University<br>Guang Zhou, PR China


#### Abstract

Spline finite strip method based on equi-mesh for structure analysis has been studied by C.Q. Wu , Y.K. Cheung and S.C. Fan in 1981 [1]. We propose the generalized trapezoid element method of non-equi-mesh processing on abitrary area and its error analysis in [2]. The basic problem of structure analysis, the uniqueness and existence of solution of thin plate bending problem is discussed in this paper in order to deal with boundary condition on abitrary area uniformly. The normal boundary condition is also proposed.


$$
\begin{aligned}
& \text { Let } \quad D=\left[\begin{array}{lll}
D_{x} & D_{1} & 0 \\
D_{1} & D_{y} & 0 \\
0 & 0 & D_{x y}
\end{array}\right] \quad\{\varepsilon\}=\left[\begin{array}{c}
-W_{x x} \\
-W_{y y} \\
2 W_{x y}
\end{array}\right]
\end{aligned}
$$

where $D_{x}, D_{y}, D_{1}$. $D_{x y}$ are positive constants satisfying $D_{x}, D_{y}>D_{1}$ and $W(x, y)$ displacement function on the bounded area $\Omega$.

Let $T \quad \partial \Omega$ be boundary of $\Omega$ and $W \in H^{2}(\Omega), f \in H^{\mathbf{0}}(\Omega)$. Definition (1)

$$
\begin{aligned}
\mathbf{J}(\mathbf{W}) & =\iint_{\Omega}\left[\frac{1}{2}\{\varepsilon\}^{T} D\{\varepsilon\}-W f\right] d x d y \\
& =\iint_{\Omega}\left\{\frac{1}{2}\left[D_{x} W_{x x}^{2}+2 D_{1} W_{x x} W_{y y}+D_{y} W_{y y}^{2}+4 D_{x y} W_{x y}^{2}\right]-W f\right\} d x d y
\end{aligned}
$$

Thin plate bending problem of structure analysis becomes the following problem.
find $W^{*} \in H^{2}(\Omega)$ such that

$$
\begin{equation*}
\mathrm{J}\left(\mathrm{~W}^{*}\right)=\min _{W \in H^{2}(\Omega)} \mathrm{J}(W) \tag{1}
\end{equation*}
$$

Definition (2)
For all $u, v \in H^{2}(\Omega) f \in H^{0}(\Omega)$, define
$a(u, v)=\iint_{\Omega}\left[D_{x} u_{x x} v_{x x}+D_{1} u_{x x} v_{y y}+D_{1} u_{y y} v_{x x}+D_{y} u_{y y} v_{y y}+4 D_{x y} u_{x y} v_{x y}\right] d x d y$ $(f, v)=\iint_{\Omega} f v d x d y$
Definition (3)
For all $u \in H^{k}(\Omega), k=0,1,2, \ldots$ define
$\|\mathbf{u}\|_{\mathbf{k}, \Omega}=\left\{\iint_{\Omega}\left[\sum_{0 \leq \alpha+\beta \leq \mathbf{k}} \quad\left(\frac{\partial^{k} \mathbf{u}}{\partial \mathbf{x}^{\alpha} \partial \mathbf{y} \beta}\right)^{2}\right] \mathrm{dxdy}\right\}^{1 / 2}$
$|\mathbf{u}|_{k, \Omega}=\left\{\iint_{\Omega}\left[\sum_{\alpha+\beta=k}\left(\frac{\partial^{k} u}{\partial x^{\alpha} \partial y \beta}\right)^{2}\right] d x d y\right\}^{1 / 2}$
By $\|u\|_{k},|u|_{k}$ denote $\|u\|_{k, \Omega},|u|_{k, \Omega}$ respectively, if there is no confusion.
Lemma (1)
Let $W^{*} \in H^{2}(\Omega)$ be the solution of (1) then

$$
\begin{equation*}
\mathrm{a}\left(W^{*}, \mathrm{v}\right)=(\mathrm{f}, \mathrm{v}) \quad \forall \mathrm{v} \in \mathrm{H}^{2}(\Omega) \tag{2}
\end{equation*}
$$

Conversely, $W^{*} \in H^{2}(\Omega)$ satisfying (2) must be the solution of (1)
Definition (4)
Let $\Gamma=\Gamma_{1} \cup \Gamma_{2} \cup \Gamma_{3}$ with $\Gamma_{1} \cap \Gamma_{j}=\phi \quad i \neq \mathbf{j}$ Define
$\mathbf{G}=\left\{\mathbf{u} ;\left.\mathbf{u}\right|_{\Gamma_{1}}=0,\left.\quad \mathbf{u}_{\mathbf{x}}\right|_{\Gamma_{2}}=\left.\mathbf{u}\right|_{\Gamma_{z}}=\left.\mathbf{u}\right|_{\Gamma_{2}}=0\right\}$
We name $\Gamma_{1}, \Gamma_{2}$ and $\Gamma_{3}$ as simple supported boundary, clamped boundary and free boundary respectively.
Define $H_{G}^{k}=\left\{u ; u \in H^{k}(\Omega)^{\cap G}\right\}$
especially, $\mathrm{E}=\left\{\mathbf{u} ; \mathbf{u}=\mathbf{u}_{\mathbf{x}}=\mathbf{u}_{\mathbf{y}}=0,(\mathbf{x}, \mathbf{y}) \in \Gamma\right\}$
$H_{E}^{k}=\left\{u ; u \in H^{k}(\Omega) \cap E\right\}$
Lemma (2)
Let $W^{*} \in H_{G}^{3}(\Omega)$ be the solution of the problem

$$
\begin{equation*}
J\left(W^{*}\right)=\min _{W \in H_{G}^{3}(\Omega)} J(W) \tag{3}
\end{equation*}
$$

Then

$$
\begin{equation*}
a\left(w^{*}, v\right)=(f, v) \quad \forall v \in H_{G}^{3}(\Omega) \tag{4}
\end{equation*}
$$

Conversely, $W^{*} \in H_{G}^{3}(\Omega)$ satisfying (4) must be the solution of (3)
Theorem (1)
Let $u_{1}, u_{2} \in H_{G}^{3}(\Omega)$ be solution of (3) Then there exist constants $\alpha_{o}, \beta_{o}, \gamma_{o}$ such that

$$
u_{1}=u_{2}+\alpha_{0} x+\beta_{0 y}+\gamma_{0} \quad(x, y) \in \bar{\Omega}
$$

lemma (3)

$$
\begin{aligned}
& \text { For all } u \in H^{4}(\Omega), v \in H^{2}(\Omega), f \in H^{o}(\Omega) \text { let } \\
& \qquad \begin{array}{l}
L u=D_{x} u_{x x x x}+\left(2 D_{1}+4 D_{x y}\right) u_{x x y y}+D_{y} u_{y y y y} \\
\Gamma_{3}(u)=\left[D_{x} u_{x x y}+\left(D_{1}+2 D_{x y}\right) u_{x y y}\right] \cos \alpha \\
\\
+\left[D_{y} u_{y y y}+\left(D_{1}+2 D_{x y}\right) u_{x x y}\right] \cos \beta
\end{array} \\
& \quad \Gamma_{2 x}(u)=\left[D_{x} u_{x x}+D_{1} u_{y y}\right] \cos \alpha+2 D_{x y} u_{x y} \cos \beta \\
& \Gamma_{z y}(u)=\left[D_{y} u_{y y}+D_{1} u_{x x}\right] \cos \beta+2 D_{x y} u_{x y} \cos \alpha
\end{aligned}
$$

where $(\cos \alpha, \cos \beta)$ is outer normal vector of $\Gamma$.Then
$\mathrm{a}(\mathrm{u}, \mathrm{v})-(\mathrm{f}, \mathrm{v})=(\mathrm{Lu}-\mathrm{f}, \mathrm{v})-\int_{\Gamma}\left[\mathrm{v} \Gamma_{\mathrm{y}}(\mathrm{u})-\mathrm{v}_{\mathrm{x}} \Gamma_{2 \mathrm{x}}(\mathrm{u})-\mathrm{v}_{\mathrm{y}} \Gamma_{2 \mathrm{y}}(\mathrm{u})\right] \mathrm{ds}$
Theorem (2)
Let $u^{*} \epsilon_{c}{ }^{*}(\overline{\Omega)}$ be the solution of boundary problem

$$
\begin{array}{lc}
\mathrm{Lu}=\mathrm{f} & (\mathrm{x}, \mathrm{y}) \in \Omega \\
\mathrm{u}=\Gamma_{2 \mathrm{x}}(\mathrm{u})=\Gamma_{2 \mathrm{y}}(\mathrm{u})=0 & (\mathrm{x}, \mathrm{y}) \in \Gamma_{1} \\
\mathrm{u}=\mathrm{u}_{\mathrm{x}}=\mathrm{u}_{\mathrm{y}}=0 & (\mathrm{x}, \mathrm{y}) \in \Gamma_{2} \\
\Gamma_{2 \mathrm{x}}(\mathrm{u})=\Gamma_{2 \mathrm{y}}(\mathrm{u})=\Gamma_{3}(\mathrm{u})=0 & (\mathrm{x}, \mathrm{y}) \in \Gamma_{3}
\end{array}
$$

Then $"^{*}$ is also the solution of the following variational problem.
Find ${ }^{*}{ }^{*} \mathrm{Ec}^{*}(\bar{\Omega}) \cap \mathrm{G}$ such that

$$
\begin{equation*}
\mathrm{J}\left(\mathbf{u}^{*}\right)=\min _{W \in H_{G}^{2}(\Omega)} \mathrm{J}(\mathbf{u}) \tag{7}
\end{equation*}
$$

Conversely let $u^{*} \mathcal{E}_{\mathbf{c}}{ }^{4} \overline{(\Omega)}$ be the solution of (7), then it must be the solution of (5) and (6). Throerem (3)

Let $u \epsilon_{c}{ }^{\boldsymbol{*}}\left(\overline{\Omega)}\right.$ then $u$ satisfies (5) and (6) iff $u \in H_{G}^{2}(\Omega)$ and

$$
\begin{equation*}
a(u, v)=(f, v) \quad \forall v \in H_{G}^{2}(\Omega) \tag{8}
\end{equation*}
$$

holds.
Definition (5) Let $u^{*} \in H_{G}^{2}(\Omega)$ be solution of (7). Define $u^{*}$ to be the generalized solution of (5), (6).
Theorem (4)
Suppose that G (cf. Definition (4)) satisfies one of the following conditions:
(i) $\Gamma_{2} \neq \Phi$ (ii) $\Gamma_{1} \neq \Phi$ and $\Gamma_{1}$ contains three points which are not on the same line.

If probelm (3) has solution, then it must have unique solution.
Definiion (6)
Suppose that G satisfies one of the following conditions
(i) $\Gamma_{2} \neq \varnothing$ (ii) $\Gamma_{1} \neq \Phi$ there exists $A_{k}\left(x_{k}, y_{k}\right) \in \Gamma_{1}, k=1,2,3$ such that $A_{1} \quad A_{2} A_{3}$ are not on the same line and $\Delta A_{1} A_{2} A_{3}$ contains the center of gravity of $\Omega$.
By "normal boundary condition" we name the boundary condition of $\mathbf{G}$.
Note : If the boundary condition is normal, variational problem (3) possesses solution which
has physical background. By Theorem (4) this solution $W^{*}$ is unique. In this case if $\mathbf{W}^{*} \in$ $H^{6}(\Omega)$, we know by embedding theorem that $W^{*} \in C^{4}(\bar{\Omega})$ and determined by (5) and (6). We can study the property of $\mathbf{W}^{*}$ by (5) and (6).
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# A CHARACTERIZATION OF Q-ALGEBRAS 

YANNIS TSERTOS<br>Mathematical Institute, University of Athens Panepistimiopolis Athens 15784 Greece

We will prove in this work the following:
(I) A t.a. (: topological algebra) $(E, \tau)$ is " Q " iff there exists $V \in W_{0}$ such that $r_{E} \leq g_{V}$.
(II) A l.c. (: locally convex) algebra $(E, \Gamma)$ is "Q" iff there exist $M>0$ and $p \in \Gamma$ such that $r_{E} \leq M \cdot p$.
(III) A l.m.c. (: locally multiplicatively convex) t.a. $(E, \Gamma)$ is "Q" iff there exists $p \in \Gamma$ such that $r_{E} \leq p$.

## Applications.

(IV) A "Q" locally convex *-algebra $(E, \Gamma)$ with the $B^{*}$-property is normed (: there exists $p \in \Gamma$ such that $q \leq p$ for all $q \in \Gamma$ ).
(V) (A. Mallios) A l.c. *-algebra $(E, \Gamma)$ with the $B^{*}$-property whose completion is a "Q"-algebra is normed.

Note 1. (III) is the generalization of the relation $r(x) \leq\|x\|, x \in E$ for the spectral radius $r$ of a Banach algebra $(E,\|\cdot\|)$. All the above are contained in [7].

## Definitions.

a) A t.v.s. (topological vector space) $(E, \tau)$ is in particular called a t.a. iff $\left.a_{1}\right) E$ is an algebra (over $\mathbb{C}$ ) and
$\left.a_{2}\right) x \mapsto a x, x \mapsto x a$ are both continuous for all $a \in E$ (: separately continuous multiplication in $(E, \tau)$ ).
b) We put $G_{E}^{q}:=\{x \in E: \exists y \in E: x+y-x y=x+y-y x=0\}$ for the set of quasi-invertible elements of $E$ (which is in fact a group under the circle-operation: $x \circ y:=x+y-x y, x, y \in E$ ) and in case $E$ is unital ( $: E$ has a "unit" $e: x e=e x=x, x \in E): G_{E}:=\{x \in E: \exists y \in E: x y=y x=e\}$ for the set of invertible elements of $E$ (which is in fact a group under the multiplication of $E$ ).
c) A t.a. $(E, \tau)$ is "Q" in case $G_{E}^{q} \in \tau$ (: equivalently $G_{E} \in \tau$ in the unital case or equivalently $G_{E}^{q} \in W_{0}(\tau)$ where $W_{0}(\tau)$ are the neighborhoods of 0 in $(E, \tau)$ ).
d) For each $x \in E$ we put $S p_{E}(x):=\left\{\lambda \in \mathbb{C}-\{0\}: \frac{x}{\lambda} \notin G_{E}^{q}\right\} \cup \Phi_{x}$ where:

$$
\Phi_{x}:= \begin{cases}\emptyset & \text { if } E \text { is unital and } x \in G_{E} \\ \{0\} & \text { if } E \text { is unital and } x \notin G_{E} \\ \{0\} & \text { for a non unital } E\end{cases}
$$

e) $r_{E}(x):=\sup \left\{|\lambda|: \lambda \in S p_{E}(x)\right\}, x \in E$ is the spectral radius of $x \in E$ (in case $S p_{E}(x) \neq \emptyset$ ) and the map $x \mapsto r_{E}(x)$ of $E$ onto $\mathbb{R}_{+}$is called the spectral radius of $E$ (which is defined for all $x$ with $S p_{E}(x) \neq \emptyset$ ). As a consequence of the Spectral Mapping Theorem we get $r_{E}\left(x^{n}\right)=r_{E}(x)^{n}$ and $r_{E}(\lambda x)=|\lambda| r_{E}(x), \lambda \in \mathbb{C}, x \in E, n \in \mathbb{N},\left(\mathbb{N}, \mathbb{R}_{+}, \mathbb{C}\right.$ above are respectively the sets of natural, positive real, complex numbers). Put

$$
S(E):=\left\{x \in E: r_{E}(x) \leq 1\right\}
$$

f) Given a balanced and absorbing $V \in W_{0}(\tau)$ we put $A_{x}(V):=\{\rho>0: x \in$ $\rho V\}, x \in E$. It is easy to see that $[\rho,+\infty) \subseteq A_{x} \subseteq[0,+\infty), \rho \in A_{x}, x \in E$ and we put

$$
g_{V}(x):=\inf A_{x}, \quad x \in E
$$

The map $g_{V}: E \rightarrow \mathbb{R}_{+}: x \mapsto g_{V}(x)$ satisfies $g_{V}(\lambda x)=|\lambda| g_{V}(x), \lambda \in \mathbb{C}$, $x \in E$.
g) In a l.c. algebra, $(E, \Gamma) \equiv\left(E, \tau_{\Gamma}\right)$ the topology $\tau_{\Gamma}$ has a base of neighborhoods of 0 spheres $S(p, \varepsilon):=\{x \in E: p(x)<\varepsilon\}, \varepsilon>0, p \in \Gamma$, where the family $\Gamma$ of (:vector space) seminorms on $E$ is supposed to be saturated
( $\max \{p, q\} \in \Gamma$ for all $p, q \in \Gamma$ ) and separating (: for $0 \neq x \in E$ there exists $p \in \Gamma: p(x) \neq 0)($ : saturability of $\Gamma$, it is not a loss of generality because $S(p, \varepsilon) \cap S(q, \varepsilon)=S(\max \{p, q\}, \varepsilon))$.
h) A l.c. algebra $(E, \Gamma)$ is in particular a l.m.c. algebra iff each $p \in \Gamma$ is an algebra-seminorm: $p(x y) \leq p(x) p(y), x, y \in E$. (: submultiplicative seminorm $p$ ).
i) A seminorm $p$ of a *-algebra $(E, *)$ (where the involution *: $E \rightarrow E$ is such that $x^{* *}:=\left(x^{*}\right)^{*}=x,(\lambda x+y)^{*}=\bar{\lambda} x^{*}+y^{*}$ and $(x y)^{*}=y^{*} x^{*}$ $x, y \in E, \lambda \in \mathbb{C}$ ) has the $B^{*}$-property iff $p\left(x^{*} x\right)=p(x)^{2}, x \in E$. By [6] a $B^{*}$-seminorm is submultiplicative.
j) For an algebra seminorm $p$ on $E, \operatorname{ker}(p):=\{x \in E: p(x)=0\} \equiv p^{-1}(0)$ is a (2-sided) ideal of $E$ and the quotient space $E_{p}:=E / \operatorname{ker}(p)$ equipped with the quotient-norm $\dot{p}\left(x_{p}\right):=\inf \{p(x+y): p(y)=0\}=p(x)$ (where $\left.x_{p} \equiv x+\operatorname{ker}(p)\right)$ it becomes a normed algebra and its completion $\hat{E}_{p} \equiv$ $\left(\widehat{E_{p}, p}\right)$ is a Banach algebra which in particular is a $C^{*}$-algebra in case $p$ is a $B^{*}$-seminorm.

Note 2. i) E. A. Michael [4] has the characterization "The l.c. algebra ( $E, \Gamma$ ) is "Q" iff $S(E) \in W_{0}\left(\tau_{\Gamma}\right)$ " and A. Mallios [3, Lemma II.4.2] "The t.a. $(E, \tau)$ is "Q" iff $S(E) \in W_{0}(\tau)$ ".
ii) G. Lassner [2] proved that "a "Q", complete, unital, barrelled, lmc *-algebra with the $B^{*}$-property is a $C^{*}$-algebra" and M. Fragoulopoulou [1, Theorem 3.3] using a much simpler technique, proved Lassner's result. At the same time, remove completeness and unit and replacing the property " $Q$ " by a weaker condition. In the same paper (ibid., Lemma 2.1, Theorem 2.2) it was also proved that every complete " $Q$ " l.m.c. algebra is, in fact, a $C^{*}$-algebra.

Proof. (I) (direct) Let $(E, \tau)$ be a "Q"-algebra. By $G_{E}^{q} \in \tau$ there exists a balanced, absorbing $U \in W_{0}(\tau)$ in such a way that for $V:=\frac{1}{2} U$ we have $0 \in V \subseteq U \subseteq G_{E}^{q}$. For arbitrary $x \in E, \rho \in A_{x}(V)$ and $\lambda \in \mathbb{C}:|\lambda| \geq \rho$ we have the following: $|\lambda| \in A_{x}(V), x \in|\lambda| V, x \in \lambda V, \frac{x}{\lambda} \in V \subseteq U \subseteq \bar{G}_{E}^{q}$, $\lambda \notin S p_{E}(x)$. Thus $S p_{E}(x) \subseteq\{\lambda \in \mathbb{C}:|\lambda| \leq \rho\}, r_{E}(x) \leq \rho$. Passing to the infimum we get:

$$
r_{E}(x) \leq \inf A_{x}(V) \equiv g_{V}(x), \quad x \in E
$$

(converse) Let $r_{E} \leq g_{V}$ for some $V \in W_{0}(\tau)$, and arbitrary $x \in \frac{1}{2} V$. Thus $\frac{1}{2} \in A_{x}(V), r_{E}(x) \leq g_{V}(x) \leq \frac{1}{2}<1,1 \notin S p_{E}(x), x=\frac{x}{1} \in G_{E}^{q}$. Thus $\frac{1}{2} V \subseteq G_{E}^{q}$ and so $G_{E}^{q} \in W_{0}(\tau)$.
(II) For $v \in W_{0}(\tau)$ with $r_{E} \leq g_{V}$ there exists $p \in \Gamma, \varepsilon>0:\{x \in E$ : $p(x)<\varepsilon\} \equiv S(p, \varepsilon) \subseteq V$. But $V \subseteq U$ is equivalent to $g_{U} \leq g_{V}, S(M \cdot p, \varepsilon)=$ $\frac{1}{M} S(p, \varepsilon)=S\left(p, \frac{\varepsilon}{M}\right), A_{x}(\lambda V)=\frac{1}{\lambda} A_{x}(V)$ and $g_{\lambda V}(x)=\frac{1}{\lambda} g_{V}(x), \lambda \in \mathbb{C}-\{0\}$, $x \in E$. Therefore $r_{E} \leq g_{V} \leq g_{S(p, \varepsilon)}=g_{\varepsilon S(p, 1)}=\frac{1}{\varepsilon} g_{S(p, 1)}=\frac{1}{\varepsilon} p \equiv M p$, with $M \equiv \frac{1}{\varepsilon}$.
(III) By (II) we have $r_{E} \leq M \cdot p$, for some $M>0, p \in \Gamma$, for some $M>0$, $p \in \Gamma$. Thus $r_{E}(x)=r_{E}\left(x^{n}\right)^{1 / n}$

$$
\begin{aligned}
\left(M p\left(x^{n}\right)\right)^{1 / n} & =M^{1 / n} p\left(x^{n}\right)^{1 / n} \leq M^{1 / n}\left(p(x)^{n}\right)^{1 / n} \\
& =M^{1 / n} p(x) \underset{n}{\rightarrow} p(x)
\end{aligned}
$$

(IV) There exists $p \in \Gamma$ such that $r_{E} \leq p$. By [3, p. 100] $r_{E}(x)=$ $\sup _{\Gamma} r_{\hat{E}_{p}}\left(x_{p}\right) \leq r_{\hat{E}_{p}}\left(x_{p}\right), x \in E, p \in \Gamma$, and by [5, Lemma 4.8.1] $\dot{q}\left(x_{q}\right)^{2}=$ $r_{\hat{E}_{q}}\left(x_{q}^{*} x_{q}\right), q \in \Gamma$, so that for arbitrary $q \in \Gamma$ we get $q(x)^{2}=\dot{q}\left(x_{q}\right)^{2}=$ $r_{\hat{E}_{q}}\left(x_{q}^{*} x_{q}\right)=r_{\hat{E}_{q}}\left(\left(x^{*} x\right)_{q}\right) \leq r_{E}\left(x^{*} x\right) \leq p\left(x^{*} x\right)=p(x)^{2}, x \in E$, for all $x \in E$ and the proof is complete.
(V) Similarly.
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#### Abstract

Let $X$ be a complex Banach space, and let $t \rightarrow T(t)(\|T(t)\| \leq 1, t \geq 0)$ be a strongly continuous contraction semigroup (on $X$ ) with infinitesimal generator $A$. In this paper I prove that $\|A x\|^{4} \leq \frac{1024}{3}\|x\|^{3}\left\|A^{4} x\right\|, \quad\left\|A^{2} x\right\|^{4} \leq \frac{10^{4}}{9}\|x\|^{2}\left\|A^{4} x\right\|^{2}, \quad\left\|A^{3} x\right\|^{4} \leq 192\|x\|\left\|A^{4} x\right\|^{3}$ hold for every $x \in D\left(A^{4}\right)$. Inequalities are established also for uniformly bounded strongly continuous semigroups, groups and cosine functions.


## 1. Introduction.

Edmund Landau (1913) [6] initiated the following extremum problem: The sharp inequality between the supremum-norms of derivatives of twice differentiable functions $f$ such that

$$
\begin{equation*}
i \mid f^{\prime}\left\|^{2} \leq 4\right\| f\| \| f^{\prime \prime} \| \tag{+}
\end{equation*}
$$

holds with norm referring to the space $C[0, \infty]$.
Then R. R. Kallman and G.-C. Rota (1970) [3] found the more general result that inequality

$$
\begin{equation*}
\|A x\|^{2} \leq 4\|x\|\left\|A^{2} x\right\| \tag{1}
\end{equation*}
$$

holds for every $x \in D\left(A^{2}\right)$, and $A$ the infinitesimal generator (i.e., the strong right derivative of $T$ at zero) of $t \rightarrow T(t)(t \geq 0)$ : a semigroup of linear contractions on a complex Banach space $X$

Besides Z. Ditzian (1975) [1] achieved the better inequality

$$
\begin{equation*}
\|A x\|^{2} \leq 2\|x\|\left\|A^{2} x\right\| \tag{2}
\end{equation*}
$$

for every $x \in D\left(A^{2}\right)$, where $A$ is the infinitesimal generator of a group $t \rightarrow T(t)$ $(\|T(t)\|=1, t \in \mathbb{R})$ of linear isometries on $X$.

Moreover H. Kraljević and S. Kurepa (1970) [4] established the even shaper inequality

$$
\begin{equation*}
\|A x\|^{2} \leq \frac{4}{3}\|x\|\left\|A^{2} x\right\| \tag{3}
\end{equation*}
$$

for every $x \in D\left(A^{2}\right)$, and $A$ the infinitesimal generator (i.e., the strong right second derivative of $T$ at zero) of $t \rightarrow T(t)(t \geq 0)$ : a strongly continuous cosine function of linear contractions on $X$. Therefore the best Landau's type constant is $\frac{4}{3}$ (for cosine functions).

The above-mentioned inequality (1)-(3) were extended by H. Kraljević and J. Pečarić (1990) [5] so that new Landau's type inequalities hold. In particular, they proved that

$$
\|A x\|^{3} \leq \frac{243}{8}\|x\|^{2}\left\|A^{3} x\right\|, \quad\left\|A^{2} x\right\|^{3} \leq 24\|x\|\left\|A^{3} x\right\|^{2}
$$

hold for every $x \in D\left(A^{3}\right)$, where $A$ is the infinitesimal generator of a strongly continuous contraction semigroup on $X$, Besides they obtained the analogous but better inequalities

$$
\|A x\|^{3} \leq \frac{9}{8}\|x\|^{2}\left\|A^{3} x\right\|, \quad\left\|A^{2} x\right\|^{3} \leq 3\|x\|\left\|A^{3} x\right\|^{2}
$$

hold for every $x \in D\left(A^{3}\right)$, where $A$ is the infinitesimal generator of a strongly continuous contraction group on $X$. Moreover they got the set of analogous inequalities

$$
\|A x\|^{3} \leq \frac{81}{40}\|x\|^{2}\left\|A^{3} x\right\|, \quad\left\|A^{2} x\right\|^{3} \leq \frac{72}{25}\|x\|\left\|A^{3} x\right\|^{2}
$$

for every $x \in D\left(A^{3}\right)$, where $A$ is the infinitesimal generator of a strongly continuous cosine function on $X$.

In this paper, I extended above inequalities $\left(1^{\prime}\right)-\left(3^{\prime}\right)$ so that other Landau's inequalities hold for every $x \in D\left(A^{4}\right)$, where $A$ is infinitesimal generator of a uniformly bounded continuous semigroup (resp. group, or cosine function).

## 2. Semigroups

Let $t \rightarrow T(t)$ be uniformly bounded $(\|T(t)\| \leq M<\infty, t \geq 0)$ strongly continuous semigroup of linear operators on $X$ with infinitesimal generator $A$, such that $T(0)=I(:=$ Identity) in $B(X):=$ the Banach algebra of bounded linear operators on $X, \lim _{t \downarrow 0} T(t) x=x$, for every $x$, and

$$
\begin{equation*}
A x=\lim _{t \downarrow 0} \frac{T(t)-I}{t} x \quad\left(=T^{\prime}(0) x\right) \tag{4}
\end{equation*}
$$

for every $x$ in a linear subspace $D(A)(:=$ Domain of $A)$, dense in $X$, [2].
For every $x \in D(A)$, I have the formula

$$
\begin{equation*}
T(t) x=x+\int_{0}^{t} T(u) A x d u \tag{5}
\end{equation*}
$$

Using integration by parts, I get the formula

$$
\begin{equation*}
\int_{0}^{t}\left(\int_{0}^{u} T v A^{2} x d v\right) d u=\int_{0}^{t}(t-u) T u A^{2} x d u \tag{6}
\end{equation*}
$$

Employing (6) and iterating (5), I find for every $x \in D\left(A^{2}\right)$ that

$$
T(t) x=x+t A x+\int_{0}^{t}(t-u) T u A^{2} x d u
$$

Similarly iterating ( $5^{\prime}$ ), I obtain for every $x \in D\left(A^{4}\right)$ that

$$
T(t) x=x+t A x+\frac{t^{2}}{2} A^{2} x+\frac{t^{3}}{6} A^{3} x+\frac{1}{6} \int_{0}^{t}(t-u)^{3} T u A^{4} x d u
$$

Theorem 1. Let $t \rightarrow T(t)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \geq 0)$ strongly continuous semigroup of linear operators on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{4} x \neq 0$. Then the following inequalities

$$
\begin{align*}
\|A x\| \leq & {\left[M \frac{\left((t s)^{2}+(s r)^{2}+(r t)^{2}\right)+s^{2}(r t-s r-s t)}{t s r(t-s)(s-r)}+\frac{t s+s r+r t}{t s r}\right]\|x\| } \\
& +M \frac{t s r}{24}\left\|A^{4} x\right\|  \tag{7}\\
\left\|A^{2} x\right\| \leq & 2\left[M \frac{\left(t r^{2}+s r^{2}+t^{2} s+t^{2} r\right)+s\left(r t-s^{2}\right)}{t s r(t-s)(s-r)}+\frac{t+s+r}{t s r}\right]\|x\| \\
& +M \frac{t s+s r+r t}{12}\left\|A^{4} x\right\| \\
\left\|A^{3} x\right\| \leq & 6\left[M \frac{(t s+s r+r t)-s^{2}}{t s r(t-s)(s-r)}+\frac{1}{t s r}\right]\|x\|+M \frac{t+s+r}{4}\left\|A^{4} x\right\|
\end{align*}
$$

hold for every $x \in D\left(A^{4}\right)$ and for every $t, s, r \in \mathbb{R}^{+}=(0, \infty), 0<t<s<r$.
Theorem 2. Let $t \rightarrow T(t)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \geq 0)$ strongly continuous semigroup of linear operators on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{4} x \neq 0$. Then the following inequalities

$$
\begin{align*}
\|A x\|^{4} & \leq \frac{32}{81} M g_{1}\left(m_{1}, m_{2}\right)\|x\|^{3}\left\|A^{4} x\right\|  \tag{8}\\
\left\|A^{2} x\right\|^{4} & \leq \frac{4}{9} M^{2} g_{2}\left(m_{1}, m_{2}\right)\|x\|^{2}\left\|A^{4} x\right\|^{2} \\
\left\|A^{3} x\right\|^{4} & \leq \frac{8}{9} M^{3} g_{3}\left(m_{1}, m_{2}\right)\|x\|\left\|A^{4} x\right\|^{3}
\end{align*}
$$

hold for every $x \in D\left(A^{4}\right)$, and for some $m_{1}, m_{2} \in \mathbb{R}^{+}, m_{2}>m_{1}>1$, where

$$
\begin{aligned}
& g_{1}\left(m_{1}, m_{2}\right)=\left(m_{1} m_{2}\right) \times \\
& {\left[M \frac{\left(m_{1}^{2}+\left(m_{1} m_{2}\right)^{2}+m_{2}^{2}\right)+m_{1}^{2}\left(m_{2}-m_{1} m_{2}-m_{1}\right)}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-m_{1}\right)}+\frac{m_{1}+m_{1} m_{2}+m_{2}}{m_{1} m_{2}}\right]^{3}} \\
& g_{2}\left(m_{1}, m_{2}\right)=\left(m_{1}+m_{1} m_{2}+m_{2}\right)^{2} \times \\
& {\left[M \frac{\left(m_{2}^{2}+m_{1} m_{2}^{2}+m_{1}+m_{2}\right)+m_{1}\left(m_{2}-m_{1}^{2}\right)}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-m_{1}\right)}+\frac{1+m_{1}+m_{2}}{m_{1} m_{2}}\right]^{2}} \\
& g_{3}\left(m_{1}, m_{2}\right)=\left(1+m_{1}+m_{2}\right)^{3}\left[M \frac{\left(m_{1}+m_{1} m_{2}+m_{2}\right)-m_{1}^{2}}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-m_{1}\right)}+\frac{1}{m_{1} m_{2}}\right]
\end{aligned}
$$

Theorem 3. Let $t \rightarrow T(t)$ be a strongly continuous contraction $(\|T(t)\| \leq$ $1, t \geq 0$ ) semigroup of linear operators on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{4} x \neq 0$. Then the following inequalities

$$
\begin{gather*}
\|A x\|^{4} \leq \frac{1024}{3}\|x\|^{3}\left\|A^{4} x\right\|  \tag{9}\\
\left\|A^{2} x\right\|^{4} \leq \frac{10^{4}}{9}\|x\|^{2}\left\|A^{4} x\right\|^{2} \\
\left\|A^{3} x\right\|^{4} \leq 192\|x\|\left\|A^{4} x\right\|^{3}
\end{gather*}
$$

hold for every $x \in D\left(A^{4}\right)$.
Proof of Theorem 1. In fact, formula ( $5^{\prime \prime}$ ) yield system

$$
\left.\begin{array}{c}
6 t A x+3 t^{2} A^{2} x+t^{3} A^{3} x=6 T(t) x-6 x-\int_{0}^{t}(t-u)^{3} T(u) A^{4} x d u \\
6 s A x+3 s^{2} A^{2} x+s^{3} A^{3} x=6 T(s) x-6 x-\int_{0}^{s}(s-u)^{3} T(u) A^{4} x d u  \tag{10}\\
6 r A x+3 r^{2} A^{2} x+r^{3} A^{3} x=6 T(r) x-6 x-\int_{0}^{r}(r-u)^{3} T(u) A^{4} x d u
\end{array}\right\}
$$

The coefficient determinant $D$ of system (10) is

$$
\begin{equation*}
D=18 t s r(t-s)(s-r)(r-t) \tag{11}
\end{equation*}
$$

It is clear that $D$ is positive because of the hypothesis: $0<t<s<r$. Therefore there is a unique solution of system (10) of the following form

$$
\begin{align*}
A x= & {\left[\frac{(s r)^{2}(r-s) T(t) x-(t r)^{2}(r-t) T(s) x+(t s)^{2}(s-t) T(r) x}{t s r(t-s)(s-r)(r-t)}\right.} \\
& \left.-\frac{t s+s r+r t}{t s r} x\right]-\int_{0}^{r} K_{1}(t, s, r ; u) T(u) A^{4} x d u  \tag{12}\\
A^{2} x= & 2\left[\frac{-(s r)\left(r^{2}-s^{2}\right) T(t) x+(t r)\left(r^{2}-t^{2}\right) T(s) x-(t s)\left(s^{2}-t^{2}\right) T(r) x}{t s r(t-s)(s-r)(r-t)}\right. \\
& \left.+\frac{t+s+r}{t s r} x\right]+\int_{0}^{r} K_{2}(t, s, r ; u) T(u) A^{4} x d u \\
A^{3} x= & 6\left[\frac{(s r)(r-s) T(t) x-(t r)(r-t) T(s) x+(t s)(s-t) T(r) x}{t s r(t-s)(s-r)(r-t)}-\frac{1}{t s r} x\right] \\
& -\int_{0}^{r} K_{3}(t, s, r ; u) T(u) A^{4} x d u
\end{align*}
$$

where

$$
\begin{aligned}
& \int \frac{(s r)^{2}(r-s)(t-u)^{3}-(t r)^{2}(r-t)(s-u)^{3}+(t s)^{2}(s-t)(r-u)^{3}}{6 t s r(t-s)(s-r)(r-t)}, \\
& 0 \leq u \leq t \\
& K_{1}= \begin{cases}\frac{-(t r)^{2}(r-t)(s-u)^{3}+(t s)^{2}(s-t)(r-u)^{3}}{6 t s r(t-s)(s-r)(r-t)}, & t \leq u \leq s,\end{cases} \\
& \frac{(t s)^{2}(s-t)(r-u)^{3}}{6 t s r(t-s)(s-r)(r-t)}, \\
& s \leq u \leq r \\
& \left(\frac{(s r)\left(r^{2}-s^{2}\right)(t-u)^{3}-(t r)\left(r^{2}-t^{2}\right)(s-u)^{3}+(t s)\left(s^{2}-t^{2}\right)(r-u)^{3}}{3 t s r(t-s)(s-r)(r-t)},\right. \\
& K_{2}= \begin{cases} & 0 \leq u \leq t \\
\frac{-(t r)\left(r^{2}-t^{2}\right)(s-u)^{3}+(t s)\left(s^{2}-t^{2}\right)(r-u)^{3}}{3 t s r(t-s)(s-r)(r-t)}, & t \leq u \leq s,\end{cases} \\
& \frac{(t s)\left(s^{2}-t^{2}\right)(r-u)^{3}}{3 t s r(t-s)(s-r)(r-t)}, \\
& s \leq u \leq r \\
& \left\{\frac{(s r)(r-s)(t-u)^{3}-(t r)(r-t)(s-u)^{3}+(t s)(s-t)(r-u)^{3}}{t s r(t-s)(s-r)(r-t)},\right. \\
& K_{3}= \begin{cases} & 0 \leq u \leq t \\
\frac{-(t r)(r-t)(s-u)^{3}+(t s)(s-t)(r-u)^{3}}{t s r(t-s)(s-r)(r-t)}, & t \leq u \leq s,\end{cases} \\
& \frac{(t s)(s-t)(r-u)^{3}}{t s r(t-s)(s-r)(r-t)}, \\
& s \leq u \leq r .
\end{aligned}
$$

It is obvious that $K_{i}=K_{i}(t, s, r ; u) \geq 0, i=1,2,3$, for every $u \in[0, r]$ ( $0<t<s<r$ ), and that the following equalities

$$
\begin{equation*}
\int_{0}^{r} K_{1} d u=\frac{t s r}{24}, \quad \int_{0}^{r} K_{2} d u=\frac{t s+s r+r t}{12}, \quad \int_{0}^{r} K_{3} d u=\frac{t+s+r}{4} \tag{13}
\end{equation*}
$$

hold. Note that (12)-(12") hold because the identities

$$
\begin{aligned}
& (s r)^{2}(r-s)-(t r)^{2}(r-t)+(t s)^{2}(s-t) \\
& =(t-s)(s-r)(r-t)(t s+s r+r t) \\
& -(s r)\left(r^{2}-s^{2}\right)+(t r)\left(r^{2}-t^{2}\right)-(t s)\left(s^{2}-t^{2}\right) \\
& =-(t-s)(s-r)(r-t)(t+s+r) \\
& (s r)(r-s)-(t r)(r-t)+(t s)(s-t) \\
& =(t-s)(s-r)(r-t)
\end{aligned}
$$

hold.
Therefore from formulas (12)-(12 $)$, (13), and triangle inequality, I get inequalities (7)-(7"). This completes the proof of Theorem 1.

## Proof of Theorem 2. Setting

$$
\begin{equation*}
s=m_{1} t, \quad r=m_{2} t, \quad m_{2}>m_{1}>1, \quad t>0 \tag{15}
\end{equation*}
$$

in $(7)-\left(7^{\prime \prime}\right)$, I obtain the following inequalities

$$
\begin{equation*}
\|A x\| \leq a_{1} \frac{1}{t}+b_{1} t^{3}, \quad\left\|A^{2} x\right\| \leq a_{2} \frac{1}{t^{2}}+b_{2} t^{2}, \quad\left\|A^{3} x\right\| \leq a_{3} \frac{1}{t^{3}}+b_{3} t \tag{16}
\end{equation*}
$$

where

$$
\begin{aligned}
a_{1}= & {\left[M \frac{\left(m_{1}^{2}+\left(m_{1} m_{2}\right)^{2}+m_{2}^{2}\right)+m_{1}^{2}\left(m_{2}-m_{1} m_{2}-m_{1}\right)}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-m_{1}\right)}\right.} \\
& \left.+\frac{m_{1}+m_{1} m_{2}+m_{2}}{m_{1} m_{2}}\right]\|x\| \\
b_{1}= & M \frac{m_{1} m_{2}}{24}\left\|A^{4} x\right\| \\
a_{2}= & 2\left[M \frac{\left(m_{2}^{2}+m_{1} m_{2}^{2}+m_{1}+m_{2}\right)+m_{1}\left(m_{2}-m_{1}^{2}\right)}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-m_{1}\right)}+\frac{1+m_{1}+m_{2}}{m_{1} m_{2}}\right]\|x\| \\
b_{2}= & M \frac{m_{1}+m_{1} m_{2}+m_{2}}{12}\left\|A^{4} x\right\| \\
a_{3}= & 6\left[M \frac{\left(m_{1}+m_{1} m_{2}+m_{2}\right)-m_{1}^{2}}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-m_{1}\right)}+\frac{1}{m_{1} m_{2}}\right]\|x\| \\
b_{3}= & M \frac{1+m_{1}+m_{2}}{4}\left\|A^{4} x\right\|
\end{aligned}
$$

Minimizing the right-hand side functions of $t$ of (16), I get the sharper inequalities.

$$
\begin{equation*}
\|A x\|^{4} \leq \frac{256}{27} a_{1}^{3} b_{1}, \quad\left\|A^{2} x\right\|^{4} \leq 16 a_{2}^{2} b_{2}^{2}, \quad\left\|A^{3} x\right\|^{4} \leq \frac{256}{27} a_{3} b_{3}^{3} \tag{17}
\end{equation*}
$$

But

$$
a_{1}^{3} b_{1}=\frac{M}{24} g_{1}\left(m_{1}, m_{2}\right)\|x\|^{3}\left\|A^{4} x\right\|, a_{2}^{2} b_{2}^{2}=\frac{M^{2}}{36} g_{2}\left(m_{1}, m_{2}\right)\|x\|^{2}\left\|A^{4} x\right\|^{2}
$$

and

$$
a_{3} b_{3}^{3}=\frac{3 M^{3}}{32} g_{3}\left(m_{1}, m_{2}\right)\|x\|\left\|A^{4} x\right\|^{3}
$$

Therefore from (15)-(17), I obtain inequalities (8)-( $\left.8^{\prime \prime}\right)$. This completes the proof of Theorem 2.

Proof of Theorem 3. Taking $M=1$, I have

$$
\begin{aligned}
& g_{1}\left(m_{1}, m_{2}\right)=8 g_{1}^{+}\left(m_{1}, m_{2}\right), \quad g_{2}\left(m_{1}, m_{2}\right)=4 g_{2}^{+}\left(m_{1}, m_{2}\right) \\
& g_{3}\left(m_{1}, m_{2}\right)=2 g_{3}^{+}\left(m_{1}, m_{2}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& g_{1}^{+}\left(m_{1}, m_{2}\right)=\left(m_{1} m_{2}\right)\left[\frac{m_{1}\left(1+m_{2}+m_{2}^{2}-m_{1}-m_{1} m_{2}\right)}{m_{2}\left(m_{1}-1\right)\left(m_{2}-m_{1}\right)}\right]^{3} \\
& g_{2}^{+}\left(m_{1}, m_{2}\right)=\left(m_{1}+m_{1} m_{2}+m_{2}\right)^{2}\left[\frac{1+m_{2}+m_{2}^{2}-m_{1}^{2}}{m_{2}\left(m_{1}-1\right)\left(m_{2}-m_{1}\right)}\right]^{2} \\
& g_{3}^{+}\left(m_{1}, m_{2}\right)=\left(1+m_{1}+m_{2}\right)^{3}\left[\frac{1+m_{2}-m_{1}}{m_{2}\left(m_{1}-1\right)\left(m_{2}-m_{1}\right)}\right]
\end{aligned}
$$

Hence inequalities (8)-( $\left.8^{\prime \prime}\right)$ are written, as follows:

$$
\begin{align*}
\|A x\|^{4} & \leq \frac{256}{81} g_{1}^{+}\left(m_{1}, m_{2}\right)\|x\|^{3}\left\|A^{4} x\right\|  \tag{18}\\
\left\|A^{2} x\right\|^{4} & \leq \frac{16}{9} g_{2}^{+}\left(m_{1}, m_{2}\right)\|x\|^{2}\left\|A^{4} x\right\|^{2} \\
\left\|A^{3} x\right\|^{4} & \leq \frac{16}{9} g_{3}^{+}\left(m_{1}, m_{2}\right)\|x\|\left\|A^{4} x\right\|^{3}
\end{align*}
$$

for some $m_{1}, m_{2} \in \mathbb{R}^{+}: m_{2}>m_{1}>1$.

All functions $g_{i}^{+}=g_{i}^{+}\left(m_{1}, m_{2}\right), i=1,2,3$, attain their minimum at the same $m_{1}, m_{2}: m_{1}=2+\sqrt{2}, m_{2}=3+2 \sqrt{2}$, so that

$$
\begin{equation*}
\min g_{1}^{+}\left(m_{1}, m_{2}\right)=108=\min g_{3}^{+}\left(m_{1}, m_{2}\right), \quad \min g_{2}^{+}\left(m_{1}, m_{2}\right)=625 \tag{19}
\end{equation*}
$$

Therefore inequalities (18)-(18 $18^{\prime \prime}$ ) and minima (19) yield the even sharper inequalities $(9)-\left(9^{\prime \prime}\right)$. This completes the proof of Theorem 3.

## 3. Groups

Let $t \rightarrow T(t)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \in \mathbb{R}=$ $(-\infty, \infty))$ strongly continuous group of linear operators on $X$ with infinitesimal generator $A$. It is clear that analogous inequalities (as those in the aforementioned Theorems 1-3) hold for every $t, s, r \in \mathbb{R}^{-}=(-\infty, 0), t<s<r<0$.

Case I: $s<0<t<r$.
Denote

$$
s=m_{1} t, \quad r=m_{2} t, \quad m_{1}<0, \quad m_{2}>1, \quad t>0
$$

and

$$
\begin{equation*}
x_{1}=6 t A x, \quad x_{2}=3 t^{2} A^{2} x, \quad x_{3}=t^{3} A^{3} x \tag{20}
\end{equation*}
$$

as well as

$$
\begin{aligned}
& a=6 T(t) x-6 x-\int_{0}^{t}(t-u)^{3} T(u) A^{4} x d u \\
& b=6 T\left(m_{1} t\right) x-6 x-\int_{0}^{m_{1} t}\left(m_{1} t-u\right)^{3} T(u) A^{4} x d u \\
& \left(=6 T\left(m_{1} t\right) x-6 x-m_{1}^{4} \int_{0}^{t}(t-u)^{3} T\left(m_{1} u\right) A^{4} x d u\right), \\
& c=6 T\left(m_{2} t\right) x-6 x-\int_{0}^{m_{2} t}\left(m_{2} t-u\right)^{3} T(u) A^{4} x d u
\end{aligned}
$$

Then system (10) takes the following form:
$x_{1}+x_{2}+x_{3}=a, \quad m_{1} x_{1}+m_{1}^{2} x_{2}+m_{1}^{3} x_{3}=b, \quad m_{2} x_{1}+m_{2}^{2} x_{2}+m_{2}^{3} x_{3}=c$

Solving system ( $10^{\prime}$ ), I find the unique solution

$$
\begin{align*}
& x_{1}=\frac{\left(m_{1} m_{2}\right)^{2}\left(m_{2}-m_{1}\right) a-m_{2}^{2}\left(m_{2}-1\right) b+m_{1}^{2}\left(m_{1}-1\right) c}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}  \tag{21}\\
& x_{2}=\frac{-\left(m_{1} m_{2}\right)\left(m_{2}^{2}-m_{1}^{2}\right) a+m_{2}\left(m_{2}^{2}-1\right) b-m_{1}\left(m_{1}^{2}-1\right) c}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)} \\
& x_{3}=\frac{\left(m_{1} m_{2}\right)\left(m_{2}-m_{1}\right) a-m_{2}\left(m_{2}-1\right) b+m_{1}\left(m_{1}-1\right) c}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}
\end{align*}
$$

Theorem 4. Let $t \rightarrow T(t)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \in \mathbb{R})$ strongly continuous group of linear operators on complex Banach space $X$ with infinitesimal generator $A$, such that $A^{4} x \neq 0$. Then

$$
\begin{align*}
\|A x\| \leq & {\left[M \frac{\left(m_{1} m_{2}\right)^{2}+m_{1}^{2}+m_{2}^{2}-m_{1}+m_{1} m_{2}-m_{2}}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)}+\frac{m_{1}+m_{1} m_{2}+m_{2}}{m_{1} m_{2}}\right] } \\
& \times\|x\| \frac{1}{t}+M \frac{\left(m_{1} m_{2}\right)\left(1+m_{1}-m_{1} m_{2}+m_{2}\right)}{24\left(m_{1}-1\right)\left(m_{2}-1\right)}\left\|A^{4} x\right\| t^{3}  \tag{22}\\
\left\|A^{2} x\right\| \leq & 2(M+1)\left(-\frac{1+m_{1}+m_{2}}{m_{1} m_{2}}\right)\|x\| \frac{1}{t^{2}} \\
& +\frac{M}{12}\left(-\left(m_{1}+m_{1} m_{2}+m_{2}\right)\right)\left\|A^{4} x\right\| t^{2} \\
\left\|A^{3} x\right\| \leq & 6\left[M \frac{m_{1}+m_{1} m_{2}+m_{2}-m_{2}^{2}}{m_{1} m_{2}\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}-\frac{1}{m_{1} m_{2}}\right]\|x\| \frac{1}{t^{3}} \\
& +M \frac{-m_{1}^{2} m_{2}-m_{1} m_{2}+m_{1} m_{2}^{2}+\left(m_{1} m_{2}\right)^{2}+m_{2}^{2}+m_{2}^{4}}{4 m_{2}\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}\left\|A^{4} x\right\| t,
\end{align*}
$$

hold for every $x \in D\left(A^{4}\right)$, for every $t \in \mathbb{R}^{+}$, and for some $m_{1} \in \mathbb{R}^{-}, m_{2} \in \mathbb{R}^{+}$,

$$
-\left(m_{2}+1\right)<m_{1}<-\frac{m_{2}}{m_{2}+1}, \quad m_{2}>1
$$

Theorem 5. Let $t \rightarrow T(t)$ be a contraction $(\|T(t)\| \leq 1, t \in \mathbb{R})$ strongly continuous group of linear operators on complex Banach space $x$ with infinitesimal generator $A$, such that $A^{4} x \neq 0$. Then the following inequalities

$$
\begin{align*}
& \|A x\|^{4} \leq \frac{256}{81} f_{1}\left(m_{1}, m_{2}\right)\|x\|^{3}\left\|A^{4} x\right\|  \tag{23}\\
& \left\|A^{2} x\right\|^{4} \leq \frac{16}{9} f_{2}\left(m_{1}, m_{2}\right)\|x\|^{2}\left\|A^{4} x\right\|^{2} \\
& \left\|A^{3} x\right\|^{4} \leq \frac{16}{9} f_{3}\left(m_{1}, m_{2}\right)\|x\|\left\|A^{4} x\right\|^{3}
\end{align*}
$$

hold for every $x \in D\left(A^{4}\right)$, and for some $m_{1} \in \mathbb{R}^{-}, m_{2} \in \mathbb{R}^{+}$,

$$
-\left(m_{2}+1\right)<m_{1}<-\frac{m_{2}}{m_{2}+1}, \quad m_{2}>1
$$

where

$$
\begin{aligned}
& f_{1}\left(m_{1}, m_{2}\right)=\left(\frac{m_{1} m_{2}}{\left(m_{1}-1\right)\left(m_{2}-1\right)}\right)^{4}\left(1+m_{1}-m_{1} m_{2}+m_{2}\right) \\
& f_{2}\left(m_{1}, m_{2}\right)=\left(\frac{1+m_{1}+m_{2}}{m_{1} m_{2}}\right)^{2}\left(m_{1}+m_{1} m_{2}+m_{2}\right)^{2} \\
& f_{3}\left(m_{1}, m_{2}\right)= \\
& \frac{\left(1+m_{1}-m_{2}\right)\left(-m_{1}^{2} m_{2}-m_{1} m_{2}+m_{1} m_{2}^{2}+\left(m_{1} m_{2}\right)^{2}+m_{2}^{2}+m_{2}^{4}\right)^{3}}{\left(m_{1} m_{2}^{3}\right)\left(\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)\right)^{4}}
\end{aligned}
$$

Theorem 6. Let $t \rightarrow T(t)$ be a strongly continuous contraction $(\|T(t)\| \leq$ $1, t \in \mathbb{R}$ ) group of linear operators on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{4} x \neq 0$. Then the following inequalities

$$
\begin{align*}
& \|A x\|^{4} \leq 10\left(\frac{5}{6}\right)^{4}\|x\|^{3}\left\|A^{4} x\right\|  \tag{24}\\
& \left\|A^{2} x\right\|^{4} \leq \frac{16}{9}-\|x\|^{2}\left\|A^{4} x\right\|^{2} \\
& \left\|A^{3} x\right\|^{4} \leq 10 \frac{5^{4} 13^{3}}{2^{5} 3^{6}}\|x\|\left\|A^{4} x\right\|^{3}
\end{align*}
$$

hold for every $x \in D\left(A^{4}\right)$.
Theorem 7. Let $t \rightarrow T(t)$ be a strongly continuous contraction $(\|T(t)\| \leq$ $1, t \in \mathbb{R}$ ) group of linear operators on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{4} x \neq 0$. Then the following inequalities

$$
\begin{align*}
\|A x\|^{4} & \leq \frac{32}{81} \frac{m_{20}^{5}}{\left(m_{20}-1\right)^{4}}\|x\|^{3}\left\|A^{4} x\right\|  \tag{25}\\
\left\|A^{2} x\right\|^{4} & \leq \frac{16}{9}\|x\|^{2}\left\|A^{4} x\right\|^{2} \\
\left\|A^{3} x\right\|^{4} & \leq \frac{16}{9} \frac{m_{20}^{4}\left(1+m_{20}^{2}\right)^{3}}{\left(m_{20}^{2}-1\right)^{4}}\|x\|\left\|A^{4} x\right\|^{3},
\end{align*}
$$

hold for every $x \in D\left(A^{4}\right)$, where

$$
m_{20}=\sqrt{\frac{7+\sqrt{57}}{2}}
$$

Proof of Theorem 4. In fact, from (20) and (21)-(21"), I get

$$
\begin{align*}
& A x=\frac{x_{1}}{6 t}= \\
& \left(\frac{\left(m_{1} m_{2}\right)^{2}\left(m_{2}-m_{1}\right) T(t) x-m_{2}^{2}\left(m_{2}-1\right) T\left(m_{1} t\right) x+m_{1}^{2}\left(m_{1}-1\right) T\left(m_{2} t\right) x}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}\right. \\
& \left.-\frac{\left(m_{1} m_{2}\right)^{2}\left(m_{2}-m_{1}\right)-m_{2}^{2}\left(m_{2}-1\right)+m_{1}^{2}\left(m_{1}-1\right)}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)} x\right) \frac{1}{t} \\
& -\left[\int _ { 0 } ^ { t } ( t - u ) ^ { 3 } \left(\frac{\left(m_{1} m_{2}\right)^{2}\left(m_{2}-m_{1}\right) T(u)-m_{2}^{2}\left(m_{2}-1\right) m_{1}^{4} T\left(m_{1} u\right)}{6 m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}\right.\right. \\
& \left.\left.+\frac{m_{1}^{2}\left(m_{1}-1\right) m_{2}^{4} T\left(m_{2} u\right)}{6 m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}\right) A^{4} x d u\right] \frac{1}{t} \tag{26}
\end{align*}
$$

$$
\begin{align*}
& A^{2} x=\frac{x_{2}}{3 t^{2}}= \\
& 2\left(\frac{-m_{1} m_{2}\left(m_{2}^{2}-m_{1}^{2}\right) T(t) x+m_{2}\left(m_{2}^{2}-1\right) T\left(m_{1} t\right) x-m_{1}\left(m_{1}^{2}-1\right) T\left(m_{2} t\right) x}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}\right. \\
& \left.-\frac{-m_{1} m_{2}\left(m_{2}^{2}-m_{1}^{2}\right)+m_{2}\left(m_{2}^{2}-1\right)-m_{1}\left(m_{1}^{2}-1\right)}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)} x\right) \frac{1}{t^{2}} \\
& -\left[\int _ { 0 } ^ { t } ( t - u ) ^ { 3 } \left(\frac{-m_{1} m_{2}\left(m_{2}^{2}-m_{1}^{2}\right) T(u)+m_{2}\left(m_{2}^{2}-1\right) m_{1}^{4} T\left(m_{1} u\right)}{3 m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}\right.\right. \\
& \left.\left.-\frac{m_{1}\left(m_{1}^{2}-1\right) m_{2}^{4} T\left(m_{2} u\right)}{3 m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}\right) A^{4} x d u\right] \frac{1}{t^{2}}, \\
& A^{3} x=\frac{x_{3}}{t^{3}}= \\
& 6\left(\frac{m_{1} m_{2}\left(m_{2}-m_{1}\right) T(t) x-m_{2}\left(m_{2}-1\right) T\left(m_{1} t\right) x+m_{1}\left(m_{1}-1\right) T\left(m_{2} t\right) x}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}\right. \\
& \left.-\frac{m_{1} m_{2}\left(m_{2}-m_{1}\right)-m_{2}\left(m_{2}-1\right)+m_{1}\left(m_{1}-1\right)}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)} x\right) \frac{1}{t^{3}} \\
& -\left[\int _ { 0 } ^ { t } ( t - u ) ^ { 3 } \left(\frac{m_{1} m_{2}\left(m_{2}-m_{1}\right) T(u)-m_{2}\left(m_{2}-1\right) m_{1}^{4} T\left(m_{1} u\right)}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}\right.\right. \\
& \left.\left.+\frac{m_{1}\left(m_{1}-1\right) m_{2}^{4} T\left(m_{2} u\right)}{m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}\right) A^{4} x d u\right] \frac{1}{t^{3}}
\end{align*}
$$

But it is clear that the following identities:

$$
\begin{aligned}
& \left(m_{1} m_{2}\right)^{2}\left(m_{2}-m_{1}\right)-m_{2}^{2}\left(m_{2}-1\right)+m_{1}^{2}\left(m_{1}-1\right) \\
& \quad=\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)\left(m_{1}+m_{1} m_{2}+m_{2}\right) \\
& -m_{1} m_{2}\left(m_{2}^{2}-m_{1}^{2}\right)+r n_{2}\left(m_{2}^{2}-1\right)-m_{1}\left(m_{1}^{2}-1\right) \\
& \quad=-\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)\left(1+m_{1}+m_{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -m_{1} m_{2}\left(m_{2}^{2}-m_{1}^{2}\right)+m_{2}\left(m_{2}^{2}-1\right) m_{1}^{4}-m_{1}\left(m_{1}^{2}-1\right) m_{2}^{4} \\
& \quad=-m_{1} m_{2}\left(m_{1}-1\right)\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)\left(m_{1}+m_{1} m_{2}+m_{2}\right)
\end{aligned}
$$

hold. Applying these identities and formulas (26)-(26"), I obtain inequalities (22)-(22"). This completes the proof of Theorem 4.

Proof of Theorem 5. In fact, from inequalities (22)-(22") I get

$$
\begin{equation*}
\|A x\| \leq a_{1}^{+} \frac{1}{t}+b_{1}^{+} t^{3}, \quad\left\|A^{2} x\right\| \leq a_{2}^{+} \frac{1}{t^{2}}+b_{2}^{+} t^{2}, \quad\left\|A^{3} x\right\| \leq a_{3}^{+} \frac{1}{t^{3}}+b_{3}^{+} t \tag{27}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{1}^{+}=2 \frac{m_{1} m_{2}}{\left(m_{1}-1\right)\left(m_{2}-1\right)}\|x\| \\
& b_{1}^{+}=\frac{\left(m_{1} m_{2}\right)\left(1+m_{1}-m_{1} m_{2}+m_{2}\right)}{24\left(m_{1}-1\right)\left(m_{2}-1\right)}\left\|A^{4} x\right\|, \\
& a_{2}^{+}=(-4) \frac{1+m_{1}+m_{2}}{m_{1} m_{2}}\|x\|, \\
& b_{2}^{+}=-\frac{1}{12}\left(m_{1}+m_{1} m_{2}+m_{2}\right)\left\|A^{4} x\right\|, \\
& a_{3}^{+}=12 \frac{1+m_{1}-m_{2}}{m_{1}\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}\|x\|, \\
& b_{3}^{+}=\frac{-m_{1}^{2} m_{2}-m_{1} m_{2}+m_{1} m_{2}^{2}+\left(m_{1} m_{2}\right)^{2}+m_{2}^{2}+m_{2}^{4}}{4 m_{2}\left(m_{2}-1\right)\left(m_{2}-m_{1}\right)}\left\|A^{4} x\right\|,
\end{aligned}
$$

and new identities:

$$
\begin{aligned}
& m_{1} m_{2}\left(m_{1}-m_{2}\right)+m_{2}\left(m_{2}-1\right)+m_{1}\left(m_{1}-1\right) \\
& =\left(m_{1}-1\right)\left(m_{1}+m_{1} m_{2}+m_{2}-m_{2}^{2}\right) \\
& m_{1} m_{2}\left(m_{1}-m_{2}\right)+m_{2}\left(m_{2}-1\right) m_{1}^{4}+m_{1}\left(m_{1}-1\right) m_{2}^{4} \\
& =m_{1}\left(m_{1}-1\right)\left(-m_{1}^{2} m_{2}-m_{1} m_{2}+m_{1} m_{2}^{2}+\left(m_{1} m_{2}\right)^{2}+m_{2}^{2}+m_{2}^{4}\right)
\end{aligned}
$$

Minimizing the right-hand side of (27), I find

$$
\begin{align*}
& \|A x\|^{4} \leq \frac{256}{27}\left(a_{1}^{+}\right)^{3}\left(b_{1}^{+}\right), \quad\left\|A^{2} x\right\|^{4} \leq 16\left(a_{2}^{+}\right)^{2}\left(b_{2}^{+}\right)^{2} \\
& \left\|A^{3} x\right\|^{4} \leq \frac{256}{27}\left(a_{3}^{+}\right)\left(b_{3}^{+}\right)^{3}, \tag{28}
\end{align*}
$$

where

$$
\begin{aligned}
& \left(a_{1}^{+}\right)^{3}\left(b_{1}^{+}\right)=\frac{8}{24} f_{1}\left(m_{1}, m_{2}\right) \\
& \left(a_{2}^{+}\right)^{2}\left(b_{2}^{+}\right)^{2}=\frac{1}{9} f_{2}\left(m_{1}, m_{2}\right), \\
& \left(a_{3}^{+}\right)\left(b_{3}^{+}\right)^{3}=\frac{3}{16} f_{3}\left(m_{1}, m_{2}\right)
\end{aligned}
$$

Therefore inequalities (28) yield inequalities (23)-(23"). This completes the proof of Theorem 5.

Proof of Theorem 6. Setting $m_{1}=-1$, I get $\min f_{1}\left(-1, m_{2}\right)=10\left(\frac{5}{8}\right)^{4}$ at $m_{2}=5$. Hence $f_{2}(-1,5)=1, f_{3}(-1,5)=5^{4}(13)^{3} / 2^{9} 3^{4} \quad$ Therefore from formulas (23)-(23") and $m_{1}=-1, m_{2}=5$, I get inequalities (24)-(24"). This completes the proof of Theorem 6 .

Proof of Theorem 7. In fact, $\min f_{3}\left(-1, m_{2}\right)=f_{3}\left(-1, m_{20}\right)=\frac{m_{20}^{4}\left(1+m_{20}^{2}\right)^{3}}{\left(m_{20}^{2}-1\right)^{4}}$, where $m_{20}=\sqrt{\frac{7+\sqrt{57}}{2}}\left(=\right.$ root $(>1)$ of equation: $\left.m_{2}^{4}-7 m_{2}^{2}-2=0\right)$. Besides I have

$$
f_{1}\left(-1, m_{20}\right)=\frac{1}{8} \frac{m_{20}^{5}}{\left(m_{20}-1\right)^{4}}
$$

Therefore from formulas (24)-(24"), and $m_{1}=-1, m_{2}=m_{20}$, I obtain inequalities (25)-(25"). This completes the proof of Theorem 7 .

Case II: $r<s<0<t$.
Denote $s=m_{1} t, r=m_{2} t, m_{2}=m<-1, m_{1}=-1, t>0$. From (21)-(21"), I have

$$
\begin{align*}
& x_{1}=\frac{m^{2}(m+1) a-m^{2}(m-1) b-2 c}{2 m\left(m^{2}-1\right)}, \\
& x_{2}=\frac{a+b}{2}, \\
& x_{3}=\frac{-m(m+1) a-m(m-1) b+2 c}{2 m\left(m^{2}-1\right)} . \tag{29}
\end{align*}
$$

Therefore from (29) and (20), I obtain

$$
\begin{align*}
& A x= \\
& \left(\frac{-m^{2}(m+1) T(t) x+m^{2}(m-1) T(-t) x+2 T(m t) x}{2 m\left(1-m^{2}\right)}-\frac{1}{m} x\right) \frac{1}{t}  \tag{30}\\
& +\left(\int_{0}^{t}(t-u)^{3} \frac{m^{2}(m+1) T(u)-m^{2}(m-1) T(-u)-2 m^{4} T(m u)}{12 m\left(1-m^{2}\right)} A^{4} x d u\right) \frac{1}{t} \\
& A^{2} x= \\
& 2\left(\frac{T(t) x+T(-t) x}{2}-x\right) \frac{1}{t^{2}}-\left(\int_{0}^{t}(t-u)^{3} \frac{T(u)+T(-u)}{6} A^{4} x d u\right) \frac{1}{t^{2}} \\
& A^{3} x= \\
& 6\left(\frac{m(m+1) T(t) x+m(m-1) T(-t) x-2 T(m t) x}{2 m\left(1-m^{2}\right)}+\frac{1}{m} x\right) \frac{1}{t^{3}} \\
& +\left(\int_{0}^{t}(t-u)^{3} \frac{-m(m+1) T(u)-m(m-1) T(-u)+2 m^{4} T(m u)}{2 m\left(1-m^{2}\right)} A^{4} x d u\right) \frac{1}{t^{3}}
\end{align*}
$$

Thus from formulas (30)-(30") I get

$$
\begin{align*}
\|A x\| & \leq \frac{m}{m+1}\|x\| \frac{1}{t}+\left(-\frac{m^{2}}{24(m+1)}\right)\left\|A^{4} x\right\| t^{3}  \tag{31}\\
\left\|A^{2} x\right\| & \leq 4\|x\| \frac{1}{t^{2}}+\frac{1}{12}\left\|A^{4} x\right\| t^{2} \\
\left\|A^{3} x\right\| & \leq 12 \frac{m}{1-m^{2}}\|x\| \frac{1}{t^{3}}+\frac{1}{4} \frac{m\left(1+m^{2}\right)}{1-m^{2}}\left\|A^{4} x\right\| t
\end{align*}
$$

Minimizing the right-hand side of inequalities (31)-(31"), I find

$$
\begin{align*}
\|A x\|^{4} & \leq \frac{32}{81} h_{1}(m)\|x\|^{3}\left\|A^{4} x\right\|  \tag{32}\\
\left\|A^{2} x\right\|^{4} & \leq \frac{16}{9}\|x\|^{2}\left\|A^{4} x\right\|^{2} \\
\left\|A^{3} x\right\|^{4} & \leq \frac{16}{9} h_{3}(m)\|x\|\left\|A^{4} x\right\|^{3}
\end{align*}
$$

where

$$
h_{1}(m)=-\frac{m^{5}}{(m+1)^{4}}, \quad h_{3}(m)=\frac{m^{4}\left(1+m^{2}\right)^{3}}{\left(1-m^{2}\right)^{4}}, \quad m<-1
$$

First, minimizing $h_{1}(m), m<-1$, I get $m=-5$. Then inequalities (32)(32") (with $m=-5$ ) are the same as the inequalities (24)-(24"). Finally, minimizing $h_{3}(m), m<-1$, I obtain $m=m_{0}=-\sqrt{(7+\sqrt{57}) / 2}$. Then inequalities (32)-(32") (with $m=m_{0}$ ) are the same as the inequalities (25)(25").

## 4. Cosine functions

Let $t \rightarrow T(t)(t \geq 0)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \geq 0)$ strongly continuous cosine function with infinitesimal operator $A$, such that $T(0)=I$ (:=identity) in $B(X), \lim _{t \downarrow 0} T(t) x=x, \forall x$, and $A$ is defined as the strong second derivatives of $T$ at zero:

$$
\begin{equation*}
A x=T^{\prime \prime}(0) x \tag{33}
\end{equation*}
$$

for every $x$ in a linear subspace $D(A)$, which is dense in $X,[5]$.
For every $x \in D(A)$, I have the formula

$$
\begin{equation*}
T(t) x=x+\int_{0}^{t}(t-u) T(u) A x d u \tag{34}
\end{equation*}
$$

Using integration by parts, I get from (34) the formula

$$
\begin{equation*}
\int_{0}^{t}(t-u)\left(\int_{0}^{u}(u-v) f(v) d v\right) d u=\frac{1}{6} \int_{0}^{t}(t-v)^{3} f(v) d v \tag{35}
\end{equation*}
$$

where $f(v)=T v A^{2} x$. Note the Leibniz formula:

$$
\begin{equation*}
\frac{d}{d u}\left(\int_{0}^{u}(u-v)^{n} f(v) d v\right)=n\left(\int_{0}^{u}(u-v)^{n-1} f(v) d v\right) \tag{36}
\end{equation*}
$$

Employing (35)-(36) and iterating (34), I find for every $x \in D\left(A^{2}\right)$ that

$$
T(t) x=x+\frac{t^{2}}{2!} A x+\frac{1}{3!} \int_{0}^{t}(t-u)^{3} T(u) A^{2} x d x
$$

Similarly iterating (34') I obtain for every $x \in D\left(A^{4}\right)$ that

$$
T(t) x=x+\frac{t^{2}}{2!} A x+\frac{t^{4}}{4!} A^{2} x+\frac{t^{6}}{6!} A^{3} x+\frac{1}{7!} \int_{0}^{t}(t-u)^{7} T(u) A^{4} x d u
$$

Theorem 8. Let $t \rightarrow T(t)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \geq$ 0 ) strongly continuous cosine funition on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{4} x \neq 0$. Then the following inequalities

$$
\begin{align*}
\|A x\| \leq & 2\left[M \frac{(t s)^{2}+(s r)^{2}+(r t)^{2}+s^{2}(r t-s r-s t)}{t s r(t-s)(s-r)}+\frac{t s+s r+r t}{t s r}\right]\|x\| \\
& +M \frac{t s r}{20160}\left\|A^{4} x\right\|  \tag{37}\\
\left\|A^{2} x\right\| \leq & 24\left[M \frac{\left(t s^{2}+s r^{2}+t^{2} s+t^{2} r\right)+s\left(r t-s^{2}\right)}{t s r(t-s)(s-r)}+\frac{t+s+r}{t s r}\right]\|x\| \\
& +M \frac{t s+s r+r t}{1680}\left\|A^{4} x\right\| \\
\left\|A^{3} x\right\| \leq & 720\left[M \frac{(t s+s r+r t)-s^{2}}{t s r(t-s)(s-r)}+\frac{1}{t s r}\right]\|x\| \\
& +M \frac{t+s+r}{56}\left\|A^{4} x\right\|
\end{align*}
$$

hold for every $x \in D\left(A^{4}\right)$, and for every $t, s, r \in \mathbb{R}^{+}, 0<t<s<r$.

Theorem 9. Let $t \rightarrow T(t)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \geq$ 0 ) strongly continuous cosine function on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{4} x \neq 0$. Then the following inequalities

$$
\begin{align*}
& \|A x\|^{4} \leq \frac{32}{8505} M g_{1}\left(m_{1}, m_{2}\right)\|x\|^{3}\left\|A^{4} x\right\|  \tag{38}\\
& \left\|A^{2} x\right\|^{4} \leq \frac{4}{12} \frac{25}{M^{2}} g_{2}\left(m_{1}, m_{2}\right)\|x\|^{2}\left\|A^{4} x\right\|^{2} \\
& \left\|A^{3} x\right\|^{4} \leq \frac{40}{1029} M^{3} g_{3}\left(m_{1}, m_{2}\right)\|x\|\left\|A^{4} x\right\|^{3}
\end{align*}
$$

hold for every $x \in D\left(A^{4}\right)$, and for some $m_{1}, m_{2} \in \mathbb{R}^{+}, m_{2}>m_{1}>1$, where $g_{i}=g_{i}\left(m_{1}, m_{2}\right)$ are the same as those $g_{i}, i=1,2,3$, in Theorem 2.

Theorem 10. Let $t \rightarrow T(t)$ be a strongly continuous contractions $(\|T(t)\| \leq$ $1, t \geq 0$ ) cosine function on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{4} x \neq 0$. Then the following inequalities

$$
\begin{gather*}
\|A x\|^{4} \leq \frac{1024}{315}\|x\|^{3}\left\|A^{4} x\right\|  \tag{39}\\
\left\|A^{2} x\right\|^{4} \leq \frac{400}{49}\|x\|^{2}\left\|A^{4} x\right\|^{2} \\
\left\|A^{3} x\right\|^{4} \leq \frac{2880}{343}\|x\|\left\|A^{4} x\right\|^{3}
\end{gather*}
$$

hold for every $x \in D\left(A^{4}\right)$.
Proof of Theorem 8. In fact, setting $t(>0)$ instead of $t^{2}$ in (34"), I get

$$
T(\sqrt{t}) x=x+\frac{t}{2} A x+\frac{t^{2}}{24} A^{2} x+\frac{t^{3}}{720} A^{3} x+\frac{1}{5040} \int_{0}^{\sqrt{t}}(\sqrt{t}-u)^{7} T(u) A^{4} x d u
$$

Formulas (34 ${ }^{\prime \prime \prime}$ ) yields

$$
\left.\begin{array}{l}
2520 t A x+210 t^{2} A^{2} x+7 t^{3} A^{3} x \\
=5040 T(\sqrt{t}) x-5040 x-\int_{0}^{\sqrt{t}}(\sqrt{t}-u)^{7} T(u) A^{4} x d u \\
\left.\begin{array}{rl}
2520 s A x & +210 s^{2} A^{2} x+7 s^{3} A^{3} x \\
= & 5040 T(\sqrt{s}) x-5040 x-\int_{0}^{\sqrt{s}}(\sqrt{s}-u)^{7} T(u) A^{4} x d u \\
2520 r A x+210 r^{2} A^{2} x+7 r^{3} A^{3} x \\
\quad=5040 T(\sqrt{r}) x-5040 x-\int_{0}^{\sqrt{r}}(\sqrt{r}-u)^{7} T(u) A^{4} x d u
\end{array}\right\}, ~
\end{array}\right\}
$$

The coefficient determinant $D^{+}$of system ( $10^{\prime}$ ) is

$$
D^{+}=3704400 t s r(t-s)(s-r)(r-t)(=D / 205800)
$$

It is clear that $D^{+}>0$ because $0<t<s<r$. Therefore there is a unique solution of system ( $10^{\prime}$ ) of the form

$$
\begin{align*}
A x= & 2\left(\frac{(s r)^{2}(r-s) T(\sqrt{t}) x-(t r)^{2}(r-t) T(\sqrt{s}) x+(t s)^{2}(s-t) T(\sqrt{r}) x}{t s r(t-s)(s-r)(r-t)}\right. \\
& \left.-\frac{t s+s r+r t}{t s r} x\right)-\int_{0}^{\sqrt{r}} K_{1}^{+}(t, s, r ; u) T(u) A^{4} x d u, \\
A^{2} x= & 24\left(\frac{-s r\left(r^{2}-s^{2}\right) T(\sqrt{t}) x+t r\left(r^{2}-t^{2}\right) T(\sqrt{s}) x-t s\left(s^{2}-t^{2}\right) T(\sqrt{r}) x}{t s r(t-s)(s-r)(r-t)}\right. \\
& \left.+\frac{t+s+r}{t s r} x\right)+\int_{0}^{\sqrt{r}} K_{2}^{+}(t, s, r ; u) T(u) A^{4} x d u, \\
A^{3} x= & 720\left(\frac{s r(r-s) T(\sqrt{t}) x-t r(r-t) T(\sqrt{s}) x+t s(s-t) T(\sqrt{r}) x}{t s r(t-s)(s-r)(r-t)}\right. \\
& \left.-\frac{1}{t s r} x\right)-\int_{0}^{\sqrt{r}} K_{3}^{+}(t, s, r ; u) T(u) A^{4} x d u,
\end{align*}
$$

where

$$
K_{2}^{+}= \begin{cases}\frac{s r\left(r^{2}-s^{2}\right)(\sqrt{t}-u)^{7}-(t r)\left(r^{2}-t^{2}\right)(\sqrt{s}-u)^{7}+t s\left(s^{2}-t^{2}\right)(\sqrt{r}-u)^{7}}{210 t s r(t-s)(s-r)(r-t)} \\ \frac{-t r\left(r^{2}-t^{2}\right)(\sqrt{s}-u)^{7}+t s\left(s^{2}-t^{2}\right)(\sqrt{r}-u)^{7}}{210 t s r(t-s)(s-r)(r-t)}, & 0 \leq u \leq \sqrt{t}, \\ \frac{t s\left(s^{2}-t^{2}\right)(\sqrt{r}-u)^{7}}{210 t s r(t-s)(s-r)(r-t)}, & \sqrt{s} \leq u \leq \sqrt{s}\end{cases}
$$

$$
K_{3}^{+}= \begin{cases}\frac{s r(r-s)(\sqrt{t}-u)^{7}-t r(r-t)(\sqrt{s}-u)^{7}+t s(s-t)(\sqrt{r}-u)^{7}}{7 \operatorname{tsr}(t-s)(s-r)(r-t)}, \\ \frac{-t r(r-t)(\sqrt{s}-u)^{7}+t s(s-t)(\sqrt{r}-u)^{7}}{7 t s r(t-s)(s-r)(r-t)}, & \sqrt{t} \leq u \leq \sqrt{t}, \\ \frac{t s(s-t)(\sqrt{r}-u)^{7}}{7 \operatorname{tsr}(t-s)(s-r)(r-t)}, & \sqrt{s} \leq u \leq \sqrt{r},\end{cases}
$$

Note that $K_{i}^{+} \geq 0, i=1,2,3$, for every $u \in[0, \sqrt{r}](0<t<s<r)$. Besides

$$
\begin{align*}
& \int_{0}^{\sqrt{r}} K_{1}^{+} d u=\frac{t s r}{20160}, \quad \int_{0}^{\sqrt{r}} K_{2}^{+} d u=\frac{t s+s r+r t}{1680} \\
& \int_{0}^{\sqrt{r}} K_{3}^{+} d u=\frac{t+s+r}{56}
\end{align*}
$$

From (40)-(40"), triangle inequality, $\left(13^{\prime}\right),(15)$ and similarly as in the previous section "on semigroups", I get inequalities (37)-(37"). This completes the proof of Theorem 8.

Proof of Theorem 9. From (15) and (37)-(37") and similar calculations as in section "on semigroups", I find inequalities (38)-( $38^{\prime \prime}$ ). This completes the proof of Theorem 9 .

Proof of Theorem 10. Setting $M=1$, using (38)-(38"), and minimizing $g_{i}\left(m_{1}, m_{2}\right), i=1,2,3$, as in section "on semigroups", I obtain inequalities (39)-(39"). This completes the proof of Theorem 10.
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#### Abstract

Let $X$ be a complex Banach space, and let $t \rightarrow T(t)(\|T(t)\| \leq 1, t \geq 0)$ be a strongly continuous contraction semigroup (on $X$ ) with infinitesimal generator $A$. In this paper, I prove that $$
\begin{array}{cc} \|A x\|^{5} \leq \frac{5^{9}}{32^{7}}\|x\|^{4}\left\|A^{5} x\right\|, & \left\|A^{2} x\right\|^{5} \leq \frac{25^{8}}{3^{2}}\|x\|^{3}\left\|A^{5} x\right\|^{2} \\ \left\|A^{3} x\right\|^{5} \leq \frac{3^{2} 5^{2} 7^{5}}{2^{6}}\|x\|^{2}\left\|A^{5} x\right\|^{3}, & \left\|A^{4} x\right\|^{5} \leq 352^{7}\|x\|\left\|A^{5} x\right\|^{4} \end{array}
$$ hold for every $x \in D\left(A^{5}\right)$. Inequalities are established also for uniformly bounded strongly continuous semigroups, groups and cosine functions.


## 1. Introduction

Edmund Landau (1913) [6] initiated the following extremum problem: The sharp inequality between the supremum-norms of derivatives of twice differentiable functions $f$ such that

$$
\begin{equation*}
\left\|f^{\prime}\right\|^{2} \leq 4\|f\|\left\|f^{\prime \prime}\right\| \tag{+}
\end{equation*}
$$

holds with norm referring to the space $C[0, \infty]$.

Then R. R. Kallman and G. C. Rota (1970) [3] found the more general result that inequality

$$
\begin{equation*}
\|A x\|^{2} \leq 4\|x\|\left\|A^{2} x\right\| \tag{1}
\end{equation*}
$$

holds for every $x \in D\left(A^{2}\right)$, and $A$ the infinitesimal generator (i.e., the strong right derivative of $T$ at zero) of $t \rightarrow T(t)(t \geq 0)$ : a semigroup of linear contractions on a complex Banach space $X$.

Besides Z. Ditzian (1975) [1] achieved the better inequality

$$
\begin{equation*}
\|A x\|^{2} \leq 2\|x\|\left\|A^{2} x\right\| \tag{2}
\end{equation*}
$$

for every $x \in D\left(A^{2}\right)$, where $A$ is the infinitesimal generator of a group $t \rightarrow T(t)$ $(\|T(t)\|=1, t \in \mathbb{R})$ of linear isometries on $X$.

Moreover H. Kraljević and S. Kurepa (1970) [4] established the even sharper inequality

$$
\begin{equation*}
\|A x\|^{2} \leq \frac{4}{3}\|x\|\left\|A^{2} x\right\| \tag{3}
\end{equation*}
$$

for every $x \in D\left(A^{2}\right)$, and $A$ the infinitesimal generator (i.e., the strong right second derivative of $T$ at zero) of $t \rightarrow T(t)(t \geq 0)$ : a strongly continuous cosine function of linear contractions on $X$. Therefore the best Landau's type constant is $\frac{4}{3}$ (for cosine functions).

The above-mentioned inequalities (1)-(3) were extended by H. Kraljević and J. Pečarić (1990) [5] so that new Landau's type inequalities hold. In particular, they proved that

$$
\|A x\|^{3} \leq \frac{243}{8}\|x\|^{2}\left\|A^{3} x\right\|, \quad\left\|A^{2} x\right\|^{3} \leq 24\|x\|\left\|A^{3} x\right\|^{2}
$$

hold for every $x \in D\left(A^{3}\right)$, where $A$ is the infinitesimal generator of a strongly continuous contraction semigroup on $X$. Besides they obtained the analogous but better inequalities

$$
\|A x\|^{3} \leq \frac{9}{8}\|x\|^{2}\left\|A^{3} x\right\|, \quad\left\|A^{2} x\right\|^{3} \leq 3\|x\|\left\|A^{3} x\right\|^{2}
$$

hold for every $x \in D\left(A^{3}\right)$, where $A$ is the infinitesimal generator of a strongly continuous contraction group on $X$. Moreover they got the set of analogous inequalities

$$
\|A x\|^{3} \leq \frac{81}{40}\|x\|^{2}\left\|A^{3} x\right\|_{1}, \quad\left\|A^{2} x\right\|^{3} \leq \frac{72}{25}\|x\|\left\|A^{3} x\right\|^{2}
$$

for every $x \in D\left(A^{3}\right)$, where $A$ is the infinitesimal generator of a strongly continuous cosine function on $X$.

The above Landau-Kraljević-Pečarić inequalities $\left(1^{\prime}\right)-\left(3^{\prime}\right)$ have been extended further by the author of this paper [7], for every $x \in D\left(A^{4}\right)$, where $A$ is the infinitesimal generator of a uniformly bounded continuous semigroup (resp. group, or cosine function). In this paper I extend even further my results [7], for every $x \in D\left(A^{5}\right)$, where $A$ is the infinitesimal generator of a uniformly bounded continuous semigroup (resp. group, or cosine function).

## 2. Semigroups

Let $t \rightarrow T(t)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \geq 0)$ strongly continuous semigroup of linear operators on $X$ with infinitesimal generator $A$, such that $T(0)=I(:=$ Identity) in $B(X):=$ the Banach algebra of bounded linear operators on $X, \lim _{t \downarrow 0} T(t) x=x$, for every $x$, and

$$
\begin{equation*}
A x=\lim _{t \downarrow 0} \frac{T(t)-I}{t} x \quad\left(=T^{\prime}(0) x\right) \tag{4}
\end{equation*}
$$

for every $x$ in a linear subspace $D(A)(:=$ Domain of $A)$, dense in $X,[2]$.
For every $x \in D(A)$, I have the formula

$$
\begin{equation*}
T(t) x=x+\int_{0}^{t} T(u) A x d u \tag{5}
\end{equation*}
$$

Using integration by parts, I get the formula

$$
\begin{equation*}
\int_{0}^{t}\left(\int_{0}^{u} T v A^{2} x d v\right) d u=\int_{0}^{t}(t-u) T u A^{2} x d u \tag{6}
\end{equation*}
$$

Employing (6) and iterating (5), I find for every $x \in D\left(A^{2}\right)$ that

$$
T(t) x=x+t A x+\int_{0}^{t}(t-u) T u A^{2} x d u
$$

Similarly iterating ( $5^{\prime}$ ); I obtain for every $x \in D\left(A^{5}\right)$ that

$$
T(t) x=x+t A x+\frac{t^{2}}{2} A^{2} x+\frac{t^{3}}{6} A^{3} x+\frac{t^{4}}{24} A^{4} x+\frac{1}{24} \int_{0}^{t}(t-u)^{4} T(u) A^{5} x d u
$$

Theorem 1. Let $t \rightarrow T(t)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \geq 0)$ strongly continuous semigroup of linear operators on a complex Banach space
$X$ with infinitesimal generator $A$, such that $A^{5} x \neq 0$. Then the following inequalities

$$
\begin{align*}
&\|A x\| \leq\{ M\left[(s r p)^{2}(s-r)(r-p)(p-s)+(t r p)^{2}(t-r)(r-p)(p-t)\right. \\
&\left.+(t s p)^{2}(t-s)(s-p)(p-t)+(t s r)^{2}(t-s)(s-r)(r-t)\right] / \\
& t s r p(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
&+[(t s r+t s p+t r p+s r p) / t s r p]\}\|x\|+M \frac{t s r p}{120}\left\|A^{5} x\right\|  \tag{7}\\
&\left\|A^{2} x\right\| \leq 2\{M[s r p(s-r)(r-p)(p-s)(s r+r p+p s) \\
&+t r p(t-r)(r-p)(p-t)(t r+r p+p t) \\
&+t s p(t-s)(s-p)(p-t)(t s+s p+p t) \\
&+t s r(t-s)(s-r)(r-t)(t s+s r+r t)] / \\
& t s r p(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
&+[(t s+t r+t p+s r+s p+r p) / t s r p]\}\|x\| \\
&+M \frac{t s r+t s p+t r p+s r p}{60}\left\|A^{5} x\right\|
\end{align*}
$$

$$
\left\|A^{3} x\right\| \leq 6\{M[\operatorname{srp}(s-r)(r-p)(p-s)(s+r+p)
$$

$$
+\operatorname{trp}(t-r)(r-p)(p-t)(t+r+p)
$$

$$
+t s p(t-s)(s-p)(p-t)(t+s+p)
$$

$$
\begin{align*}
\left\|A^{4} x\right\| \leq 24 & \{M[\operatorname{srp}(s-r)(r-p)(p-s)+\operatorname{trp}(t-r)(r-p)(p-t) \\
& +t s p(t-s)(s-p)(p-t)+t s r(t-s)(s-r)(r-t)] / \\
& t \operatorname{srp}(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
& \left.+\frac{1}{t s r p}\right\}\|x\|+M \frac{t+s+r+p}{5}\left\|A^{5} x\right\|
\end{align*}
$$

$$
+t s r(t-s)(s-r)(r-t)(t+s+r)] /
$$

$$
t s r p(t-s)(t-r)(t-p)(s-r)(s-p)(r-p)
$$

$$
\left.+\frac{t+s+r+p}{t s r p}\right\}\|x\|+M \frac{t s+t r+t p+s r+s p+r p}{20}\left\|A^{5} x\right\|
$$

hold for every $x \in D\left(A^{5}\right)$, and for every $t, s, r, p \in \mathbb{R}^{+}=(0, \infty), 0<t<s<$ $r<p$.

Theorem 2. Let $t \rightarrow T(t)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \geq 0)$ strongly continuous semigroup of linear operators on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{5} x \neq 0$. Then the following inequalities

$$
\begin{align*}
\|A x\|^{5} & \leq \frac{625}{6144} M g_{1}\left(m_{1}, m_{2}, m_{3}\right)\|x\|^{4}\left\|A^{5} x\right\|  \tag{8}\\
\left\|A^{2} x\right\|^{5} & \leq \frac{125}{1944} M^{2} g_{2}\left(m_{1}, m_{2}, m_{3}\right)\|x\|^{3}\left\|A^{5} x\right\|^{2} \\
\left\|A^{3} x\right\|^{5} & \leq \frac{225}{1728} M^{3} g_{3}\left(m_{1}, m_{2}, m_{3}\right)\|x\|^{2}\left\|A^{5} x\right\|^{3} \\
\left\|A^{4} x\right\|^{5} & \leq \frac{15}{32} M^{4} g_{4}\left(m_{1}, m_{2}, m_{3}\right)\|x\|\left\|A^{5} x\right\|^{4}
\end{align*}
$$

hold for every $x \in D\left(A^{5}\right)$, and for some $m_{1}, m_{2}, m_{3} \in \mathbb{R}^{+}, m_{3}>m_{2}>m_{1}>1$, where

$$
\begin{aligned}
& g_{1}\left(m_{1}, m_{2}, m_{3}\right)=m_{1} m_{2} m_{3} \\
& \quad\left\{M \left[\left(m_{1} m_{2} m_{3}\right)^{2}\left(m_{1}-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-m_{1}\right)\right.\right. \\
& \quad+\left(m_{2} m_{3}\right)^{2}\left(1-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-1\right) \\
& \quad+\left(m_{1} m_{3}\right)^{2}\left(1-m_{1}\right)\left(m_{1}-m_{3}\right)\left(m_{3}-1\right) \\
& \left.\quad+\left(m_{1} m_{2}\right)^{2}\left(1-m_{1}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-1\right)\right] / \\
& \quad m_{1} m_{2} m_{3}\left(1-m_{1}\right)\left(1-m_{2}\right)\left(1-m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{1}-m_{3}\right)\left(m_{2}-m_{3}\right) \\
& \left.\quad+\frac{m_{1} m_{2}+m_{1} m_{3}+m_{2} m_{3}+m_{1} m_{2} m_{3}}{m_{1} m_{2} m_{3}}\right\}^{4} \\
& \quad \begin{array}{l}
g_{2}\left(m_{1}, m_{2}, m_{3}\right)=\left(m_{1} m_{2}+m_{1} m_{3}+m_{2} m_{3}+m_{1} m_{2} m_{3}\right)^{2} \\
\quad\left\{\begin{array}{l}
\text { P }
\end{array}\right. \\
\quad+m_{2} m_{3}\left(1-m_{2} m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-m_{1}\right)\left(m_{1} m_{2}+m_{2} m_{3}+m_{3} m_{1}\right)\left(m_{3}-1\right)\left(m_{2}+m_{2} m_{3}+m_{3}\right) \\
\quad+m_{1} m_{3}\left(1-m_{1}\right)\left(m_{1}-m_{3}\right)\left(m_{3}-1\right)\left(m_{1}+m_{1} m_{3}+m_{3}\right) \\
\left.\quad+m_{1} m_{2}\left(1-m_{1}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-1\right)\left(m_{1}+m_{1} m_{2}+m_{2}\right)\right] / \\
\quad+m_{1} m_{2} m_{3}\left(1-m_{1}\right)\left(1-m_{2}\right)\left(1-m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{1}-m_{3}\right)\left(m_{2}-m_{3}\right) \\
\left.\quad+\frac{m_{1}+m_{2}+m_{3}+m_{1} m_{2}+m_{1} m_{3}+m_{2} m_{3}}{m_{1} m_{2} m_{3}}\right\}
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& g_{3}\left(m_{1}, m_{2}, m_{3}\right)=\left(m_{1}+m_{2}+m_{3}+m_{1} m_{2}+m_{1} m_{3}+m_{2} m_{3}\right)^{3} \\
& \quad\left\{M \left[\left(m_{1} m_{2} m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-m_{1}\right)\left(m_{1}+m_{2}+m_{3}\right)\right.\right. \\
& \quad+m_{2} m_{3}\left(1-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-1\right)\left(1+m_{2}+m_{3}\right) \\
& \quad+m_{1} m_{3}\left(1-m_{1}\right)\left(m_{1}-m_{3}\right)\left(m_{3}-1\right)\left(1+m_{1}+m_{3}\right) \\
& \left.\quad+m_{1} m_{2}\left(1-m_{1}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-1\right)\left(1+m_{1}+m_{2}\right)\right] / \\
& \quad m_{1} m_{2} m_{3}\left(1-m_{1}\right)\left(1-m_{2}\right)\left(1-m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{1}-m_{3}\right)\left(m_{2}-m_{3}\right) \\
& \left.\quad+\frac{1+m_{1}+m_{2}+m_{3}}{m_{1} m_{2} m_{3}}\right\}^{2}, \\
& g_{4}\left(m_{1}, m_{2}, m_{3}\right)=\left(1+m_{1}+m_{2}+m_{3}\right)^{4} \\
& \quad\left\{\begin{array}{l}
\text { \{ }\left[\left(m_{1} m_{2} m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-m_{1}\right)\right. \\
\quad+m_{2} m_{3}\left(1-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-1\right) \\
\quad+m_{1} m_{3}\left(1-m_{1}\right)\left(m_{1}-m_{3}\right)\left(m_{3}-1\right) \\
\left.\quad+m_{1} m_{2}\left(1-m_{1}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-1\right)\right] / \\
m_{1} m_{2} m_{3}\left(1-m_{1}\right)\left(1-m_{2}\right)\left(1-m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{1}-m_{3}\right)\left(m_{2}-m_{3}\right) \\
\left.\quad+\frac{1}{m_{1} m_{2} m_{3}}\right\}
\end{array}\right.
\end{aligned}
$$

Theorem 3. Let $t \rightarrow T(t)$ be a strongly continuous contraction $(\|T(t)\| \leq$ $1, t \geq 0$ ) semigroup of linear operators on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{5} x \neq 0$. Then the following inequalities

$$
\begin{align*}
& \|A x\|^{5} \leq \frac{5^{9}}{32^{7}}\|x\|^{4}\left\|A^{5} x\right\|  \tag{9}\\
& \left\|A^{2} x\right\|^{5} \leq \frac{25^{8}}{3^{2}}\|x\|^{3}\left\|A^{5} x\right\|^{2} \\
& \left\|A^{3} x\right\|^{5} \leq \frac{3^{2} 5^{2} 7^{5}}{2^{6}}\|x\|^{2}\left\|A^{5} x\right\|^{3} \\
& \left\|A^{4} x\right\|^{5} \leq 352^{7}\|x\|\left\|A^{5} x\right\|^{4}
\end{align*}
$$

hold for every $x \in D\left(A^{5}\right)$.

Proof of Theorem 1. In fact, formula ( $5^{\prime \prime}$ ) yields system

$$
\left.\begin{array}{c}
\left.\begin{array}{c}
24 t A x+12 t^{2} A^{2} x+4 t^{3} A^{3} x+t^{4} A^{4} x \\
=24 T(t) x-24 x-\int_{0}^{t}(t-u)^{4} T(u) A^{5} x d u \\
24 s A x+12 s^{2} A^{2} x+4 s^{3} A^{3} x+s^{4} A^{4} x \\
=24 T(s) x-24 x-\int_{0}^{s}(s-u)^{4} T(u) A^{5} x d u \\
24 r A x+12 r^{2} A^{2} x+4 r^{3} A^{3} x+r^{4} A^{4} x \\
= \\
24 T(r) x-24 x-\int_{0}^{r}(r-u)^{4} T(u) A^{5} x d u \\
24 p A x+ \\
12 p^{2} A^{2} x+4 p^{3} A^{3} x+p^{4} A^{4} x \\
=
\end{array}\right\} 24 T(p) x-24 x-\int_{0}^{p}(p-u)^{4} T(u) A^{5} x d u
\end{array}\right\}
$$

The coefficient determinant $D$ of system (10) is

$$
\begin{equation*}
D=1152 t s r p(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \tag{11}
\end{equation*}
$$

It is clear that $D$ is positive because of the hypothesis: $0<t<s<r<p$. Therefore there is a unique solution of system (10) of the following form:

$$
\begin{align*}
A x=[( & s r p)^{2}(s-r)(r-p)(p-s) T(t) x \\
& -(t r p)^{2}(t-r)(r-p)(p-t) T(s) x \\
& +(t s p)^{2}(t-s)(s-p)(p-t) T(r) x \\
& \left.-(t s r)^{2}(t-s)(s-r)(r-t) T(p) x\right] /  \tag{12}\\
& t \operatorname{srp}(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
& -\frac{t s r+t s p+\operatorname{trp} p s r p}{t s r p} x-\int_{0}^{p} K_{1}(t, s, r, p ; u) T(u) A^{5} x d u,
\end{align*}
$$

$$
\begin{align*}
A^{2} x= & -2[s r p(s-r)(r-p)(p-s)(s r+r p+p s) T(t) x \\
& -t r p(t-r)(r-p)(p-t)(t r+r p+p t) T(s) x \\
& +t s p(t-s)(s-p)(p-t)(t s+s p+p t) T(r) x \\
& -t s r(t-s)(s-r)(r-t)(t s+s r+r t) T(p) x] / \\
& t s r p(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
& +2 \frac{t s+t r+t p+s r+s p+r p}{t s r p} x+\int_{0}^{p} K_{2}(t, s, r, p ; u) T(u) A^{5} x d u,
\end{align*}
$$

$$
\begin{align*}
A^{3} x=6[ & s r p(s-r)(r-p)(p-s)(s+r+p) T(t) x \\
& -\operatorname{trp}(t-r)(r-p)(p-t)(t+r+p) T(s) x \\
& +t s p(t-s)(s-p)(p-t)(t+s+p) T(r) x \\
& -t s r(t-s)(s-r)(r-t)(t+s+r) T(p) x] / \\
& t s r p(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
& -6 \frac{t+s+r+p}{t s r p} x-\int_{0}^{p} K_{3}(t, s, r, p ; u) T(u) A^{5} x d u,
\end{align*}
$$

$$
\begin{align*}
A^{4} x=- & 24[\operatorname{srp}(s-r)(r-p)(p-s) T(t) x \\
& -\operatorname{trp}(t-r)(r-p)(p-t) T(s) x \\
& +t s p(t-s)(s-p)(p-t) T(r) x \\
& -t s r(t-s)(s-r)(r-t) T(p) x] / \\
& t \operatorname{tsp}(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
& +24 \frac{1}{t s r p} x+\int_{0}^{p} K_{4}(t, s, r, p ; u) T(u) A^{5} x d u
\end{align*}
$$

where

$$
K_{i}(t, s, r, p ; u)=\cdots \hat{K}_{i}(t, s, r, p ; u) / D, \quad i=1,2,3,4
$$

and

$$
\begin{aligned}
& \left\{\begin{array}{l}
96\left[-s r p(s-r)(r-p)(p-s)(s r+r p+p s)(t-u)^{4}\right. \\
\quad+\operatorname{trp}(t-r)(r-p)(p-t)(t r+r p+p t)(s-u)^{4} \\
\quad-t s p(t-s)(s-p)(p-t)(t s+s p+p t)(r-u)^{4} \\
\left.\quad+t s r(t-s)(s-r)(r-t)(t s+s r+r t)(p-u)^{4}\right], \quad 0 \leq u \leq t
\end{array}\right. \\
& \hat{K}_{2}=\left\{\begin{array}{c}
96\left[\operatorname{trp}(t-r)(r-p)(p-t)(t r+r p+p t)(s-u)^{4}\right. \\
\quad-t s p(t-s)(s-p)(p-t)(t s+s p+p t)(r-u)^{4} \\
\left.+t s r(t-s)(s-r)(r-t)(t s+s r+r t)(p-u)^{4}\right], \quad t \leq u \leq s
\end{array}\right. \\
& 96\left[-t s p(t-s)(s-p)(p-t)(t s+s p+p t)(r-u)^{4}\right. \\
& \left.+t s r(t-s)(s-r)(r-t)(t s+s r+r t)(p-u)^{4}\right], \quad s \leq u \leq r \\
& 96\left[t s r(t-s)(s-r)(r-t)(t s+s r+r t)(p-u)^{4}\right], \quad r \leq u \leq p,
\end{aligned}
$$

$$
\hat{K}_{4}=\left\{\begin{array}{rr}
1152\left[-s r p(s-r)(r-p)(p-s)(t-u)^{4}\right. & \\
+\operatorname{trp}(t-r)(r-p)(p-t)(s-u)^{4} & \\
-t s p(t-s)(s-p)(p-t)(r-u)^{4} & \\
\left.+t s r(t-s)(s-r)(r-t)(p-u)^{4}\right], & 0 \leq u \leq t \\
1152\left[\operatorname{trp}(t-r)(r-p)(p-t)(s-u)^{4}\right. & \\
-t s p(t-s)(s-p)(p-t)(r-u)^{4} & \\
\left.+t s r(t-s)(s-r)(r-t)(p-u)^{4}\right], & t \leq u \leq s \\
1152\left[-t s p(t-s)(s-p)(p-t)(r-u)^{4}\right. & \\
\left.+t s r(t-s)(s-r)(r-t)(p-u)^{4}\right], & s \leq u \leq r \\
1152\left[t s r(t-s)(s-r)(r-t)(p-u)^{4}\right], & r \leq u \leq p
\end{array}\right.
$$

It is obvious that $K_{i}=K_{i}(t, s, r, p ; u) \geq 0, i=1,2,3,4$, for every $u \in[0, p]$ ( $0<t<s<r<p$ ), and that the following equalities

$$
\begin{gather*}
\int_{0}^{p} K_{1} d u=-\frac{t s r p}{120}, \quad \int_{0}^{p} K_{2} d u=-\frac{t s r+t s p+t r p+r s p}{60}  \tag{13}\\
\int_{0}^{p} K_{3} d u=-\frac{t s+t r+t p+s r+s p+r p}{20}, \quad \int_{0}^{p} K_{4} d u=-\frac{t+s+r+p}{5}
\end{gather*}
$$

hold. Note that (13)-(13') hold because identities

$$
\begin{align*}
& \quad(r-p)\left[(s-r)(p-s) t^{3}-(t-r)(p-t) s^{3}\right] \\
& +(t-s)\left[(s-p)(p-t) r^{3}-(s-r)(r-t) p^{3}\right] \\
& \quad=-D / 1152 t s r p  \tag{14}\\
& \quad(r-p)\left[(s-r)(p-s)(s r+r p+p s) t^{4}-(t-r)(p-t)(t r+r p+p t) s^{4}\right] \\
& +(t-s)\left[(s-p)(p-t)(t s+s p+p t) r^{4}-(s-r)(r-t)(t s+s r+r t) p^{4}\right] \\
& \quad=-D(t s r+t s p+t r p+s r p) / 1152 t s r p \\
& \quad(r-p)\left[(s-r)(p-s)(s+r+p) t^{4}-(t-r)(p-t)(t+r+p) s^{4}\right] \\
& + \\
& \quad(t-s)\left[(s-p)(p-t)(t+s+p) r^{4}-(s-r)(r-t)(t+s+r) p^{4}\right] \\
& \quad=-D(t s+t r+t p+s r+s p+r p) / 1152 t s r p \\
& \quad(r-p)\left[(s-r)(p-s) t^{4}-(t-r)(p-t) s^{4}\right] \\
& + \\
& \quad(t-s)\left[(s-p)(p-t) r^{4}-(s-r)(r-t) p^{4}\right] \\
& \quad=-D(t+s+r+p) / 1152 t s r p
\end{align*}
$$

hold.
Therefore from formulas (12)-(12 $\left.{ }^{\prime \prime \prime}\right),(13)-\left(13^{\prime}\right)$, and triangle inequality, I get inequalities $(7)-\left(7^{\prime \prime \prime}\right)$. This completes the proof of Theorem 1.

Proof of Theorem 2. Setting

$$
\begin{equation*}
s=m_{1} t, \quad r=m_{2} t, \quad p=m_{3} t, \quad m_{3}>m_{2}>m_{1}>1, \quad t>0 \tag{15}
\end{equation*}
$$

in (7)-( $\left.7^{\prime \prime \prime}\right)$, I obtain the following inequalities

$$
\begin{align*}
\|A x\| \leq a_{1} \frac{1}{t}+b_{1} t^{4}, & \left\|A^{2} x\right\| \leq a_{2} \frac{1}{t^{2}}+b_{2} t^{3}  \tag{16}\\
\left\|A^{3} x\right\| \leq a_{3} \frac{1}{t^{3}}+b_{3} t^{2}, & \left\|A^{4} x\right\| \leq a_{4} \frac{1}{t^{4}}+b_{4} t
\end{align*}
$$

where

$$
\begin{aligned}
a_{1}= & \left\{M \left[\left(m_{1} m_{2} m_{3}\right)^{2}\left(m_{1}-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-m_{1}\right)\right.\right. \\
& +\left(m_{2} m_{3}\right)^{2}\left(1-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-1\right) \\
& +\left(m_{1} m_{3}\right)^{2}\left(1-m_{1}\right)\left(m_{1}-m_{3}\right)\left(m_{3}-1\right) \\
& \left.+\left(m_{1} m_{2}\right)^{2}\left(1-m_{1}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-1\right)\right] / \\
& m_{1} m_{2} m_{3}\left(1-m_{1}\right)\left(1-m_{2}\right)\left(1-m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{1}-m_{3}\right)\left(m_{2}-m_{3}\right) \\
& \left.+\frac{m_{1} m_{2}+m_{1} m_{3}+m_{2} m_{3}+m_{1} m_{2} m_{3}}{m_{1} m_{2} m_{3}}\right\}\|x\|, \\
b_{1}= & M \frac{m_{1} m_{2} m_{3}}{120}\left\|A^{5} x\right\|, \\
a_{2}= & 2\left\{M \left[\left(m_{1} m_{2} m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-m_{1}\right)\right.\right. \\
& \times\left(m_{1} m_{2}+m_{2} m_{3}+m_{3} m_{1}\right) \\
& +m_{2} m_{3}\left(1-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-1\right)\left(m_{2}+m_{2} m_{3}+m_{3}\right) \\
& +m_{1} m_{3}\left(1-m_{1}\right)\left(m_{1}-m_{3}\right)\left(m_{3}-1\right)\left(m_{1}+m_{1} m_{3}+m_{3}\right) \\
& \left.+m_{1} m_{2}\left(1-m_{1}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-1\right)\left(m_{1}+m_{1} m_{2}+m_{2}\right)\right] / \\
& m_{1} m_{2} m_{3}\left(1-m_{1}\right)\left(1-m_{2}\right)\left(1-m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{1}-m_{3}\right)\left(m_{2}-m_{3}\right) \\
& \left.+\frac{m_{1}+m_{2}+m_{3}+m_{1} m_{2}+m_{1} m_{3}+m_{2} m_{3}}{m_{1} m_{2} m_{3}}\right\}\|x\|, \\
b_{2}= & M \frac{m_{1} m_{2}+m_{1} m_{3}+m_{2} m_{3}+m_{1} m_{2} m_{3}}{60}\left\|A^{5} x\right\|,
\end{aligned}
$$

$$
\begin{aligned}
a_{3}= & 6\left\{M \left[\left(m_{1} m_{2} m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-m_{1}\right)\left(m_{1}+m_{2}+m_{3}\right)\right.\right. \\
& +m_{2} m_{3}\left(1-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-1\right)\left(1+m_{2}+m_{3}\right) \\
& +m_{1} m_{3}\left(1-m_{1}\right)\left(m_{1}-m_{3}\right)\left(m_{3}-1\right)\left(1+m_{1}+m_{3}\right) \\
& \left.+m_{1} m_{2}\left(1-m_{1}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-1\right)\left(1+m_{1}+m_{2}\right)\right] / \\
& m_{1} m_{2} m_{3}\left(1-m_{1}\right)\left(1-m_{2}\right)\left(1-m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{1}-m_{3}\right)\left(m_{2}-m_{3}\right) \\
& \left.+\frac{1+m_{1}+m_{2}+m_{3}}{m_{1} m_{2} m_{3}}\right\}\|x\|, \\
b_{3}= & M \frac{m_{1}+m_{2}+m_{3}+m_{1} m_{2}+m_{1} m_{3}+m_{2} m_{3}}{20}\left\|A^{5} x\right\|, \\
a_{4}= & 24\left\{M \left[m_{1} m_{2} m_{3}\left(m_{1}-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-m_{1}\right)\right.\right. \\
& +m_{2} m_{3}\left(1-m_{2}\right)\left(m_{2}-m_{3}\right)\left(m_{3}-1\right) \\
& +m_{1} m_{3}\left(1-m_{1}\right)\left(m_{1}-m_{3}\right)\left(m_{3}-1\right) \\
& \left.+m_{1} m_{2}\left(1-m_{1}\right)\left(m_{1}-m_{2}\right)\left(m_{2}-1\right)\right] / \\
& m_{1} m_{2} m_{3}\left(1-m_{1}\right)\left(1-m_{2}\right)\left(1-m_{3}\right)\left(m_{1}-m_{2}\right)\left(m_{1}-m_{3}\right)\left(m_{2}-m_{3}\right) \\
& \left.+\frac{1}{m_{1} m_{2} m_{3}}\right\}\|x\|, \\
b_{4}= & M \frac{1+m_{1}+m_{2}+m_{3}}{5}\left\|A^{5} x\right\|
\end{aligned}
$$

Minimizing the right-hand side functions of $t$ of (16)-(16'), I get the sharper inequalities

$$
\begin{align*}
\|A x\|^{5} \leq \frac{3125}{256} a_{1}^{4} b_{1}, & \left\|A^{2} x\right\|^{5} \leq \frac{3125}{108} a_{2}^{3} b_{2}^{2}  \tag{17}\\
\left\|A^{3} x\right\|^{5} \leq \frac{3125}{108} a_{3}^{2} b_{3}^{3}, & \left\|A^{4} x\right\|^{5} \leq \frac{3125}{256} a_{4} b_{4}^{4}
\end{align*}
$$

But

$$
\begin{aligned}
& a_{1}^{4} b_{1}=\frac{M}{120} g_{1}\left(m_{1}, m_{2}, m_{3}\right)\|x\|^{4}\left\|A^{5} x\right\| \\
& a_{2}^{3} b_{2}^{2}=\frac{M^{2}}{450} g_{2}\left(m_{1}, m_{2}, m_{3}\right)\|x\|^{3}\left\|A^{5} x\right\|^{2} \\
& a_{3}^{2} b_{3}^{3}=\frac{9 M^{3}}{2000} g_{3}\left(m_{1}, m_{2}, m_{3}\right)\|x\|^{2}\left\|A^{5} x\right\|^{3} \\
& a_{4} b_{4}^{4}=\frac{24 M^{4}}{625} g_{4}\left(m_{1}, m_{2}, m_{3}\right)\|x\|\left\|A^{5} x\right\|^{4}
\end{aligned}
$$

Therefore from (15), (16)-(16'), and (17)-(17 ), I obtain inequalities (8)$\left(8^{\prime \prime \prime}\right)$. This completes the proof of Theorem 2.

Proof of Theorem 3. Taking $M=1$, I find that the functions $g_{i}=g_{i}\left(m_{1}, m_{2}\right.$, $\left.m_{3}\right), i=1,2,3,4, m_{3}>m_{2}>m_{1}>1$, attain their minimum at

$$
\begin{align*}
& m_{1}=\frac{5+\sqrt{5}}{2} \quad(=3+\text { 'golden section number" })  \tag{18}\\
& m_{2}=\frac{7+3 \sqrt{5}}{2} \quad\left(=\text { positive root of equation: } 7-\frac{1}{x}=x\right) \\
& m_{3}=5+2 \sqrt{5}
\end{align*}
$$

so that

$$
\begin{array}{ll}
\min g_{1}\left(m_{1}, m_{2}, m_{3}\right)=2^{4} 5^{5}, & \min g_{2}\left(m_{1}, m_{2}, m_{3}\right)=2^{4} 3^{3} 5^{5} \\
\min g_{3}\left(m_{1}, m_{2}, m_{3}\right)=3^{3} 7^{5}, & \min g_{4}\left(m_{1}, m_{2}, m_{3}\right)=2^{12}
\end{array}
$$

Therefore, inequalities (8)-(8"') with $M=1$, and minima (19)-(19') yield (9)-( $\left.9^{\prime \prime \prime}\right)$. This completes the proof of Theorem 3.

## 3. Groups

Let $t \rightarrow T(t)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \in \mathbb{R}=$ $(-\infty, \infty))$ strongly continuous group of linear operators on $X$ with infinitesimal generator $A$. It is clear that analogous inequalities (to those in the above-mentioned Theorem 1-3) hold for every $t, s, r, p \in \mathbb{R}^{-}=(-\infty, 0)$, $t<s<r<p<0$.

Consider: $s<p<0<r<t$, such that

$$
\begin{aligned}
& s=m_{1} t, \quad r=m_{2} t, \quad p=m_{3} t, \quad m_{1}=-1, \quad m_{2}=\frac{1}{2}, \quad m_{3}=-\frac{1}{2},\left(15^{\prime}\right) \\
& t>0
\end{aligned}
$$

and

$$
\begin{equation*}
x_{1}=24 t A x, \quad x_{2}=12 t^{2} A^{2} x, \quad x_{3}=4 t^{3} A^{3} x, \quad x_{4}=t^{4} A^{4} x \tag{20}
\end{equation*}
$$

as well as

$$
\begin{aligned}
& a=24 T(t) x-24 x-\int_{0}^{t}(t-u)^{4} T(u) A^{5} x d u \\
& b=24 T(-t) x-24 x+\int_{0}^{t}(t-u)^{4} T(-u) A^{5} x d u \\
& c=24 T\left(\frac{1}{2} x\right)-24 x-\int_{0}^{t}\left(\frac{1}{2}\right)^{5}(t-u)^{4} T\left(\frac{1}{2} u\right) A^{5} x d u \\
& d=24 T\left(-\frac{1}{2} x\right)-24 x+\int_{0}^{t}\left(\frac{1}{2}\right)^{5}(t-u)^{4} T\left(-\frac{1}{2} u\right) A^{5} x d u
\end{aligned}
$$

because

$$
\int_{0}^{n t}(n t-u)^{4} T(u) A^{5} x d u=n^{5} \int_{0}^{t}(t-u)^{4} T(n u) A^{5} x d u
$$

$n= \pm \frac{1}{2}$, and $n=-1$.
Then system (10) takes the following form:

$$
\begin{array}{ll}
x_{1}+x_{2}+x_{3}+x_{4}=a, & -x_{1}+x_{2}-x_{3}+x_{4}=b \\
\frac{1}{2} x_{1}+\frac{1}{4} x_{2}+\frac{1}{8} x_{3}+\frac{1}{16} x_{4}=c, & -\frac{1}{2} x_{1}+\frac{1}{4} x_{2}-\frac{1}{8} x_{3}+\frac{1}{16} x_{4}=d
\end{array}
$$

Solving system $\left(10^{\prime}\right)-\left(10^{\prime \prime}\right)$, I find the unique solution

$$
\begin{array}{ll}
x_{1}=\frac{-a+b+8 c-8 d}{6}, & x_{2}=\frac{-a-b+16 c+16 d}{6} \\
x_{3}=\frac{2 a-2 b-4 c+4 d}{3}, & x_{4}=\frac{2 a+2 b-8 c-8 d}{3}
\end{array}
$$

Theorem 4. Let $t \rightarrow T(t)$ be a strongly continuous contraction $(\|T(t)\| \leq$ $1, t \in \mathbb{R}$ ) group of linear operators on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{5} x \neq 0$. Then the following inequalities

$$
\begin{align*}
& \|A x\|^{5} \leq \frac{(15)^{4}}{2^{11}}\|x\|^{4}\left\|A^{5} x\right\|  \tag{21}\\
& \left\|A^{2} x\right\|^{5} \leq \frac{5^{3}(22)^{2}}{3^{8}}\|x\|^{3}\left\|A^{5} x\right\|^{2} \\
& \left\|A^{3} x\right\|^{5} \leq \frac{5^{2}(17)^{3}}{2^{8} 3^{4}}\|x\|^{2}\left\|A^{5} x\right\|^{3} \\
& \left\|A^{4} x\right\|^{5} \leq 5\left(\frac{3}{2}\right)^{4}\|x\|\left\|A^{5} x\right\|^{4}
\end{align*}
$$

hold for every $x \in D\left(A^{5}\right)$.
Proof. From (15'), (20)-(20'), and the solution of system ( $10^{\prime}$ )-(10 $\left.10^{\prime \prime}\right)$, I find the following formulas

$$
\begin{align*}
& A x=( \left.\frac{T(t) x-T(-t) x-8 T\left(\frac{t}{2}\right) x+8 T\left(-\frac{t}{2}\right) x}{6}\right) \frac{1}{t} \\
&-\left(\int_{0}^{t}(t-u)^{4} \frac{T(u)-T(-u)-8 T\left(\frac{u}{2}\right)+8 T\left(-\frac{u}{2}\right)}{144} A^{5} x d u\right) \frac{1}{t},  \tag{22}\\
& A^{2} x=\left(\frac{-T(t) x-T(-t) x+16 T\left(\frac{t}{2}\right) x+16 T\left(-\frac{t}{2}\right) x}{3}-30 x\right) \frac{1}{t^{2}} \\
&-\left(\int_{0}^{t}(t-u)^{4} \frac{-32 T(u)+32 T(-u)-T\left(\frac{u}{2}\right)+T\left(-\frac{u}{2}\right)}{2304} A^{5} x d u\right) \frac{1}{t^{2}}, \\
& A^{3} x=4\left(T(t) x-T(-t) x-2 T\left(\frac{t}{2}\right) x+2 T\left(-\frac{t}{2}\right) x\right) \frac{1}{t^{3}} \\
&-\left(\int_{0}^{t}(t-u)^{4} \frac{16 T(u)+16 T(-u)-T\left(\frac{u}{2}\right)-T\left(-\frac{u}{2}\right)}{96} A^{5} x d u\right) \frac{1}{t^{3}}{ }_{\left(22^{\prime \prime}\right.}^{\prime \prime} \\
& A^{4} x=16\left(T(t) x+T(-t) x-4 T\left(\frac{t}{2}\right) x-4 T\left(-\frac{t}{2}\right) x+6 x\right) \frac{1}{t^{4}} \\
&-\left(\int_{0}^{t}(t-u)^{4} \frac{8 T(u)-8 T(-u)-T\left(\frac{u}{2}\right)+T\left(-\frac{u}{2}\right)}{12} A^{5} x d u\right) \frac{1}{t^{4}} .
\end{align*}
$$

Therefore from (22)-(22"' $)$, the fact that $\|T(t)\| \leq 1, t \in \mathbb{R}$, and the triangle inequality, I find the estimates

$$
\begin{gather*}
\|A x\| \leq 3\|x\| \frac{1}{t}+\frac{1}{40}\left\|A^{5} x\right\| t^{4}, \quad\left\|A^{2} x\right\| \leq \frac{64}{3}\|x\| \frac{1}{t^{2}}+\frac{11}{1920}\left\|A^{5} x\right\| t^{3}  \tag{23}\\
\left\|A^{3} x\right\| \leq 24\|x\| \frac{1}{t^{3}}+\frac{17}{240}\left\|A^{5} x\right\| t^{2},\left\|A^{4} x\right\| \leq 256\|x\| \frac{1}{t^{4}}+\frac{3}{10}\left\|A^{5} x\right\| t
\end{gather*}
$$

From (23)-(23') and minimization techniques, I get inequalities (21)-(21"'). This completes the proof of Theorem 4.

## 4. Cosine functions

Let $t \rightarrow T(t)(t \geq 0)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \geq 0)$ strongly continuous cosine function with infinitesimal operator $A$, such that $T(0)=I(:=$ Identity $)$ in $B(X), \lim _{t \downarrow 0} T(t) x=x$, for all $x$, and $A$ is defined as the strong second derivative of $T$ at zero:

$$
\begin{equation*}
A x=T^{\prime \prime}(0) x \tag{24}
\end{equation*}
$$

for every $x$ in a linear subspace $D(A)$, which is dense in $X$, [5].
For every $x \in D(A)$, I have the formula

$$
\begin{equation*}
T(t) x=x+\int_{0}^{t}(t-u) T(u) A x d u \tag{25}
\end{equation*}
$$

Using integration by parts, I get from (25) the formula

$$
\begin{equation*}
\int_{0}^{t}(t-u)\left(\int_{0}^{u}(u-v) f(v) d v\right) d u=\frac{1}{6} \int_{0}^{t}(t-u)^{3} f(v) d v \tag{26}
\end{equation*}
$$

where $f(v)=T v A^{2} x$. Note the Leibniz's formula:

$$
\begin{equation*}
\frac{d}{d u}\left(\int_{0}^{u}(u-v)^{n} f(v) d v\right)=n\left(\int_{0}^{u}(u-v)^{n-1} f(v) d v\right) \tag{27}
\end{equation*}
$$

Employing (26)-(27) and iterating (25), I find for every $x \in D\left(A^{2}\right)$ that

$$
T(t) x=x+\frac{t^{2}}{2!} A x+\frac{1}{3!} \int_{0}^{t}(t-u)^{3} T(u) A^{2} x d x
$$

Similarly iterating (25'), I obtain for every $x \in D\left(A^{5}\right)$ that

$$
T(t) x=x+\frac{t^{2}}{2!} A x+\frac{t^{4}}{4!} A^{2} x+\frac{t^{6}}{6!} A^{3} x+\frac{t^{8}}{8!} A^{4} x+\frac{1}{9!} \int_{0}^{t}(t-u)^{9} T(u) A^{5} x d u
$$

Theorem 5. Let $t \rightarrow T(t)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \geq$ 0 ) strongly continuous cosine function on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{5} x \neq 0$. Then the following inequalities

$$
\begin{align*}
\|A x\| \leq & (2!)\left\{M \left[(s r p)^{2}(s-r)(r-p)(p-s)+(t r p)^{2}(t-r)(r-p)(p-t)\right.\right. \\
& \left.+(t s p)^{2}(t-s)(s-p)(p-t)+(t s r)^{2}(t-s)(s-r)(r-t)\right] / \\
& t s r p(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
& \left.+\frac{t s r+t s p+t r p+s r p}{t s r p}\right\}\|x\|+M \frac{2!}{10!} t s r p\left\|A^{5} x\right\|  \tag{28}\\
\left\|A^{2} x\right\| \leq & (4!)\{M[s r p(s-r)(r-p)(p-s)(s r+r p+p s) \\
& +\operatorname{trp}(t-r)(r-p)(p-t)(t r+r p+p t) \\
& +t s p(t-s)(s-p)(p-t)(t s+s p+p t) \\
& +t s r(t-s)(s-r)(r-t)(t s+s r+r t)] / \\
& t s r p(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
& \left.+\frac{t s+t r+t p+s r+s p+r p}{t s r p}\right\}\|x\| \\
& +M \frac{4!}{10!}(t s r+t s p+t r p+s r p)\left\|A^{5} x\right\|
\end{align*}
$$

$$
\left\|A^{3} x\right\| \leq(6!)\{M[\operatorname{srp}(s-r)(r-p)(p-s)(s+r+p)
$$

$$
+\operatorname{trp}(t-r)(r-p)(p-t)(t+r+p)
$$

$$
+t s p(t-s)(s-p)(p-t)(t+s+p)
$$

$$
+t s r(t-s)(s-r)(r-t)(t+s+r)] /
$$

$$
\left.t s r p(t-s)(t-r)(t-p)(s-r)(s-p)(r-p)+\frac{t+s+r+p}{t s r p}\right\}\|x\|
$$

$$
+M \frac{6!}{10!}(t s+t r+t p+s r+s p+r p)\left\|A^{5} x\right\|
$$

$$
\begin{align*}
\left\|A^{4} x\right\| \leq & (8!)\{M[\operatorname{srp}(s-r)(r-p)(p-s)+\operatorname{trp}(t-r)(r-p)(p-t) \\
& +t s p(t-s)(s-p)(p-t)+t s r(t-s)(s-r)(r-t)] / \\
& \left.t s r p(t-s)(t-r)(t-p)(s-r)(s-p)(r-p)+\frac{1}{t s r p}\right\}\|x\| \\
& +M \frac{8!}{10!}(t+s+r+p)\left\|A^{5} x\right\|
\end{align*}
$$

hold for every $x \in D\left(A^{5}\right)$, and for every $t, s, r, p \in \mathbb{R}^{+}, 0<t<s<r<p$.

Theorem 6. Let $t \rightarrow T(t)$ be a uniformly bounded $(\|T(t)\| \leq M<\infty, t \geq$ 0 ) strongly continuous cosine function on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{5} x \neq 0$. Then the following inequalities hold

$$
\left\|A^{i} x\right\|^{5} \leq \frac{((2 i)!)^{5}}{(10!)^{i}}\left[\begin{array}{l}
5  \tag{29}\\
i
\end{array}\right] M^{i} g_{i}\left(m_{1}, m_{2}, m_{3}\right)\|x\|^{5-i}\left\|A^{5} x\right\|^{i}
$$

with $i=1,2,3,4,\left[\begin{array}{l}5 \\ i\end{array}\right]=\frac{5^{5}}{i^{i}(5-i)^{5-i}}, g_{i}=g_{i}\left(m_{1}, m_{2}, m_{3}\right)$ as in Theorem 2, for every $x \in D\left(A^{5}\right)$, and for some $m_{1}, m_{2}, m_{3} \in \mathbb{R}^{+}, m_{3}>m_{2}>m_{1}>1$.

Theorem 7. Let $t \rightarrow T(t)$ be a strongly continuous contraction $(\|T(t)\| \leq$ $1, t \geq 0$ ) cosine function on a complex Banach space $X$ with infinitesimal generator $A$, such that $A^{5} x \neq 0$. Then the following inequalities hold for every $x \in D\left(A^{5}\right):$

$$
\begin{equation*}
\left\|A^{i} x\right\|^{5} \leq R_{i}\|x\|^{5-i}\left\|A^{5} x\right\|^{i} \tag{30}
\end{equation*}
$$

$i=1,2,3,4$, and

$$
R_{1}=\frac{5^{9}}{9!}, \quad R_{2}=(4!)^{5} \frac{5^{8}}{(9!)^{2}}, \quad R_{3}=\frac{(35(6!))^{5}}{4(10!)^{3}}, \quad R_{4}=\frac{(5(8!))^{5}}{(10!/ 2)^{4}}
$$

Proof of Theorem 5. In fact, setting $t(>0)$ instead of $t^{2}$ in (25"), I get

$$
T(\sqrt{t}) x=x+\frac{t}{2!} A x+\frac{t^{2}}{4!} A^{2} x+\frac{t^{3}}{6!} A^{3} x+\frac{t^{4}}{8!} A^{4} x+\frac{1}{9!} \int_{0}^{\sqrt{t}}(\sqrt{t}-u)^{9} T(u) A^{5} x d u
$$

Formula ( $25^{\prime \prime \prime}$ ) yields

$$
\begin{align*}
& \frac{9!}{2!} t A x+\frac{9!}{4!} t^{2} A^{2} x+\frac{9!}{6!} t^{3} A^{3} x+\frac{9!}{8!} t^{4} A^{4} x \\
& =9!T(\sqrt{t}) x-9!x-\int_{0}^{\sqrt{t}}(\sqrt{t}-u)^{9} T(u) A^{5} x d u \\
& \frac{9!}{2!} s A x+\frac{9!}{4!} s^{2} A^{2} x+\frac{9!}{6!} s^{3} A^{3} x+\frac{9!}{8!} s^{4} A^{4} x \\
& =9!T(\sqrt{s}) x-9!x-\int_{0}^{\sqrt{s}}(\sqrt{s}-u)^{9} T(u) A^{5} x d u \\
& \frac{9!}{2!} r A x+\frac{9!}{4!} r^{2} A^{2} x+\frac{9!}{6!} r^{3} A^{3} x+\frac{9!}{8!} r^{4} A^{4} x \\
& =9!T(\sqrt{r}) x-9!x-\int_{0}^{\sqrt{r}}(\sqrt{r}-u)^{9} T(u) A^{5} x d u \\
& \frac{9!}{2!} p A x+\frac{9!}{4!} p^{2} A^{2} x+\frac{9!}{6!} p^{3} A^{3} x+\frac{9!}{8!} p^{4} A^{4} x \\
& =9!T(\sqrt{p}) x-9!x-\int_{0}^{\sqrt{p}}(\sqrt{p}-u)^{9} T(u) A^{5} x d u
\end{align*}
$$

The coefficient determinant $D^{+}$of system ( $10^{\prime}$ ) is

$$
D^{+}=\frac{(9!)^{4}}{2!4!6!8!} t s r p(t-s)(t-r)(t-p)(s-r)(s-p)(r-p)
$$

It is clear that $D^{+}>0$ because $0<t<s<r<p$. Therefore there is a unique solution of system ( $10^{\prime}$ ) of the form

$$
\begin{align*}
& A x=(2!)\left[(s r p)^{2}(s-r)(r-p)(p-s) T(\sqrt{t}) x\right. \\
& -(t r p)^{2}(t-r)(r-p)(p-t) T(\sqrt{s}) x \\
& +(t s p)^{2}(t-s)(s-p)(p-t) T(\sqrt{r}) x \\
& \left.-(t s r)^{2}(t-s)(s-r)(r-t) T(\sqrt{p}) x\right] / \\
& \operatorname{tsrp}(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
& -(2!) \frac{t s r+t s p+t r p+s r p}{t s r p} x-\int_{0}^{\sqrt{p}} K_{1}^{+}(t, s, r, p ; u) T(u) A^{5} x d u,  \tag{31}\\
& A^{2} x=-(4!)[s r p(s-r)(r-p)(p-s)(s r+r p+p s) T(\sqrt{t}) x \\
& -\operatorname{trp}(t-r)(r-p)(p-t)(t r+r p+p t) T(\sqrt{s}) x \\
& +t s p(t-s)(s-p)(p-t)(t s+s p+p t) T(\sqrt{r}) x \\
& -t s r(t-s)(s-r)(r-t)(t s+s r+r t) T(\sqrt{p}) x] / \\
& \operatorname{tsrp}(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
& +(4!) \frac{t s+t r+t p+s r+s p+r p}{t s r p} x+\int_{0}^{\sqrt{p}} K_{2}^{+}(t, s, r, p ; u) T(u) A^{5} x d u, \\
& A^{3} x=(6!)[s r p(s-r)(r-p)(p-s)(s+r+p) T(\sqrt{t}) x \\
& -\operatorname{trp}(t-r)(r-p)(p-t)(t+r+p) T(\sqrt{s}) x \\
& +t s p(t-s)(s-p)(p-t)(t+s+p) T(\sqrt{r}) x \\
& -t s r(t-s)(s-r)(r-t)(t+s+r) T(\sqrt{p}) x] / \\
& \operatorname{tsrp}(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
& -(6!) \frac{t+s+r+p}{t s r p} x-\int_{0}^{\sqrt{p}} K_{3}^{+}(t, s, r, p ; u) T(u) A^{5} x d u, \\
& A^{4} x=-(8!)[\operatorname{srp}(s-r)(r-p)(p-s) T(\sqrt{t}) x \\
& -\operatorname{trp}(t-r)(r-p)(p-t) T(\sqrt{s}) x \\
& +t s p(t-s)(s-p)(p-t) T(\sqrt{r}) x \\
& -t s r(t-s)(s-r)(r-t) T(\sqrt{p}) x] / \\
& \operatorname{tsrp}(t-s)(t-r)(t-p)(s-r)(s-p)(r-p) \\
& +(8!) \frac{1}{t s r p} x+\int_{0}^{\sqrt{p}} K_{4}^{+}(t, s, r, p ; u) T(u) A^{5} x d u,
\end{align*}
$$

where

$$
\begin{aligned}
& \left(\frac { ( 9 ! ) ^ { 3 } } { 4 ! 6 ! 8 ! } \left[-(s r p)^{2}(s-r)(r-p)(p-s)(\sqrt{t}-u)^{9}\right.\right. \\
& +(t r p)^{2}(t-r)(r-p)(p-t)(\sqrt{s}-u)^{9} \\
& -(t s p)^{2}(t-s)(s-p)(p-t)(\sqrt{r}-u)^{9} \\
& \left.+(t s r)^{2}(t-s)(s-r)(r-t)(\sqrt{p}-u)^{9}\right] / \\
& \left(-D^{+}\right), \quad 0 \leq u \leq \sqrt{t} \\
& \frac{(9!)^{3}}{4!6!8!}\left[(t r p)^{2}(t-r)(r-p)(p-t)(\sqrt{s}-u)^{9}\right. \\
& K_{1}^{+}=\left\{\begin{array}{l}
-(t s p)^{2}(t-s)(s-p)(p-t)(\sqrt{r}-u)^{9} \\
\left.+(t s r)^{2}(t-s)(s-r)(r-t)(\sqrt{p}-u)^{9}\right] /
\end{array}\right. \\
& \left(-D^{+}\right), \quad \sqrt{t} \leq u \leq \sqrt{s} \\
& \frac{(9!)^{3}}{4!6!8!}\left[-(t s p)^{2}(t-s)(s-p)(p-t)(\sqrt{r}-u)^{9}\right. \\
& \left.+(t s r)^{2}(t-s)(s-r)(r-t)(\sqrt{p}-u)^{9}\right] / \\
& \left(-D^{+}\right), \quad \sqrt{s} \leq u \leq \sqrt{r} \\
& \frac{(9!)^{3}}{4!6!8!}\left[(t s r)^{2}(t-s)(s-r)(r-t)(\sqrt{p}-u)^{9}\right] / \\
& \left(-D^{+}\right) \\
& \sqrt{r} \leq u \leq \sqrt{p}, \\
& \frac{(9!)^{3}}{2!6!8!}\left[-s r p(s-r)(r-p)(p-s)(s r+r p+p s)(\sqrt{t}-u)^{9}\right. \\
& +\operatorname{trp}(t-r)(r-p)(p-t)(t r+r p+p t)(\sqrt{s}-u)^{9} \\
& -t s p(t-s)(s-p)(p-t)(t s+s p+p t)(\sqrt{r}-u)^{9} \\
& \left.+t s r(t-s)(s-r)(r-t)(t s+s r+r t)(\sqrt{p}-u)^{9}\right] / \\
& \left(-D^{+}\right), \quad 0 \leq u \leq \sqrt{t} \\
& \frac{(9!)^{3}}{2!6!8!}\left[t r p(t-r)(r-p)(p-t)(t r+r p+p t)(\sqrt{s}-u)^{9}\right. \\
& -t s p(t-s)(s-p)(p-t)(t s+s p+p t)(\sqrt{r}-u)^{9} \\
& \left.+t s r(t-s)(s-r)(r-t)(t s+s r+r t)(\sqrt{p}-u)^{9}\right] / \\
& \left(-D^{+}\right) \text {, } \\
& \sqrt{t} \leq u \leq \sqrt{s} \\
& \frac{(9!)^{3}}{2!6!8!}\left[-t s p(t-s)(s-p)(p-t)(t s+s p+p t)(\sqrt{r}-u)^{9}\right. \\
& \left.+t s r(t-s)(s-r)(r-t)(t s+s r+r t)(\sqrt{p}-u)^{9}\right] / \\
& \left(-D^{+}\right) \text {, } \\
& \sqrt{s} \leq u \leq \sqrt{r} \\
& \frac{(9!)^{3}}{2!6!8!}\left[t s r(t-s)(s-r)(r-t)(t s+s r+r t)(\sqrt{p}-u)^{9}\right] / \\
& \left(-D^{+}\right), \\
& \sqrt{r} \leq u \leq \sqrt{p},
\end{aligned}
$$

$$
\begin{aligned}
& \left(\frac { ( 9 ! ) ^ { 3 } } { 2 ! 4 ! 8 ! } \left[-\operatorname{srp}(s-r)(r-p)(p-s)(s+r+p)(\sqrt{t}-u)^{9}\right.\right. \\
& +\operatorname{trp}(t-r)(r-p)(p-t)(t+r+p)(\sqrt{s}-u)^{9} \\
& -t s p(t-s)(s-p)(p-t)(t+s+p)(\sqrt{r}-u)^{9} \\
& \left.+t s r(t-s)(s-r)(r-t)(t+s+r)(\sqrt{p}-u)^{9}\right] / \\
& \left(-D^{+}\right), \\
& 0 \leq u \leq \sqrt{t} \\
& \frac{(9!)^{3}}{2!4!8!}\left[t r p(t-r)(r-p)(p-t)(t+r+p)(\sqrt{s}-u)^{9}\right. \\
& K_{3}^{+}=\left\{\begin{array}{l}
-t s p(t-s)(s-p)(p-t)(t+s+p)(\sqrt{r}-u)^{9} \\
\left.+t s r(t-s)(s-r)(r-t)(t+s+r)(\sqrt{p}-u)^{9}\right] /
\end{array}\right. \\
& \left(-D^{+}\right) \\
& \sqrt{t} \leq u \leq \sqrt{s} \\
& \frac{(9!)^{3}}{2!4!8!}\left[-t s p(t-s)(s-p)(p-t)(t+s+p)(\sqrt{r}-u)^{9}\right. \\
& \left.+t s r(t-s)(s-r)(r-t)(t+s+r)(\sqrt{p}-u)^{9}\right] / \\
& \left(-D^{+}\right) \text {, } \\
& \sqrt{s} \leq u \leq \sqrt{r} \\
& \frac{(9!)^{3}}{2!4!8!}\left[t s r(t-s)(s-r)(r-t)(t+s+r)(\sqrt{p}-u)^{9}\right] / \\
& \left(-D^{+}\right), \\
& \sqrt{r} \leq u \leq \sqrt{p},
\end{aligned}
$$

Note that $K_{i}^{+} \geq 0, i=1,2,3,4$, for every $u \in[0, \sqrt{p}](0<t<s<r<p)$. Besides

$$
\left.\begin{array}{l}
\int_{0}^{\sqrt{p}} K_{1}^{+} d u=-\frac{2!}{10!} t s r p \\
\int_{0}^{\sqrt{p}} K_{2}^{+} d u=-\frac{4!}{10!}(t s r+t s p+t r p+s r p)
\end{array}\right\},
$$

From (31)-(31"'), triangle inequalities, (32)-(32'), and similarly as "on semigroups", I get (28)-(28"'). This completes the proof of Theorem 5.

Proof of Theorem 6. From (15) and (28)-(28"') and similar calculations as in the previous section "on semigroups", I find inequalities (29). This completes the proof of Theorem 6 .

Proof of Theorem 7. Setting $M=1$, using (29), and minimizing $g_{i}=$ $g_{i}\left(m_{1}, m_{2}, m_{3}\right), i=1,2,3,4$, as in section "on semigroups", I obtain inequalities (30). This completes the proof of Theorem 7.
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