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6.3 A generalized Ray-Singer metric on the determinant of the co-

homology 116
6.4 Truncation of the spectrum and Ray-Singer metrics 120
6.5 A smooth generalized metric on the determinant bundle 122
6.6 The equivariant determinant 123
6.7 A variation formula 125
6.8 A simple identity 126
6.9 The projected connections 126
6.10 A proof of Theorem 6.7.2 127

Chapter 7. The hypoelliptic torsion forms of a vector bundle 131

7.1 The function τ (c, η, x) 131
7.2 Hypoelliptic curvature for a vector bundle 133
7.3 Translation invariance of the curvature 134
7.4 An automorphism of E 135
7.5 The von Neumann supertrace of exp

`

−LE
c

´

136
7.6 A probabilistic expression for Q′

c 138
7.7 Finite dimensional supertraces and infinite determinants 139
7.8 The evaluation of the form Trs

ˆ

g exp
`

−LE
c

´˜

148
7.9 Some extra computations 152
7.10 The Mellin transform of certain Fourier series 155
7.11 The hypoelliptic torsion forms for vector bundles 160



BismutLebeauGlob June 16, 2008

CONTENTS vii

Chapter 8. Hypoelliptic and elliptic torsions: a comparison formula 162

8.1 On some secondary Chern classes 162
8.2 The main result 163
8.3 A contour integral 164
8.4 Four intermediate results 165
8.5 The asymptotics of the I0k 166
8.6 Matching the divergences 169
8.7 A proof of Theorem 8.2.1 170

Chapter 9. A comparison formula for the Ray-Singer metrics 171

Chapter 10. The harmonic forms for b → 0 and the formal Hodge theorem 173

10.1 A proof of Theorem 8.4.2 173
10.2 The kernel of A2

φ,Hc as a formal power series 175
10.3 A proof of the formal Hodge Theorem 178
10.4 Taylor expansion of harmonic forms near b = 0 180

Chapter 11. A proof of equation (8.4.6) 182

11.1 The limit of the rescaled operator as t → 0 182
11.2 The limit of the supertrace as t → 0 187
11.3 A proof of equation (8.4.6) 189

Chapter 12. A proof of equation (8.4.8) 190

12.1 Uniform rescalings and trivializations 190
12.2 A proof of (8.4.8) 192

Chapter 13. A proof of equation (8.4.7) 194

13.1 The estimate in the range t ≥ bβ 194
13.2 Localization of the estimate near π−1Xg 196
13.3 A uniform rescaling on the creation annihilation operators 198
13.4 The limit as t → 0 of the rescaled operator 200
13.5 Replacing X by TxX 202
13.6 A proof of (13.2.11) 205
13.7 A proof of Theorem 13.6.2 206

Chapter 14. The integration by parts formula 214

14.1 The case of Brownian motion 215
14.2 The hypoelliptic diffusion 217
14.3 Estimates on the heat kernel 219
14.4 The gradient of the heat kernel 220

Chapter 15. The hypoelliptic estimates 224

15.1 The operator A′2
φb,±H 224

15.2 A Littlewood-Paley decomposition 226
15.3 Projectivization of T∗X and Sobolev spaces 227
15.4 The hypoelliptic estimates 229
15.5 The resolvent on the real line 238
15.6 The resolvent on C 240



BismutLebeauGlob June 16, 2008

viii CONTENTS

15.7 Trace class properties of the resolvent 243

Chapter 16. Harmonic oscillator and the J0 function 247

16.1 Fock spaces and the Bargman transform 247
16.2 The operator B (ξ) 249
16.3 The spectrum of B (iξ) 251
16.4 The function J0 (y, λ) 253
16.5 The resolvent of B (iξ) + P 261

Chapter 17. The limit of A′2
φb,±H as b → 0 264

17.1 Preliminaries in linear algebra 268
17.2 A matrix expression for the resolvent 268
17.3 The semiclassical Poisson bracket 270
17.4 The semiclassical Sobolev spaces 271
17.5 Uniform hypoelliptic estimates for Ph 272
17.6 The operator P0

h and its resolvent Sh,λ for λ ∈ R 277
17.7 The resolvent Sh,λ for λ ∈ C 281
17.8 A trivialization over X and the symbols Sd,k

ρ,δ,c 283

17.9 The symbol Q0
h (x, ξ) − λ and its inverse e0,h,λ (x, ξ) 289

17.10 The parametrix for Sh,λ 306
17.11 A localization property for E0,E1 307
17.12 The operator P±Sh,λ 308
17.13 A proof of equation (17.12.9) 309
17.14 An extension of the parametrix to λ ∈ V 318
17.15 Pseudodifferential estimates for P±Sh,λi± 319
17.16 The operator Θh,λ 323
17.17 The operator Th,λ 326
17.18 The operator (J1/J0)

`

hDX/
√

2, λ
´

329
17.19 The operator Uh,λ 331
17.20 Estimates on the resolvent of Th,h2λ 337

17.21 The asymptotics of (Lc − λ)−1 340
17.22 A localization property 348

Bibliography 353

Subject Index 359

Index of Notation 361



BismutLebeauGlob June 16, 2008

The Hypoelliptic Laplacian

and Ray-Singer Metrics



BismutLebeauGlob June 16, 2008



BismutLebeauGlob June 16, 2008

Introduction

The purpose of this book is to develop the analytic theory of the hypoel-
liptic Laplacian and to establish corresponding results on the associated
Ray-Singer analytic torsion. We also introduce the corresponding theory for
families of hypoelliptic Laplacians, and we construct the associated analytic
torsion forms. The whole setting will be equivariant with respect to the ac-
tion of a compact Lie group G.

Let us put in perspective the various questions which are dealt with in this
book. In [B05], one of us introduced a deformation of classical Hodge theory.
Let X be a compact Riemannian manifold, let

(
F,∇F , gF

)
be a complex flat

Hermitian vector bundle on X . Let
(
Ω· (X,F ) , dX

)
be the de Rham complex

of smooth forms on X with coefficients in F , let dX∗ be the formal adjoint
of dX with respect to the obvious Hermitian product on Ω· (X,F ). Then the
Laplacian �

X =
[
dX , dX∗] is a second order nonnegative elliptic operator

acting on Ω· (X,F ). LetHX = ker�
X be the vector space of harmonic forms.

Classical Hodge theory asserts that we have a canonical isomorphism,

HX ≃ H · (X,F ) . (0.1)

Let T ∗X be the cotangent bundle of X , let
(
Ω· (T ∗X,π∗F ) , dT

∗X
)

be
the corresponding de Rham complex over T ∗X . In [B05], a deformation of
classical Hodge theory was constructed, which is associated to a Hamiltonian
H on T ∗X . The corresponding Laplacian is denoted by A2

φ,H. In the case

where H = |p|2
2 and Hc = cH depends on a parameter c = ±1/b2 ∈ R∗,

with b ∈ R∗
+, an operator which is conjugate to A2

φ,Hc , the operator A2
φ,Hc ,

is given by the formula

A2
φ,Hc =

1

4

(
−∆V + c2 |p|2 + c (2êiibei − n)

− 1

2

〈
RTX (ei, ej) ek, el

〉
eiejibekibel

)

− 1

2

(
cLYH +

c

2
ω
(
∇F , gF

) (
Y H)+

1

2
eiibej∇Fei

ω
(
∇F , gF

)
(ej)

+
1

2
ω
(
∇F , gF

)
(ei)∇bei

)
. (0.2)

In (0.2), ∆V is is the Laplacian along the fibers of T ∗X , RTX is the curvature
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tensor of the Levi-Civita connection ∇TX , the ei, êi are horizontal and ver-
tical 1-forms, which produce orthonormal bases of T ∗X and TX , Y H is the
Hamiltonian vector field associated to H, i.e., the generator of the geodesic
flow, LYH is the Lie derivative operator associated to Y H, and ω

(
∇F , gF

)

is the variation of gF with respect to ∇F . The differential operator which
appears in the first line in the right-hand side of (0.2) is a harmonic oscil-
lator. A fundamental feature of the operator A2

φ,Hc is that by a theorem of

Hörmander [Hör67], ∂
∂u − A2

φ,Hc is hypoelliptic.
In [B05], algebraic arguments were given which indicated that when b

varies between 0 and +∞, the Laplacian 2A2
φ,Hc interpolates in a proper

sense between the Hodge Laplacian �
X/2 and the operator |p|2 /2 − LYH .

Moreover, A2
φ,Hc was shown in [B05] to be self-adjoint with respect to a

Hermitian form of signature (∞,∞).
A key motivation for the construction of the Laplacian A2

φ,Hc is its rela-
tion to the Witten deformation of classical Hodge theory. Let us simply recall
that if f : X → R is a smooth function, the associated Witten Laplacian
is a one parameter deformation �

X
T of the classical Laplacian �

X , which
coincides with �

X for T = 0, which also consists of elliptic self-adjoint op-
erators for which the Hodge theorem holds. If f is a Morse function, Witten
showed that as T → ±∞, the small eigenvalue eigenspaces localize near
the critical points of f . He also conjectured that the corresponding com-
plex of small eigenvalue eigenforms can be identified with the corresponding
Thom-Smale [T49, Sm61] of the gradient field −∇f , in the case where this
gradient field satisfies the Thom transversality conditions [T49]. This con-
jecture was proved by Helffer-Sjöstrand [HeSj85]. The Witten deformation
was used in [BZ92, BZ94] to give a new proof of the Cheeger-Müller the-
orem [C79, Mül78] on the equality of the Reidemeister torsion and of the
analytic torsion for unitary flat exact vector bundles, and more generally
of the Ray-Singer metric on λ = detH · (X,F ), which one defines using the
Ray-Singer torsion, with the so-called Reidemeister metric [Re35], which is
defined combinatorially. Let us just recall here that the Ray-Singer analytic
torsion can be obtained via the derivative at s = 0 of the zeta functions of
the Laplacian �

X .
Let LX be the loop space of X , i.e., the set of smooth maps s ∈ S1 → X ,

and let E be the energy functional E = 1
2

∫ 1

0
|ẋ|2 ds. The functional integral

interpretation of the Laplacian A2
φ,Hc is explained in detail in [B04, B05]. In

particular 2A2
φ,Hc interpolating between �

X/2 and |p|2 /2−LYH should be
thought of as a semiclassical version of the fact that the Witten Laplacian
�
LX
T on LX associated to the energy functionalE should interpolate between

the Hodge Laplacian �
LX and the Morse theory for E, whose critical points

are precisely the closed geodesics. Incidentally, let us recall that neither �
LX

nor its Witten deformation has ever been constructed. Let us also mention
that if one follows the analogy of the deformation in [B05] with the Witten
Laplacian, then c = 1/T , so that T = ±b2.

It was also observed in [B05] that at least formally, Fried’s conjecture



BismutLebeauGlob June 16, 2008

INTRODUCTION 3

[F86, F88] on the relation of the Ray-Singer torsion to dynamical Ruelle’s
zeta functions could be thought of as a consequence of a infinite dimensional
version of the Cheeger-Müller theorem, where X is replaced by LX . This
conjecture by Fried has been proved by Moscovici-Stanton [MoSta91] for
symmetric spaces using Selberg’s trace formula.

The present book has four main purposes:

• To develop the full Hodge theory of the Laplacian A2
φ,Hc . This means

not only proving a corresponding version of the Hodge theorem, but
also studying the precise properties of its resolvent and of the cor-
responding heat kernel. The main difficulty is related to the fact that
T ∗X is noncompact, and also that the operator A2

φ,Hc is not classically
self-adjoint.

• To develop the appropriate local index theory for the associated heat
kernel.

• To adapt to such Laplacians the theory of the Ray-Singer torsion
[RS71] of Ray-Singer, and of the analytic torsion forms of Bismut-Lott
[BLo95].

• To give an explicit formula relating the analytic torsion objects asso-
ciated to the hypoelliptic Laplacian to the classical Ray-Singer torsion
for the classical Laplacian �

X .

To reach these above objectives, we use the following tools:

• We refine the hypoelliptic estimates of Hörmander [Hör85] in order to
control hypoellipticity at infinity in the cotangent bundle. Some of the
arguments we use are similar to arguments already given by Helffer-
Nier [HeN05] and Hérau-Nier [HN04] in the case where X = Rn in
their study of the return to equilibrium for Fokker-Planck equations.
It is quite striking that although we view our hypoelliptic equations
as coming from a degeneration of elliptic equations on LX , we end up
dealing with kinetic equations on X .

• We develop the adequate theory of semiclassical pseudodifferential op-
erators with parameter h = b, combined to a computation of the re-
solvents as (2, 2) matrices, by a method formally similar to a method
we developed in the context of Quillen metrics in [BL91], in order to
study the convergence as b → 0 of the operator A2

φ,Hc to �
X . One

basic difference with respect to [BL91] is that our operators are no
longer self-adjoint.

• We develop a hypoelliptic local index theory. This local index theory
extends the well-known local index theory for the operator dX + dX∗

[P71, Gi84, ABP73, G86]. Still, the fact that we work also with analytic
torsion forms forces us to develop a very general machinery which will
extend to the analysis of Dirac operators. The hypoelliptic local index
theory is itself a deformation of classical elliptic local index theory.
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• We study the deformation of the Ray-Singer metric and also the cor-
responding hypoelliptic analytic torsion forms by a method formally
similar to the one used in [BL91] and later extended in [B97] to holo-
morphic torsion forms. At least at a formal level, even though we deal
with essentially different objects, the proofs are formally very close,
even in their intermediate steps.

• We develop the adequate probabilistic machinery which allows us to
prove certain localization estimates, and also the Malliavin calculus
[M78] corresponding to the hypoelliptic diffusion process. In particular
we establish an integration by parts formula for a geometric hypoel-
liptic diffusion, which extends a corresponding formula established in
[B84] for the classical Brownian motion.

Let us now elaborate on the functional integral interpretation of the above
techniques, along the lines of [B04, B05]. For c = 1/b2, the dynamics of the
diffusion (xs, ps) ∈ T ∗X associated to the hypoelliptic Laplacian 2A2

φ,Hc can
be described by the stochastic differential equation

ẋ = p, ṗ = (−p+ ẇ) /b2, (0.3)

where w is a standard Brownian motion. The first order differential system
(0.3) can also be written as the second order differential equation on X ,

ẍ = (−ẋ+ ẇ) /b2. (0.4)

When b→ 0, equation (0.4) degenerates to

ẋ = ẇ. (0.5)

In (0.3), p is an Ornstein-Uhlenbeck process, whose trajectories are con-
tinuous, x is a so-called physical Brownian motion, and the trajectories of
x are C1. Incidentally observe that p is a Gaussian process with covariance
exp

(
− |t− s| /b2

)
/b2. In (0.5), x is a standard Brownian motion, and its tra-

jectories are nowhere differentiable. Now Brownian motion is precisely the
process corresponding to the Hodge Laplacian �

X/2. The fact that equation
(0.4) degenerates into (0.5) when b → 0 is one of the arguments to justify
the convergence of 2A2

φ,Hc toward �
X/2 when b→ 0 at a dynamical level.

The convergence argument of the trajectories in (0.4) to those in (0.5) can
indeed be justified. In another form, it was already present in earlier work
of Stroock and Varadhan [StV72], where another convergence scheme of the
solution of a differential equation to the solution of a stochastic differential
equation was given. Such convergence arguments provide the critical link
between classical differential calculus and the Itô calculus.

But as explained in [B05], we are asking much more, since we want to
understand the functional analytic behavior of the Laplacian A2

φ,Hc when
b→ 0, and this in every degree. Arguments in favor of such a possibility were
given in [B05], writing the operator A2

φ,Hc as a (2, 2) matrix with respect to
to a natural splitting of a corresponding Hilbert space.

Our proof of the convergence of 2A2
φ,Hc to �

X/2 can be thought of as a
functional analytic version of the Itô calculus. The analytic difficulties are
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in part revealing the tormented path connecting a C1 dynamics for b > 0 to
a nowhere differentiable dynamics for b = 0.

Let us still elaborate on this point from a formal point of view, along the
lines of [B04, B05]. Indeed for b > 0, the path integral representation for the

supertrace Trs

[
exp

(
−tA2

φ,Hc

)]
is given by

Trs
[
exp

(
−tA2

φ,Hc

)]
=

∫

LX

exp

(
− 1

2t

∫ 1

0

|ẋ|2 ds− b4

2t3

∫ 1

0

|ẍ|2 ds+ . . .

)
.

(0.6)
In (0.6), . . . represents the fermionic part of the integral. One should be
aware of the fact that the process x in (0.4) which corresponds to (0.6) is

such that 1
2

∫ 1

0
|ẍ|2 ds = +∞.

In (0.6), if we make b = 0, in the right-hand side, we recover the stan-

dard representation of the Brownian measure, for which 1
2

∫ 1

0 |ẋ|
2
ds = +∞.

Making b = 0 seems to be an innocuous operation in (0.6), which could be
Taylor expanded. The opposite is true. First of all the H1 norm of ẋ is much
“bigger” than its H0 norm. Any perturbative expansion of (0.6) to b = 0
will lead to inconsistent divergences. The rigorous process through which one
shows the convergence of (0.6) to the corresponding expression with b = 0
is much subtler and involves functional analytic arguments, which we now
describe in more detail.

The arguments in [B05] show that the convergence of A2
φ,Hc to �

X/4
should be obtained by inverting the harmonic oscillator fiberwise. However,
this picture provides only the limit view, in which b has already been made
equal to 0. Namely, the inverse of the harmonic oscillator should be viewed as
a fiberwise pseudodifferential operator, supported on the diagonal of X . For
b > 0 close to 0, the inverse of the relevant operator is no longer supported
over the diagonal of X . A suitably defined version of this inverse can be
viewed as a semiclassical pseudodifferential operator on X with semiclassical
parameter h = b. This semiclassical description is valid only to describe the
more and more chaotic behavior of the component p ∈ T ∗X as b → 0 in
(0.3). As explained in (0.4), (0.5), as b → 0, the dynamics of x converges
to a Brownian motion on X . The obvious implication is that the relevant
calculus on operators which will give a precise account of the transition from
the dynamics in (0.3) to the Brownian dynamics (0.5) will necessarily have
two scales, a semiclassical scale with parameter h = b and an ordinary scale.

Let us point out that we also study the transition from the small time
asymptotics of the heat kernel in (0.3) to the corresponding small time
asymptotics for the standard heat kernel corresponding to (0.5). This re-
quires proving the required uniform localization in b as t→ 0, and also using
a two scale pseudodifferential calculus, with semiclassical parameters t, b.

No attempt is made in this book to study the limit b→ +∞, which should
concentrate the analysis near the closed geodesics.

We now present three key results which are established in this book. Let
λ = detH · (X,F ) be the determinant of the cohomology of F , so that λ is a
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complex line. By proceeding as in [B05], for b ∈ R∗
+, c = 1/b2, we construct

a generalized metric ‖ ‖2λ,b on the line λ, using in particular the Ray-Singer

torsion for A2
φ,Hc in the sense of [RS71]. A generalized metric differs from a

usual metric in the sense it may have a sign. Let ‖‖2λ,0 be the corresponding

classical Ray-Singer metric, associated to the analytic torsion for �
X . The

following result is established in Theorem 9.0.1.

Theorem 0.0.1. Given b > 0, c = 1/b2, we have the identity

‖ ‖2λ,b = ‖ ‖2λ,0 . (0.7)

More generally, if G is a compact Lie group acting isometrically on the
above geometric objects, along the lines of [B95], we can define the logarithm

of an equivariant Ray-Singer metric log
(
‖‖2λ,b

)
, which one should compare

with the equivariant Ray-Singer metric log
(
‖ ‖2λ,0

)
. Take g ∈ G and letXg ⊂

X be the fixed point manifold of X . Let ζ (θ, s) =
∑+∞

n=1
cos(nθ)
ns , η (θ, s) =∑+∞

n=1
sin(nθ)
ns be the real and imaginary parts of the Lerch function [Le88].

Set

0J (θ) =
1

2

(
∂ζ

∂s
(θ, 0)− ∂ζ

∂s
(0, 0)

)
. (0.8)

We denote by e (TXg) the Euler class of TXg, and by 0Jg
(
TX |Xg

)
the locally

constant function on Xg which is associated to the splitting of TX |Xg using
the locally constant eigenvalues of g acting on TX |Xg . In Theorem 9.0.1, we
also establish the following extension of Theorem 0.0.1.

Theorem 0.0.2. For g ∈ G, b > 0, c = 1/b2, we have the identity

log

(
‖ ‖2λ,b
‖ ‖2λ,0

)
(g) = 2

∫

Xg

e (TXg)
0Jg

(
TX |Xg

)
TrF [g] . (0.9)

A more general result is for the torsion forms Tch,g,b0
(
THM, gTX ,∇F , gF

)

which we define in chapter 6 as analogues in the hypoelliptic case of the ana-
lytic torsion forms of Bismut and Lott [BLo95] Tch,g,0

(
THM, gTX ,∇F , gF

)
,

normalized as in [BG01], which were obtained in the context of standard
elliptic theory. The torsion forms Tch,g,0

(
THM, gTX ,∇F , gF

)
are secondary

invariants which refine the theorem of Riemann-Roch-Grothendieck for flat
vector bundles established in [BLo95] at the level of differential forms. They
were constructed using the superconnection formalism of Quillen [Q85b]. We
make here a similar construction to obtain the hypoelliptic torsion forms
Tch,g,b0

(
THM, gTX ,∇F , gF

)
.

Let us now explain our results on hypoelliptic torsion forms in more detail.
We consider indeed a projection p : M → S with compact fiber X , the flat
Hermitian vector bundle

(
F,∇F , gF

)
is now defined on M , and THM ⊂ TM

is a horizontal vector bundle on M . The Lie group G acts along the fibers
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X . The equivariant analytic torsion forms Tch,g,b0
(
THM, gTX ,∇F , gF

)
are

smooth even forms on S.
Put

J (θ, x) =
1

2



∑

p∈N
p even

∂ζ

∂s
(θ,−p) x

p

p!
+ i

∑

p∈N
p odd

∂η

∂s
(θ,−p) x

p

p!


 , (0.10)

0J (θ, x) = J (θ, x) − J (0, 0) .

The functions J (θ, x) and 0J (θ, x) were introduced in [BG01, Definitions
4.21 and 4.25, Theorem 4.35, and Definition 7.3].

Take g ∈ G. Here 0Jg
(
TX |Xg

)
is now a cohomology class on Mg ⊂ M .

The class c̃h
◦
g

(
∇H·(X,F ), h

H·(X,F )
0 , h

H·(X,F )
b0

)
∈ Ω· (S) /dΩ· (S) is defined in

equation (8.1.1). It is a secondary class attached to a couple of generalized
metrics on H· (X,F ) ≃ H · (X,F ).

We now state a formula comparing the elliptic and the hypoelliptic torsion
forms, which is established in Theorem 8.2.1.

Theorem 0.0.3. For b0 > 0, c = 1/b20 and b0 small enough, the following
identity holds:

− Tch,g,b0
(
THM, gTX ,∇F , gF

)
+ Tch,g,0

(
THM, gTX ,∇F , gF

)

− c̃h
◦
g

(
∇H·(X,F ), h

H·(X,F )
0 , h

H·(X,F )
b0

)
+

∫

Xg

e (TXg)
0Jg

(
TX |Mg

)
TrF [g] = 0

in Ω· (S) /dΩ· (S) . (0.11)

Note that except for the restriction that b0 has to be small, Theorems
0.0.1 and 0.0.2 follow from Theorem 0.0.3.

Let us also point out that in [BL91], given an embedding of compact
complex Kähler manifolds i : Y → X , and a resolution of a holomorphic
vector bundle η on Y by a holomorphic complex of vector bundles (ξ, v) on
X , we gave a local formula for the ratio of the Quillen metrics on the line
detH0,· (Y, η) ≃ detH0,· (X, ξ). This problem seems to be of a completely
different nature from the one which is being considered here. In particular
all the operators considered in [BL91] are self-adjoint. Still from a certain
point of view, the structures of the proofs are very similar, probably because
of the underlying path integrals, which are very similar in both cases.

The book is organized as follows. In chapter 1, we describe the results
obtained by Bismut and Lott [BLo95] and Bismut and Goette [BG01] in
the context of classical Hodge theory. In particular we recall the construc-
tion in [BLo95] of the analytic elliptic torsion forms, which are obtained by
transgression of certain elliptic odd Chern forms, and we describe various
properties of Ray-Singer metrics on the line detH · (X,F ).

In chapter 2, we recall the construction given in [B05] of a deformation of
classical Hodge theory on a Riemannian manifold X , whose Laplacian A2

φ,Hc

is a hypoelliptic operator on T ∗X , this theory being also developed in the
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context of families. Also we give the general set up which will ultimately
permit us to establish the above three results.

In chapter 3, given b > 0, we discuss the Hodge theory for the hypoel-
liptic Laplacian, and we summarize the main properties of its heat kernel.
We discuss in detail the spectral theory of A2

φ,Hc and the behavior of the
spectrum as b → 0. We show that for b > 0, the spectrum is discrete and
conjugation-invariant. We prove that for b > 0 small enough, the results of
classical Hodge theory still hold, and also that except for the 0 eigenvalue,
the other eigenvalues have a positive real part and remain real at finite dis-
tance. Also we prove that the set of b > 0 such that the Hodge theorem does
not hold is discrete. The bulk of the analytic arguments used in this chapter
is taken from the key chapters 15 and 17.

In chapter 4, we construct hypoelliptic odd Chern forms, which depend
on two parameters, b > 0, t > 0, with c = ±1/b2. Also we show that their
asymptotics as t → 0 coincide with the asymptotics of the corresponding
elliptic odd Chern forms. These results are obtained using a new version of
the Getzler rescaling of Clifford variables [G86] in the context of hypoellip-
tic operators. The arguments of localization are obtained using probabilistic
methods and arguments from chapter 14. Let us also point out that in [L05],
one of us has studied in detail the asymptotics of the hypoelliptic heat kernel
on functions, also outside the diagonal, and obtained a corresponding large
deviation principle, in which the action considered in the formal represen-
tation (0.6) ultimately appears in an exponentially small term as t → 0.
Alternative localization techniques are given in chapters 15 and 17. These
techniques will play an essential role when studying the combined asymp-
totics for the heat kernel as b→ 0, t→ 0.

In chapter 5, we study the behavior of the hypoelliptic odd Chern forms
when t → +∞ or b → 0. We study in particular the uniformity of the
convergence.

In chapter 6, using the results of chapters 4 and 5, for b > 0 small enough,
we construct the corresponding analytic hypoelliptic torsion forms, which are
obtained by transgression of the hypoelliptic odd Chern forms, and we con-
struct corresponding hypoelliptic Ray-Singer metrics for any b. The elliptic
and hypoelliptic torsion forms verify similar transgression equations, which
makes plausible Theorem 0.0.3, which asserts essentially that their difference
is topological. Also we show that the hypoelliptic Ray-Singer metrics does
not depend on b.

In chapter 7, we compute the hypoelliptic torsion forms which are attached
to a vector bundle. This chapter is based on explicit computations involving
the harmonic oscillator and Clifford variables. This computation plays a key
role in the proof of our final formula.

In chapter 8, we establish our main result, which was stated as Theorem
0.0.3, where we give a formula comparing the hypoelliptic to the elliptic
torsion forms. The proof is based on a series of intermediate results, whose
proofs are themselves deferred to chapters 10-13.

In chapter 9, we prove Theorems 0.0.1 and 0.0.2, i.e., we give a formula
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comparing the elliptic and hypoelliptic Ray-Singer metrics.
In chapter 10, given a cohomology class, we calculate the asymptotic ex-

pansion of the corresponding suitably rescaled harmonic forms as b→ 0.
In chapter 11, we give the proof of an intermediate result associated with

the smooth kernel for exp
(
−tA2

φ,Hc

)
when b ≃

√
t.

In chapter 12, we get uniform bounds on the heat kernel when b ∈
[√
t, b0

]
,

with t ∈]0, 1], and b0 > 0.
In chapter 13, we study the heat kernel forA2

φ,Hc in the range b ∈]0,
√
t], t ∈

]0, 1]. Note here that local index methods are also developed in chapters 12
and 13.

In chapter 14, we establish an integration by parts formula for the hy-
poelliptic diffusion, in the context of the Malliavin calculus [M78]. Some of
the objects which appear there are the concrete manifestation of the dreams
described in [B05].

Chapters 15-17 contain most of the analytic machine used in the book.
In chapter 15, given a fixed b > 0, we develop the hypoelliptic estimates

for the operator A2
φ,Hc . The noncompactness of T ∗X introduces extra diffi-

culties with respect to Hörmander [Hör67, Hör85]. These are handled using a
Littlewood-Paley decomposition of the chapters of the given vector bundles
on annuli. We show that the spectrum of A2

φ,Hc is included in a region of
C which is limited by a cusplike boundary. Also we study the trace class
properties of adequate powers of the resolvent.

In chapter 16, we develop some of the key tools which are needed to
study the limit b → 0. Indeed when microlocalizing this asymptotics, we
are essentially back to the case of a flat manifold. In the case of flat tori, it
was shown in [B05, subsection 3.10] that the hypoelliptic operator A2

φ,Hc is

essentially isospectral to �
X/4. In particular the spectrum of A2

φ,Hc is real.
Still the method used in chapter 17 to study the limit b → 0 consists in
writing our operator as a (2, 2) matrix. Even in the case of the torus, this
method is nontrivial. The asymptotics as b → 0 of the matrix component
are determined by a function J0 (y, λ) , (y, λ) ∈ R × C, whose behavior is
studied in detail. The Bargman representation of the harmonic oscillator in
terms of bosonic creation and annihilation operators plays a key role in the
analysis.

Finally, in chapter 17, we study the asymptotics of the resolvent of the
operator A2

φ,Hc as b → 0. This chapter is technically difficult. Its purpose

is to give a detailed analysis of the behavior of the resolvent of A2
φ,Hc as

b → 0. This means that the hypoelliptic estimates of chapter 15 have to be
combined with the computation of the resolvent as a (2, 2) matrix. Here, in
the hypoelliptic analysis, as in chapter 15, we use Kohn’s method of proof
[Ko73] of Hörmander’s theorem [Hör67] to get a global estimate with a gain
of 1/4 derivative, and a parametrix construction in which we use a subelliptic
estimate with a gain of 2/3 derivatives in appropriate function spaces. One
should observe here that this subelliptic estimate is not optimal for large
|p|, but that in the (2, 2) matrix calculus, projection on the kernel of the
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fiberwise harmonic oscillator which appears in (0.2) compensates for that.
Optimal hypoelliptic estimates have been obtained by one of us in [L06]. In
chapter 17, we also study the behavior of the heat kernel when b→ 0, t→ 0.

In the text, to make the book more readable, we often use results of
chapters 15-17, referring to those chapters for the complete proofs. This is
the case in particular in chapter 13. In principle, except for notation, the
various chapters in the book can be read independently, with the help of the
index of notation which is given at the end of the book.

In the whole book, the positive constants C which appear in our estimates
can vary from line to line, even when the same notation is used for them. Also
in many cases, when dependence on parameters is crucial, the parameters
on which they depend are noted as subscripts.

The results contained in this book were announced in [BL05].
In the whole book, if A is a Z2-graded algebra, if a, a′ ∈ A, we denote by

[a, a′] their supercommutator.
The authors would like to thank Lucy Day Werts Hobor for her kind help

in the preparation of the final version of the book.
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Chapter One

Elliptic Riemann-Roch-Grothendieck and flat vector

bundles

The purpose of this chapter is to recall the results on elliptic analytic torsion
forms obtained by Bismut and Lott [BLo95] and later extended by Bismut
and Goette [BG01] to the equivariant context.

This chapter is organized as follows. In section 1.1, we state elementary
results on Clifford algebras.

In section 1.2, we recall some basic results of standard Hodge theory.
In section 1.3, we give a short account of the construction of the Levi-

Civita superconnection in the context of [BLo95].
In section 1.4, we review the relations of this construction to Poincaré

duality.
In section 1.5, we introduce a group action on the considered manifold.
In section 1.6, we give elementary results on Lefschetz formulas.
In section 1.7, we state the the Riemann-Roch-Grothendieck theorem for

flat vector bundles of [BLo95].
In section 1.8, we explain the construction of the analytic torsion forms of

[BLo95].
In section 1.9, we give the relevant formulas for the Chern analytic torsion

forms of [BG01], which are simple modifications of the forms in [BLo95].
In section 1.10, we describe the behavior of the analytic torsion forms

under Poincaré duality.
In section 1.11, we briefly review the construction of certain secondary

classes for flat vector bundles.
Finally, in section 1.12, we describe the determinant of the cohomology

of a flat vector bundle and the construction of corresponding Ray-Singer
metrics via the Ray-Singer analytic torsion.

1.1 THE CLIFFORD ALGEBRA

Let V be a real Euclidean vector space. We identify V and V ∗ by the scalar
product of V . If U ∈ V , let U∗ ∈ V ∗ correspond to V by the metric.

Let c (V ) be the Clifford algebra of V . Then c (V ) is spanned by 1, U ∈ V ,
with the commutation relations

UU ′ + U ′U = −2 〈U,U ′〉 . (1.1.1)
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If U ∈ V , set

c (U) = U∗ ∧ −iU , ĉ (U) = U∗ ∧+iU . (1.1.2)

Then c (U) , ĉ (U) lie in Endodd (Λ (V ∗)). Moreover, if U,U ′ ∈ V ,

[c (U) , c (U ′)] = −2 〈U,U ′〉 , [ĉ (U) , ĉ (U ′)] = 2 〈U,U ′〉 , (1.1.3)

[c (U) , ĉ (U ′)] = 0.

By (1.1.3),

U∗∧ =
1

2
(ĉ (U) + ĉ (U)) , iU =

1

2
(ĉ (U)− c (U)) . (1.1.4)

Let E = E+ ⊕ E− be a Z2-graded finite dimensional vector space, and
let τ be the involution defining the grading, i.e., τ = ±1 on E±. The alge-
bra End (E) is Z2-graded, its even (resp. odd) elements commuting (resp.
anticommuting) with τ .

If A ∈ End (E), we define its supertrace Trs [A] by the formula

Trs [A] = Tr [τA] . (1.1.5)

Of course, the definition of the supertrace extends to the case where E is
infinite dimensional, as long as A is trace class.

Let F be another vector space. Then the exterior algebra Λ (F ∗) is also a
Z2-graded algebra. Let Λ· (F ∗) ⊗̂End (E) be the Z2-graded tensor product
of the algebras Λ· (F ∗) and End (E).

As in [Q85b], we extend Trs to a map from Λ· (F ∗) ⊗̂End (E) into Λ· (F ∗),
with the convention that if α ∈ Λ· (F ∗) , A ∈ End (E),

Trs [αA] = αTrs [A] . (1.1.6)

A basic fact [Q85b] is that the supertrace of a supercommutator vanishes.

1.2 THE STANDARD HODGE THEORY

Let X be a compact manifold of dimension n. Let
(
F,∇F

)
be a complex

flat vector bundle on X , so that ∇F is the corresponding flat connection
of F . Let

(
Ω· (X,F ) , dX

)
be the de Rham complex of smooth sections of

Λ· (T ∗X) ⊗̂F , equipped with the de Rham map dX . Let H · (X,F ) be the
cohomology of this complex. Then H · (X,F ) is a finite dimensional Z-graded
vector space.

Let gTX be a Riemannian metric on X , let gF be a Hermitian metric
on F . Let dvX be the volume on X attached to gTX . Let 〈 〉Λ·(T∗X)b⊗F be

the Hermitian product on Λ· (T ∗X) ⊗̂F which is associated to gTX , gF . We
equip Ω· (X,F ) with the Hermitian product gΩ·(X,F ) defined by

〈s, s′〉gΩ·(X,F ) =

∫

X

〈s, s′〉Λ·(T∗X)⊗F dvX . (1.2.1)

Let dX∗ be the formal adjoint of dX with respect to the Hermitian product
(1.2.1). Set

DX = dX + dX∗. (1.2.2)
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Then DX is a Dirac type operator, and DX,2 =
[
dX , dX∗] is the correspond-

ing Laplacian, which we denote �
X . Put

HX = ker dX ∩ ker dX∗. (1.2.3)

Then

HX = kerDX = kerDX,2. (1.2.4)

Moreover, Hodge theory asserts that

HX ≃ H · (X,F ) . (1.2.5)

By (1.2.5), H · (X,F ) inherits a Hermitian product gH
·(X,F ) from the restric-

tion of gΩ·(X,F ) to HX .
Put

ω
(
∇F , gF

)
=
(
gF
)−1∇F gF . (1.2.6)

Then ω
(
∇F , gF

)
is a smooth 1-form onX with values in self-adjoint elements

in End (F ). Set

∇F,u = ∇F +
1

2
ω
(
∇F , gF

)
. (1.2.7)

Then ∇F,u is a unitary connection on F , and its curvature RF is given by

RF = −1

4
ω
(
∇F , gF

)2
. (1.2.8)

From (1.2.6), we get

∇Fω
(
∇F , gF

)
= −ω

(
∇F , gF

)2
. (1.2.9)

From (1.2.7), (1.2.9), we obtain

∇F,uω
(
∇F , gF

)
= 0. (1.2.10)

This expresses the fact that ∇F,uA ω
(
∇F , gF

)
(B) is a symmetric tensor in

A,B ∈ TX .
Let ∇TX be the Levi-Civita connection on TX , and let RTX be its cur-

vature. Let ∇Λ·(T∗X)b⊗F ,∇Λ·(T∗X)b⊗F,u be the connections on Λ· (T ∗X) ⊗̂F
induced by ∇TX and ∇F ,∇F,u.

Let e1, . . . , en be a locally defined smooth orthonormal basis of TX . By
[BZ92, Proposition 4.12],

DX =

n∑

1

c (ei)∇Λ·(T∗X)b⊗F,u
ei

− 1

2

n∑

i=1

ĉ (ei)ω
(
∇F , gF

)
(ei) . (1.2.11)

Let ∆H be the horizontal Laplacian acting on Ω· (X,F ). Then when
acting on Ω· (X,F ),

∆H =
n∑

i=1

∇Λ·(T∗X)⊗F,2
ei

−∇Λ·(T∗X)⊗FP
n
i=1 ∇T X

ei
ei
. (1.2.12)
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Observe that ∆H is not self-adjoint, except when gF is flat. Similarly, we
can defined the self-adjoint Laplacian ∆H,u by replacing ∇Λ·(T∗X)b⊗F by
∇Λ·(T∗X)b⊗F,u.

In the sequel, we use Einstein’s summation conventions. Let e1, . . . , en be
an orthonormal basis of TX , let e1, . . . , en be the corresponding dual basis
of T ∗X . The Weitzenböck formula says that

�
X = −∆H +

〈
RTX (ei, ej) ek, el

〉
eiieje

kiel

− ω
(
∇F , gF

)
(ei)∇Λ·(T∗X)⊗F

ei
− eiiej∇Fei

ω
(
∇F , gF

)
(ej) . (1.2.13)

Let SX be the Ricci tensor of X . Using the circular symmetry of RTX as
in [B05, eq. (3.48)], we can rewrite (1.2.13) in the form

�
X = −∆H,u +

〈
SXei, ej

〉
eiiej −

1

2

〈
RTX (ei, ej) ek, el

〉
eiejiek

iel

+
1

2
∇F,uei

ω
(
∇F , gF

)
(ei) +

1

4
ω
(
∇F , gF

)2
(ei)−∇Fei

ω
(
∇F , gF

)
(ej) e

iiej .

(1.2.14)

In (1.2.14), ∇F,uei
ω
(
∇F , gF

)
(ei) can be replaced by ∇Fei

ω
(
∇F , gF

)
(ei).

1.3 THE LEVI-CIVITA SUPERCONNECTION

Now we summarize the main results of Bismut and Lott [BLo95] in the con-
text of families. Our summary will necessarily be brief. We refer to [BLo95]
for more details.

Let M,S be smooth manifolds. Let p : M → S be a smooth submersion
with compact fiber X of dimension n. Let THM be a horizontal vector
bundle on M , so that TM = THM⊕TX . Let gTX be a Euclidean metric on
TX . Let

(
F,∇F

)
be a flat vector bundle on M , let gF be a Hermitian metric

on F . We still define ω
(
∇F , gF

)
on M as in (1.2.5). Let PTX : TM → TX

be the projection associated to the splitting TM = THM ⊕TX . If U ∈ TS,
let UH ∈ THM be the horizontal lift of U .

In [B86, section 1], a Euclidean connection ∇TX on TX was constructed,
which is canonically attached to

(
THM, gTX

)
. This connection restricts to

the Levi-Civita connection along the fibers X .
Let RTX be the curvature of ∇TX . A tensor T was obtained in [B86, sec-

tion 1], which is a 2-form on M with values in TX , which vanishes identically
on TX × TX . Let U, V ∈ TS,A ∈ TX . Then by [B97, Theorem 1.1],

T
(
UH , V H

)
= −PTX

[
UH , V H

]
, T

(
UH , A

)
=

1

2

(
gTX

)−1 (
LUHgTX

)
A.

(1.3.1)

In particular, if U ∈ TS,A,B ∈ TX ,〈
T
(
UH , A

)
, B
〉

=
〈
T
(
UH , B

)
, A
〉
. (1.3.2)

Let
(
Ω· (X,F ) , dX

)
be the fiberwise de Rham complex of forms with co-

efficients in F . Then Ω· (X,F ) is a Z-graded vector bundle on S. We equip
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Ω· (X,F ) with the L2 Hermitian product gΩ·(X,F ) associated to gTX , gF ,
which was defined in (1.2.1). In [BLo95], Bismut and Lott constructed a
superconnection A and an odd section B of Λ· (T ∗S) ⊗̂End (Ω· (X,F )) on
Ω· (X,F ), which are canonically associated to

(
THM, gTX , gF

)
, and such

that

A2 = −B2. (1.3.3)

The superconnection A is a special case of the Levi-Civita superconnection
of [B86] which is used in the proof of a local version of the Atiyah-Singer
index theorem for families. The construction of B uses in particular the flat
superconnection A′ on Ω· (X,F ), which is just the total de Rham operator
on M .

Set m = dim S. Let f1, . . . , fm be a basis of TS, let f1, . . . , fm be the
corresponding dual basis of T ∗S.

Let 1∇Λ·(T∗X)b⊗F be the connection on Λ· (T ∗S) ⊗̂Λ· (T ∗X) along the
fibers X :

1∇Λ·(T∗X)b⊗F
· = ∇Λ·(T∗X)b⊗F

· +
〈
T
(
fHα , ei

)
, ·
〉
fαc (ei) +

〈
TH , ·

〉
. (1.3.4)

Let 1∇Λ·(T∗X)b⊗F,u be the connection taken as before, replacing ∇F by ∇F,u.
We use the notation of section 1.1. Also we still assume that e1, . . . , en is

an orthonormal basis of TX . Bismut and Lott [BLo95, Theorem 3.11] gave
a Weitzenböck formula for the curvature A2 of the superconnection A. The
following version of this formula was given in [B05, Theorem 4.55].

Theorem 1.3.1. The following identity holds:

A2 =
1

4

(
−1∇Λ·(T∗X)b⊗F,2

ei
+
〈
ei, R

TXej
〉
ĉ (ei) ĉ (ej)

)

+
1

4

〈
RTX (·, ei) ei, ej

〉
ĉ (ej)−

1

4
∇Fω

(
∇F , gF

)
(ei) ĉ (ei)

− 1

4
ω
(
∇F , gF

)
(ei)

1∇Λ·(T∗X)b⊗F
ei

− 1

4
ω
(
∇F , gF

)2
. (1.3.5)

1.4 SUPERCONNECTIONS AND POINCARÉ DUALITY

We briefly summarize the results obtained in [BLo95, subsection 2 (g)] on
the behavior of A,B under Poincaré duality. We will write the objects we
just considered with a superscript F , to emphasize their dependence on F .

Let o (TX) be the orientation bundle of TX . Let ∗X be the Hodge operator

associated to gTX . Let ν : Ω· (X,F )→ Ωn−·
(
X,F

∗ ⊗ o (TX)
)

be such that

if s ∈ Ωi (X,F ), then

νs = (−1)
i(i+1)/2+ni ∗X s. (1.4.1)

Then

ν2 = (−1)n(n−1)/2 . (1.4.2)

By [BLo95, eq. (2.106)] and by (1.4.2),

AF = (−1)
n
ν−1AF

∗⊗o(TX)ν, BF = − (−1)
n
ν−1BF

∗⊗o(TX)ν. (1.4.3)
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1.5 A GROUP ACTION

Let G be a compact Lie group. We assume that G acts on M and preserves
the fibers X , the vector bundle THM , and also that the metric gTX is G-
invariant. Also we suppose that the action ofG onM lifts to F , and preserves
the flat connection ∇F , and the metric gF .

Clearly G acts on Ω· (X,F ), so that if s ∈ Ω· (X,F ),

(gs) (x) = g.s
(
g−1x

)
. (1.5.1)

The action of G on Ω· (X,F ) induces a corresponding action on H · (X,F ).
The constructions we described before are obviously G-invariant. So the

operators which we described before commute with G.
Let Mg be the fixed point set of g in M . Then Mg is a smooth submanifold

of M , which fibers on S, with compact fiber Xg, the fixed point set of g in X .
Then Xg is a totally geodesic submanifold of X . Let gTXg be the restriction
of gTX to TXg. Clearly,

THM |Mg ⊂ TMg, (1.5.2)

i.e., the restriction of THM to Mg defines a horizontal subbundle THMg on
Mg.

1.6 THE LEFSCHETZ FORMULA

We make the same assumptions as in sections 1.2 and 1.5 and we use the
corresponding notation. It is enough here to consider the case of a single
fiber X .

Take g ∈ G. We define the Lefschetz number χg (F ) by the formula

χg (F ) = Trs
H·(X,F ) [g] . (1.6.1)

Let NXg/X be the orthogonal bundle to TXg in TX |Xg . Set

ℓ = dimXg. (1.6.2)

Let e (TXg) ∈ H · (Mg,Q) be the Euler class of TXg. Recall that g acts as a
flat automorphism of F |Mg . Then the Lefschetz fixed point formula asserts
that

χg (F ) =

∫

Xg

e (TXg)TrF [g] . (1.6.3)

Of course g acts on o (TX). Moreover, on Xg, the action of g on o (TX)
is given by

g|o(TX) = (−1)
n−ℓ

. (1.6.4)

Set

L+ (g) = χg (F ) , L− (g) = (−1)n χg (F ⊗ o (TX)) . (1.6.5)

By Poincaré duality,

L+ (g) = L− (g) . (1.6.6)

Whenever necessary, we will write L (g) instead of L± (g). Note that since
e (TXg) is nonzero only if ℓ is even, (1.6.6) is compatible with (1.6.3), (1.6.4).
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1.7 THE RIEMANN-ROCH-GROTHENDIECK THEOREM

We make the same assumptions as in sections 1.3 and 1.5 and we use the
corresponding notation. We define the 1-form ω

(
∇F , gF

)
as in (1.2.5).

In the sequel, we set

h (x) = xex
2

. (1.7.1)

Let ϕ be the endomorphism of Λ· (T ∗M) given by α → (2π)
−degα/2

α.
Note here that with respect to the conventions of [BLo95] and in [BG01],
the normalizing factor is now 2π instead of 2iπ. Our conventions fit instead
with the conventions in [BG04]. Of course we extend the definition of ϕ to
any manifold.

Take g ∈ G. By [BG01, Proposition 3.7], whose proof uses in particular
(1.5.2), the connection ∇TX preserves TXg. The restriction of ∇TX to TXg

is just the Euclidean connection ∇TXg on TXg which is canonically attached
to
(
THMg, g

TXg
)
. Let RTXg be the curvature of ∇TXg . Let e

(
TXg,∇TXg

)

be the closed Euler form in Chern-Weil theory, which represents the Euler
class of TXg associated to the Euclidean connection ∇TXg . Then

e
(
TXg,∇TXg

)
= Pf

[
RTXg

2π

]
if dim Xg is even, (1.7.2)

= 0 if dim Xg is odd.

Then e (TXg) is the cohomology class of e
(
TXg,∇TXg

)
.

Let hg
(
∇F , gF

)
be the odd form on Mg,

hg
(
∇F , gF

)
= (2π)

1/2
ϕTrF

[
gh
(
ω
(
∇F , gF

)
/2
)]
. (1.7.3)

By [BLo95, Theorems 1.8 and 1.11] and [BG01, Theorem 1.8], the form
hg
(
∇F , gF

)
is closed, and its cohomology class does not depend on the

metric gF . This class will be denoted hg
(
∇F
)
. Note that

hg

(
∇F

∗
, gF

∗)
= −hg

(
∇F , gF

)
. (1.7.4)

Recall that A is a superconnection on Ω· (X,F ), and that B is an odd
section of Λ· (T ∗S) ⊗̂End (Ω· (X,F )). First we state a result established in
[BLo95, Theorem 3.15] and in [BG01, Proposition 3.22]. Recall that χg (F )
is a locally constant function on S. The heat kernel exp

(
−A2

)
is fiber-

wise trace class. Now we use the formalism of section 1.1. The supertrace
Trs
[
g exp

(
−A2

)]
is a smooth even form on S.

Proposition 1.7.1. We have the identity

Trs
[
g exp

(
−A2

)]
= χg (F ) . (1.7.5)

Recall that A′ is the flat superconnection on Ω· (X,F ) which was used in
[BLo95] to define A and B. As explained in section 1.3, A′ is just the de
Rham operator on the total space of M .
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Definition 1.7.2. Put

hg

(
A′, gΩ·(X,F )

)
= (2π)

1/2
ϕTrs [gh (B)] . (1.7.6)

The forms in (1.7.6) are called elliptic odd Chern forms.

By (1.4.3), we get

hg

(
A′, gΩ·(X,F )

)
= (−1)

n+1
hg

(
A′, gΩ·(X,F ∗⊗o(TX))

)
. (1.7.7)

From (1.7.7), we deduce in particular that if the metric gF is flat, X is
oriented, n is even, and g preserves the orientation

hg

(
A′, gΩ·(X,F )

)
= 0. (1.7.8)

For t > 0, we replace the metric gTX by gTXt = gTX/t. Here g
Ω·(X,F )
t

denotes the Hermitian product on Ω· (X,F ) in (1.2.1) which is associated
to gTXt , gF . We denote by At, Bt the objects we just considered, which are
associated to gTXt .

For a ≥ 0, let ψa : Λ· (T ∗S)→ Λ· (T ∗S) be given by

ψaκ = adegκ/2κ. (1.7.9)

Let N be the number operator of Ω· (X,F ), i.e., the operator acting by
multiplication by k on Ωk (X,F ). For t > 0, set

Ct = tN/2Att
−N/2, Dt = tN/2Btt

−N/2. (1.7.10)

Then by the results in [BLo95], we get

Ct = ψ−1
t

√
tAtψt, Dt = ψ−1

t

√
tBtψt. (1.7.11)

Recall that H · (X,F ) is a Z-graded vector bundle on S, equipped with
the flat Gauss-Manin connection ∇H·(X,F ), and with the metric gH

·(X,F )

defined after (1.2.5) . We define the odd closed form hg
(
∇H·(X,F ), gH

·(X,F )
)

as in (1.7.3), by simply replacing Tr by Trs, so that this form is simply the
alternate sum of the corresponding forms for Hi (X,F ).

For t > 0, let αt be a smooth form on S. We will write that as t → 0,
αt = O

(√
t
)

if for any compact K ⊂ S, and m ∈ N, the sup over K of the

derivatives of order ≤ m is dominated by CK,m
√
t. A similar notation will

be used when t→ +∞.
Now we state a result established in [BLo95, Theorems 3.16 and 3.17] and

in [BG01, Theorems 3.24 and 3.25].

Theorem 1.7.3. The forms hg

(
A′, gΩ·(X,F )

t

)
are odd, closed, and their

cohomology class does not depend on t > 0. Moreover, as t→ 0,

hg

(
A′, gΩ·(X,F )

t

)
=

∫

Xg

e
(
TXg,∇TXg

)
hg
(
∇F , gF

)
+O

(√
t
)
. (1.7.12)

As t→ +∞,

hg

(
A′, gΩ·(X,F )

t

)
= hg

(
∇H·(X,F ), gH

·(X,F )
)

+O
(
1/
√
t
)
. (1.7.13)

In particular,

hg

(
∇H·(X,F )

)
=

∫

Xg

e (TXg) hg
(
∇F
)
in Hodd (S,R) . (1.7.14)
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Definition 1.7.4. For t > 0, set

h∧g
(
A′, gΩ·(X,F )

)
= ϕTrs

[
N

2
gh′ (B)

]
. (1.7.15)

Using (1.7.5) and proceeding as in (1.7.7), we get

h∧g
(
A′, gΩ·(X,F )

)
+ (−1)

n
h∧g
(
A′, gΩ·(X,F∗⊗o(TX))

)
=
n

2
χg (F ) . (1.7.16)

Put

χ′
g (F ) =

m∑

j=0

(−1)j jTrH
j(X,F |X) [g] . (1.7.17)

Then χ′
g (F ) is also a locally constant function on S.

Now we recall the results established in [BLo95, Theorems 3.20 and 3.21]
and in [BG01, Theorems 3.29 and 3.30].

Theorem 1.7.5. The form h∧g
(
A′, gΩ·(X,F )

t

)
is even. Moreover,

∂

∂t
hg

(
A′, gΩ·(X,F )

t

)
= d

h∧g
(
A′, gΩ·(X,F )

t

)

t
. (1.7.18)

As t→ 0,

h∧g
(
A′, gΩ·(X,F )

t

)
=
n

4
χg (F ) +O

(√
t
)
. (1.7.19)

As t→ +∞,

h∧g
(
A′, gΩ·(X,F )

t

)
=

1

2
χ′
g (F ) +O

(
1/
√
t
)
. (1.7.20)

1.8 THE ELLIPTIC ANALYTIC TORSION FORMS

Now we follow [BLo95, subsection 3 (j)] and [BG01, subsection 3.12].

Definition 1.8.1. Set

Th,g
(
THM, gTX ,∇F , gF

)
= −

∫ +∞

0

[
h∧g
(
A′, gΩ·(X,F )

t

)
− 1

2
χ′
g (F )h′ (0)

−
(
n

4
χg (F )− 1

2
χ′
g (F )

)
h′
(
i
√
t/2
)]dt

t
. (1.8.1)

By Theorem 1.7.5, we find that the integral in the right-hand side of (1.8.1)
is well-defined. The following result was established in [BLo95, Theorem 3.23]
and in [BG01, Theorem 3.32].

Theorem 1.8.2. The form Th,g
(
THM, gTX ,∇F , gF

)
is even. Moreover,

dTh,g
(
THM, gTX ,∇F , gF

)
=

∫

Xg

e
(
TXg,∇TXg

)
hg
(
∇F , gF

)

− hg
(
∇H·(X,F ), gH

·(X,F )
)
. (1.8.2)
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The forms Th,g
(
THM, gTX ,∇F , gF

)
are called analytic torsion forms.

Remark 1.8.3. Suppose that the connected components of Xg have odd di-
mension. This is true if X is orientable, and either X is odd dimensional and
g preserves the orientation, or X is even dimensional and g reverses the ori-
entation. If H · (X,F ) = 0, by Theorem 1.8.2, Th,g

(
THM, gTX ,∇F , gF

)
is a

closed form on S. Its cohomology class does not depend on
(
THM, gTX , gF

)
.

Remark 1.8.4. Let
(
DX

)−2
be the inverse of DX,2 acting on the orthogonal

bundle to kerDX in Ω· (X,F ). For s ∈ C,Re (s) > dim (X) /2, set

ϑg (s) = −Trs

[
N
(
DX,2

)−s]
. (1.8.3)

Then ϑg (s) extends to a meromorphic function of s ∈ C, which is holomor-
phic near s = 0. By definition, the equivariant Ray-Singer analytic torsion
[RS71], [BZ92, BZ94] of the de Rham complex

(
Ω· (X,F ) , dX

)
is given by

∂ϑg

∂s (0). It was shown in [BLo95, Theorem 3.29] that

Th,g
(
THM, gTX ,∇F , gF

)(0)
=

1

2

∂ϑg
∂s

(0) . (1.8.4)

In the sequel, when g = 1, we will use the notation ϑ (s) instead of ϑ1 (s).

For t > 0, set

bt = ϕTrs

[
g

(
NX

2
− n

4

)
h′ (Bt)

]
. (1.8.5)

By (1.7.5) and (1.7.15), we get

bt = h∧g
(
A′, gΩ·(X,F )

t

)
− n

4
χg (F ) . (1.8.6)

By (1.7.19), as t→ 0,

bt = O
(√

t
)
, (1.8.7)

and by (1.7.20), as t→ +∞,

bt =
1

2
χ′
g (F )− n

4
χg (F ) +O

(
1/
√
t
)
. (1.8.8)

Also, (1.8.1) is equivalent to

Th,g
(
THM, gTX ,∇F , gF

)
= −

∫ +∞

0

(
bt

−
(
n

4
χg (F )− 1

2
χ′
g (F )

)(
h′
(
i
√
t/2
)
− h′ (0)

))dt
t
. (1.8.9)

Observe that by [BG01, eq. (9.71)]
∫ 1

0

(
h′
(
i
√
t/2
)
− h′ (0)

) dt
t

+

∫ +∞

1

h′
(
i
√
t/2
) dt
t

=

∫ 1

0

(
e−t/4 − 1

) dt
t

+

∫ +∞

1

e−t/4
dt

t
− 1

2

∫ +∞

0

e−t/4dt

= Γ′ (1) + 2 (log (2)− 1) . (1.8.10)
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By (1.8.9), (1.8.10), we get

Th,g
(
THM, gTX ,∇F , gF

)
= −

∫ 1

0

bt
dt

t
−
∫ +∞

1

(bt − b∞)
dt

t

− (Γ′ (1) + 2 (log (2)− 1))

(
1

2
χ′
g (F )− n

4
χg (F )

)
. (1.8.11)

1.9 THE CHERN ANALYTIC TORSION FORMS

Now we follow [BG01, subsections 2.7 and 3.17], where the appropriate nor-
malization of the analytic torsion forms was established.

If f(x) is holomorphic, put

(Ff) (x) = x

∫ 1

0

f ′ (4s(1− s)x2
)
ds, Qf (x) =

∫ 1

0

f (4s(1− s)x) ds.
(1.9.1)

Then Ff (x) is an odd function of x. An easy computation given in [BG01,
eq. (2.99)] shows that

(Fe·) (x) =
+∞∑

p=1

(p− 1)!

(2p− 1)!
22p−2x2p−1. (1.9.2)

Observe that

xex
2

=

+∞∑

p=1

x2p−1

(p− 1)!
. (1.9.3)

The coefficient of x2p−1 in (Fe·) (x) is obtained from the corresponding coef-

ficient in the expansion of xex
2

by multiplication by the factor 22p−2 [(p−1)!]2

(2p−1)! .

We can then define (Fex)g
(
∇F , gF

)
as in (1.7.6), by simply replacing the

function h by Fex. As in [BG01], we will use the notation

ch◦
g

(
∇F , gF

)
= (Fex)g

(
∇F , gF

)
. (1.9.4)

Recall that for a ≥ 0, ψa was defined in (1.7.9). Let Q ∈ End (Λ· (T ∗S))
be given by

Qα =

∫ 1

0

ψ4s(1−s)αds. (1.9.5)

If α ∈ Λ2p (T ∗S), then

Qα =
(p!)

2

(2p+ 1)!
4pα. (1.9.6)

As in [BG01, Definition 3.46], set

Tch,g
(
THM, gTX ,∇F , gF

)
= QTh,g

(
THM, gTX ,∇F , gF

)
. (1.9.7)
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The even forms Tch,g
(
THM, gTX ,∇F , gF

)
are called the Chern analytic

torsion forms. In [BG01, Theorem 3.47], it is shown as a consequence of
(1.8.2) that

dTch,g
(
THM, gTX ,∇F , gF

)
=

∫

Xg

e
(
TXg,∇TXg

)
ch◦
g

(
∇F , gF

)

− ch◦
g

(
∇H·(X,F ), gH

·(X,F )
)
. (1.9.8)

1.10 ANALYTIC TORSION FORMS AND POINCARÉ DUAL-

ITY

As explained in [BLo95, section 2 and Theorem 3.26], the above constructions
are compatible with Poincaré duality. In particular by [BG01, eq. 7.24] or
by (1.7.16),

Th,g
(
THM, gTX ,∇F

∗⊗o(TX), gF
∗⊗o(TX)

)

= (−1)
n+1 Th,g

(
THM, gTX ,∇F , gF

)
. (1.10.1)

Of course, a similar identity holds for the Chern analytic torsion forms.

1.11 THE SECONDARY CLASSES FOR TWO METRICS

Let gF0 , g
F
1 be two smooth g-invariant Hermitian metrics on F . In [BLo95,

Definition 1.12], [BG01, Definition 1.10], a secondary class h̃g
(
∇F , gF0 , gF1

)
∈

Ω· (Mg) /dΩ
· (Mg) was defined such that

dh̃g
(
∇F , gF0 , gF1

)
= hg

(
∇F , gF1

)
− hg

(
∇F , gF0

)
. (1.11.1)

Let ℓ ∈ [0, 1] → gFℓ be a smooth family of Hermitian metrics which inter-

polates between gF0 and gF1 . An explicit representative of h̃g
(
∇F , gF0 , gF1

)
is

given by

h̃g
(
∇F , gFℓ

)
=

∫ 1

0

ϕTr

[
g
1

2

(
gFℓ
)−1 ∂gFℓ

∂ℓ
h′
(

1

2
ω
(
∇F , gF

) (
∇F , gFℓ

))]
dℓ.

(1.11.2)

The class of h̃g
(
∇F , gFℓ

)
in Ω· (Mg) /dΩ

· (Mg) does not depend on the in-
terpolation.

In [BG01, Definition 2.38 and Theorem 2.39], the class c̃h
◦
g

(
∇F , gF0 , gF1

)
∈

Ω· (Mg) /dΩ
· (Mg) was defined by a formula similar to (1.11.2) such that

dc̃h
◦
g

(
∇F , gF0 , gF1

)
= ch◦

g

(
∇F , gF1

)
− ch◦

g

(
∇F , gF0

)
. (1.11.3)

A representative of ch◦
g

(
∇F , gF0 , gF1

)
is obtained by a formula similar to

(1.11.2), by replacing h by Fe·. Recall that Q ∈ End (Λ· (T ∗Mg)) can be
defined as in (1.9.5). By [BG01, Theorem 2.39],

c̃h
◦
g

(
∇F , gF0 , gF1

)
= Qh̃g

(
∇F , gF0 , gF1

)
. (1.11.4)
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Let us also observe that one can as well replace the metric gF by −gF
while still preserving the above results. Of course ω

(
∇F , gF

)
is unchanged

when replacing gF by −gF . The above formulas are therefore unchanged
when replacing gF by −gF .

In [BLo95, Theorem 3.24] and [BG01, Theorem 3.34], the dependence in
Ω· (S) /dΩ· (S) of Th,g

(
THM, gTX ,∇F , gF

)
, Tch,g

(
THM, gTX ,∇F , gF

)
on

the given data is easily expressed in terms of the above classes, as a conse-
quence of (1.8.2), (1.9.8).

1.12 DETERMINANT BUNDLE AND RAY-SINGER METRIC

If λ is a complex line, let λ−1 be the corresponding dual line. If E is a
complex finite dimensional vector space, set

detE = Λmax (E) . (1.12.1)

More generally, if E· =
⊕m

i=1 E
i is a complex finite dimensional Z-graded

complex vector space, put

detE· =

m⊗

i=1

(
detEi

)(−1)i

. (1.12.2)

Put

λ (F ) = detH · (X,F ) . (1.12.3)

Note that by Poincaré duality,

λ (F ∗ ⊗ o(TX)) = (λ (F ))
(−1)n+1

. (1.12.4)

Recall that in section 1.2, we defined the metric gH
·(X,F ) on H · (X,F )

via the identification HX ≃ H · (X,F ). Let | |2λ(F ) be the corresponding Her-

mitian metric on λ (F ). The Ray-Singer metric ‖ ‖2λ(F ) on the complex line

λ (F ) is then defined in [BZ92, Definition 2.2] by the formula

‖ ‖2λ(F ) = exp

(
∂ϑ

∂s
(0)

)
| |2λ(F ) . (1.12.5)

Now following [BZ94, sections 1 and 2] and [B95, sections 1 and 2], we
extend the above formalism to the equivariant situation.

Let Ĝ be the set of equivalence classes of complex irreducible representa-
tions ofG. An element of Ĝ is specified by a complex finite dimensional vector
space W together with an irreducible representation ρW : G → End (W ).
Let χW be the character of the representation χW .

Recall that G acts naturally on H · (X,F ) or H · (X,F ⊗ o (TX)). We have
the isotypical decomposition

H · (X,F ) =
⊕

W∈ bG

HomG (W,H · (X,F ))⊗W. (1.12.6)
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If W ∈ Ĝ, set

λW (F ) = det (HomG (W,H · (X,F ))⊗W ) . (1.12.7)

Then λW (F ) is a complex line. Put

λ (F ) =
⊕

W∈ bG

λW (F ) . (1.12.8)

The vector space λ (F ) is called an equivariant determinant.
Recall that HX = ker�

X . The identification HX ≃ H · (X,F ) is an iden-

tification of G-vector spaces. For W ∈ Ĝ, let | |2λW (F ) be the corresponding

Hermitian metric on ΛW (F ).
Set

log
(
| |2λ(F )

)
=
∑

W∈ bG

log
(
| |2λW (F )

)
⊗ χW

rkW
. (1.12.9)

Recall that ϑg (s) was defined in (1.8.3).

Definition 1.12.1. Put

log
(
‖ ‖2λ(F )

)
= log

(
| |2λ(F )

)
+ ϑ′· (0) . (1.12.10)

Note that (1.12.9), (1.12.10) are formal symbols, which depend on the

choice of a g ∈ G. In particular log
(
‖ ‖2λ(F )

)
is by definition the logarithm

of the equivariant Ray-Singer metric.
By the methods of [BLo95, section 3], one deduces from (1.8.2), (1.8.4) the

anomaly formulas for Ray-Singer metrics which were established in [BZ92,
BZ94]. Since H · (X,F ) is equipped with the flat connection ∇H·(X,F ), we

can define the variation d log
(
‖ ‖2λ(F )

)
with respect to this flat connection.

As explained in [BLo95, eq. (3.138)], these formulas take the following form.

Theorem 1.12.2. The following identity of 1-forms holds on S:

1

2
d log

(
‖ ‖2λ(F )

)
(g) =

∫

Xg

e
(
TXg,∇TXg

)
TrF

[
g
1

2
ω
(
∇F , gF

)]
. (1.12.11)
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Chapter Two

The hypoelliptic Laplacian on the cotangent bundle

The purpose of this chapter is to recall the main results in Bismut [B05] on
the hypoelliptic Laplacian and also on the families version of this operator.

This chapter is organized as follows. In section 2.1, we recall the construc-
tion of the exotic Hodge theory given in [B05]. This construction depends in
particular on the choice of a Hamiltonian H.

In section 2.2, we give the Weitzenböck formula for the corresponding
hypoelliptic Laplacian.

In section 2.3, we state the results in [B05] according to which this new
Hodge theory is a deformation of classical Hodge theory.

In section 2.4, we describe the results in [B05] in the context of families.
The relevant object is a superconnection.

In section 2.5, we give the Weitzenböck formula for the curvature of the
relevant superconnection. This is still a hypoelliptic operator. We also give
other remarkable identities established in [B05], which will be needed when
using local index techniques.

In section 2.6, we relate this curvature to the curvature of the elliptic
Levi-Civita superconnection considered in section 1.3.

In section 2.7, we briefly consider the issue of Poincaré duality.
In section 2.8, we give a 2-parameter version of the new superconnection,

in which both the give metric and the Hamiltonian are rescaled. This 2-
parameter deformation will play an essential role in the proof of our results
on Ray-Singer metrics and on analytic torsion forms.

Finally, in section 2.9, we introduce a group action.
Throughout the chapter, we make the same assumptions as in chapter 1,

and we use the corresponding notation.

2.1 A DEFORMATION OF HODGE THEORY

We make the same assumptions as in section 1.2 and we use the correspond-
ing notation. In particular X denotes a compact Riemannian manifold of
dimension n.

Here we follow [B05, section 2]. Let π : T ∗X → X be the cotangent bundle
of X . Let p be the generic element of the fiber T ∗X . Let θ = π∗p be the
canonical 1-form on T ∗X , and let ω = dT

∗Xθ be the canonical symplectic
2-form on T ∗X . Let dvT∗X be the symplectic volume form on T ∗X .

If H : T ∗X → R is a smooth function, let Y H be the corresponding
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Hamiltonian vector field, so that

dT
∗XH+ iYHω = 0. (2.1.1)

We will often identify TX and T ∗X by the metric gTX . The connection
∇TX induces a connection ∇T∗X on T ∗X . We still use the notation T ∗X for
the total space of this vector bundle. The connection ∇T∗X induces a hori-
zontal subbundle THT ∗X ≃ π∗TX of TT ∗X , so that we get the splittings

TT ∗X = π∗ (TX ⊕ T ∗X) , T ∗T ∗X = π∗ (T ∗X ⊕ TX) . (2.1.2)

If U ∈ TX , let UH ∈ THT ∗X ≃ TX be the lift of U .
By (2.1.2), we have the isomorphism of Z-graded bundles of algebras

Λ· (T ∗T ∗X) = π∗ (Λ· (T ∗X) ⊗̂Λ· (TX)
)
. (2.1.3)

Let e1, . . . , en be a basis of TX , let e1, . . . , en be the associated dual basis
of T ∗X . Let ê1, . . . , ên and ê1, . . . , ên be other copies of these two bases. By
(2.1.2), e1, . . . , en, ê

1, . . . , ên is a basis of TT ∗X , and e1, . . . , en, ê1, . . . , ên is
the corresponding dual basis of T ∗T ∗X . Set

λ0 = ei ∧ ibei , µ0 = êi ∧ iei . (2.1.4)

Let
(
Ω· (T ∗X,π∗F ) , dT

∗X
)

be the de Rham complex of smooth forms on
T ∗X with coefficients in π∗F which have compact support. The operator
i
R̂T Xp

acts on Ω· (T ∗X,π∗F ). We have the classical identity [B05, Proposi-

tion 2.5]

dT
∗X = ei ∧∇Λ·(T∗T∗X)b⊗F

ei
+ êi ∧∇bei + i

R̂T Xp
. (2.1.5)

Put

f =

(
1 1
1 2

)
, F =

(
1 2
0 −1

)
, f =

(
1 1
1 0

)
. (2.1.6)

Then f is a scalar product on R2, and F is an involution of R2, which is an
isometry with respect to f . Its +1 eigenspace is spanned by (1, 0), and the
−1 eigenspace is spanned by (1,−1). Note here there should be no confusion
between the flat bundle F and the morphism F . Also f is a symmetric matrix,
and, moreover,

f = fF. (2.1.7)

Using the identifications in (2.1.2), we observe that f defines a metric
gTT

∗X on TT ∗X given by

gTT
∗X =

(
gTX 1|T∗X

1|TX 2gT
∗X

)
. (2.1.8)

Then the volume form on T ∗X which is attached to gTT
∗X is just dvT∗X .

Let p : TT ∗X → T ∗X be the obvious projection with respect to the splitting
(2.1.2) of TT ∗X . Then if U ∈ TT ∗X ,

〈U,U〉gT T∗X = 〈π∗U, π∗U〉gT X + 2 〈π∗U, pU〉+ 2 〈pU, pU〉gT∗X . (2.1.9)
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Similarly, we will identify F to the gTT
∗X isometric involution of TT ∗X ,

F =

(
1|TX 2

(
gTX

)−1

0 −1|T∗X

)
. (2.1.10)

Then F acts as F̃−1 = F̃ on Λ· (T ∗T ∗X).
Let r : T ∗X → T ∗X be the involution (x, p)→ (x,−p).

Definition 2.1.1. We denote by gΩ·(T∗X,π∗F ) the Hermitian product on
Ω· (T ∗X,π∗F ) which is naturally associated to the metrics gTT

∗X and gF .
Let u be the isometric involution of Ω· (T ∗X,π∗F ) for 〈 〉gΩ·(T∗X,π∗F ) , which
is such that if s ∈ Ω· (T ∗X,π∗F ),

us (x, p) = Fs(x,−p). (2.1.11)

Let hΩ·(T∗X,π∗F ) be the Hermitian form on Ω· (T ∗X,π∗F ),

〈s, s′〉hΩ·(T∗X,π∗F ) = 〈us, s′〉gΩ·(T∗X,π∗F ) . (2.1.12)

Let H : T ∗X → R be a smooth function which is r-invariant. If s, s′ ∈
Ω· (T ∗X,π∗F ), set

〈s, s′〉
h
Ω·(T∗X,π∗F )
H

=
〈
ue−2Hs, s′

〉
gΩ·(T∗X,π∗F ) . (2.1.13)

Then h
Ω·(T∗X,π∗F )
H is still a Hermitian form on Ω· (T ∗X,π∗F ).

Let fTT
∗X be the symmetric bilinear form on TT ∗X given by

fTT
∗X =

(
gTX 1|T∗X

1|TX 0

)
. (2.1.14)

By (2.1.7), we get

fTT
∗X = gTT

∗XF. (2.1.15)

Set

vs (s, p) = s (x,−p) . (2.1.16)

Let fΩ
·(T∗X,π∗F ) be the Hermitian form on Ω· (T ∗X,π∗F ) which is naturally

associated with fTT
∗X and gF . By (2.1.12), (2.1.13), (2.1.15), (2.1.16), we

get

〈s, s′〉hΩ·(T∗X,π∗F ) = 〈vs, s′〉fΩ·(T∗X,π∗F ) , (2.1.17)

〈s, s′〉
h
Ω·(T∗X,π∗F )
H

=
〈
ve−2Hs, s′

〉
fΩ

·(T∗X,π∗F ) .

Set

dT
∗X

H = e−HdT
∗XeH. (2.1.18)

Definition 2.1.2. We denote by d
T∗X
φ,H the formal adjoint of dT

∗X
H with

respect to hΩ·(T∗X,π∗F ). If H = 0, we will write d
T∗X
φ instead of d

T∗X
φ,H .

Then one has the obvious,

d
T∗X
φ,H = eHd

T∗X
φ e−H. (2.1.19)

Moreover, d
T∗X
φ,2H is the formal adjoint of dT

∗X with respect to h
Ω·(T∗X,π∗F )
H .
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Definition 2.1.3. Set

Aφ,H =
1

2

(
d
T∗X
φ,2H + dT

∗X
)
, Bφ,H =

1

2

(
d
T∗X
φ,2H − dT

∗X
)
, (2.1.20)

Aφ,H =
1

2

(
d
T∗X
φ,H + dT

∗X
H

)
, Bφ,H =

1

2

(
d
T∗X
φ,H − dT

∗X
H

)
.

Clearly,

Aφ,H = e−HAφ,He
H, Bφ,H = e−HBφ,He

H. (2.1.21)

By [B05, Theorem 2.21], Aφ,H (resp. Bφ,H) is h
Ω·(T∗X,π∗F )
H self-adjoint (resp.

skew-adjoint), and Aφ,H (resp. Bφ,H) is hΩ·(T∗X,π∗F ) self-adjoint (resp. skew-
adjoint).

We denote by A′
φ,H,B

′
φ,H the operators obtained from Aφ,H,Bφ,H by

replacing ei by ei − êi, ibei by iei+bei for 1 ≤ i ≤ n, while leaving unchanged
the other annihilation and creation variables. Equivalently,

A′
φ,H = e−µ0Aφ,He

µ0 , B′
φ,H = e−µ0Bφ,He

µ0 . (2.1.22)

We will not give the explicit expressions for these operators. They can be
found in [B05, section 2]. The operators A′

φ,H,B
′
φ,H are associated as before

to the operators

dT
∗X′

φ,H = e−µ0dT
∗X

H eµ0 , d
T∗X′
φ,H = e−µ0d

T∗X
φ,H eµ0 . (2.1.23)

Let gTT
∗X = gTX ⊕ gT

∗X be the obvious natural metric on TT ∗X =
TX ⊕ T ∗X . Let gΩ·(T∗X,π∗F ) be the corresponding Hermitian product on
Ω· (T ∗X,π∗F ). Let hΩ·(T∗X,π∗F ) be the Hermitian form on Ω· (T ∗X,π∗F )
such that if s, s′ ∈ Ω· (T ∗X,π∗F ), then

〈s, s′〉hΩ·(T∗X,π∗F ) = 〈r∗s, s′〉gΩ·(T∗X,π∗F ) . (2.1.24)

By [B05, eq. (2.120)],

〈s, s′〉hΩ·(T∗X,π∗F ) =
〈
e−µ0s, e−µ0s′

〉
hΩ·(T∗X,π∗F ) . (2.1.25)

By [B05, Theorem 2.30], the operator A′
φ,Hc (resp. B′

φ,Hc) is hΩ·(T∗X,π∗F )

self-adjoint (resp. skew-adjoint).

Remark 2.1.4. In [B05, subsection 2.12], for b ∈ R∗, an extension of the
above constructions is given, these constructions themselves corresponding
to the case b = 1. Indeed, in (2.1.6), we replace f, F, f by the more general
fb, Fb, fb given by

fb =

(
1 b
b 2b2

)
, Fb =

(
1 2b
0 −1

)
, fb =

(
1 b
b 0

)
. (2.1.26)

The objects corresponding to Aφ,H, Bφ,H,Aφ,H,Bφ,H will now be denoted
with the subscript φb instead of φ. The definition of A′

φb,H,B
′
φb,H is slightly

more involved and is given in [B05].
For a ∈ R, let ra : T ∗X → T ∗X be the map (x, p) → (x, ap). Let

Ka : Ω· (T ∗X,π∗F ) → Ω· (T ∗X,π∗F ) be the map s (x, p) → s (x, ap). The
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difference between Ka and r∗a is that Ka has no action on the exterior alge-
bra. Put

Ha = r∗aH. (2.1.27)

Then by [B05, Proposition 2.32],

dT
∗X = r∗bd

T∗Xr∗−1
b , d

T∗X
φb,H = r∗bd

T∗X′
φ,H1/b

r∗−1
b ,

Aφb,H = r∗bAφ,H1/b
r∗−1
b , Bφb,H = r∗bBφ,H1/b

r∗−1
b , (2.1.28)

A′
φb,H = KbA

′
φ,H1/b

K−1
b , B′

φb,H = KbB
′
φ,H1/b

K−1
b .

2.2 THE HYPOELLIPTIC WEITZENBÖCK FORMULAS

From now on, we use the notation

H =
1

2
|p|2 . (2.2.1)

For c ∈ R∗, set

Hc =
c

2
|p|2 . (2.2.2)

We will often distinguish the + case, with c > 0, and the − case, with c < 0.
Recall that Y H is the Hamiltonian vector field on T ∗X associated to H.

Let LYH be the associated Lie derivative operator acting on Ω· (T ∗X,π∗F ).
Then we have the easy formula

LYH = ∇Λ·(T∗X)b⊗Λ·(TX)b⊗F
Y H + êiiei +

〈
RT

∗X (p, ei) p, ej

〉
eiibej . (2.2.3)

If p ∈ T ∗X , we will write instead p̂ when we want to emphasize that p is
considered as a vertical 1-form, or as the corresponding radial vector field.
For example, Lbp denotes the Lie derivative operator which is associated to
the fiberwise radial vector field p̂. We have the easy formula

Lbp = ∇bp + êiibei . (2.2.4)

Let ∆V be the standard Laplacian along the fibers of T ∗X . Now we state
the Weitzenböck formulas of [B05, Theorem 3.4].
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Theorem 2.2.1. The following identities hold:

A2
φ,Hc =

1

4

(
−∆V + 2cLbp −

1

2

〈
RTX (ei, ej) ek, el

〉
eiejibek ibel

)

− 1

2

(
LYHc +

1

2
eiibej∇Fei

ω
(
∇F , gF

)
(ej) +

1

2
ω
(
∇F , gF

)
(ei)∇bei

)
,

A2
φ,Hc =

1

4

(
−∆V + c2 |p|2 + c (2êiibei − n)

− 1

2

〈
RTX (ei, ej) ek, el

〉
eiejibek ibel

)

− 1

2

(
LYHc +

1

2
ω
(
∇F , gF

) (
Y Hc

)
+

1

2
eiibej∇Fei

ω
(
∇F , gF

)
(ej)

+
1

2
ω
(
∇F , gF

)
(ei)∇bei

)
, (2.2.5)

A′2
φ,Hc =

1

4

(
−∆V + c2 |p|2 + c (2êiibei − n)

− 1

2

〈
RTX (ei, ej) ek, el

〉 (
ei − êi

) (
ej − êj

)
iek+bek ieℓ+bel

)

− 1

2

(
∇Λ·(T∗T∗X)b⊗F,u
Y Hc +

(
c
〈
RTX (p, ei) p, ej

〉

+
1

2
∇Fei

ω
(
∇F , gF

)
(ej)

)
(
ei − êi

)
iej+bej +

1

2
ω
(
∇F , gF

)
(ei)∇bei

)
.

By using Hörmander’s theorem [Hör67], it is shown in [B05, Theorem 3.6]
that if c 6= 0, if u ∈ R is an extra variable, the operator ∂

∂u − A2
φ,H is

hypoelliptic.

2.3 HYPOELLIPTIC LAPLACIAN AND STANDARD LAPLA-

CIAN

Put

a± =
1

2

(
−∆V ± 2Lbp −

1

2

〈
RTX (ei, ej) ek, el

〉
eiejibek ibel

)
, (2.3.1)

b± = −
(
±LYH +

1

2
eiibej∇Fei

ω
(
∇F , gF

)
(ej) +

1

2
ω
(
∇F , gF

)
(ei)∇bei

)
.

Then by [B05, Theorem 3.8], which itself is deduced from Theorem 2.2.1, we
find that for b ∈ R∗

+,

2A2
φb,±H =

a±
b2

+
b±
b
. (2.3.2)
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Recall that o (TX) is the orientation bundle of TX . This is a Z2 line bun-
dle, which we identity to the corresponding obvious complex flat Euclidean
line bundle.

Let ΦT
∗X be the Thom form of Mathai-Quillen [MatQ86] on the total

space of T ∗X which is associated to the connection ∇T∗X . The n-form ΦT
∗X

is a form on T ∗X with values in π∗o (TX), which is closed and Gaussian
shaped along the fibers of T ∗X . To fix the normalization of ΦT

∗X unam-
biguously, let us just say that

ΦT
∗X =

1

πn/2
exp

(
− |p|2 + . . .

)
. (2.3.3)

In (2.3.3), . . . denotes explicit differential forms.
Let j : T ∗

xX → T ∗X be the embedding of one given fiber into the total
space of T ∗X . Let η be a n-form of norm 1 along T ∗

xX . Then by [MatQ86],

j∗ΦT
∗X =

1

πn/2
exp

(
− |p|2

)
η. (2.3.4)

By construction,

π∗Φ
T∗X = 1. (2.3.5)

Note that (2.3.5) follows from (2.3.4).
In the + case, Ω· (T ∗X,π∗F ) now denotes the vector space of smooth

sections s of Λ· (T ∗T ∗X) ⊗̂π∗F on T ∗X such that s exp
(
− |p|2 /2

)
lies in the

Schwartz space, i.e., for any k,m ∈ N, |p|k∇ms exp
(
− |p|2 /2

)
is uniformly

bounded on T ∗X . We identify Ω· (X,F ) to its image in Ω· (T ∗X,π∗F ) by
the map s → π∗s. Then Ω· (X,F ) is the image of the projector QT

∗X
+ :

Ω· (T ∗X,π∗F )→ Ω· (T ∗X,π∗F ) given by

QT
∗X

+ β = π∗
(
β ∧ ΦT

∗X
)
. (2.3.6)

In the − case, Ω· (T ∗X,π∗F ) denotes the vector space of smooth sections

s of Λ· (T ∗T ∗X) ⊗̂π∗F on T ∗X , such that exp
(
|p|2 /2

)
s lies in the cor-

responding Schwartz space. We identify Ω· (X,F ⊗ o (TX)) to its image in
Ω·+n (T ∗X,π∗F ) by the map s → π∗s ∧ ΦT

∗X . Then Ω· (X,F ⊗ o (TX)) is
the image of the projector QT

∗X
− : Ω· (T ∗X,π∗F )→ Ω· (T ∗X,π∗F ),

QT
∗X

− β = (π∗β) ∧ΦT
∗X . (2.3.7)

By [B05, Theorem 3.11], the operators a+, a− are semisimple. Moreover,
the kernel of a+ is spanned by the 0-form 1, and the kernel of a− by the
n-form ΦT

∗X . Finally, the operators QT
∗X

+ , QT
∗X

− are simply the projectors
over the kernels of a+, a− with respect to the splitting

Ω· (T ∗X,π∗F ) = kera± ⊕ Im a±. (2.3.8)

Let a−1
± denote the inverse of a± acting on Im a±. As observed in [B05,

subsection 3.7], b± maps ker a± into Im a±.
In the sequel �

X will be the standard elliptic Laplacian acting on Ω· (X,F )
for c > 0, on Ω· (X,F ⊗ o (TX)) for c < 0. Now we state an important result
established in [B05, Theorem 3.13].
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Theorem 2.3.1. The following identity holds:

−QT∗X
± b±a−1

± b±Q
T∗X
± =

1

2
�
X . (2.3.9)

Now we denote by Ω· (T ∗X,π∗F ) the vector space of smooth sections of
Λ· (T ∗T ∗X) ⊗̂π∗F which are square integrable with respect to dvT∗X . By
[B05, Propositions 2.36 and 2.39],

B′
φb,±H = − 1

2b
(ĉ (êi)∇bei ± c (p̂))− 1

2

(
ĉ (ei)− c

(
êi
))
∇Λ·(T∗T∗X)b⊗F,u
ei

+
1

4

(
c (ei)− ĉ

(
êi
))
ω
(
∇F , gF

)
(ei)−

b

4

(
(
ei − êi

) (
ej − êj

)
iek+bek

− iei+bei iej+bej

(
ek − êk

)
)
〈
RTX (ei, ej) p, ek

〉
. (2.3.10)

We rewrite (2.3.10) in the form

B′
φb,±H = − 1

2b
(ĉ (êi)∇bei ± c (p̂)) +H + bJ. (2.3.11)

Put

α± =
1

2

(
−∆V + |p|2 ± (2êiibei − n)

)
,

β± = −
(
±∇Λ·(T∗T∗X)b⊗F,u

YH +
1

2
ω
(
∇F , gF

)
(ei)∇bei

)
, (2.3.12)

γ± = −1

4

〈
RTX (ei, ej) ek, eℓ

〉 (
ei − êi

) (
ej − êj

)
iek+bek ieℓ+beℓ

−
(
±
〈
RTX (p, ei) p, ej

〉
+

1

2
∇Fei

ω
(
∇F , gF

)
(ej)

)(
ei − êi

)
iej+bej .

By [B05, Theorem 3.8],

2A′2
φb,±H =

α±
b2

+
β±
b

+ γ±. (2.3.13)

The operators α± are self-adjoint. The fiberwise kernel of the restriction of

α+ to fiberwise forms is 1-dimensional and spanned by exp
(
− |p|2 /2

)
. If η is

a fiberwise volume form with norm 1, the fiberwise kernel of α− restricted to

fiberwise forms is also 1-dimensional and spanned by exp
(
− |p|2 /2

)
η. Note

that kerα± is also ker (ĉ (êi)∇bei ± c (p̂)). Let P± be the fiberwise orthogonal
projection on kerα± with respect to the standard Hermitian L2 product. Of
course we have the orthogonal splitting

Ω· (T ∗X,π∗F ) = ker α± ⊕ Imα±. (2.3.14)

We denote by α−1
± the inverse of α± acting on Imα±. Observe that β± maps

ker α± into Imα±.
We identify Ω· (X,F ) to its image in Ω· (T ∗X,π∗F ) by the embedding

i+ : α → π∗s exp
(
− |p|2 /2

)
/πn/4, and Ω· (X,F ⊗ o (TX)) to its image in
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Ω· (T ∗X,π∗F ) by the embedding i− : s→ π∗s exp
(
− |p|2 /2

)
∧ η
πn/4 . In the

sequel dX∗ − dX acts on Ω· (X,F ) in the + case, on Ω· (X,F ⊗ o (TX)) in
the − case. The same convention will apply to �

X .
The following result, closely related to Theorem 2.3.1, is established in

[B05, Proposition 2.41 and Theorem 3.14].

Theorem 2.3.2. The following identities hold:

P±HP± =
1

2

(
dX∗ − dX

)
, (2.3.15)

P±
(
γ± − β±α−1

± β±
)
P± =

�
X

2
.

Remark 2.3.3. In [B05, Propositions 2.39-2.41], corresponding results are
established on the asymptotics of the operatorKbA

′
φ,HcK1/b as b→ 0. These

results will not be used here.

2.4 A DEFORMATION OF HODGE THEORY IN FAMILIES

Here we make the same assumptions as in section 1.3. Namely, p : M → S
denotes a submersion with compact fiberX of dimension n. We use otherwise
the same notation as in this section, and also in sections 2.1-2.3.

Let M be the total space of the cotangent bundle T ∗X . Let π : M →
M, q : M → S be the obvious projections. Take (x, p) ∈ T ∗X . Then p
is a 1-form on TxX . We extend it into a 1-form on M which vanishes on
THM . This way we obtain a 1-form on TxM , which lifts to a 1-form onM.
Equivalently, we get a canonical 1-form θ onM. Set

ω = dMθ. (2.4.1)

Then ω is a 2-form on M, which restricts to the canonical symplectic form
on the fibers of T ∗X .

In [B05, subsection 4.5], a horizontal vector bundle THM is defined, which
is just the orthogonal vector bundle to TT ∗X in TM with respect to ω. Then
ω splits naturally into

ω = ωV + ωH , (2.4.2)

where ωV , ωH are the restrictions of ω to TT ∗X,THM. By [B05, Proposition
4.6], if TH is the restriction of T to THM × THM ,

ωH =
〈
p, TH

〉
. (2.4.3)

Let T H be the fiberwise Hamiltonian vector field whose associated Hamilto-
nian is just ωH . Then T H is a 2-form on S with values in vector fields along
the fibers T ∗X .

Note that
(
Ω· (T ∗X,π∗F ) , dT

∗X
)

is a Z-graded complex of vector bundles
over S.
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Let H :M→ R be a smooth function. A superconnection AM
φ,H−ωH and

an odd section BM
φ,H−ωH of Λ· (T ∗S) ⊗̂End (Ω· (T ∗X,π∗F )) are constructed

in [B05, section 4], which are such that

AM,2
φ,H−ωH = −BM,2

φ,H−ωH ,
[
AM
φ,H−ωH , B

M
φ,H−ωH

]
= 0. (2.4.4)

Put

CM
φ,H−ωH = e−(H−ωH)AM

φ,H−ωHe
H−ωH

, (2.4.5)

DM
φ,H−ωH = e−(H−ωH)BM

φ,H−ωHe
H−ωH

.

Identities similar to (2.4.4) are valid for CM
φ,H−ωH ,DM

φ,H−ωH .
If S is a point, then

AM
φ,H−ωH = Aφ,H, BM

φ,H−ωH = Bφ,H, (2.4.6)

CM
φ,H−ωH = Aφ,H, DM

φ,H−ωH = Bφ,H.

More generally, the component of degree 0 in Λ· (T ∗S) of the objects consid-
ered above are just the operators we described in section 2.1. In particular
the components of degree 0 of A′M,C′M

H−ωH coincide with dT
∗X , dT

∗X
H .

By using the splitting TM = THM⊕ TT ∗X , 1-forms along the fibers
T ∗X can be considered as forms onM which vanish on THM.

Now we use the same notation as after (2.1.3). We still define µ0 as in
(2.1.4). Set

EM
φ,H−ωH = e−µ0CM

φ,H−ωHeµ0 , FM
φ,H−ωH = e−µ0DM

φ,H−ωHeµ0 . (2.4.7)

Equivalently, EM
φ,H−ωH ,FM

φ,H−ωH are obtained from CM
φ,H−ωH ,DM

φ,H−ωH by

making the replacements indicated after (2.1.21). If S is a point, then

EM
φ,H−ωH = A′

φ,H, FM
φ,H−ωH = B′

φ,H. (2.4.8)

Now we give some more details on AM
φ,H−ωH ,C

M
φ,H−ωH . The construction

of AM
φ,H−ωH is made using the superconnection A′M, which is the total de

Rham operator acting on Ω· (M, π∗F ), considered as a flat superconnection
on Ω· (T ∗X,π∗F ) as in [BLo95]. The superconnection A′M is such that[

A′M, AM,2
φ,H−ωH

]
= 0. (2.4.9)

In [B05], AM
φ,H−ωH , B

M
φ,H−ωH are written in the form

AM
φ,H−ωH =

1

2

(
C
′M
φ,2(H−ωH) +A′M

)
, BM

φ,H−ωH =
1

2

(
C
′M
φ,2(H−ωH) −A′M

)
.

(2.4.10)

Note that h
Ω·(T∗X,π∗F )
H was defined in (2.1.13). We define h

Ω·(T∗X,π∗F )
H−ωH by re-

placing H by H−ωH in the right-hand side of (2.1.13). By [B05, Proposition

4.24], C
′M
φ,2(H−ωH) is the h

Ω·(T∗X,π∗F )
H−ωH -adjoint of A′M.

Let A
′M

be the symplectic adjoint of A′M with respect to the fiberwise

symplectic form ωV in the sense of [B05]. Let A
′M
φ be the adjoint flat su-

perconnection to A′M in the sense of [BLo95] with respect to the Hermitian
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form hΩ·(T∗X,π∗F ) (which is just the Hermitian form in (2.1.13) with H = 0)
on Ω· (T ∗X,π∗F ). By [B05, Proposition 4.18],

A
′M
φ = eλ0A

′M
e−λ0 . (2.4.11)

By [B05, Definition 4.20],

C
′M
φ,2(H−ωH) = e2(H−ωH)A

′M
φ e−2(H−ωH). (2.4.12)

Set

C′M
H−ωH = e−(H−ωH)A′Me(H−ωH). (2.4.13)

Then

CM
φ,H−ωH =

1

2

(
C
′M
φ,H−ωH + C′M

H−ωH

)
, (2.4.14)

DM
φ,H−ωH =

1

2

(
C
′M
φ,H−ωH − C′M

H−ωH

)
.

Note in particular that (2.4.5) follows from (2.4.10) and (2.4.12)-(2.4.14).

Remark 2.4.1. We use the same notation as in Remark 2.1.4. The corre-
sponding objects are still denoted with a subscript φb, and ωH is replaced
by bωH . By [B05, Propositions 2.32 and 4.33], we get

CM
φb,H−bωH = r∗bC

M
φ,H1/b−ωHr

∗−1
b , DM

φb,H−bωH = r∗bD
M
φ,H1/b−ωHr

∗−1
b ,

(2.4.15)

EM
φb,H−bωH = KbE

M
φ,H1/b−ωHK

−1
b , FM

φb,H−bωH = KbF
M
φ,H1/b−ωHK

−1
b .

2.5 WEITZENBÖCK FORMULAS FOR THE CURVATURE

From now on, we still take H as in (2.2.1), and for c ∈ R, we define Hc as
in (2.2.2).

Let e1, . . . , en be an orthonormal basis of TX as in section 2.1. We use
otherwise the same notation as in that section on the ei, êi, ê

i.
Let f1, . . . , fm be a basis of TS, let f1, . . . , fm be the corresponding dual

basis of T ∗S.
The following result was established in [B05, Propositions 2.39, 4.31, and

4.35]. Take b ∈ R∗
+, c = ±1/b2.
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Proposition 2.5.1. The following identity holds:

FM
φb,±H−bωH = − 1

2b
(ĉ (êi)∇bei ± c (p̂))− 1

2

(
ĉ (ei)− c

(
êi
))
∇Λ·(T∗T∗X)b⊗F,u
ei

+
1

4

(
c (ei)− ĉ

(
êi
))
ω
(
∇F , gF

)
(ei)−

b

4

(
(
ei − êi

) (
ej − êj

)
iek+bek

− iei+bei iej+bej

(
ek − êk

)
)
〈
RTX (ei, ej) p, ek

〉

−
〈
T
(
fHα , ei

)
, ej
〉
fα
(
ei − êi

)
iej+bej

+ fα
(

1

2
ω
(
∇F , gF

) (
fHα
)
±
〈
T
(
fHα , p

)
, p
〉)

− 1

2

〈
TH , ei

〉 (
ei − êi + iei+bei

)
. (2.5.1)

Now we replace S by S × R∗, where c ∈ R∗, so that c is now allowed
to vary. By [B05, Theorem 4.40], for c 6= 0, the operator ∂

∂u − C
M,2
φ,Hc−ωH is

fiberwise hypoelliptic.
Set

νc =
1

2

(
ei + ibei

) (
ei + êi + iei

)
−∇bp +

3c

2
|p|2 , (2.5.2)

GM
φ,Hc−ωH = DM

φ,Hc−ωH +
[
DM
φ,Hc−ωH , νc

]
.

Now we give the result established in [B05, Theorems 4.38 and 4.42].
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Theorem 2.5.2. The following identity holds:

C
M,2
φ,Hc−ωH =

1

4

(
−∆V + c2 |p|2 + c (2êiibei−ei

− n)

− 1

2

〈
RTX (ei, ej) ek, el

〉
eiejibekibel

)

− c

2

(
∇Λ·(T∗T∗X)b⊗F,u
p +

〈
T
(
fHα , p

)
, ei
〉
fα
(
ei + 2êi + ibei−2ei

)

+
〈
TH , p

〉
−
(
ei + ibei

)
fα
〈
∇TXei

T
(
fHα , p

)
, p
〉
− eiibej

〈
RTX (p, ei) ej , p

〉
)

−
(

1

4
ω
(
∇F , gF

)
(ei) +

1

2

〈
T
(
fHα , ei

)
, ej
〉
fα
(
ej + ibej

))
∇bei

− 1

2

(
ek + ibek

)
fαeiibej

〈
∇TXek

T
(
fHα , ei

)
, ej
〉

− 1

4

(
ei + ibei

) (
ej + ibej

) 〈
∇TXei

TH , ej
〉

− 1

4
eiibej∇Fei

ω
(
∇F , gF

)
(ej)−

1

8

(
ei − ibei

)
fαω2

(
∇F , gF

) (
ei, f

H
α

)

+
1

4

(
ei + ibei

)
fα∇F,uei

ω
(
∇F , gF

) (
fHα
)

− 1

8
fαfβω2

(
∇F , gF

) (
fHα , f

H
β

)
+

1

2
dc (êi + ibei−ei

) 〈p, ei〉 . (2.5.3)

Moreover,

GM
φ,Hc−ωH =

1

2
ω
(
∇F , gF

)
− 1

4

(
ei + ibei

)
ω
(
∇F , gF

)
(ei)

− c

2

(
p+ ibp + 6p̂− 6fα

〈
T
(
fHα , p

)
, p
〉)
− 3

2
dc |p|2 . (2.5.4)

Finally,

GM
φ,Hc−ωH +

[
C′M
Hc−ωH ,

3c

2
|p|2
]

=
1

2
ω
(
∇F , gF

)
− 1

4

(
ei + ibei

)
ω
(
∇F , gF

)
(ei)−

c

2
(p+ ibp) . (2.5.5)

Remark 2.5.3. By (2.4.7), we obtain the formula for E
M,2
φ,H−ωH by replacing ei

by ei− êi and ibei by iei+bei , while leaving the other creation and annihilation
operators unchanged.

In [B05, subsection 4.21], various conjugations are made on the opera-
tors considered above to put them in a more geometric form. We briefly
describe the main steps of these constructions. First we replace ei, iei , êi, ibei

by ei, iei+bei
, ibei

, êi − ei. This transformation does not change the obvious
commutation relations.



BismutLebeauGlob June 16, 2008

38 CHAPTER 2

The above transformation can also be described as follows. First we use
the canonical isomorphism

Λ· (TX) ≃ Λn−· (T ∗X) ⊗̂Λn (TX) . (2.5.6)

Using (2.1.3), (2.5.6), we get the isomorphism

Λ· (T ∗T ∗X) ≃ π∗ (Λ· (T ∗X) ⊗̂Λn−· (T ∗X) ⊗̂Λn (TX)
)
. (2.5.7)

The second copy of Λ· (T ∗X) in (2.5.7) will now be generated by ê1, . . . , ên.
Set

λ0 = eiibei
. (2.5.8)

Then we conjugate the operator obtained by the first transformation by
e−λ0 .

Let
〈
T 0, p

〉
be given by

〈
T 0, p

〉
=
〈
T
(
fHα , ei

)
, p
〉
fαêi. (2.5.9)

A final conjugation is done by conjugating the operator we obtained before
by exp

(〈
T 0, p

〉)
. Starting from CM

φ,H−ωH ,D
M
φ,H−ωH , we obtain the operators

Ĉ
M
φ,Hc−ωH , D̂

M
φ,Hc−ωH . The transform of other operators which were previ-

ously considered will be denoted using a similar notation.
The Lie derivative operator LYH acts naturally on Ω· (T ∗X,π∗F ). Also

the vector field Y H can also be considered as a vector field onM. We denote
by LY H the corresponding Lie derivative operator acting on smooth sections
of Λ· (T ∗M) ⊗̂F . We still have the Cartan formula,

LYH =
[
dT

∗X , iYH

]
, LY H =

[
dM, iYH

]
. (2.5.10)

Let ∇T∗X be the connection corresponding to the connection ∇TX by the
metric gTX . Then the connection ∇T∗X induces the splitting

TM = TH′M⊕ TT ∗X. (2.5.11)

As explained in [B05, subsection 4.22], in general TH′M does not coincide
with THM. From (2.5.11), we get the isomorphism

Λ· (T ∗M) = Λ· (T ∗S) ⊗̂Λ· (TT ∗X) . (2.5.12)

In particular the ei, êi can be considered as forms onM.
Then by [B05, eq. (4.174)] and by (2.2.3), we have the identity

LYH = ∇Λ·(T∗X)b⊗Λ·(TX)b⊗F
Y H + êiiei +

〈
RT

∗X (p, ei) p, ej

〉
eiibej , (2.5.13)

LY H = LYH −
〈
T
(
fHα , p

)
, ei
〉
fαiei +

〈
RT

∗X (p, fHα
)
p, ei

〉
fαibei .

We still use the same notation LYH ,LY H for the above operators in which
êi, ibei have been replaced by ibei

, êi. By (2.5.13), we get

LYH = ∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗F
YH + ibei

iei +
〈
RT

∗X (p, ei) p, ej

〉
eiêj , (2.5.14)

LY H = LYH −
〈
T
(
fHα , p

)
, ei
〉
fαiei +

〈
RT

∗X
(
p, fHα

)
p, ei

〉
fαêi.
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Moreover, recall that θ has been extended into a canonical 1-form onM.
More precisely,

θ = 〈p, ei〉 ei. (2.5.15)

Then by [B05, eq. (4.175)], we get

dMθ = êie
i +
〈
T
(
fHα , ei

)
, p
〉
fαei +

〈
TH , p

〉
. (2.5.16)

We denote by Â′M
† θ the expression obtained from dMθ by replacing êi, ibei

by ibei
, êi. By (2.5.15), we get

Â′M
† θ = ibei

ei +
〈
T
(
fHα , ei

)
, p
〉
fαei +

〈
TH , p

〉
. (2.5.17)

In the sequel, we will use the notation

ω̂
(
∇F , gF

)
= êiω

(
∇F , gF

)
(ei) . (2.5.18)

Also forms like ω
(
∇F , gF

)2
will be viewed as 2-forms on M , and so they can

be expanded as a sum of monomials of degree 2 in the ei, fα. The same is
true for objects like 1

4

〈
ei, R

TXej
〉
êiêj, where RTX should itself be expanded

as a sum of monomials in the ei, fα.
Now we state the formula given in [B05, Theorems 4.45 and 4.52].

Theorem 2.5.4. The following identity holds:

Ĉ
M,2

φ,Hc−ωH =
1

4

(
−∆V + c2 |p|2 + c

(
2ibei

êi − n
))

+
1

4

〈
ei, R

TXej
〉
êiêj

− 1

4
ω
(
∇F , gF

)
(ei)∇bei − 1

4
∇Λ·(T∗T∗X)b⊗F ω̂

(
∇F , gF

)
− 1

4
ω
(
∇F , gF

)2

− c

2

(
LYH +

1

2
ω
(
∇F , gF

) (
Y H)+ Â′M

† θ

)
+

1

2
dc
(
êi − ei − iei

)
〈p, ei〉 .
(2.5.19)

Moreover,

ν̂c =
1

2
êi
(
ei + iei+2bei

)
−∇bp +

3c

2
|p|2 ,

Ĝ
M
φ,Hc−ωH =

1

2
ω
(
∇F , gF

)
− 1

4
ω̂
(
∇F , gF

)
− c

2
(p̂+ 6ibp)−

3

2
dc |p|2 ,

(2.5.20)

Ĝ
M
φ,Hc−ωH +

[
Ĉ
′M
Hc−ωH ,

3c

2
|p|2
]

=
1

2
ω
(
∇F , gF

)
− 1

4
ω̂
(
∇F , gF

)
− c

2
p̂.

Remark 2.5.5. It should be observed that the considerations we made in
(2.5.11)-(2.5.12) to interpret the ei, êi as forms onM will be partially irrel-
evant in the sequel. The reader may as well take formulas (2.5.13)-(2.5.17)
as definitions, whenever necessary.
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2.6 FM
φb,±H−bωH ,E

M,2
φb,±H−bωH AND LEVI-CIVITA

SUPERCONNECTION

Now we recall the results of [B05, subsection 4.22], which extend to families
the results already described in section 2.3. We will give the simplest version
as possible of the results of [B05].

By equation (2.5.1) in Proposition 2.5.1, we can write FM
φb,±H−bωH in the

form

FM
φb,±H−bωH = − 1

2b
(ĉ (êi)∇bei ± c (p̂)) + H± + bJ±. (2.6.1)

Recall that α± was defined in (2.3.12). Inspection of the formulas in [B05,
Theorem 4.38] or use of equation (2.5.3) together with Remark 2.5.3 shows
that that there are operators β′

±, γ
′
± such that for b ∈ R∗

+, c = ±1/b2,

2EM,2
φb,±H−bωH =

α±
b2

+
β′
±
b

+ γ′±. (2.6.2)

We make the same fiberwise identifications as after equation (2.3.13). Also
we define the operators P± as in the corresponding section. These oper-
ators now act fiberwise. We denote by A+, A− the Levi-Civita supercon-
nections on Ω· (X,F ) ,Ω· (X,F ⊗ o (TX)). Let B+, B− be the odd sections
of Λ· (T ∗S) ⊗̂End (Ω· (X,F )) ,Λ· (T ∗S) ⊗̂End (Ω· (X,F ⊗ o (TX))) as in sec-
tion 1.3.

The following related results were established in [B05, Proposition 4.36
and Theorem 4.57], which extends Theorem 2.3.2 to the case of families.

Theorem 2.6.1. The following identities hold:

P±H±P± = B±, (2.6.3)

P±
(
γ′± − β′

±α
−1
± β′

±
)
P± = 2A2

±.

2.7 THE SUPERCONNECTION AM
φ,H−ωH

AND POINCARÉ DUALITY

Here we assume again that H : M → R is arbitrary. Let ∗T∗X be the
Hodge operator associated to the metric gTT

∗X and to the orientation of
T ∗X by the fiberwise symplectic form ωV . Let κF : Ω· (T ∗X,π∗F ) →
Ω2n−·

(
T ∗X,π∗F

∗)
be the linear map such that if s ∈ Ωi (T ∗X,π∗F ), then

κF s = (−1)
i(i+1)/2

u ∗T∗X gF s. (2.7.1)

Set

κFH−ωH = κF e−2(H−ωH). (2.7.2)

Temporarily, we will use the notation AM,F
φ,H−ωH instead of AM

φ,H−ωH , the

notation for other objects being modified in the same way. In [B05, eq.
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(4.91)], it is shown that if H is r-invariant,

AM,F
φ,H−ωH = κF,−1

H−ωHA
M,F

∗

φ,−H−ωHκ
F
H−ωH ,

BM,F
φ,H−ωH = −κF,−1

H−ωHB
M,F

∗

φ,−H−ωHκ
F
H−ωH , (2.7.3)

C
M,F
φ,H−ωH = κF,−1C

M,F
∗

φ,−H−ωHκ
F ,

DM,F
φ,H−ωH = −κF,−1DM,F

∗

φ,−H−ωHκ
F .

It is interesting to relate (1.4.3) and (2.7.3) in the light of Theorem 2.6.1.
Of course here we take H as in (2.2.1). Although our statement may look

cryptic, let us just mention that the extra factor (−1)
ni

in (1.4.1) with
respect to to (2.7.1) can be explained by commutation with dp1 ∧ . . . ∧ dpn.
The extra factor (−1)n in (1.4.3) with respect to (2.7.3) appears for the same
reason.

2.8 A 2-PARAMETER RESCALING

We make the same assumptions as in section 2.4. We still consider the case
where H :M→ R is an arbitrary smooth function.

In this section, M,S will be replaced by M ×R∗2
+ , S ×R∗2

+ . For t ∈ R∗
+,

set

gTXt =
gTX

t
. (2.8.1)

Along the fiber Xs over (s, b, t), we equip TX with the metric gTXt . Let H
be the function defined onM×R∗2

+ , which restricts to r∗t/bH onM× (b, t).

We will denote with the subscript φ,H the objects which were considered
in the previous sections. Still, when restricting these objects toM×(b, t), so
that dt = 0, db = 0, we will denote them with the subscript b, t. For instance

AM
b,t , B

M
b,t denote the restriction of A

M×R∗2
+

H−ωH
, BM×R2

H−ωH
to given values of b, t.

Let NT∗X be the number operator of Λ· (T ∗T ∗X). Using (2.1.3), we find
that NT∗X splits as

NT∗X = NH +NV , (2.8.2)

where NH , NV are the number operators of Λ· (T ∗X) and Λ· (TX).
Set

Ub,t = tN
T∗X/2r∗b/t. (2.8.3)

It will often be convenient to conjugate the objects which were considered
above by the operator Ub,t.

In this section, A
′M
φb

denotes the object constructed in Remark 2.4.1,

which is associated to the fixed metric gTX , and b is kept fixed. Similarly,
CM
φb,H−bωH ,DM

φb,H−bωH denote the corresponding objects associated to the

metric gTX , with b fixed. Set

E =
〈
LfH

α
gTXei, ej

〉
fα ∧ ei ∧ ibej . (2.8.4)
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Using (1.3.1), we can rewrite (2.8.4) in the form

E = 2
〈
T
(
fHα , ei

)
, ej
〉
fα ∧ ei ∧ ibej . (2.8.5)

As we explained in Remark 2.4.1, the operators Aφb,H,Bφb,H are well de-

fined, as are A
′M
φb
,EM

φb,H−bωH ,FM
φb,H−bωH .

Let τb be the morphism of Λ· (T ∗X) ⊗̂Λ̂ (TX) which acts trivially on
Λ· (T ∗X) and which maps êi into bêi and ibei into ibei/b. Then τb extends

to Λ· (T ∗X) ⊗̂Λ̂· (TX) ⊗̂F .
Finally, by analogy with (1.7.11), set

CM
φb,H−bωH ,t = ψ−1

t

√
tCM
φb,H−bωHψt, DM

φb,H−bωH ,t = ψ−1
t

√
tDM

φb,H−bωHψt,

(2.8.6)

EM
φb,H−bωH ,t = ψ−1

t

√
tEM
φb,H−bωHψt, FM

φb,H−bωH ,t = ψ−1
t

√
tFM
φb,H−bωHψt.

Theorem 2.8.1. The following identities hold:

Ub,tC
′M×R∗2

+

H−ωH
U−1
b,t = e−(H−bωH/t)tN

T∗X/2A′Mt−N
T∗X/2e(H−bωH/t)

+ dt

(
∂

∂t
+
b

t2
Lbp +

∇Vbp H
t
− NT∗X

2t

)
+ db

(
∂

∂b
− Lbp

t
− ∇bpH

b

)
, (2.8.7)

Ub,tC
′M×R∗2

+

φ,H−ωH
U−1
b,t = e(H−bωH/t)t−N

T∗X/2A
′M
φb
tN

T∗X/2e−(H−bωH/t)

+ dt

(
∂

∂t
+
b

t2
Lbp −

∇Vbp H
t
− NT∗X

2t
+
λ0

tb

)
+ db

(
∂

∂b
− Lbp

t
+
∇Vbp H
b

)
.

Moreover,

Ub,tC
M×R∗2

+

φ,H−ωH
U−1
b,t =

√
tAφb,H +∇Ω·(T∗X,π∗F ) − 1

2b
E

+
1

2
fαω

(
∇F , gF

) (
fHα
)

+ iT H/
√
t − bdT

∗XωH/
√
t

− 1

2
√
t

〈
TH , ei

〉 (
ei + ibei/b

)
+ dt

(
∂

∂t
+

b

t2
Lbp −

NT∗X

2t
+
λ0

2tb

)

+ db

(
∂

∂b
− Lbp

t

)
, (2.8.8)

Ub,tD
M×R∗2

+

φ,H−ωH
U−1
b,t =

√
tBφb,H −

1

2b
E + fα

(
1

2
ω
(
∇F , gF

) (
fHα
)
−∇fH

α
H
)

− 1

2
√
t

〈
TH , ei

〉 (
ei + ibei/b

)
−
(
dt

t
− db

b

)
∇Vbp H+

dt

2tb
λ0.

Also,

Ub,tC
M×R∗2

+

b,t U−1
b,t = CM

φb,H−bωH ,t, Ub,tD
M×R∗2

+

b,t U−1
b,t = DM

φb,H−bωH ,t.

(2.8.9)

Finally,

EM
φb,H−bωH = e−µ0τ−1

b CM
φb,H−bωH τbe

µ0 , (2.8.10)

FM
φb,H−bωH = e−µ0τ−1

b BM
φb,H−bωH τbe

µ0 .
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Proof. To establish the first identity in (2.8.7), we first make H = 0, we
replace ωH by 0, and we make dt = 0. Then the first identity in (2.8.7) follows
easily from the first identity in [B05, Proposition 4.33], which expresses the
fact that the de Rham operator dM onM commutes with the operators r∗b .
The equality of the dt parts follows from a trivial calculation which is left
to the reader. Also note that

Lbpω
H = ωH . (2.8.11)

Using (2.8.11), we obtain the first identity in (2.8.7) by conjugation.
By [B05, Proposition 4.33], we get

r∗bA
′M
φ r∗−1

b = A
′M
φb
, A

′M
φb

= eλ0/bbN
T∗X

A
′M
b−N

T∗X

e−λ0/b. (2.8.12)

Observe that here, over S × (b, t), the metric is given by gTX/t, so that λ0

is replaced by λ0/t. Then the second identity in (2.8.7) follows easily from
(2.8.12).

To establish (2.8.8), we note first that the identity of the terms containing
dt or db follows from (2.8.7). We can now make dt = 0, db = 0. Then (2.8.8)
follows from [B05, Proposition 2.18, Theorem 4.23, and Proposition 4.33].

For t = 1, the identities in (2.8.9) follow from [B05, Proposition 4.33]. The
case of a general t is now obvious by (2.8.8).

Finally, equation (2.8.10) follows from (2.4.7) and (2.4.15). The proof of
our theorem is completed.

Remark 2.8.2. Identity (2.8.9) already indicates that the above scaling in
the t variable exhibits the same naturality properties as the scaling which
is done in [B86], [BLo95], and [BG01]. Also note that when squaring any of
the identities (2.8.7), we should get 0.

2.9 A GROUP ACTION

We make the same assumptions as in section 1.5. The action of G on M
lifts to M. Also G acts on Ω· (T ∗X,π∗F ) by a formula similar to (1.5.1).
Moreover, by construction, THM is preserved by G. The geometric data
we started with being G-invariant, the operators in [B05] which we just
described commute with G. For example, THM is also preserved by G. The
action of G on Ω· (X,F ) lifts to Ω· (T ∗X,π∗F ). Moreover, the operators
which we considered before commute with G.
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Chapter Three

Hodge theory, the hypoelliptic Laplacian and its heat

kernel

The purpose of this chapter is to give a short summary of the results on
the analysis of the operator A2

φ,Hc , these results being established in detail
in chapters 15 and 17. In particular we state in detail convergence results
on the resolvent of A′2

φb,±H as b → 0 which are established in chapter 17.

Also we derive various results on the spectral theory of A2
φ,Hc . In particular

we show that for b > 0 small enough, the standard consequences of Hodge
theory hold, and we prove that the set of b > 0 where the Hodge theorem
does hold is discrete. Finally, we prove that at finite distance, for b > 0 small
enough, the spectrum of A2

φ,Hc is real.
This chapter is organized as follows. In section 3.1, we briefly describe the

relations between the cohomology of X and the cohomology of T ∗X .
In section 3.2, we state general results relating the finite dimensional kernel

of A2
φ,Hc to the cohomology of X .

In section 3.3, we state the main properties of the heat kernel for A2
φ,Hc .

In section 3.4, we state results on the convergence of the heat kernel for
A′2
φb,±H to the heat kernel for �

X/4 as b→ 0.

In section 3.5, we describe more precisely the spectrum of A′2
φb,±H as b→ 0.

In section 3.6, we show that the set of b > 0 where the Hodge theorem
does not hold is discrete.

Finally, in section 3.7, we show that the above results extend to the case
of families.

3.1 THE COHOMOLOGY OF T∗X AND

THE THOM ISOMORPHISM

As before, o (TX) is the orientation bundle of TX . Note that T ∗X is oriented
by its symplectic form ω.

Let k : X → T ∗X be the embedding of X as the zero section of T ∗X .
Let H · (T ∗X,π∗F ) (resp. Hc,· (T ∗X,π∗F )) be the cohomology of T ∗X (resp.
with compact support) with coefficients in π∗F . Then, classically,

H · (T ∗X,π∗F ) = H · (X,F ) , Hc,· (T ∗X,π∗F ) = H ·−n (X,F ⊗ o(TX)) .
(3.1.1)

The first isomorphism comes from the maps k∗ : Ω· (T ∗X,π∗F )→ Ω· (X,F )
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and π∗ : Ω· (X,F )→ Ω· (T ∗X,π∗F ). The second is the Thom isomorphism.
Namely, if

[
ΦT

∗X
]
∈ Hc,n (T ∗X,π∗ ⊗ o(TX)) is the Thom class, then

s ∈ Hc,· (T ∗X,π∗F )→ π∗s ∈ H ·−n (X,F ⊗ o(TX)) (3.1.2)

is the inverse to

s′ ∈ H · (X,F ⊗ o(TX))→ π∗s′ ∧
[
ΦT

∗X
]
∈ Hc,·+n (T ∗X,π∗F ) . (3.1.3)

It will be convenient to use the notation

H· (X,F ) = H · (X,F ) if c > 0, (3.1.4)

= H ·−n (X,F ⊗ o (TX)) if c < 0.

Equivalently, H· (X,F ) is just H · (T ∗X,π∗F ) for c > 0 and Hc,· (T ∗X,π∗F )
for c < 0.

3.2 THE HODGE THEORY OF

THE HYPOELLIPTIC LAPLACIAN

We make the same assumptions as in sections 2.1-2.3, and we use the cor-
responding notation. In particular gTX denotes a Riemannian metric on X ,
and S is now reduced to a point. Moreover, we fix c = ±1/b2 ∈ R∗, with
b > 0. The constants in the estimations which follow will depend in general
on b.

Let Ω· (T ∗X,π∗F ) now denote the vector space of smooth sections of
Λ· (T ∗T ∗X) ⊗̂F over T ∗X . Let S· (T ∗X,π∗F ) be the vector space of the
s ∈ Ω· (T ∗X,π∗F ) which decay, together with their derivatives of any order,
faster that any |p|−m, with m ∈ N. For obvious reasons, we will use the
notation hS

·(T∗X,π∗F ) instead of hΩ·(T∗X,π∗F ), and a similar notation for the
other Hermitian forms which were considered in chapter 2.

As in (2.2.1), (2.2.2), we use the notation

H =
|p|2
2
, Hc =

c

2
|p|2 . (3.2.1)

Recall that by (2.1.21), (2.1.22), (2.4.15),

Aφ,Hc = e−Hc

Aφ,HceH
c

, A′
φ,Hc = e−Hc−µ0Aφ,HceH

c+µ0 , (3.2.2)

A′
φb,±H = KbA

′
φ,HcK−1

b .

By (3.2.2), we find that any statement we make for one of the operators is
valid for the other one, when making the obvious changes. We will use this
procedure constantly, without further mention, in particular when referring
to spectral theory.

As was explained in section 2.1, Aφ,Hc is self-adjoint with respect to

h
S·(T∗X,π∗F )
Hc , Aφ,Hc is self-adjoint with respect to hS

·(T∗X,π∗F ), and A′
φ,Hc

is self-adjoint with respect to hS
·(T∗X,π∗F ).
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0-λ0

γ

δ+δ−

Figure 3.1

Let Ω· (T ∗X,π∗F )0 be the space of sections of Λ· (T ∗T ∗X) ⊗̂π∗F which
are square integrable over T ∗X . By Theorem 15.7.1, the operator A2

φ,Hc has

discrete spectrum and compact resolvent in End
(
Ω· (T ∗X,π∗F )

0
)
.

To make our terminology unambiguous, let us just say that elements of
the spectrum will be called eigenvalues.

Moreover, the corresponding characteristic spaces are finite dimensional
and included in S· (T ∗X,π∗F ). Let us just mention that given an eigenvalue
λ, the associated characteristic space is the analogue of a Jordan block in
finite dimensions. It is the image of the spectral projector associated with
the eigenvalue λ.

Take λ ∈ C\SpA2
φ,Hc . Then the resolvent

(
A2
φ,Hc − λ

)−1

maps bijectively

S· (T ∗X,π∗F ) into itself.
Let γ be the contour in C in Figure 3.1, which separates the closed

domains δ±, which contain ±∞. The precise description of γ is as follows.
Given b > 0, c = ±1/b2, constants λ0 > 0, c0 > 0 depending on b > 0 are
defined in Theorem 15.7.1, so that

γ =
{
λ = −λ0 + σ + iτ, σ, τ ∈ R, σ = c0 |τ |1/6

}
. (3.2.3)

Note that γ depends explicitly on b.
By Theorem 15.7.1,

SpA2
φ,Hc ⊂

◦
δ+. (3.2.4)
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First we prove the obvious extension of [B05, Proposition 1.1].

Proposition 3.2.1. The spectrum SpA2
φ,Hc is invariant by conjugation.

Moreover, given b > 0, if λ ∈ SpA2
φ,Hc, then

Reλ ≥ −λ0. (3.2.5)

Proof. Let A∗
φ,Hc be the formal adjoint of Aφ,Hc with respect to the Hermi-

tian product gΩ·(T∗X,π∗F ) considered in Definition 2.1.1. If u is the isometric
involution of Ω· (T ∗X,π∗F ) defined in (2.1.11), we deduce from (2.1.12) and
from the above that

A∗
φ,Hc = uAφ,Hcu−1. (3.2.6)

By (3.2.6), we find that A2
φ,Hc and A2∗

φ,Hc have the same spectrum. Therefore

SpA2
φ,Hc is conjugation-invariant. Since δ+ contains the spectrum of A2

φ,Hc ,
(3.2.5) is obvious.

If λ ∈ SpA2
φ,Hc , let S· (T ∗X,π∗F )λ ∈ S· (T ∗X,π∗F ) be the corresponding

characteristic subspace. If nλ = dimS· (T ∗X,π∗F )λ, then

S· (T ∗X,π∗F )λ = ker
(
A2
φ,Hc − λ

)nλ
. (3.2.7)

Recall that dT
∗X

Hc commutes with A2
φ,Hc , and so dT

∗X
Hc acts on S· (T ∗X,π∗F )λ.

Then
(
S· (T ∗X,π∗F )λ , d

T∗X
Hc

)
is a subcomplex of

(
S· (T ∗X,π∗F ) , dT

∗X
Hc

)
.

Consider the subcomplex
(
S· (T ∗X,π∗F )0 , d

T∗X
Hc

)
. By (3.2.7),

S· (T ∗X,π∗F )0 = kerA2n0

φ,Hc . (3.2.8)

Take ǫ > 0 small enough so that the disk of center 0 and radius ǫ intersects
SpA2

φ,Hc only possibly at 0. Let δ be the circle of center 0 and radius ǫ. Set

P =
1

2iπ

∫

δ

dλ

λ− A2
φ,Hc

, Q = 1−P. (3.2.9)

Then P is a projector on S· (T ∗X,π∗F )0, and Q is a complementary pro-
jector. Moreover, P does not depend on ǫ. In particular P and Q map
S· (T ∗X,π∗F ) into itself. Set

S· (T ∗X,π∗F )∗ = Im Q|S·(T∗X,π∗F ). (3.2.10)

Then

S· (T ∗X,π∗F ) = S· (T ∗X,π∗F )0 ⊕ S· (T ∗X,π∗F )∗ . (3.2.11)

Also the operators dT
∗X

Hc and d
T∗X
φ,Hc preserve the above splitting.

Moreover, A2
φ,Hc acts as an invertible operator on S· (T ∗X,π∗F )∗. Indeed

let Ω· (T ∗X,π∗F )
0
∗ be the image of Ω· (T ∗X,π∗F )

0
by the projector Q. Then

0 does not lie in the spectrum of the restriction of A2
φ,Hc to S· (T ∗X,π∗F )0∗,

so that
(
A2
φ,Hc

)−1

acts as a bounded operator on this vector space. Us-

ing equation (15.5.3) in Theorem 15.5.1, we find that
(
A2
φ,Hc

)−1

maps

S· (T ∗X,π∗F )∗ into itself.
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By (3.2.8), we find that the splitting (3.2.11) is just the splitting

S· (T ∗X,π∗F ) = kerA2n0

φ,Hc ⊕ ImA2n0

φ,Hc . (3.2.12)

Of course, in the above, we can as well replace n0 by k ∈ N, k ≥ n0.
Now we establish the obvious analogue of [B05, Theorem 1.2].

Theorem 3.2.2. The complex
(
S· (T ∗X,π∗F )∗ , d

T∗X
Hc

)
is exact. In partic-

ular

H ·
(
S· (T ∗X,π∗F ) , dT

∗X
Hc

)
= H ·

(
S· (T ∗X,π∗F )0 , d

T∗X
Hc

)
. (3.2.13)

The vector spaces S· (T ∗X,π∗F )
·
0 and S· (T ∗X,π∗F )

·
∗ are orthogonal with

respect to hS
·(T∗X,π∗F ). The restrictions of hS

·(T∗X,π∗F ) to S· (T ∗X,π∗F )
·
0

and S· (T ∗X,π∗F )·∗ are nondegenerate. Moreover,

S· (T ∗X,π∗F )
·
∗ = Im dT

∗X
Hc |S·(T∗X,π∗F )∗

⊕ Im d
T∗X
φ,Hc |S·(T∗X,π∗F )·∗

, (3.2.14)

and the decomposition (3.2.14) is hS
·(T∗X,π∗F ) orthogonal. Finally, the map

s ∈ S· (T ∗X,π∗F ) → eH
c

s ∈ Ω· (T ∗X,π∗F ) induces the canonical isomor-
phism

H ·
(
S· (T ∗X,π∗F ) , dT

∗X
Hc

)
≃ H· (X,F ) . (3.2.15)

Proof. We proceed as in the proof of [B05, Theorem 1.2]. Since
(
A2
φ,Hc

)−1

acts on S· (T ∗X,π∗F )∗, we get the identity in End (S· (T ∗X,π∗F )∗),

1 =
[
dT

∗X
Hc , d

T∗X
φ,Hc

(
A2
φ,Hc

)−1
]
. (3.2.16)

From (3.2.16), we deduce that
(
S· (T ∗X,π∗F )∗ , d

T∗X
Hc

)
is exact. By (3.2.11),

we get (3.2.13). Using (3.2.8) and the fact that A2
φ,Hc is hΩ·(T∗X,π∗F ) self-

adjoint, if a ∈ S· (T ∗X,π∗F )0 , a
′ ∈ S· (T ∗X,π∗F ), we get〈

a,A2n0

φ,Hca
′
〉

hS·(T∗X,π∗F )
= 0. (3.2.17)

Since A2n0

φ,Hc acts as an invertible operator on S· (T ∗X,π∗F )∗, we deduce from

(3.2.17) that S· (T ∗X,π∗F )0 and S· (T ∗X,π∗F )∗ are mutually hS
·(T∗X,π∗F )

orthogonal. Since hS
·(T∗X,π∗F ) is nondegenerate, we get the second part of

our theorem. By (3.2.16) the images of dT
∗X

Hc and of d
T∗X
φ,Hc in S· (T ∗X,π∗F )∗

span S· (T ∗X,π∗F )∗. Moreover, since d
T∗X
φ,Hc is the hS

·(T∗X,π∗F ) adjoint of

dT
∗X

Hc , these images are orthogonal with respect to hS
·(T∗X,π∗F ). Since the re-

striction of hS
·(T∗X,π∗F ) to S· (T ∗X,π∗F )∗ is nondegenerate, we get (3.2.14).

Now we establish (3.2.15). Let d̂T
∗X be the de Rham operator along the

fiber T ∗X . Set

d̂T
∗X

Hc = e−Hc

d̂T
∗XeH

c

. (3.2.18)

Let d̂T
∗X∗, d̂T

∗X
Hc be the obvious formal adjoints of d̂T

∗X , d̂T
∗X

Hc with respect
to the standard Hermitian product on smooth forms along the fibers of T ∗X .
Clearly,

d̂T
∗X

Hc = d̂T
∗X + cp̂∧, d̂T

∗X∗
Hc = d̂T

∗X∗ + cibp. (3.2.19)
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Let �̂
T∗X
Hc =

[
d̂T

∗X
Hc , d̂T

∗X∗
Hc

]
be the corresponding Laplacian. Recall that NV

is the number operator of Λ· (TX), the exterior algebra along the fiber. An
easy computation shows that if ∆V is the scalar Laplacian along the fibers
T ∗X , then

�̂
T∗X
Hc = −∆V + c2 |p|2 + 2c

(
NV − n

)
. (3.2.20)

It is now a basic observation of Witten [Wi82] that for c > 0, the kernel of

�̂
T∗X
Hc is concentrated in degree 0 and generated by exp

(
−c |p|2 /2

)
, while

for c < 0, it is concentrated in degree n and generated by exp
(
c |p|2 /2

)
η,

where η is a n form of norm 1 along the fibers of T ∗X , which is defined up to
sign. Using the basic properties of the harmonic oscillator (and in particular
the fact that its resolvent acts on S (T ∗X,π∗F )), we deduce from the above

that the cohomology of the fiberwise complex
(
S (T ∗X,π∗F ) , d̂T

∗X
Hc

)
is con-

centrated in degree 0 or n, and generated by the forms we just considered.

For c > 0, the function exp
(
−c |p|2 /2

)
is dT

∗X
Hc closed. Using the Leray-

Hirsch theorem, we get (3.2.15) for c > 0. Similarly, if ΦT
∗X is the Mathai-

Quillen Thom form of T ∗X [MatQ86], as we saw in (2.3.4), the restriction

of ΦT
∗X to one given fiber is given by exp

(
− |p|2

)
η

πn/2 . Using the above

and the Leray-Hirsch theorem, we get (3.2.15) for c < 0. The proof of our
theorem is completed.

Theorem 3.2.3. Take λ, µ ∈ SpA2
φ,Hc , λ 6= µ. Then S· (T ∗X,π∗F )λ and

S· (T ∗X,π∗F )µ are hS
·(T∗X,π∗F ) orthogonal. If λ ∈ SpA2

φ,Hc, the restriction

of hS
·(T∗X,π∗F ) to S· (T ∗X,π∗F )λ + S· (T ∗X,π∗F )λ is nondegenerate.

Proof. The proof of our theorem is similar to the proof of [B05, Theorem
1.11]. Take λ, µ as above. Take k ∈ N large enough so that

S· (T ∗X,π∗F )λ = ker
(
A2
φ,Hc − λ

)k
. (3.2.21)

If a ∈ S· (T ∗X,π∗F )λ , b ∈ S· (T ∗X,π∗F )µ, since A2
φ,Hc is hS

·(T∗X,π∗F ) self-
adjoint, from (3.2.21), we get

〈
a,
(
A2
φ,Hc − λ

)k
b
〉

hS·(T∗X,π∗F )
= 0. (3.2.22)

Since µ 6= λ, the restriction of
(
A2
φ,Hc − λ

)k
to S· (T ∗X,π∗F )µ is invertible.

By (3.2.22), S· (T ∗X,π∗F )λ and S· (T ∗X,π∗F )µ are hS
·(T∗X,π∗F ) orthogo-

nal.
Let δ be a small circle centered at λ. We define the projectors Pλ,Qλ by

a formula similar to (3.2.9), so that Pλ,Qλ are projectors on supplementary
subspaces S· (T ∗X,π∗F )λ ,S· (T ∗X,π∗F )λ,∗.

If λ ∈ R, the same argument as in (3.2.22) shows that S· (T ∗X,π∗F )λ and

S· (T ∗X,π∗F )λ,∗ are hS
·(T∗X,π∗F ) orthogonal. Since hS

·(T∗X,π∗F ) is nonde-

generate, the restriction of hS
·(T∗X,π∗F ) to S· (T ∗X,π∗F )λ is nondegenerate.
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If λ /∈ R, then Pλ,Pλ are commuting projectors such that

PλPλ = PλPλ = 0. (3.2.23)

Put

S· (T ∗X,π∗F )λ,λ = S· (T ∗X,π∗F )λ ⊕ S· (T ∗X,π∗F )λ . (3.2.24)

Set

Pλ,λ = Pλ + Pλ, Qλ,λ = 1−Pλ,λ. (3.2.25)

Then Pλ,λ is a projector on S· (T ∗X,π∗F )λ,λ, and Qλ,λ is a projector on a
vector space S· (T ∗X,π∗F )λ,λ∗, so that

S· (T ∗X,π∗F ) = S· (T ∗X,π∗F )λ,λ ⊕ S· (T ∗X,π∗F )λ,λ∗ . (3.2.26)

By proceeding as in (3.2.22), S· (T ∗X,π∗F )λ,λ and S· (T ∗X,π∗F )λ,λ∗ are

hS
·(T∗X,π∗F ) orthogonal. This shows that the restriction of hS

·(T∗X,π∗F ) is
nondegenerate. The proof of our theorem is completed.

3.3 THE HEAT KERNEL FOR A2
φ,Hc

Again we fix c = ±1/b2.

The domain of the operator A2
φ,Hc is dense in Ω· (T ∗X,π∗F )

0
since it

contains S· (T ∗X,π∗F ). Moreover, by equation (15.7.4) in Theorem 15.7.1,
there exists λ0 > 0 such that if λ ∈ R, λ ≤ −λ0,∥∥∥

(
A2
φ,Hc − λ

)−1
∥∥∥ ≤ C (1 + |λ|)−1 . (3.3.1)

By the theorem of Hille-Yosida [Y68, section IX-7, p. 266], we find that there

is a unique well-defined semigroup exp
(
−tA2

φ,Hc

)
.

Moreover, by (3.2.4) or by (15.7.3), if λ ∈ δ−, the resolvent
(
A2
φ,Hc − λ

)−1

exists. Also by equation (15.7.3) in Theorem 15.7.1, if λ ∈ δ−, the operator(
A2
φ,Hc − λ

)−1

is compact, and

∥∥∥
(
A2
φ,Hc − λ

)−1
∥∥∥ ≤ C

(1 + |λ|)1/6
. (3.3.2)

Proposition 3.3.1. For t > 0, the heat operator exp
(
−tA2

φ,Hc

)
is given by

the contour integral

exp
(
−tA2

φ,Hc

)
=

1

2iπ

∫

γ

e−tλ
(
λ− A2

φ,Hc

)−1
dλ. (3.3.3)

Proof. Let ǫ be the downward oriented straight line {λ ∈ C,Reλ = −λ0}.
We claim that we have the equality operators distributions in the variable
t > 0,

exp
(
−tA2

φ,Hc

)
=

1

2iπ

∫

ǫ

e−tλ
(
λ− A2

φ,Hc

)−1
dλ. (3.3.4)
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Equation (3.3.4) is obvious by taking the Fourier transform in the variable

t > 0 of the parabolic equation associated to the operator exp
(
−tA2

φ,Hc

)

and then using the inverse Fourier transform.
Using (3.3.4) and integration by parts, we find that for any N ∈ N,

exp
(
−tA2

φ,Hc

)
=

(−1)N N !

2iπtN

∫

ǫ

e−tλ
(
λ− A2

φ,Hc

)−(N+1)
dλ. (3.3.5)

Now by (3.3.2), we can chooseN large enough so that the integral in (3.3.5) is
converging absolutely in the space of bounded operators. Since the integrand
in the right-hand side of (3.3.5) is holomorphic in λ ∈ δ−, by using the
theorem of residues, we get

(−1)
N
N !

2iπtN

∫

ǫ

e−tλ
(
λ− A2

φ,Hc

)−(N+1)
dλ

=
(−1)

N
N !

2iπtN

∫

γ

e−tλ
(
λ− A2

φ,Hc

)−(N+1)
dλ. (3.3.6)

Finally, using the bound (3.3.2) and integration by parts, we get

1

2iπ

∫

γ

e−tλ
(
λ− A2

φ,Hc

)−1
dλ =

(−1)N N !

2iπtN

∫

γ

e−tλ
(
λ− A2

φ,Hc

)−(N+1)
dλ.

(3.3.7)
By (3.3.6), (3.3.7), we get (3.3.3).

Using (3.3.2), (3.3.3) and integration by parts, we find that for anyN ∈ N,

exp
(
−tA2

φ,Hc

)
=

(−1)
N
N !

2iπtN

∫

γ

e−tλ
(
λ− A2

φ,Hc

)−(N+1)
dλ. (3.3.8)

If A is an operator acting on Ω· (T ∗X,π∗F )
0

which is trace class, let ‖A‖1
be its norm as a trace class operator. By Theorem 15.7.1, if λ ∈ δ−, for

N ∈ N, N > 12n, the operator
(
A2
φ,Hc − λ

)−N
is trace class, and

∥∥∥
(
A2
φ,Hc − λ

)−N∥∥∥
1
≤ C (1 + |λ|)N . (3.3.9)

By (3.3.8), (3.3.9), we conclude that given t > 0, there exists Ct > 0
∥∥exp

(
−tA2

φ,Hc

)∥∥
1
≤ Ct. (3.3.10)

In section 15.2, a standard chain of Sobolev spaces Hs on T ∗X is defined
using the s/2 powers of the positive self-adjoint operator

S = −∆H −∆V + |p|2 . (3.3.11)

In section 15.3, another chain of Sobolev spaces Hs on T ∗X is also defined.
Note that

H0 = H0 = Ω· (T ∗X,π∗F )
0
. (3.3.12)
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Moreover, in Remark 15.3.2, it is shown that for s ∈ R, we have the
continuous embedding Hs ⊂ Hs, and also that for s′ ≥ s large enough, we
have the continuous embedding Hs′ ⊂ Hs. In particular,

H∞ = H∞ = S· (T ∗X,π∗F ) . (3.3.13)

By equation (15.7.6) in Theorem 15.7.1, if λ ∈ δ−,
(
A2
φ,Hc − λ

)−1

maps

Hs into Hs+1/4 with a norm dominated by Cs (1 + |λ|)4|s|+1
. Therefore, un-

der the same conditions,
(
A2
φ,Hc − λ

)−N
maps Hs into Hs+N/4 with a norm

dominated by Cs,N (1 + |λ|)(4|s|+1)N
.

By (3.3.8), it follows that the operator exp
(
−tA2

φ,Hc

)
is regularizing, i.e.,

it maps any Hs into H∞ = S· (T ∗X,π∗F ). More precisely given s, s′ ∈ R,
this operator is continuous from Hs into Hs′ . From the above, it follows that

exp
(
−tA2

φ,Hc

)
maps Hs into Hs′ with a continuous norm. By standard ar-

guments, exp
(
−tA2

φ,Hc

)
has a smooth kernel exp

(
−tA2

φ,Hc

)
((x, p) , (x′, p′))

which is rapidly decreasing in the variables p, p′ together with all the deriva-
tives.

From the above it follows that

Tr
[
exp

(
−tA2

φ,Hc

)]
=

∫

T∗X
Tr
[
exp

(
−tA2

φ,Hc

)
(z, z)

]
dvT∗X . (3.3.14)

Of course in (3.3.14), instead of taking the trace, we may as well take the
supertrace.

As we already saw, for λ ∈ δ−, the resolvent
(
A2
φ,Hc − λ

)−1

is compact,

the spectrum SpA2
φ,Hc is discrete. However, contrary to what is known for

self-adjoint operators, we do not know if the closure of the direct sum of the
characteristic subspaces of A2

φ,Hc spans Ω· (T ∗X,π∗F )
0
.

Let λn ∈ C, n ∈ N denote the elements of Sp A2
φ,Hc , counted with the

multiplicity of the corresponding characteristic space. Then the e−tλn , n ∈
N are the nonzero eigenvalues of the operator exp

(
−tA2

φ,Hc

)
. Indeed us-

ing equation (3.3.3), it is clear that the e−tλn are characteristic values of

exp
(
−tA2

φ,Hc

)
. Moreover, since exp

(
−tA2

φ,Hc

)
is a compact operator, it

has a discrete spectrum, which can accumulate only at 0. Let µ ∈ C be
a nonzero eigenvalue. Let c be a small circle with center µ, such that the
corresponding disk does not contain 0 or any eigenvalue other than µ. The
corresponding spectral projector Pµ can be written in the form

Pµ =
1

2iπ

∫

c

dµ′

µ′ − exp
(
−tA2

φ,Hc

) . (3.3.15)

Since c does not contain 0, we can rewrite (3.3.15) in the form

Pµ = exp
(
−tA2

φ,Hc

) 1

2iπ

∫

c

dµ′

µ′
(
µ′ − exp

(
−tA2

φ,Hc

)) . (3.3.16)
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By (3.3.16), the spectral projector Pµ is compact, and so it has finite range

Eµ, which is the characteristic subspace for the operator exp
(
−tA2

φ,Hc

)
as-

sociated to the eigenvalue µ. Then A2
φ,Hc commutes with exp

(
−tA2

φ,Hc

)
,

and so it acts on Eµ. Note here that the fact that A2
φ,Hc is unbounded is

irrelevant. Let M ⊂ C be the associated family of eigenvalues of A2
φ,Hc on

Eµ. By (3.3.3), it is now clear that if λ ∈M , then e−tλ = µ. This concludes
the proof of our statement on the relation between the eigenvalues of A2

φ,Hc

and the eigenvalues of exp
(
−tA2

φ,Hc

)
.

By Weyl’s inequality [ReSi78, Theorem XIII.10.3, p. 318], we know that
∑

n∈N

∣∣e−tλn
∣∣ ≤

∥∥exp
(
−tA2

φ,Hc

)∥∥
1
. (3.3.17)

Moreover, by Lidskii’s theorem [ReSi78, Corollary, p. 328], we get
∑

n∈N

e−tλn = Tr
[
exp

(
−tA2

φ,Hc

)]
. (3.3.18)

Because of (3.2.4) and using the fact that A2
φ,Hc has compact resolvent,

we find that given a > 0, the set {n ∈ N,Reλn ≤ a} is finite. Note that this
also follows from (3.3.17).

3.4 UNIFORM CONVERGENCE OF THE HEAT KERNEL

AS b→ 0

In this section, we give uniform estimates on the resolvent of A′2
φb,±H when

b→ 0.
Let δ = (δ0, δ1, δ2) with δ0 ∈ R, δ1 > 0, δ2 > 0. Put

Wδ =
{
λ ∈ C,Reλ ≤ δ0 + δ1 |Imλ|δ2

}
. (3.4.1)

For r > 0, b > 0, set

Wδ′,b,r =
{
λ ∈ Wδ′/b

2, rReλ+ 1 ≤ |Imλ|
}
. (3.4.2)

By Theorem 17.21.3, for any r > 0, there exists b0 > 0, δ′ = (δ′0, δ
′
1, δ

′
2)

with δ′0 ∈]0, 1], δ′1 > 0, δ′2 = 1/6 such that if b ∈]0, b0], λ ∈ Wδ′,b,r, the

resolvent
(
A′2
φb,±H − λ

)−1

exists. Moreover, it verifies the obvious uniform

bounds with respect to the norms considered above.
Figure 3.2 should make this quite clear. Indeed we have denoted by γb the

boundary of Wδ′/b
2. Then the spectrum of A′2

φb,±H is located in a domain
which lies either to the right of γb or inside the cone domain limited by the
two lines indicated on Figure 3.2.

Now we use the same conventions as in section 2.3. In particular �
X is

the Hodge Laplacian acting on Ω· (X,F ) for c > 0, on Ω· (X,F ⊗ o (TX))
for c < 0.
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0

δ0/b2

γb

-1/r

Figure 3.2

We fix r > 0. With the notation of section 3.2 and in Figure 3.1, by
equation (17.21.58) in Theorem 17.21.5, there exists b0 ∈]0, 1] such that
given v ∈]0, 1[, ℓ ∈ N, for N ∈ N∗ large enough, if b ∈]0, b0], λ ∈ Wδ′,b,r,∣∣∣

∣∣∣
∣∣∣
(
A′2
φb,±H − λ

)−(N+1) − i±
(
�
X/4− λ

)−(N+1)
P±
∣∣∣
∣∣∣
∣∣∣
ℓ
≤ CNbv. (3.4.3)

The precise definition of the norm in (3.4.3) is given just after equation
(17.21.55).

More generally, by Remark 17.21.6, if K ⊂ C \ 0 is a compact set such
that Sp�

X/4 ∩K = ∅, the estimates in (3.4.3) remain valid for λ ∈ K.
By the above, it follows that for any λ0 > 0, if γ is a contour taken as in

Figure 3.1, for r large enough and b > 0 small enough, γ lies entirely to the
left of Wδ′,b,r.

Using the uniform estimates (17.21.23), (17.21.24) in Theorem 17.21.3, for
b > 0 small enough, we get

exp
(
−tA′2

φ,Hc

)
=

1

2iπ

∫

γ

e−tλ
(
λ− A′2

φ,Hc

)−1
dλ. (3.4.4)

By proceeding as in (3.3.8), for N ∈ N, we also get

exp
(
−tA′2

φb,±H
)

=
(−1)

N
N !

2iπtN

∫

γ

e−tλ
(
λ− A′2

φb,±H
)−(N+1)

dλ. (3.4.5)

Also we have the trivial

exp
(
−t�X/4

)
=

1

2iπ

∫

γ

e−tλ
(
λ−�

X/4
)
dλ, (3.4.6)

from which we also get

exp
(
−t�X/4

)
=

(−1)N N !

2iπtN

∫

γ

e−tλ
(
λ− �

X/4
)−(N+1)

dλ. (3.4.7)
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By (3.4.3) and (3.4.5)-(3.4.7), we get
∣∣∣∣∣∣exp

(
−tA′2

φb,±H
)
− i± exp

(
−t�X/4

)
P±
∣∣∣∣∣∣
ℓ
≤ Ct,Lbv. (3.4.8)

Let exp
(
−t�X

)
(x, x′) be the smooth kernel for the operator exp

(
−t�X

)

with respect to the volume dvX (x′). Then

i+ exp
(
−t�X

)
P+ ((x, p) , (x′, p′))

=
1

πn/2
exp

(
− |p|2 /2

)
exp

(
−t�X

)
(x, x′) exp

(
− |p′|2 /2

)
. (3.4.9)

There is a corresponding formula in the − case, which is left to the reader.
Note that by the definition of the norms ||| |||L, the estimate (3.4.8) implies

a corresponding estimate for the smooth kernels. From (3.4.8), (3.4.9), for
any m,m′ ∈ N, and any multiindex α, |α| ≤ m′,
∣∣∣∣∣(1 + |p|)m ∂αx,p

(
exp

(
−tA′2

φb,±H
)
− i± exp

(
−t�X/4

)
P±
)

((x, p) , (x′, p′))

∣∣∣∣∣ ≤ Ct,m,m′bv. (3.4.10)

3.5 THE SPECTRUM OF A′2
φb,±H AS b→ 0

Recall that by Proposition 3.2.1, the spectrum of A′2
φb,±H is conjugation-

invariant. If λ ∈ SpA′2
φb,±H, we still denote by S· (T ∗X,π∗F )λ the corre-

sponding characteristic space.
Recall that Sp�

X is real. Let K ⊂ C \ 0 be a compact subset of C such
that

Sp�
X/4 ∩K = ∅. (3.5.1)

By Theorem 17.21.3 and by Remark 17.21.6, there exists b0 > 0 such that
for b ∈]0, b0],

SpA′2
φb,±H ∩K = ∅. (3.5.2)

As we shall see later, the condition that 0 /∈ K can easily be dropped.
By Figure 3.2, for M > 0, b ∈]0, b0], {λ ∈ SpA′2

φb,±H,Reλ ≤ M} is uni-
formly bounded.

Let M > 0, and let ǫ ∈]0, 1/2] be small enough so that the eigenvalues
λ ∈ Sp�

X/4, λ ≤M + 1 are spaced by more that 3ǫ. If λ ∈ Sp�
X , λ ≤M ,

let cλ ∈ C be the circle of center λ and small radius ǫ. Let dλ, d
′
λ be the

disks of center λ and radius ǫ, ǫ/2.
By the above, when 0 is an eigenvalue of �

X , there exists b0 > 0 such that
for b ∈]0, b0],

{
µ ∈ SpA′2

φb,±H,Reµ ≤M
}
⊂ ∪λ∈Sp �

X/4
Re λ≤M

d′λ. (3.5.3)
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If 0 is not an eigenvalue of �
X , one should in principle also add to the right-

hand side the disk d′0, which means that Sp�
X/4 should be replaced by

Sp�
X/4∪ 0. However, we will see shortly that this addition is unnecessary.

By Proposition 17.21.4 and by Remark 17.21.6, for ℓ ∈ N, for N ∈ N∗

large enough, if µ lies in the finite union of the circles cλ,Reλ ≤M , we have

uniform bounds on

∣∣∣∣
∣∣∣∣
∣∣∣∣
(
A′2
φb,±H − µ

)−N ∣∣∣∣
∣∣∣∣
∣∣∣∣
ℓ

.

Set

Pλ =
1

2iπ

∫

cλ

(
µ− A′2

φb,±H
)−1

dµ. (3.5.4)

As explained in the proof of Theorem 15.7.1, the operator Pλ is a compact
projector which projects on a finite dimensional vector space S· (T ∗X,π∗F )

λ

included in S· (T ∗X,π∗F ). This vector space is the direct sum of the charac-
teristic subspaces S· (T ∗X,π∗F )µ for the µ ∈ SpA′2

φb,±H which are included
in the disk dλ. We have the trivial inclusion

S· (T ∗X,π∗F )λ ⊂ S· (T ∗X,π∗F )
λ
. (3.5.5)

For any N ∈ N, we can reexpress the projector Pλ in the form

Pλ =
1

2iπ

∫

cλ

µN
(
µ− A′2

φb,±H
)−(N+1)

dµ. (3.5.6)

Set

Pλ =
1

2iπ

∫

cλ

(
µ−�

X/4
)−1

dµ. (3.5.7)

Then Pλ is the spectral projection on the eigenspace Eλ of �
X/4 associated

to the eigenvalue λ. As in (3.5.6), we can write

Pλ =
1

2iπ

∫

cλ

µN
(
µ−�

X/4
)−(N+1)

dµ. (3.5.8)

Using the bounds in (3.4.3) and the observations which follow, and pro-
ceeding as in (3.4.10), we easily deduce that for b ∈]0, b0],

∥∥Pλ − i±PλP±
∥∥

1
≤ Cbv. (3.5.9)

By (3.5.9), we find that for b > 0 small enough,

dimS· (T ∗X,π∗F )
λ

= dimE·
λ if c > 0, (3.5.10)

= dimE·−n
λ if c < 0.

Equation (3.5.10) shows that if 0 /∈ Sp�
X , then the dimensions in (3.5.10)

vanish for b > 0 small enough. This vindicates our claim that equation (3.5.3)
is valid in full generality.

Since the radius ǫ of dλ is arbitrary small, we find that as b→ 0,

Sp A′2
φb,±H ∩ dλ → {λ} . (3.5.11)
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Theorem 3.5.1. Take M > 0. There exists b0 > 0 such that for b ∈]0, b0],
SpA′2

φb,±H ∩ {λ ∈ C,Reλ ≤M} ⊂ R+,

dimS· (T ∗X,π∗F )0 = dim h· (X,F ) , (3.5.12)

S· (T ∗X,π∗F )0 = kerdT
∗X′

φb,±H ∩ ker d
T∗X′
φb,±H.

Finally, for b ∈]0, b0], there is a canonical isomorphism

S· (T ∗X,π∗F )0 ≃ H· (X,F ) . (3.5.13)

Proof. Assume that µ ∈ SpA′2
φb,±H∩d′λ, and that µ /∈ R. By Theorem 3.2.3,

the bilinear form hS
·(T∗X,π∗F ) vanishes identically on S· (T ∗X,π∗F )µ. Re-

call that in the + case, i+ is an embedding of Ω· (X,F ) into S· (T ∗X,π∗F ),
and that in the − case, i− is an embedding of Ω· (X,F ⊗ o (TX)) into
S· (T ∗X,π∗F ). The restriction of hS

·(T∗X,π∗F ) to i+Ω· (X,F ) is a positive
metric, and the restriction of hS

·(T∗X,π∗F ) to i−Ω· (X,F ⊗ o (TX)) is the
product of (−1)

n
by a positive metric.

We will now establish the first part of (3.5.12) in the + case, the proof
in the − case being identical. Indeed by (3.5.9), for b > 0 small enough and
λ ∈ Sp�

X/4, λ ≤M , the map e ∈ Eλ → Pλi+e ∈ S· (T ∗X,π∗F )λ is one to
one. In particular for b > 0 small enough and λ, e taken as before,

∥∥Pλi+e
∥∥
L2 ≥

1

2
‖e‖L2 . (3.5.14)

Let R− be the orthogonal projector from S· (T ∗X,π∗F ) on vector space
of r-antiinvariant forms. Since R− vanishes on i+Ω· (X,F ), we find that for
b > 0 small enough, Reλ ≤M, e ∈ Eλ,

∥∥R−Pλi+e
∥∥
L2 ≤

1

8
‖e‖L2 . (3.5.15)

If e ∈ Eλ is such that Pλi+e lies in a characteristic subspace associated
to an eigenvalue µ ∈ C \ R, by Theorem 3.2.3, hS

·(T∗X,π∗F ) vanishes on
S· (T ∗X,π∗F )µ, and so

∥∥R−Pλi+e
∥∥
L2 =

1

2

∥∥Pλi+e
∥∥
L2 . (3.5.16)

From (3.5.14)-(3.5.16), we obtain a contradiction, i.e., we have shown that
the considered µ lie in R.

Now we proceed as in [B05, proof of Theorem 1.5]. By (3.1.4) and (3.5.10),
we get

dimS· (T ∗X,π∗F )
0

= dim H· (X,F ) . (3.5.17)

Moreover, by (3.2.13) and (3.2.15) in Theorem 3.2.2,

dimS· (T ∗X,π∗F )0 ≥ dim H· (X,F ) . (3.5.18)

By combining (3.5.5), (3.5.17), and (3.5.18), we see that there is equality in
(3.5.5) for λ = 0, and also there is equality in (3.5.18). Equality in (3.5.5)
means that 0 is the only eigenvalue of A′2

φb,±H contained in the disk d0.
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0
δ0/b2

γb

Figure 3.3

Using the above results, we have therefore established the first two identities
in (3.5.11).

The fact that there is equality in (3.5.18) forces the map dT
∗X′

φb,±H to vanish

on S· (T ∗X,π∗F )0. By Theorem 3.2.2, the restriction of hS
·(T∗X,π∗F ) to

S· (T ∗X,π∗F )0 is nondegenerate. Since S· (T ∗X,π∗F )0 is stable by d
T∗X′
φb,±H,

d
T∗X′
φb,±H also vanishes on S· (T ∗X,π∗F )0. Therefore,

S· (T ∗X,π∗F )0 ⊂ ker dT
∗X′

φb,±H ∩ kerd
T∗X′
φb,±H. (3.5.19)

The opposite inclusion is trivial. So we obtain the last identity in (3.5.12).
By (3.2.13), (3.2.15) in Theorem 3.2.2, and using the fact that dT

∗X′
φb,±H

vanishes on S· (T ∗X,π∗F )0, we get (3.5.13). This concludes the proof of our
theorem.

Remark 3.5.2. An interesting corollary of Theorem 3.5.1 is that Figure 3.2
can be replaced by Figure 3.3. Namely, for b > 0 small enough, the spectrum
of A′2

φb,±H is contained in the union of the domain to the right of γb and of
a small cone based at 0.

3.6 THE HODGE CONDITION

Now we follow [B05, Definition 1.4].

Definition 3.6.1. We will say that b > 0 is of Hodge type if

S· (T ∗X,π∗F )0 = ker d′T
∗X

φb,±H ∩ kerd
T∗X′
φb,±H. (3.6.1)

Using Theorem 3.2.2 and proceeding as in the proof of [B05, Theorem
1.5], we find that b > 0 is of Hodge type if and only if

dimS· (T ∗X,π∗F )0 = dim H· (X,F ) . (3.6.2)
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As we saw in Theorem 3.5.1, there exists b0 such that if b ∈]0, b0], then b
is of Hodge type.

Theorem 3.6.2. The set of b ∈ R∗
+ such that b is not of Hodge type is

discrete.

Proof. If the set of b which are not of Hodge type is not discrete, there is
a b ∈ R+ where such non-Hodge b accumulate. By Theorem 3.5.1, we have
b > 0.

Our proof will now proceed along the lines of the proof of a corresponding
result [B05, Proposition 1.23], established in a finite dimensional context.
Set

Mc = b4/3Kb2/3A′2
φb,±HKb−2/3 . (3.6.3)

Using (2.2.5), we can write Mc in the form

Mc =
1

4

(
−∆V + b−4/3 |p|2 ± b−2/3 (2êiibei − n)

− b4/3

2

〈
RTX (ei, ej) ek, el

〉 (
ei − êi

) (
ej − êj

)
iek+bek ieℓ+bel

)

− 1

2

(
±∇Λ·(T∗T∗X)b⊗F,u

YH +

(
±b2/3

〈
RTX (p, ei) p, ej

〉

+
1

2
∇Fei

ω
(
∇F , gF

)
(ej)

)
(
ei − êi

)
iej+bej +

b2/3

2
ω
(
∇F , gF

)
(ei)∇bei

)
.

(3.6.4)

Take r > 0. Let Vr ⊂ R∗
+ be the open set of the b such that the circle

cr ⊂ C of center 0 and radius r does not intersect SpMc. Then the Vr form
an open covering of R∗

+.
For r > 0, b ∈ Vr , set

P′
r =

1

2iπ

∫

cr

(µ−Mc)
−1
dµ. (3.6.5)

Then P′
r projects on a finite dimensional vector space E·

r ⊂ S· (T ∗X,π∗F ).
For 0 ≤ i ≤ 2n, let Mr,c,i be the restriction of Mc to Eir. Let Pr,b,i (z) be

the characteristic polynomial of Mr,c,i, i.e.,

Pr,b,i (z) = det (Mr,c,i − z) . (3.6.6)

By Theorem 3.2.2, the multiplicity of 0 as a zero of Pr,b,i (z) is at least
equal to dim Hi (X,F ). For b ∈ Vr, set

Qr,b,i = P
(dim Hi(X,F )+1)
r,b,i (0) . (3.6.7)

By (3.6.2), b ∈ Vr is of Hodge type if and only if Qr,b,i 6= 0. Note here the
fundamental but obvious fact that this condition depends only on b and not
on r as long as b ∈ Vr.
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To complete the proof, let us accept for the moment the fact that Qr,b,i is
an analytic function of b ∈ Vr.

Consider the set A ⊂ R∗
+ such that if b ∈ A, and b ∈ Vr, function Qr,b,i

vanishes on an open neighborhood of b. Then A is open. We claim that A is
closed. Indeed if b > 0 lies in the closure of A and b ∈ Vr , the function Qr,·,i
vanishes infinitely many times near b. Since this function is analytic on Vr,
it vanishes identically near b, and so b ∈ A. Therefore A is either empty or
is equal to R∗

+. However, by Theorem 3.5.1, for b > 0 small enough, b is of
Hodge type, and so b ∈c A. Therefore A is empty.

The above implies that the non-Hodge b > 0 cannot accumulate on b > 0,
since otherwise, by analyticity, b would lie in A.

Now we concentrate on the proof of the analyticity of Qr,b,i. It is enough to
show that Pr,b depends analytically on b or, equivalently, that Pr,b extends
to a holomorphic function on a small open V ∈ C of a given b > 0. It is
convenient to take b′ = b2/3 as a new variable, so that the right-hand side of
(3.6.4) is a finite sum containing b′−2, b′−1, b′, b′2 as well as a constant term.

We claim that the resolvent (Mc − λ)−1
is still well-defined when b′ ∈ C

lies in a small open neighborhood of b′0 > 0. Indeed take b′ = x + iy, x >
0, y ∈ R. We claim that for |y| small enough, the arguments of chapter
15 can be used. We study the extra terms which appear only because b′

is now complex. First there is the term |p|2 which appears with an extra
small purely imaginary factor. This term is easily dealt with, since it has no
impact on the estimates (15.4.7), (15.4.8). Otherwise it can be dealt with

like the customary real factor containing |p|2. The term in the second line of
(3.6.4) is irrelevant. The term in the third line of (3.6.4) is already a source
of concern in chapter 15, but the fact it contains now an extra imaginary
factor is irrelevant.

The only serious difficulty comes from the last term in the fourth line
of (3.6.4). Indeed this term is naturally skew-adjoint, and now it acquires
a small self-adjoint component. However, again because this component is
small, it is easily absorbed by the “big” nonnegative term − 1

4∆V , and so
does not affect the estimate (15.4.7).

NowMc is a holomorphic function of b′, and so is the resolvent (Mc − λ)−1
.

This completes the proof of our theorem.

Remark 3.6.3. It is important to observe here that the analyticity property
which is used in the proof of Theorem 3.6.2 does not extend to b = 0.

3.7 THE HYPOELLIPTIC CURVATURE

Observe that by (2.4.6), (2.4.8), the component of degree 0 in Λ· (T ∗S) in

the operators C
M,2
φ,Hc−ωH ,E

M,2
φ,Hc−ωH is equal to A2

φ,Hc ,A′2
φ,Hc . The same con-

siderations apply to E
M,2
φb,±H−bωH and A

M,′2
φb,±H.

Moreover, inspection of equation (2.5.3) shows that all the terms of pos-
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itive degree in these curvatures can be handled by the methods of chapters
15-17. This is made very easy because of the fact that the fα act as nilpotent
operators which supercommute with the other operators. In particular the
spectrum of the above curvature operators is the same as the spectrum of
their component of degree 0, which we studied before.

All the results which were stated before in the case of one single fiber
extend to the case of families. In particular as b → 0, the resolvent of
E
M,2
φb,±H−bωH converges to the resolvent of AM,2

± in exactly the same sense as
before, Theorem 2.6.1 being used instead of Theorem 2.3.2 in the proof of
the convergence.

Details are easy to fill and are left to the reader.
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Chapter Four

Hypoelliptic Laplacians and odd Chern forms

In this chapter, given b > 0, we construct the odd Chern forms associated
to a family of hypoelliptic Laplacians. The idea is to adapt the construction
of the forms of [BLo95, BG01] which was explained in chapter 1.

Our Chern forms depend on the parameters b > 0, t > 0. We will study
their asymptotics as t→ 0. The asymptotics of the forms rely on local index
theoretic techniques which we adapt to the hypoelliptic context.

The proofs of some of the probabilistic results which are needed in the
proof of the localization properties of the heat kernels for t > 0 small are
deferred to chapter 14.

This chapter is organized as follows. In section 4.1, we introduce the for-
malism of Berezin integration.

In section 4.2, we show that as in the elliptic case, the even Chern forms
associated with the hypoelliptic Laplacian are trivial.

In section 4.3, we construct the odd Chern forms, and also a fundamental
closed 1-form in the parameters b, t. This 1-form plays a key role in the
proof of our main results on the hypoelliptic torsion forms and on Ray-Singer
metrics.

In section 4.4, we give the limit as t → 0 of the odd Chern forms. The
proofs are delayed to sections 4.5-4.13.

In section 4.5, we use a commutator identity established in Theorem 2.5.2
to give another expression for the odd Chern forms. This identity plays a
key role in our local index computations.

In section 4.6, we make a rescaling on the coordinate p. The limit as t→ 0
of our odd Chern forms will be studied in this scale.

In section 4.7, we show that given g ∈ G, the evaluation of the above limit
can be localized near π−1Xg. This is done using probabilistic techniques,
and in particular arguments obtained via the Malliavin calculus [M78, B81b]
which are in part given in chapter 14. Alternative localization techniques can
be found in [L05].

In section 4.8, we show that given x ∈ Xg, locally near x, we can replace
the total space of T ∗X by TxX⊕T ∗

xX . Also a Getzler rescaling [G86] adapted
to this new situation is introduced to compensate for the singularities of the
corresponding heat kernel as t→ 0.

In section 4.9, we show that the rescaled operator has a limit as t → 0.
This last result is the exact analogue of the corresponding result by Getzler
[G86] for the square of the classical elliptic Dirac operator.

In section 4.10, we establish the convergence of the associated heat kernels,
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and we establish the appropriate uniform bounds on these kernels.
In section 4.11, we give an explicit formula for the model hypoelliptic heat

kernel on a flat space.
In section 4.12, we give an explicit formula for the supertraces involving

the matrix part of the limit operator.
In section 4.13, we obtain the asymptotics as t→ 0 of our Chern forms.
We make the same assumptions and we use the same notation as in chapter

2.

4.1 THE BEREZIN INTEGRAL

Let E and V be real finite dimensional vector spaces of dimension n and m.
Let gE be a Euclidean metric on E. We will often identify E and E∗ by the
metric gE . Let e1, . . . , en be an orthonormal basis of E, and let e1, . . . , en be
the corresponding dual basis of E∗.

Let Λ· (E∗) be the exterior algebra of E∗. It will be convenient to introduce

another copy Λ̂· (E∗) of this exterior algebra. If e ∈ E∗, we will denote by ê

the corresponding element in Λ̂· (E∗).
Suppose temporarily that E is oriented and that e1, . . . , en is an oriented

basis of E. Let
∫ bB

be the linear map from Λ· (V ∗) ⊗̂Λ̂· (E∗) into Λ (V ∗),

such that if α ∈ Λ (V ∗) , β ∈ Λ̂ (E∗),

∫ bB
αβ = 0 if degβ < dimE, (4.1.1)

∫ bB
αê1 ∧ · · · ∧ ên = (−1)n(n+1)/2 α.

More generally, let o(E) be the orientation line of E. Then
∫ bB

defines a linear

map from Λ· (V ∗) ⊗̂Λ̂· (E∗) into Λ· (V ∗) ⊗̂o (E), which is called a Berezin
integral.

Let A be an antisymmetric endomorphism of E. We identify A with the
element of Λ (E∗),

A =
1

2

∑

1≤i,j≤n
〈ei, Aej〉 êi ∧ êj . (4.1.2)

By definition, the Pfaffian Pf [A] of A is given by

∫ bB
exp (−A) = Pf [A] . (4.1.3)

Then Pf [A] lies in o(E). Moreover, Pf [A] vanishes if n is odd.
Let S be a manifold, and let E be a real vector bundle on S of dimension

n, equipped with a Euclidean metric gE and a metric preserving connection
∇E . Let o (E) be the orientation bundle of E. Let RE be the curvature
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of ∇E . Let e (E) ∈ H · (S, o (E)⊗Q) be the rational Euler class of E. Then
e (E) vanishes if n is odd. Moreover, if n is even, the class e (E) is represented
in Chern-Weil theory by the closed form e

(
E,∇E

)
given by

e
(
E,∇E

)
= Pf

[
RE

2π

]
. (4.1.4)

Let e1, . . . , en be an orthonormal basis of E. We will use the Berezin inte-
gration formalism, with V = TS. By (4.1.3) and (4.1.4), we get

e
(
E,∇E

)
=

1

πn/2

∫ bB
exp

(
−1

4

〈
ei, R

Eej
〉
êiêj

)
. (4.1.5)

4.2 THE EVEN CHERN FORMS

We make the same assumptions as in sections 1.3, 1.5, 2.4, 2.8, and 2.9.
By (3.1.4), H· (X,F ) is naturally Z-graded, and the operator defining the

grading is just NT∗X . Set

χg (F ) = Trs
H·(X,F ) [g] , χ′

g (F ) = Trs
H·(X,F )

[
gNT∗X

]
. (4.2.1)

By (1.6.1), (1.6.5), (1.6.6), we get

χg (F ) = χg (F ) = L (g) . (4.2.2)

Moreover, using the Thom isomorphism in (3.1.4) and Poincaré duality, we
also get

χ′
g (F ) = χ′

g (F ) if c > 0, (4.2.3)

=
(
2nχg (F )− χ′

g (F )
)

if c < 0.

In the sequel, we use the notation of section 2.8 and of chapter 3. In
particular we take

H = ± t2

2b2
|p|2 . (4.2.4)

Note that if we used the conventions of section 2.8, then we would have
H = ± |p|2 /2. However, for notational convenience we stick to the notation

in equation (3.2.1), so that H = |p|2 /2.
Let gT

∗X
t be the metric on T ∗X which is associated to the metric gTX/t

on TX . Then if gT
∗X = gT

∗X
1 , we get gT

∗X
t = tgT

∗X . We can write (4.2.4)
in the form

H = ± t

2b2
|p|2t . (4.2.5)

By (4.2.5), we can then use the results of [B05] and of chapter 2, with c = ± t
b2

and H = 1
2 |p|

2
t .

Also, all the objects we considered in section 2.8 should have an extra
index ±. This index will not be explicitly written. As explained in section
1.6, L (g) is the common value of L+ (g) and L− (g).
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By the results established in chapter 3, the operator exp
(
−A2

b,t

)
is fiber-

wise trace class. We claim that the even form Trs

[
exp

(
−AM,2

b,t

)]
is a smooth

form on S. Indeed smoothness is a consequence of the fact that the fiberwise
hypoelliptic operators AM,2

b,t depend smoothly on the parameter s ∈ S, and
also on the uniformity of the hypoelliptic estimates in chapters 3 and 15, as
long as b remains in a compact set in R∗

+.
First we state an analogue of Proposition 1.7.1.

Theorem 4.2.1. The following identity holds:

Trs

[
g exp

(
−AM,2

b,t

)]
= L(g). (4.2.6)

Proof. Clearly,

Trs

[
g exp

(
−AM,2

b,t

)]
= Trs

[
g exp

(
BM,2
b,t

)]
. (4.2.7)

Using (4.2.7) and the fact that supertraces vanish on supercommutators, we
get

∂

∂t
Trs

[
g exp

(
BM,2
b,t

)]
= Trs

[
g

[
BM
b,t ,

∂BM
b,t

∂t
exp

(
BM,2
b,t

)]]
= 0. (4.2.8)

Therefore, the left-hand side of (4.2.6) does not depend on t. In sections 4.5-
4.13, we will obtain our theorem by taking the limit as t = 0 of the left-hand
side of (4.2.6).

4.3 THE ODD CHERN FORMS AND A 1-FORM ON R∗2

We use the notation of section 2.8. As in (1.7.1), set

h(x) = xex
2

. (4.3.1)

By the second identity in [B05, Theorem 4.23], we get

B
M×R∗2

+

φ,H−ωH
= BM

b,t +
dt

2t2
λ0 ∓ d (t/b) t/b |p|2 . (4.3.2)

From the results on the heat kernel of A2
φ,Hc which were explained in section

3.3, the operator h

(
B

M×R∗2
+

φ,H−ωH

)
is fiberwise trace class.

Definition 4.3.1. Set

a = (2π)1/2 ϕTrs

[
gh

(
B

M×R∗2
+

φ,H−ωH

)]
,

ub,t = (2π)
1/2

ϕTrs
[
gh
(
BM
b,t

)]
, (4.3.3)

vb,t = ±ϕTrs

[
g
t2

b2
|p|2 h′

(
BM
b,t

)]
,

wb,t = ϕTrs

[
g

(
λ0

2t
∓ t2

b2
|p|2
)
h′
(
BM
b,t

)]
.

Then a is a smooth form on S×R∗2
+ , and the other objects are smooth forms

on S which depend on the parameters (b, t).
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By the considerations we made after (2.4.10), h
Ω·(T∗X,π∗F )

H−ωH is well-defined.
To fit with the conventions of Definition 1.7.2, we will also write a in the
form

a = hg

(
A′M×R∗2

+ , h
Ω·(T∗X,π∗F )

H−ωH

)
. (4.3.4)

Similarly, let h
Ω·(T∗X,π∗F )

t,Ht2/b2−ωH
be the bilinear form which was considered after

(2.4.10), which is associated to the metric gTXt = gTX/t and to the function

± t2

b2H. Then we can write the form ub,t as

ub,t = hg

(
A′M, h

Ω·(T∗X,π∗F )

t,Ht2/b2−ωH

)
. (4.3.5)

The forms in (4.3.5) will be called the hypoelliptic odd Chern forms.

Theorem 4.3.2. The forms a and ub,t are odd, and the forms vb,t, wb,t are
even. There is a smooth odd form rb,t on S such that

a = ub,t +
db

b
vb,t +

dt

t
wb,t + dbdtrb,t. (4.3.6)

The form a is closed on S×R∗2
+ . In particular the odd forms ub,t are closed

on S, and their cohomology class does not depend on (b, t).

Proof. Recall that B
M×R∗2

+

φ,H−ωH
is odd in Λ· (T ∗S) ⊗̂End (Ω· (T ∗X,π∗F )), so

that a is an odd form. By (4.3.2), we get (4.3.6).
Using the second identity in (2.4.4), we get

d
a

2π
=ϕdTrs

[
gh
(
B

M×R+2
∗

φ,H−ωH

)]

=ϕTrs

[
g

[
A

M×R∗2
+

φ,H−ωH
, B

M×R∗2
+

φ,H−ωH

]
h′
(
BM
φ,H−ωH

)]
= 0. (4.3.7)

So we have shown that a is closed. The remaining part of the theorem is now
trivial.

Definition 4.3.3. Put

wb,t = ϕTrs

[
g

(
NT∗X − n

2
− ωH

)
h′
(
BM
b,t

)]
. (4.3.8)

Proposition 4.3.4. The form wb,t is even. Moreover,

wb,t − wb,t = (2π)
−1/2

dϕTrs

[
g
1

2
(p− ibp)h

′ (BM
b,t

)]
. (4.3.9)

In particular,

w
(0)
b,t = w

(0)
b,t . (4.3.10)

Proof. By [B05, Proposition 4.34], where we replace gTX by gTX/t and H
by ±r∗t/bH, we get

1

2

([
C
′M
b,t , p

]
−
[
A′M, ibp

])
=
λ0

2t
∓ t2

b2
|p|2 −

(
NT∗X − n

2
− ωH

)
. (4.3.11)
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Moreover,

h′ (x) =
(
1 + 2x2

)
exp

(
x2
)
. (4.3.12)

Therefore,

h′
(
BM
b,t

)
=
(
1− 2AM,2

b,t

)
exp

(
−AM,2

b,t

)
. (4.3.13)

Finally, by (2.4.9),
[
A′M, AM,2

b,t

]
= 0,

[
C
′M
b,t , A

M,2
b,t

]
= 0. (4.3.14)

Using (4.3.3), (4.3.8), (4.3.11)-(4.3.14), we get (4.3.9).

Now we define ν,G
M×R2

∗
φ,H−ωH

as in (2.5.2).

Definition 4.3.5. Put

a = (2π)1/2 ϕTrs

[
g

(
G

M×R2
∗

φ,H−ωH
+

[
C
′M×R∈

∗
H−ωH

,± 3t2

2b2
|p|2
])

exp
(
D

M×R2
∗,2

φ,H−ωH

)]
.

(4.3.15)

Then a is also an odd form on S ×R2
∗.

Theorem 4.3.6. The following identity holds:

a = (2π)
1/2

ϕTrs

[
gG

M×R2
∗

φ,H−ωH
exp

(
D

M×R2
∗,2

φ,H−ωH

)]
. (4.3.16)

Moreover, a is a closed form on S ×R2
∗, which is cohomologous to a. More

precisely,

a = a± dϕTrs

[
g

3t2

2b2
|p|2 exp

(
D

M×R2
∗,2

φ,H−ωH

)]
. (4.3.17)

Proof. Since supertraces vanish on supercommutators,

Trs

[
g
[
D

M×R2
∗

φ,H−ωH
, ν
]
exp

(
D

M×R2
∗,2

φ,H−ωH

)]
= 0. (4.3.18)

Using (2.5.2) and (4.3.18), we get (4.3.16). Moreover, by (2.4.9), C
′M×R2

∗
H−ωH

commutes with D
M×R2

∗,2

φ,H−ωH
, and so

Trs

[
g

[
C
′M×R2

∗
H−ωH

,
3t2

2b2
|p|2
]

exp
(
D

M×R2
∗,2

φ,H−ωH

)]

= dTrs

[
g
3t2

2b2
|p|2 exp

(
D

M×R2
∗,2

φ,H−ωH

)]
. (4.3.19)

Identity (4.3.17) is now a consequence of (4.3.15), (4.3.16), and (4.3.19).
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4.4 THE LIMIT AS t→ 0 OF THE FORMS ub,t,vb,t,wb,t

Now we state the main result of this chapter.

Theorem 4.4.1. As t→ 0,

ub,t =

∫

Xg

e
(
TXg,∇TXg

)
hg
(
∇F , gF

)
+O

(√
t
)
, (4.4.1)

vb,t = O
(√

t
)
, wb,t = O

(√
t
)
.

Proof. Our theorem will be proved in the next sections. Still we give a direct
proof that given the first equation, the second and the third equations can
be deduced from each other. Indeed, we introduce a third copy of R∗

+, and
over h ∈ R∗

+, the metric gTX is replaced by gTX/h. Let ub,t be the form
corresponding to ub,t over S × R∗

+. Using the analogue of (4.3.2), we find
easily that when evaluated at h = 1, we have the equality

ub,t = ub,t + dh

(
1

2
vb,t + wb,t

)
. (4.4.2)

The connection ∇TX over M ×R∗
+ which corresponds to ∇TX is given by

∇TX = ∇TX + dh

(
∂

∂h
− 1

2h

)
. (4.4.3)

By (4.4.3), we get

e
(
TXg,∇TXg

)
= e

(
TXg,∇TXg

)
, (4.4.4)

i.e., the form e
(
TXg,∇TXg

)
does not contain dh. By the first equation in

(4.4.1) and by (4.4.2), we find that as t→ 0,

1

2
vb,t + wb,t = O

(√
t
)
. (4.4.5)

By (4.4.5), we find that the second and third equations in (4.4.1) are equiv-
alent.

Remark 4.4.2. It is remarkable that the asymptotics as t→ 0 of the hypoel-

liptic odd Chern forms ub,t = hg

(
A′M, h

Ω·(T∗X,π∗F )

t,± t2

b2
H−ωH

)
is the same as the

asymptotics of the elliptic odd Chern forms hg

(
A′, gΩ·(X,F )

t

)
, which was

given in (1.7.12).

4.5 A FUNDAMENTAL IDENTITY

We use the notation in section 2.8. Let z be an odd Grassmann variable,
which anticommutes with all the other odd variables considered before.
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Definition 4.5.1. Set

Lb,t = C
M,2
b,t − zGM

b,t . (4.5.1)

Proposition 4.5.2. The following identities hold:

(2π)
1/2

ϕTrs [g exp (−Lb,t)] = (2π)
1/2

ϕTrs

[
g exp

(
−AM,2

b,t

)]
+ zub,t.

(4.5.2)

Proof. The identity (4.5.2) with z = 0 is trivial. In the definition of ub,t, we
may as well replace BM

b,t by DM
b,t . By definition,

Trs
[
gh
(
DM
b,t

)]
= Trs

[
gDM

b,t exp
(
D

M,2
b,t

)]
. (4.5.3)

Using (2.5.2), (4.5.3), and the fact that supertraces vanish on supercommu-
tators, we get

Trs
[
gh
(
DM
b,t

)]
= Trs

[
gGM

b,t exp
(
D

M,2
b,t

)]
. (4.5.4)

Our proposition follows from (4.5.4).

Remark 4.5.3. The reader can ask what is the point of replacing DM
b,t by

GM
b,t in (4.5.4). This is because methods of local index theory can be used in

the second expression, which would fail when applied to the first one.

We denote by L̂b,t the operator obtained from Lb,t by making the trans-
formations indicated in [B05, subsections 4.21 and 4.22] and also in section
2.5 in (2.5.6)-(2.5.9). Observe that this transformation is g-equivariant. The

operator L̂b,t now acts on smooth sections of

Λ· (T ∗S) ⊗̂Λ· (T ∗X) ⊗̂Λ· (T ∗X) ⊗̂Λn (TX) ⊗̂F ⊗̂C [z] (4.5.5)

over the fibers of T ∗X over S.

Proposition 4.5.4. The following identity holds:

Trs [g exp (−Lb,t)] = (−1)
n

Trs

[
g exp

(
−L̂b,t

)]
. (4.5.6)

Proof. The identification (2.5.7) is g-equivariant. Taking into account the
shift by n in the grading, equation (4.5.6) follows.

4.6 A RESCALING ALONG THE FIBERS OF T∗X

Recall that for a ∈ R∗, ra is the dilation p→ ap. Then r∗a acts naturally on

the smooth sections of the vector bundle in (4.5.5). Also the operator L̂b,t
acts on the smooth sections of (4.5.5). Clearly, conjugation by r∗a leaves the
operators ei, iei unchanged, and, moreover,

r∗aê
ir∗−1
a = êi/a, r∗aibei

r∗−1
a = aibei

. (4.6.1)
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Set

M̂b,t = r∗
1/

√
t
L̂b,tr

∗√
t
. (4.6.2)

By (4.5.6), (4.6.2),

Trs [g exp (−Lb,t)] = (−1)n Trs

[
g exp

(
−M̂b,t

)]
. (4.6.3)

Let ∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u be the connection on

Λ· (T ∗X) ⊗̂Λ· (T ∗X) ⊗̂Λn (TX) ⊗̂F
which is induced by ∇TX and ∇F,u.

Proposition 4.6.1. The following identity holds

M̂b,t =
1

4

(
−∆V +

t2

b4
|p|2 ± t

b2

(
2ibei

(
êi − ei/

√
t−
√
tiei

)
− n

))

+
1

4

〈
ei, R

TXej
〉
êiêj −

√
t

4
ω
(
∇F , gF

)
(ei)∇bei

−
√
t

4
∇Λ·(T∗T∗X)b⊗F ω̂

(
∇F , gF

)
− 1

4
ω
(
∇F , gF

)2

∓ t

2b2

(
∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u√

tYH

+
〈
T (fα, ei) f

α
(
ei − tiei

)
+ TH , p/

√
t
〉

+
〈
RTX (·, p) ei, p

〉√
têi

)

− z
(

1

2
ω
(
∇F , gF

)
−
√
t

4
ω̂
(
∇F , gF

)
∓ t

2b2
(p̂+ 6ibp)

)
. (4.6.4)

Proof. This is an easy consequence of (1.3.2), (2.5.14), (2.5.17), and of The-
orem 2.5.4.

Remark 4.6.2. Recall that dvT∗X is the symplectic volume form on T ∗X . Let

exp
(
−M̂b,t

)
(z, z′) be the smooth kernel with respect to dvT∗X (z′) which

is associated to the operator exp
(
−M̂b,t

)
.

Clearly,

Trs

[
g exp

(
−M̂b,t

)]
=

∫

T∗X
Trs

[
g exp

(
−M̂b,t

)
(z, gz)

]
dvT∗X (z) .

(4.6.5)

4.7 LOCALIZATION OF THE PROBLEM

In the sequel, for simplicity we will assume that S is compact. If this is not
the case, we can as well restrict ourselves to compact subsets of S.
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Let dX be the Riemannian distance along the fibers X with respect to
gTX . Let aX be a lower bound for the injectivity radius of the fibers X .

Let NXg/X be the orthogonal bundle to TXg in TX |Xg . We identify Xg

to the zero section of NXg/X .
Given η > 0, let Vη be the η-neighborhood of Xg in NXg/X . Then there

exists η0 ∈]0, aX/32] such that if η ∈]0, 8η0], the map (x, Z) ∈ NXg/X →
expXx (Z) ∈ X is a diffeomorphism from Vη on the tubular neighborhood
Uη of Xg in X . In the sequel, we identify Vη and Uη. This identification is
g-equivariant. Let α ∈]0, η0] be small enough so that if dX

(
g−1x, x

)
≤ α,

then x ∈ Uη0 .
Let dvXg be the volume element on Xg, and let dvNXg/X

be the volume

element along the fibers of NXg/X . Let k (x, y) , x ∈ Xg, y ∈ NXg/X,x, |y| ≤
η0 be the smooth function with values in R+ such that on Uη0 ,

dvX (x, y) = k (x, y) dvNXg/X
(y) dvXg (x) . (4.7.1)

Note that

k (x, 0) = 1. (4.7.2)

Set

M̂
′
b,t = r∗b2/tM̂b,tr

∗
t/b2 . (4.7.3)

Then by (4.6.1), (4.6.4), we get

M̂
′
b,t =

1

4

(
− t

2

b4
∆V + |p|2 ± t

b2

(
2ibei

(
êi − b2ei/t3/2 − b2iei/

√
t
)
− n

))

+
t2

4b4
〈
ei, R

TXej
〉
êiêj − t3/2

4b2
ω
(
∇F , gF

)
(ei)∇bei

− t3/2

4b2
∇Λ·(T∗T∗X)b⊗F ω̂

(
∇F , gF

)
− 1

4
ω
(
∇F , gF

)2

∓ 1

2

(
∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u√

tYH +
〈
T (fα, ei) f

α
(
ei − tiei

)
+ TH , p/

√
t
〉

+
〈
RTX (·, p) ei, p

〉√
têi

)

− z
(

1

2
ω
(
∇F , gF

)
− t3/2

4b2
ω̂
(
∇F , gF

)
∓ t

2b2
(
p̂+ 6b4ibp/t

2
))

. (4.7.4)

Clearly,

Trs

[
g exp

(
−L̂b,t

)]
= Trs

[
g exp

(
−M̂

′
b,t

)]
. (4.7.5)

Let exp
(
−M̂

′
b,t

)
(·, ·) (z, z′) be the smooth kernel for exp

(
−M̂

′
b,t

)
with re-

spect to dvT∗X (z′). Then

Trs

[
g exp

(
−M̂

′
b,t

)]
=

∫

T∗X
Trs

[
g exp

(
−M̂

′
b,t

)
(z, gz)

]
dvT∗X (z) .

(4.7.6)
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Now we will show why the asymptotics of (4.7.6) as t→ 0 can be localized
near π−1Xg ⊂ T ∗X .

Throughout the chapter, we fix b0 ≥ 1.

Proposition 4.7.1. There exist m ∈ N, c > 0, C > 0 such that if a ∈[
1
2 , 1
]
, t ∈]0, 1], b ∈

[√
t, b0

]
, z = (x, p) , z′ = (x′, p′) ∈ T ∗X, then

∣∣∣exp
(
−aM̂′

b,t

)
(z, z′)

∣∣∣ ≤ C

tm
exp

(
−c
(
|p|2 + |p′|2 + dX,2 (x, x′) /t

))
.

(4.7.7)

Proof. Consider the scalar operator

Sb,t = − t2

2b4
∆V +

1

2
|p|2 ∓

√
t∇p. (4.7.8)

First we will establish (4.7.7) when replacing M̂
′
b,t by Sb,t. More precisely

we take a > 0. We will show that for a given b > 0, the heat kernel
exp (−aSb,t) (·, ·) verifies an estimate similar to (4.7.7). Take (x, p) ∈ T ∗X .
To prove such an estimate we will use the Malliavin calculus [M78] as in
[B81a, B81b] and in chapter 14.

Let P be the probability law of the Brownian motion w· ∈ TxX , and let EP

denote the corresponding expectation. Consider the stochastic differential
equation for zs = (xs, ps) ∈ T ∗X ,

ẋ = ±
√
tp, ṗ =

t

b2
τ0
s ẇ, (4.7.9)

x0 = x, p0 = p.

In (4.7.9), ṗ is the covariant derivative of p with respect to the Levi-Civita
connection, and τ0

s denotes parallel transport from TxX into TxsX with
respect to the Levi-Civita connection. If g : ˙T ∗X → R is a bounded smooth
function, by the Feynman-Kac formula, we get

exp (−aSb,t) g (z) = EP
[
exp

(
−1

2

∫ a

0

|ps|2 ds
)
g (za)

]
. (4.7.10)

Note that to establish (4.7.10), we use the Itô calculus on the process (x, p)
together with the existence of the smooth kernel exp (−aSb,t) (z, z′).

Let h : R+ → TxX be a bounded adapted process. Consider the differen-
tial equation

J̈ +RTX (J, ẋ) ẋ = ± t
3/2

b2
h, (4.7.11)

J0 = 0, J̇0 = 0.

Recall that TT ∗X ≃ TX ⊕ T ∗X . Then by proceeding as in the proof of
(14.2.7), we get

EP
[
exp

(
−1

2

∫ a

0

|ps|2 ds
)〈

g′ (za) ,

(
Ja,±

1√
t
J̇a

)〉]

= EP
[
exp

(
−1

2

∫ a

0

|ps|2 ds
)
g (za)

∫ a

0

(
〈h, δw〉 ±

〈
J̇ ,

p√
t

〉
ds

)]
.

(4.7.12)
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In (4.7.12),
∫ a
0 〈h, δw〉 is a notation for the corresponding Itô integral. Of

course,
∫ a

0

〈
J̇ ,

p√
t

〉
ds =

〈
Ja,

pa√
t

〉
−
∫ a

0

〈
J,

√
t

b2
δw

〉
. (4.7.13)

Consider now the functions

φs = (s/a)2 (3− 2s/a) , ψs = − (s/a)2 (a− s) . (4.7.14)

Then the functions φ, ψ vanish at 0 together with their first derivatives, and,
moreover,

φa = 1, φ′a = 0, ψa = 0, ψ′
a = 1. (4.7.15)

In the sequel, we take U = (Y, Z) ∈ TxX ⊕ TxX . Put

JUs = τ0
s (φsY + ψsZ) . (4.7.16)

The linear map (Y, Z) →
(
JUa , J̇

U
a

)
is just the parallel transport operator

τ0
a . With this choice of Js, we can write equation (4.7.12) in the form

EP
[
exp

(
−1

2

∫ a

0

|ps|2 ds
)〈

g′ (za) ,

(
τ0
aY,±

1√
t
τ0
aZ

)〉]

= EP

[
exp

(
−1

2

∫ a

0

|ps|2 ds
)
g (za)

∫ a

0

(〈
± b2

t3/2

(
J̈U +RTX

(
JU , ẋ

)
ẋ
)
, δw

〉
±
〈
J̇U ,

p√
t

〉
ds

)]
. (4.7.17)

Now we use the basic technique of the Malliavin calculus. Let Y, Z be
smooth sections of TX over X . Set U = (Y, Z) ∈ TT ∗X . We wish to write
an integration by parts for

EP
[
exp

(
−1

2

∫ a

0

|ps|2 ds
)
〈g′ (za) , Uxa〉

]
. (4.7.18)

Clearly,

(Yxa , Zxa) = τ0
a (τa0 Yxa , τ

a
0Zxa) . (4.7.19)

Clearly τa0 Yxa , τ
a
0Zz can be written as linear combinations of the ei, ê

i. By
(4.7.11)-(4.7.14), we can express

EP
[
exp

(
−1

2

∫ a

0

|ps|2 ds
)〈

g′ (za) ,
(
τ0
aei, τ

0
a ê
j
)〉]

(4.7.20)

as the expectation of a quantity where only g appears, and none of its deriva-
tives. Still, to obtain the required integration by parts formula, τa0Uxa =
(τa0 Yxa , τ

a
0Zxa) also has to be differentiated. By taking into account the con-

tribution of ̟ in (14.2.8), this computation can be easily done. Therefore
we get an integration by parts formula very similar to (4.7.11) for (4.7.18).
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The above procedure can be iterated as many times as necessary. We get
a formula of integration by parts for

EP
[
exp

(
−1

2

∫ a

0

|ps|2 ds
)
U1 . . . Umg (za)

]

of the same kind as above. By takingm large enough, this leads in principle to
a uniform bound for exp (−aSb,t) (z, z′) and its derivatives, when a ∈

[
1
4 ,

1
2

]
,

and when the other parameters vary as indicated in our proposition.
Still we have to be careful in proving that the right-hand side of the ana-

logue of (4.7.17) is indeed integrable with respect to P , and also that we
can obtain the uniform bound in (4.7.7). First we consider equation (4.7.17)
itself. We will show that if a ∈

[
1
4 ,

1
2

]
, if z = (x, p), and if the other parame-

ters are taken as before, the right-hand sides of (4.7.10) and (4.7.17) can be
uniformly bounded by

C

tm
exp

(
−c |p|2

)
(|Y |+ |Z|) ‖g‖∞ . (4.7.21)

Indeed recall that by (4.7.9), ẋ = ±
√
tp. Classically [IM74, p. 27], there

exist c > 0, C > 0 such that for any M > 0, a > 0,

P

[
sup

0≤s≤a
|ws| ≥M

]
≤ C exp

(
−M2/2a

)
. (4.7.22)

By (4.7.22), we get a bound like (4.7.21) easily, with c = 0 and C still
depending on |p|. However, we now take into account the exponential factor
in the right-hand side of (4.7.12). Take p with |p| ≥ 1, and chooseM = b2 |p| /
2t in (4.7.22). Then on

(
sup0≤s≤a |ws| ≤ b2 |p| /2t

)
,

∫ a

0

|ps|2 ds ≥
a

4
|p|2 . (4.7.23)

Moreover, by (4.7.22),

P

[
sup

0≤s≤a
|ws| ≥ b2 |p| /2t

]
≤ C exp

(
−b4 |p|2 /8at2

)
. (4.7.24)

The above then leads easily to the uniform bound in (4.7.21).
We claim that the same method can be used to control

EP
[
exp

(
−1

2

∫ a

0

|ps|2 ds
)
〈g′ (za) , Uza〉

]
.

Indeed the extra term which appears in the integration by parts formula does
not raise any new difficulty. The same idea can be used to control instead

EP
[
exp

(
−1

2

∫ a

0

|ps|2 ds
)
U1 . . . Umg (za)

]

for arbitrary m. Therefore, we get the analogue of the bound (4.7.7) for
exp (−aSb,t). We leave to the reader to verify that similar bounds hold for
integration by parts formulas involving derivatives of arbitrary order of g.
This way, we find that in the range of parameters which was specified before,

exp (−aSb,t) (z, z′) ≤ C

tm
exp

(
−
(
|p|2 + |p′|2

))
. (4.7.25)
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Note that the appearance of |p′|2 in the right-hand side of (4.7.25) can be
obtained by the same arguments as before, or by using instead the adjoint
S∗
b,t of Sb,t.
Assume now that x, x′ ∈ X are such that dX (x, x′) ≥ β, and that z =

(x, p) , z′ = (x′, p′). If in (4.7.9) z0 = z, za = z′, we find that

sup
0≤s≤a

|ps| ≥
β

a
√
t
. (4.7.26)

If p is such that |p| ≤ β/2a
√
t, by (4.7.9), (4.7.22), we get

P

[
sup

0≤s≤a
|ps| ≥

β

a
√
t

]
≤ C exp

(
−cb4β2/8a3t3

)
. (4.7.27)

By proceeding as above, and using (4.7.27) and the Cauchy-Schwarz inequal-
ity, we find that there exist c > 0, C > 0,m ∈ N such that if a, b, t vary in
the above range of parameters, if β > 0 and dX (x, x′) ≥ β,

exp (−aSb,t) (z, gz) ≤ C

tm
exp

(
−c
(
|p|2 + |p′|2 + β2/t

))
. (4.7.28)

This establishes in particular the obvious analogue of (4.7.7) when M̂
′
b,t is

replaced by Sb,t/2.
Now we briefly explain how to obtain the exact form of (4.7.7). We should

inspect the precise form of equation (4.7.4) for M̂
′
b,t. We claim that we can

construct the heat kernel exp
(
−2aM̂

′
b,t

)
by using the same probability space

as above, by combining this with the Itô calculus and the Feynman-Kac for-
mula. This is indeed very classical [M78], [B84], except maybe for the term

− t3/2

4 ω
(
∇F , gF

)
(ei∇bei). We trivialize F along x· using parallel transport

with respect to the unitary connection ∇F,u. When constructing the kernel

exp
(
−2aM̂

′
b,t

)
, the noncommutative Feynman-Kac formula which incorpo-

rates this term is of the type

dV = V

[√
t

2
ω
(
∇F , gF

)
(δw) +

(
t3/2

2b2
∇Λ·(T∗T∗X)b⊗F ω̂

(
∇F , gF

)

+
1

2
ω
(
∇F , gF

)2
+ z

(
ω
(
∇F , gF

)
− t3/2

2b2
ω̂
(
∇F , gF

))
)
ds

]
, (4.7.29)

V0 = 1.

Equation (4.7.29) incorporates only the terms acting on F .
Another equation incorporates all the other terms in the right-hand side

of (4.7.4) acting on Λ· (T ∗X) ⊗̂Λ· (T ∗X). Observe that some of these terms
are diverging as t→ 0, like the term ∓ 1

2
√
t
ibeiei. To overcome this divergence,

we conjugate the operator M̂
′
b,t by tN

H/2. This conjugation has no effect on

the required estimate. The only diverging unbounded term for b ∈
[√
t, b0

]

and t → 0 is given by ± 3b2z
t ibp. Still since this term contains z and z2 = 0,
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the divergence can be absorbed in a diverging term of the type 1/tm. The

techniques of estimation of the kernel exp
(
−M̂

′
b,t

)
(·, ·) remain the same as

above.
The proof of our proposition is completed.

Remark 4.7.2. For β > 0, recall that Uβ is the β-neighborhood of Xg in X .
By (4.7.6) and (4.7.7), there is C > 0, c > 0 such that for a ∈

[
1
2 , 1
]
, t ∈

]0, 1], b ∈
[√
t, b0

]
, β ∈]0, 1],

∣∣∣∣∣

∫

π−1X\Uβ

Trs

[
g exp

(
−aM̂′

b,t

)
(z, gz)

]
dvT∗X (z)

∣∣∣∣∣ ≤ C exp
(
−cβ2/t

)
.

(4.7.30)

Of course, in (4.7.30), we can as well replace M̂
′
b,t by M̂b,t. The above shows

that the integral in the right-hand sides of (4.6.5) or of (4.7.6) localize near
π−1Xg.

4.8 REPLACING T∗X BY TxX⊕T∗
xX AND THE RESCALING

OF CLIFFORD VARIABLES ON T∗X

Let γ (s) : R→ [0, 1] be a smooth even function such that

γ (s) = 1 if |s| ≤ 1/2, (4.8.1)

= 0 if |s| ≥ 1.

If y ∈ TX , set

ρ (y) = γ

( |y|
4η0

)
. (4.8.2)

Then

ρ (y) = 1 if |y| ≤ 2η0, (4.8.3)

= 0 if |y| ≥ 4η0.

First we describe the case where S is reduced to one point, i.e., the case
of a single fiber X .

Take ǫ ∈]0, aX/2]. If s ∈ S, x ∈ Xg, let BX (x, ǫ) be the geodesic ball of
center x and radius ǫ in X , and let BTxX (0, ǫ) be the open ball of center
0 and radius ǫ in TxX . The exponential map expx identifies BTxX (0, ǫ) to
BX (x, ǫ).

Along radial lines centered at x along the fiber Xs, we identify

Λ· (T ∗X) ⊗̂Λ· (T ∗X) ⊗̂Λn (TX) ⊗̂F
to

(
Λ· (T ∗X) ⊗̂Λ· (T ∗X) ⊗̂Λn (TX) ⊗̂F

)
x

by parallel transport with respect to the connection

∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F .
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In particular, the fibers T ∗
yX |y∈BX(x,ǫ) are identified to T ∗

xX by parallel

transport with respect to the connection∇T∗X along the radial geodesic con-
necting y to x. The total space of T ∗X over BX (x, ǫ) is then identified with
BTxX (0, ǫ)×T ∗

xX . Note that all the above identifications are g-equivariant.
The flat vector bundle F has been trivialized on BX (x, ǫ) using the flat

connection ∇F . Therefore we can consider F as the trivial flat vector bundle
on TxX .

Definition 4.8.1. Let gTxX
x be the metric on TxX given by

gTxX
x = ρ2 (y) gTyX +

(
1− ρ2 (y)

)
gTxX . (4.8.4)

In particular the metric gTXx is just the given metric gTX on BTxX (0, 2η0) ≃
BX (x, 2η0), and coincides with the flat metric gTxX outside of BTxX (0, 4η0).
Note that the above constructions are g-invariant.

Similarly let gFx
x be the metric on Fx over TxX which is given by

gFx
x = ρ2 (y) gFy +

(
1− ρ2 (y)

)
gFx . (4.8.5)

Let N̂b,t be the operator of the type M̂b,t which is associated to the metrics

gTxX
x , gFx

x .

The operator N̂b,t acts on smooth sections of

Λ· (T ∗S)s ⊗̂
(
Λ· (T ∗X) ⊗̂Λ· (T ∗X) ⊗̂Λn (TX) ⊗̂F

)
x

on (TX ⊕ T ∗X)x. By (4.8.3), if |y| ≤ 2η0, the operators M̂b,t and N̂b,t

coincide. Also we define the operator N̂
′
b,t from N̂b,t as in (4.7.3).

Now we consider the case where S is not necessarily reduced to one point.
We will be especially careful here, although this precise construction will be
needed in chapters 11 and 13 only. Indeed near x ∈Mg, there is a coordinate
system identifying a neighborhood V of x in Mg to an open ball centered
at 0 in Rm ×Rℓ, so that the projection πg : Mg → S is just the obvious
projection Rm ×Rℓ → Rm. The vector bundle TX can be trivialized as a
Euclidean vector bundle over V , so that the action of g on TX |Mg is constant.
In particular TX is trivialized near 0 on Rm × {0}.

If x′ ∈ V , we still use the exponential map expXx′ to identify the ball
BTx′X (0, 4η0) to an open ball along the fiber containing x′. The map (s, Y ) ∈
Rm × TxX → expXs Y ∈ M provides us with a chart for M near x ∈ Mg,
such that the projection π : M → S is just (s, Y ) → s, and moreover
g (s, Y ) = (s, gY ). Using this chart, we find that the metric gTX pulls back
to a metric on TxX . More precisely, the metric gTs,yX pulls back to a metric
on TxX , which we still denote gTs,yX .

We still define the metric gTxX
x on TxX as in (4.8.4). In particular for

|y| ≥ 4η0, this new metric is a “constant metric”, which does not depend on
(s, y). Note that the metric gTxX

x is g-invariant.
Similarly, we can choose a new g-invariant horizontal vector bundle THMx

which coincides with the given THM for |y| ≤ 2η0, and is given by a “con-
stant” horizontal vector space for |y| ≥ 4η0.
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Let dy, dp be the volume forms on the fibers of TX, T ∗X . We denote by

exp
(
−N̂b,t

)
((y, p) , (y′, p′)) the smooth kernel on TxX ⊕ T ∗

xX associated

with exp
(
−N̂b,t

)
with respect to the symplectic volume dy′dp′. We use a

similar notation when replacing N̂b,t by N̂
′
b,t.

Proposition 4.8.2. There exist c > 0, C > 0 such that for a ∈
[

1
2 , 1
]
, t ∈

]0, 1], b ∈
[√
t, b0

]
, x ∈ Xg,

∣∣∣∣∣

∫

π−1{y∈NXg/X,x,|y|≤η0}

(
Trs

[
g exp

(
−aM̂′

b,t

)
((y, p) , g (y, p))

]
k (x, y)

− Trs

[
g exp

(
−aN̂′

b,t

)
((y, p) , g (y, p))

])
dydp

∣∣∣∣∣ ≤ C exp (−c/t) . (4.8.6)

Proof. We will give a probabilistic proof of (4.8.6). Indeed by the same pro-
cedure as in the proof of Proposition 4.7.1, we can give a probabilistic rep-
resentation of the kernels which appear in the left-hand side of (4.8.6) as a
path integral involving paths connecting z to gz in time a/2, which project
on X into paths connecting y = πz to y′ = gπz. Let T be the first time
before a where the path ys = πzs exits the ball BX (x, 2η0), with the con-
vention that T = +∞ if this event does not occur. By (4.8.3), (4.8.4), and
(4.8.5), the contribution of the paths which are such that T = +∞ to the
path integrals are the same. To evaluate the difference of the heat kernels,
we have to consider only those paths such that T < +∞. Now using (4.7.9),
we find that on such paths

sup
0≤s≤a

|ps| ≥ 2
η0√
ta
. (4.8.7)

We can now use the uniform bounds in (4.7.7) and proceed as in (4.7.26)-
(4.7.27) and after (4.7.29) to obtain (4.8.6). In particular the diverging terms
one gets by the rescaling indicated after (4.7.29) are ultimately killed by the
term exp (−c/t). The proof of our proposition is completed.

Of course, in (4.8.6), we can replace M̂
′
b,t, N̂

′
b,t by M̂b,t, N̂b,t.

Definition 4.8.3. For a > 0, if f is a smooth section of

Λ· (T ∗S)s ⊗̂
(
Λ· (T ∗X) ⊗̂Λ· (T ∗X) ⊗̂Λn (TX) ⊗̂F

)
x

on TxX ⊕ T ∗
xX , if (y, p) ∈ (TX ⊕ T ∗X)x, set

Iaf (y, p) = f (ay, p) . (4.8.8)

Put

Ôb,t = It3/2/b2N̂b,tIb2/t3/2 . (4.8.9)

Note that in (4.8.9), the operator It3/2/b2 just acts as a scalar operator. It

does not act on the Grassmann variables ei.
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Recall that by (1.6.2), ℓ = dimXg. In the sequel, we may and we will
assume that e1, . . . , eℓ is an orthonormal basis of TxXg, and eℓ+1, . . . , en is
an orthonormal basis of NXg/X .

Let ei, êi, 1 ≤ i ≤ ℓ be other orthonormal bases of TXg. These variables
will be considered as generating other copies of Λ· (TxXg). Let ei, 1 ≤ i ≤ ℓ
be the basis of T ∗Xg dual to the basis ei, 1 ≤ i ≤ ℓ.

Definition 4.8.4. Let P̂b,t be the operator obtained from Ôb,t by making
the following replacements for 1 ≤ i ≤ ℓ:
• ei is unchanged.

• iei is changed into −ei/t+ iei + b
t ei + iei/b.

• êi is unchanged.

• ibei
is changed into ibei

+ b√
t
êi,

and for ℓ+ 1 ≤ i ≤ n:

• ei is changed into
√
tei.

• iei is changed into iei/
√
t.

• êi is changed into
√
t
b ê

i.

• ibei
is changed into b√

t
ibei

.

Needless to say, the replacements made in Definition 4.8.4 are compatible
with the commutation relations verified by the given operators.

The kernels for exp
(
−Ôb,t

)
, exp

(
−P̂

b,t

)
will be denoted as before, and

will be calculated with respect to dydp.
Let T̂rs be the linear map defined on the algebra A spanned by the

ei, êi, ei, êi for 1 ≤ i ≤ ℓ with values in R, which, up to permutation, vanishes
on all the monomials except on the monomial of maximal length, with

T̂rs

[
ℓ∏

i=1

eiêieiêi

]
= 1. (4.8.10)

We extend the functional T̂rs to a functional mapping

Λ· (T ∗S) ⊗̂A⊗̂End
(
Λ·
(
N∗
Xg/X

⊕N∗
Xg/X

)
⊗̂F
)
x

into Λ· (T ∗S), by taking the classical supertrace on the last factor above.
Clearly g acts as the identity on TXg ⊕ T ∗Xg. In the sequel if I ⊂
{1, . . . , ℓ}, set

eI =
∏

i∈I
ei, (4.8.11)

(
−e·/t+ ie· +

b

t
e·/t+ ie·/b

)I
=
∏

i∈I

(
−ei/t+ iei +

b

t
ei + iei/b

)
.
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Other products will be denoted in the same way.
Note that we have the expansion

g exp
(
−P̂

b,t

) (
g−1 (y, p) , (y, p)

)
=
∑

eI
(
−e·/t+ ie· +

b

t
e· + ie·/b

)J

êK
(
ibe· +

b√
t
ê·

)L
HIJKL (y, p) , (4.8.12)

where the HIJKL (y, p) are smooth sections of

Λ· (T ∗S) ⊗̂End
(
Λ·
(
N∗
Xg/X

⊕NXg/X

)
⊗̂F
)
x
.

We define

T̂rs

[
g exp

(
−P̂

b,t

) (
g−1 (y, p) , (y, p)

)]

by writing the expansion (4.8.12) in normal form, i.e., by putting the an-
nihilation operators iei , ibei

, iei, 1≤̇i ≤ ℓ to the very right of the expansion,
by ignoring any of the terms containing any of these annihilation operators,
and by applying otherwise the above rule on the definition of T̂rs.

Proposition 4.8.5. The following identity holds:

(
t3/2

b2

)n−ℓ
Trs

[
g exp

(
−N̂b,t

)(
g−1

(
t3/2

b2
y, p

)
,

(
t3/2

b2
y, p

))]
=

(−1)
ℓ
T̂rs

[
g exp

(
−P̂

b,t

) (
g−1 (y, p) , (y, p)

)]
. (4.8.13)

Proof. Consider the vector space R with its canonical basis e. Let e∗ be
the dual basis. The operators e∗, ie act on Λ· (R∗). Then e∗ie is the only
monomial in the algebra spanned by 1, e∗, ie whose supertrace is nonzero,
moreover,

Trs [e∗ie] = −1. (4.8.14)

By applying (4.8.14) to TXg ⊕ TXg, we get (4.8.13) easily.

4.9 THE LIMIT AS t→ 0 OF THE RESCALED OPERATOR

Let i : Mg →M be the obvious embedding. Let P̂ be the operator given by

P̂ =
1

4


−∆V ∓ 2

∑

1≤i≤ℓ
êiei


∓ 1

2
∇p

+
1

4

∑

1≤i,j≤ℓ

〈
ei, R

TXgej
〉
êiêj − i∗ω

(
∇F , gF

)2

4
− zi∗ω

(
∇F , gF

)

2
. (4.9.1)

Note that P̂ depends on x ∈ Mg, but this dependence will not be written
explicitly.
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In the sequel, we will write O (|y|) for an expression which, in the given
range of parameters, is uniformly bounded by C |y|. In the given trivializa-

tion, we denote by ∇, ∇̂ first order differentiations in the directions y or
p. Also O (p) will denote an expression which depends linearly on p with
uniformly bounded coefficients. Other notation is self-explanatory.

The fundamental algebraic fact of this chapter is as follows.

Theorem 4.9.1. As t→ 0,

P̂
b,t
→ P̂. (4.9.2)

More precisely, for t ∈]0, 1], b ∈
[√
t, b0

]
, |y| ≤ 2b2η0/t

3/2,

P̂
b,t

= P̂ +
t2

4b4
|p|2 ±

√
t

2b


 ∑

1≤i≤ℓ

(̂
eiê

i + eiibei

)
−

∑

ℓ+1≤i≤n
ibei

(
ei + iei

)



+O
(
t

b2

)
+O

(
t3/2

b2
|y|
)

+O
(
√
t∇̂+

t3/2

b2
|y| |∇p +

t3/2

b2
|p|2 |∇̂+

√
t

b2
p

+
t3/2

b2
|p|2 +

t2

b4
p |y|

)
. (4.9.3)

Proof. Our theorem is an easy consequence of Proposition 4.6.1. We use im-
plicitly the fact that in our trivialization of Λ· (T ∗X) ⊗̂Λ· (T ∗X) ⊗̂Λn (TX),
the connection form is a combination of operators of the type eiiej and êiibej

,
which ultimately disappear in the given rescaling. Also we use the fact that
i∗RTX restricts to RTXg on TXg.

Now we explain in more detail the various terms which appear in the
right-hand side of (4.9.3). The first two terms are obvious. The last series of
terms in the second line in the right-hand side of (4.6.4) contribute to the

two next terms. The difference between the term evaluated at t3/2

b2 y and the

corresponding term evaluated at 0 produces the contribution O
(
t3/2

b2 y
)

in

the first line in the right-hand side of (4.9.3).

Let us consider the term ∓ t3/2

2b2 ∇
Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u
p in the right-

hand side of (4.6.4). We split this term into its scalar part and its matrix
part.

The scalar part is the operator ∓ t3/2

2b2 ∇p, which we split in its horizontal
part and vertical part with respect to the coordinates (y, p). After the rescal-
ing in the variable y, the difference of the horizontal part with the standard

operator ∇p is of the form O
(
t3/2

b2 |y| ∇p
)
. As to the vertical differentiation,

it can be dominated by O
(
t3/2

b2 |p|
2 ∇̂
)
.

Now we estimate the matrix part of ∓ t3/2

2b2 ∇
Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u
p .

In the given trivialization, the corresponding connection form vanishes at
y = 0. Using the replacements in Definition 4.8.4 and the considerations we
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made at the beginning of the proof, we find that this term contributes by

O
(
t2

b4 |y| p
)
.

The remaining terms in the fourth line in the right-hand side of (4.6.4) are

of the form O
(√

t
b2 p
)
. The term in the fifth line in (4.6.4) can be dominated

by O
(
t3/2

b2 |p|
2
)
. The sixth line can also be easily controlled.

By summing up all the terms, we get (4.9.2). The proof of our theorem is
completed.

Remark 4.9.2. In the right-hand side of (4.9.3), for fixed b, as t → 0, the
remainder tends to 0. However, when b ≃

√
t, this is not the case for a number

of terms, including a few of them which do diverge. These divergences will
be dealt with in chapters 11 and 13. They are indeed spurious divergences.

Clearly the operators which appear in the right-hand side of (4.9.1) com-
mute. Therefore,

exp
(
−P̂

)
= exp

(
∆V

4
± 1

2
∇p
)

exp


∓1

2

∑

1≤i≤ℓ
eiêi




exp


−1

4

∑

1≤i,j≤ℓ

〈
ei, R

TXgej
〉
êiêj




i∗ exp

(
ω
(
∇F , gF

)2

4
+ z

ω
(
∇F , gF

)

2

)
. (4.9.4)

4.10 THE LIMIT OF THE RESCALED HEAT KERNEL

Theorem 4.10.1. For η0 > 0 small enough, there exist c > 0, C > 0,m ∈ N
such that for a ∈

[
1
2 , 1
]
, t ∈]0, 1], b ∈

[√
t, b0

]
, x ∈ Xg, y ∈ NXg/X,x, |y| ≤

b2η0/t
3/2, p ∈ T ∗

xX,
∣∣∣exp

(
−aP̂

b,t

) (
g−1 (y, p) , (y, p)

)∣∣∣

≤ C
(

1 +

(√
t

b2

)m)
exp

(
−c
(
|y|1/3 + |p|2/3

))
. (4.10.1)

Moreover, as t→ 0, for x ∈ Xg, y ∈ NXg/X,x, p ∈ T ∗X,

T̂rs

[
g exp

(
−aP̂

b,t

) (
g−1 (y, p) , (y, p)

)]

→ T̂rs

[
g exp

(
−aP̂

) (
g−1 (y, p) , (y, p)

)]
. (4.10.2)

Proof. To simplify the arguments, we will first assume that g = 1, so that
Xg = X . In this case we should take y = 0 in our proposition. As a first step,
by imitating the strategy in the proof of Proposition 4.7.1, we consider only
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the scalar part Sb,t of the operator 2P̂
b,t

. Note that in the whole proof, we

will not change our notation when dealing with TxX instead of considering
the whole manifold X . In particular∇TX denotes the Levi-Civita connection
with respect to the metric gTxX

x .
As we said before, the manifold X is now replaced by TxX equipped with

the metric gTXx . The analogue of equation (4.7.9) is now

ẏs = ±ps, ṗs = τ0
s ẇs, (4.10.3)

y0 = 0, p0 = g−1p.

In (4.10.3), τ0
s represents the parallel transport with respect to the Levi-

Civita connection associated to the metric gTxX
x .

For a ∈] 14 , 1
2 ], we want to estimate exp (−aSb,t) ((0, p) , (0, p)). Inspection

of the right-hand side of (4.6.4) shows that salvation will not come only from

the factor t2

b4 |p|
2
, which tends to 0 as t → 0. However, in (4.10.3), we want

to have ya = 0.
For the paths which are such that |p| ≥ b2/2at3/2, we can use the dampen-

ing factor t2 |p|2 /b4 in the right-hand side of (4.6.4). By proceeding as before,

these contributions can be uniformly bounded by C exp
(
−cat2 |p|2 /b4

)
,

with c > 0, C > 0. Now t ≥
(
b2η0/2a |p|

)2/3
, and so there is c′ > 0 such

that

exp
(
−cat2 |p|2 /b4

)
≤ exp

(
− c′

b
4/3
0

|p|2/3
)
. (4.10.4)

Now we consider those paths which are such that |p| ≤ b2/2at3/2. Since
y0 = ya = 0, when considering ẏ as a section of TxX , we must have∫ a

0

ẏds = 0. (4.10.5)

By (4.10.3), we get

ẏs = ±τ0
s (p+ ws) . (4.10.6)

In (4.10.6), τ0
s denotes parallel transport with respect to the Levi-Civita

connection along the curve y· from TxX into TysX . By (4.10.5), (4.10.6), we
get ∫ a

0

τ0
swsds = −

∫ a

0

τ0
s pds. (4.10.7)

The operators τ0
s are preserving the metric gTxX

x . Moreover, since the
metric gTxX

x differs from the constant metric gTxX only on a compact set,
when viewed as acting on TxX , the operators τ0

s are uniformly bounded.
Therefore, ∣∣∣∣

∫ a

0

τ0
swsds

∣∣∣∣ ≤ Ca sup
0≤s≤a

|ws| . (4.10.8)

We denote temporarily by ∇TX the Levi-Civita connection on TxX with
respect to the metric gTXx on TxX . Let ΓTX be the Christoffel symbol of
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the connection ∇TX . Equivalently, ΓTX is the connection form for ∇TX in
the trivialization of TX associated to the given chart near x. If U ∈ TxX , if
Us = τ0

sU , then

d

ds
Us +

t3/2

b2
ΓTX

t3/2

b2
ys

(ẏs)Us = 0. (4.10.9)

By (4.10.9), we get

Us − U = − t
3/2

b2

∫ s

0

ΓTX
t3/2

b2
yu

(ẏu)Uudu. (4.10.10)

Using (4.10.6), (4.10.10) and the fact that the τ0
s are uniformly bounded, we

get

∣∣τ0
s − 1

∣∣ ≤ C t
3/2

b2
s sup

0≤s≤a
|ps| . (4.10.11)

By (4.10.11), we obtain
∣∣∣∣
∫ a

0

τ0
s pds

∣∣∣∣ ≥ a |p|
(

1− C′ t
3/2

b2
sup

0≤s≤a
|ps|
)
. (4.10.12)

By (4.10.7), (4.10.8), (4.10.12), we get

sup
0≤s≤a

|ws| ≥ |p|
(

1− C′ t
3/2

b2
sup

0≤s≤a
|ps|
)
. (4.10.13)

Now by (4.10.3), we obtain

sup
0≤s≤a

|ps| ≤ |p|+ sup
0≤s≤a

|ws| . (4.10.14)

We deduce from (4.10.13), (4.10.14) that
(

1− C t
3/2

b2
|p|
)
|p| ≤

(
1 + C′ t

3/2

b2
|p|
)

sup
0≤s≤a

|ws| . (4.10.15)

Recall that now |p| ≤ b2

2Ct3/2 . By (4.10.15),

sup
0≤s≤a

|ws| ≥ C′′ |p| /2. (4.10.16)

We can control these paths by the same argument we already used to dom-

inate the contribution of such p by exp
(
−c |p|2

)
.

The proof of our proposition is completed for the scalar part of the op-
erator. Controlling the full operator does not raise any substantially new
difficulty. Still two kinds of terms have to be taken care of:

• In the fourth line in the right-hand side of (4.6.4), there is a term p/√
t. For fixed b, this singularity is compensated by the factor t

2b2 . Still

the resulting expression diverges when b =
√
t. However, this term can

be controlled by an adequate rescaling of the Grassmann variables fα,
also using the fact that by (4.7.22), for any γ > 0,

E

[
exp

(
γ sup

0≤s≤1
|ws|

)]
< +∞. (4.10.17)
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The rescaling of the fα by the factor b2√
t(1+|p|) combined with (4.10.17)

ultimately introduces a correcting factor 1+
(√

t|p|
b2

)m
, the factor |p|m

ultimately disappearing because of exp
(
−c |p|2/3

)
.

• The only serious point is to control ∓ t
2b2

〈
RTX (·, p) ei, p

〉√
têi in the

right-hand side of (4.6.4). This term is made indeed smaller by the
rescalings of Definition 4.8.4. The main difficulty is that it appears in
a first order differential equation which defines the associated noncom-
mutative Feynman-Kac formula, and the weight t3/2 is bigger than t2

which appears as a factor of |p|2. The difficulty in the estimation comes
exactly at the stage leading to equation (4.10.4), where this quadratic
term becomes too big to control.

We briefly explain how to take care of this second term. Take κ ≥ 1. In
Definition 4.8.4, we make the rescaling also depend on the extra parameter
κ. For 1 ≤ i ≤ ℓ, êi is changed into êi/κ, and ibei

is changed into κibei
+ b√

t
êi.

For ℓ + 1 ≤ i ≤ n, êi is changed into
√
t

bκ ê
i, and ibei

into κb√
t
ibei

. The other

rescalings are kept unchanged. Let P̂
κ

b,t
be the obvious analogue of P̂

b,t
.

Clearly

T̂rs

[
g exp

(
−P̂

b,t

) (
g−1 (y, p) , (y, p)

)]

= κnT̂rs

[
g exp

(
−P̂

κ

b,t

) (
g−1 (y, p) , (y, p)

)]
. (4.10.18)

Recall that for the moment, we assume that g = 1. The quadratic term in

the right-hand side of (4.6.4) is now ∓ t3/2

2b2κ

〈
RTX (·, p) ei, p

〉
êi. Moreover, the

terms containing ibei
appear in the first line in the right-hand side of (4.6.4).

The contribution of the annihilation creation operators to the first line in
the right-hand side of (4.6.4) is now

± t

2b2

(
ibei

+
b

κ
√
t
êi

)(
êi − κ

√
tiei −

κb√
t
ei −

κ
√
t

b
iei

)
. (4.10.19)

Taking into account the fact that t ∈]0, 1], b ∈
[√
t, b0

]
, we find that (4.10.19)

is dominated by

C

(
1 +

√
tκ

b

)
. (4.10.20)

Now consider the noncommutative Feynman-Kac formula which produces

the heat kernel exp
(
−2aP̂

κ

b,t

)
((0, p) , (0, p)). Using the above considera-

tions, and in particular (4.10.20), we find that at least if ω
(
∇F , gF

)
= 0, it

can be controlled by the expectation of

C exp

(
− t2

2b4

∫ a

0

|ps|2 ds+
ct3/2

b2κ

∫ a

0

|ps|2 ds+ c

√
taκ

b

)
. (4.10.21)
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Now by (4.10.3), we get

ps = τ0
s (p+ ws) . (4.10.22)

Using (4.10.17)-(4.10.21), given b ∈ R∗, for t ∈]0, 1] small enough
∣∣∣exp

(
−2aP̂

κ

b,t

)
((0, p) , (0, p))

∣∣∣

≤ C exp

(
−cat

2

b4
|p|2 +

c′at3/2

b2
|p|2
κ

+
c′′aκ

√
t

b

)

= C exp

(
−cat

2

b4
|p|2

(
1− c′b2

cκ
√
t

)
+ c′′aκ

)
. (4.10.23)

Put

κ = 1 + |p|1/2 . (4.10.24)

Under the conditions given before (4.10.4), we get

κ
√
t

b2
≥
√
t |p|1/2
b2

≥ c

bt1/4
≥ c′

t1/4
. (4.10.25)

By proceeding as in (4.10.4) and using (4.10.23)-(4.10.25), we find that for
t ∈]0, 1] small enough,

∣∣∣exp
(
−2aP̂

κ

b,t

)
((0, p) , (0, p))

∣∣∣ ≤ C exp
(
−c |p|2/3

)
. (4.10.26)

Taking into account (4.10.18), (4.10.24), and (4.10.26), the remainder of the
proof of the estimate (4.10.1) continues as before, at least for t small enough.
Note that if t is bounded away from 0, it would be enough to take κ to be
a large constant, and get an estimate better than (4.10.26).

Now we consider the case of a general g ∈ G. Equation (4.10.3) now
becomes

ẏs = ±ps, ṗs = τ0
s ẇs, (4.10.27)

ya = gy0, pa = gp0.

In (4.10.27), we take y0 ∈ NXg/X,x.
By (4.10.27), we get

|(g − 1) p0| ≤ sup
0≤s≤a

|ws| ,
∣∣∣∣(g − 1) y0 −

∫ a

0

τ0
s p0ds

∣∣∣∣ ≤ a sup
0≤s≤a

|ws| .

(4.10.28)

Let p
‖
0, p

⊥
0 be the components of p in TxXg, NXg/X,x. By (4.10.28), we get

∣∣p⊥0
∣∣ ≤ C sup

0≤a≤s
|ws| . (4.10.29)

By (4.10.11), (4.10.28), (4.10.29), we obtain

|y0|+
∣∣∣p‖0
∣∣∣ ≤ C

(
sup

0≤a≤s
|ws|+ |p0|

t3/2

b2
sup

0≤s≤a
|ps|
)
. (4.10.30)
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By (4.10.14), (4.10.29), (4.10.30), we get

|y0|+
(

1− C t
3/2

b2
|p0|
)
|p0| ≤

(
1 + C

t3/2

b2
|p0|
)

sup
0≤a≤s

|ws| . (4.10.31)

Equation (4.10.31) is the obvious extension of equation (4.10.15) to this more
general situation.

From (4.10.31), we get (4.10.15). By proceeding as before, we obtain the
bound
∣∣∣exp

(
−aP̂

b,t

) (
g−1 (y0, p0) , (y0, p0)

)∣∣∣

≤ C
(

1 +

(√
t

b2

)m)
exp

(
−c |p0|2/3

)
. (4.10.32)

We consider first the case where |y0| ≤ 2C t3/2

b2 |p0|2. Since b ≥
√
t, |p0|2/3 ≥(

1
2Ct1/2

)1/3 |y0|1/3 and so (4.10.1) holds in this case.

Now consider the case where |y0| ≥ 2C t3/2

b2 |p0|2. By (4.10.31),

|y0|

1 +
(
C t3/2

2b2

)1/2

|y0|1/2
≤ 2 sup

0≤a≤s
|ws| . (4.10.33)

In particular, since b ≥
√
t,

|y0|
1 +

(
C
2 t

1/2
)1/2 |y0|1/2

≤ 2 sup
0≤a≤s

|ws| . (4.10.34)

Using (4.7.22) and also (4.10.34), we obtain the bound

∣∣∣exp
(
−aP̂

b,t

) (
g−1 (y0, p0) , (y0, p0)

)∣∣∣ ≤ C
(

1 +

(√
t

b2

)m)
exp (−C′ |y0|) .

(4.10.35)
By combining the bounds in (4.10.32) and (4.10.35), we still get (4.10.1).

Now we establish (4.10.2). We use Theorem 4.9.1, in combination with

uniform estimates on the heat kernel exp
(
−P̂

b,t

)
and its derivatives. These

uniform estimates can be established using the Malliavin calculus as in chap-
ter 14 . Combining these uniform estimates with Duhamel’s formula, we get
(4.10.2). The proof of our theorem is completed.

4.11 EVALUATION OF THE HEAT KERNEL FOR ∆V

4
+ a∇p

Let V be a finite dimensional vector space of dimension n equipped with a
scalar product gV . Let V ∗ be the dual of V equipped with the dual metric.
Let ∆H ,∆V be the Laplacians of V, V ∗. Set

∆H,V =
∂2

∂yi∂pi
. (4.11.1)
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Note that ∆H,V does not depend on the metric gV , but just on the symplectic
form ω of V ⊕ V ∗.

In [Kol34], Kolmogorov computed the heat kernel for the operator ∆V

4 +
a∇p. The fact that it has a smooth heat kernel was one motivation for
Hörmander [Hör67] to prove his theorem on hypoelliptic second order differ-
ential operators.

Proposition 4.11.1. For any a ∈ R, s > 0, the following identity holds:

exp

(
s

(
∆V

4
+ a∇p

))
= exp

(
s

4
∆V − as2

4
∆H,V +

a2s3

12
∆H

)
exp (as∇p) .

(4.11.2)
Equivalently,

exp

(
s

(
∆V

4
+ a∇p

))
= exp

(as
2
∇p
)

exp

(
s

4
∆V +

a2s3

48
∆H

)
exp

(as
2
∇p
)
. (4.11.3)

Proof. We give an algebraic proof of (4.11.2). The arguments which will be
used can of course be justified analytically. Set

Us = exp

(
s

(
∆V

4
+ a∇p

))
, Vs = Us exp (−as∇p) . (4.11.4)

Clearly,

[∇p,∇bei ] = −∇ei , (4.11.5)

and the commutator of ∇p with ∇ei vanishes. From (4.11.5), we get

exp (s∇p)∆V exp (−s∇p) = (∇bei − s∇ei)
2
. (4.11.6)

By (4.11.4), (4.11.6), we obtain

dVs
ds

= Vs
1

4
(∇bei − as∇ei)

2
= Vs

1

4

(
∆V − 2as∆H,V + a2s2∆H

)
. (4.11.7)

By (4.11.4), (4.11.7), we get (4.11.2). Moreover,

s

4
∆V − as2

4
∆H,V +

a2s3

12
∆H =

s

4

(
∇bei − as

2
∇ei

)2

+
a2s3

48
∆H . (4.11.8)

Equivalently,

s

4
∆V − as2

4
∆H,V +

a2s3

12
∆H

= exp
(as

2
∇p
)( s

4
∆V +

a2s3

48
∆H

)
exp

(
−as

2
∇p
)
. (4.11.9)

By (4.11.2) and (4.11.9), we get (4.11.3).

Let g now be a linear isometry of V . Then g induces the isometry g̃−1 of
V ∗. If V ∗ is identified to V by the metric, this is just g itself. In the sequel,
we assume that 1 is not an eigenvalue of g on V .
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Proposition 4.11.2. If a ∈ R∗, the following identities hold:∫

V ∗
exp

(
∆V

4
+ a∇p

)
((0, q) , (0, q)) dq =

(
1

|a| √π

)n
, (4.11.10)

∫

V⊕V ∗
exp

(
∆V

4
+ a∇p

)(
g−1 (y, p) , (y, p)

)
dydq =

1

det (1− g)2
.

Proof. We will give two different proofs of our proposition, one based on
Proposition 4.11.1, the other using Fourier analysis and not relying on ex-
plicit computations.

• A first proof

To prove the first identity, we begin by using (4.11.3) to get

exp

(
∆V

4
+ a∇p

)
((0, q) , (0, q))

= exp

(
∆V

4

)
(q, q) exp

(
a2

48
∆H

)(aq
2
,−aq

2

)
. (4.11.11)

By (4.11.11), we get
∫

V ∗
exp

(
∆V

4
+ a∇p

)
((0, q) , (0, q)) dq

=

(
12

a2π2

)n/2 ∫

V ∗
exp

(
−12 |q|2

)
dq =

(
1

|a| √π

)n
, (4.11.12)

which is the first identity in (4.11.10).

Similarly, using again (4.11.3), we get

exp

(
∆V

4
+ a∇p

)(
g−1 (y, q) , (y, q)

)
= exp

(
∆V

4

)
(g̃q, q)

exp

(
a2

48
∆H

)(
g−1y +

a

2
g̃q, y − a

2
q
)

=

(
12

a2π2

)n/2

exp
(
− |g̃q − q|2

)
exp

(
−12

a2

∣∣∣g−1y − y +
a

2
(g̃q + q)

∣∣∣
2
)
. (4.11.13)

Note that (4.11.13) is precisely the formula obtained by Kolmogorov
[Kol34]. Using (4.11.13) and the fact that no eigenvalue of g is equal
to 1, we get the second identity in (4.11.10). The first proof of our
proposition is completed.

• A second proof

We use first the Fourier transform in the variable y ∈ V . Also, to avoid
notational confusion, we will consider p as an operator, and use the
notation q to denote the variable which is integrated in V ∗. We get
∫

V ∗
exp

(
∆V

4
+ a∇p

)
((0, q) , (0, q)) dq

=

∫

V ∗⊕V ∗
exp

(
∆V

4
+ 2iπa 〈p, ξ〉

)
(q, q) dqdξ. (4.11.14)
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Note that the operator which appears in the right-hand side of (4.11.14)
acts on V ∗ and depends on the parameter ξ ∈ V ∗. Moreover, given
ξ ∈ V ∗, we have the obvious

exp

(
∆V

4
+ 2iπa 〈p, ξ〉

)
(q, q) = exp

(
∆V

4
+ 2iπa 〈p+ q, ξ〉

)
(0, 0) .

(4.11.15)
By (4.11.14), (4.11.15), we get

∫

V ∗
exp

(
∆V

4
+ a∇p

)
((0, q) , (0, q)) dq

=

∫

V ∗⊕V ∗
exp

(
∆V

4
+ 2iπa 〈p, ξ〉

)
(0, 0) exp (2iπa 〈q, ξ〉) dqdξ.

(4.11.16)

Also ∫

V

exp (2iπa 〈q, ξ〉) dq =
1

|a|n δξ=0. (4.11.17)

By (4.11.16), (4.11.17), we obtain

∫

V ∗
exp

(
∆V

4
+ a∇p

)
((0, q) , (0, q)) dq

=
1

|a|n exp

(
∆V

4

)
(0, 0) =

(
1

|a| √π

)n
. (4.11.18)

A similar computation shows that

∫

V⊕V ∗
exp

(
∆V

4
+ a∇p

)(
g−1 (y, q) , (y, q)

)
dydq

=

∫

V⊕V ∗⊕V ∗
exp

(
∆V

4
+ 2iπa 〈p, ξ〉

)(
g−1q, q

)

exp
(
2iπ

〈(
1− g−1

)
y, ξ
〉)
dydqdξ. (4.11.19)

Now ∫

V

exp
(
2iπ

〈(
1− g−1

)
y, ξ
〉)
dy =

1

det (1− g)δξ=0. (4.11.20)

By (4.11.19), (4.11.20), we obtain

∫

V⊕V ∗
exp

(
∆V

4
+ a∇p

)(
g−1 (y, q) , (y, q)

)
dydq

=
1

det (1− g)

∫

V ∗
exp

(
∆V

4

)(
g−1q, q

)
dq =

1

det (1− g)2
. (4.11.21)

The second proof of our proposition is completed.
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4.12 AN EVALUATION OF CERTAIN SUPERTRACES

We will use the formalism of Berezin integration of section 4.1, as in equa-
tion (4.1.5), with S replaced by Mg, and E by TXg. We will evaluate the
supertrace of the expression which appears in the right-hand side of (4.9.4).

If α ∈ Λ· (T ∗S) ⊗̂Λ· (T ∗Xg), we denote by αmax ∈ Λ· (T ∗S) ⊗̂o (TXg) the
form such that αmaxe1 ∧ . . .∧ eℓ is the form of top vertical degree appearing
in the decomposition of α.

Proposition 4.12.1. The following identity holds:

(−1)
n−ℓ

T̂rs

[
g exp


∓1

2

∑

1≤i≤ℓ
eiêi


 exp


−1

4

∑

1≤i,j≤ℓ

〈
ei, R

TXgej
〉
êiêj




i∗ exp
(
ω
(
∇F , gF

)2
/4 + zω

(
∇F , gF

)
/2
)]

= det
(
(1− g) |NXg/X

)2
[(

1

2

)ℓ ∫ bB
exp


−1

4

∑

1≤i,j≤ℓ

〈
ei, R

TXgej
〉
êiêj




TrF
[
gi∗ exp

(
ω
(
∇F , gF

)2
/4 + zω

(
∇F , gF

)
/2
)]]max

. (4.12.1)

Proof. We have the identity

(−1)n−ℓ T̂rs

[
g exp


∓1

2

∑

1≤i≤ℓ
eiêi




exp


−1

4

∑

1≤i,j≤ℓ

〈
ei, R

TXgej
〉
êiêj




i∗ exp
(
ω
(
∇F , gF

)2
/4 + zω

(
∇F , gF

)
/2
)]

= Tr
Λ·

“
N∗

Xg/X⊕NXg/X

”

[g] T̂rs

[
exp


∓1

2

∑

1≤i≤ℓ
eiêi




exp


−1

4

∑

1≤i,j≤ℓ

〈
ei, R

TXgej
〉
êiêj




i∗ exp
(
ω
(
∇F , gF

)2
/4 + zω

(
∇F , gF

)
/2
)]
. (4.12.2)

Note that the factor (−1)n−ℓ in the right-hand side of (4.12.2) has disap-

peared so as to lead to Tr
Λ·

“
N∗

Xg/X⊕NXg/X

”

[g].



BismutLebeauGlob June 16, 2008

92 CHAPTER 4

Clearly,

Trs
Λ·

“
N∗

Xg/X⊕NXg/X

”

[g] = det
(
1− g|NXg/X

)2

. (4.12.3)

Moreover,

exp


∓1

2

∑

1≤i≤ℓ
eiêi


 =

∏

1≤i≤ℓ

(
1∓ 1

2
eiêi

)
. (4.12.4)

When calculating T̂rs in the right-hand side of (4.12.2), (4.12.4) introduces

a sign (∓1)ℓ. When comparing with the sign conventions in (4.1.1) and

(4.8.10), we see that there is an extra sign (−1)
ℓ

which appears when ul-

timately replacing T̂rs by the Berezin integral
∫ bB

in the right-hand side of

(4.12.2). Ultimately the sign correction is (±1)ℓ. However, in the present
case, the right-hand side is nonzero only if an even number of êi, 1 ≤ i ≤ ℓ
appears, so that ℓ has to be even. This ensures that the sign correction
ultimately disappears. The proof of our proposition is completed.

The final step in the computation of the local supertrace of exp
(
−P̂

)
is

as follows.

Proposition 4.12.2. The following identity holds

∫

NXg/X×T∗X
(−1)

n−ℓ
T̂rs

[
g exp

(
−P̂

) (
g−1 (y, q) , (y, q)

)]

=

[
1

πℓ/2

∫ bB
exp


−1

4

∑

1≤i,j≤ℓ

〈
ei, R

TXgej
〉
êiêj




TrF
[
gi∗ exp

(
ω
(
∇F , gF

)2
/4 + zω

(
∇F , gF

)
/2
)]]max

. (4.12.5)

Proof. Our Proposition follows from (4.9.4) and from Propositions 4.11.2
and 4.12.1.

4.13 A PROOF OF THEOREMS 4.2.1 AND 4.4.1

We use (4.6.3), (4.6.5), (4.7.6), (4.7.30) to conclude that to evaluate the limit
as t→ 0 of Trs [g exp (−Lb,t)], we should only evaluate the limit of

(−1)
n
∫

π−1Uη0

Trs

[
g exp

(
−M̂b,t

)
(z, gz)

]
dvT∗X (z) .
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By (4.7.1), we get

∫

π−1Uη0

Trs

[
g exp

(
−M̂b,t

)
(z, gz)

]
dvT∗X (z)

=

∫

Xg

dvXg (x)

∫

{y∈NXg/X ,|y|≤η0}×T∗X

Trs

[
g exp

(
−M̂b,t

) (
g−1 (y, p) , (y, p)

)]
k (x, y) dvNXg/X

(y) dp. (4.13.1)

By (4.8.6), in the right-hand side of (4.13.1), we can as well replace M̂b,t by

N̂b,t, while making k (x, y) = 1. Moreover, using (4.8.13), given x ∈ Xg, we
get

∫

{y∈NXg/X ,|y|≤η0}×T∗
xX

Trs

[
g exp

(
−N̂b,t

) (
g−1 (y, p) , (y, p)

)]

dvNXg/X
(y) dp = (−1)ℓ

∫

{y∈NXg/X ,|y|≤b2η0/t3/2}×T∗
xX

T̂rs

[
g exp

(
−P̂

b,t

) (
g−1 (y, p) , (y, p)

)]
dvNXg/X

(y) dp. (4.13.2)

Using Theorem 4.10.1, Proposition 4.12.2, and the above considerations, we
find that as t→ 0,

Trs [g exp (−Lb,t)]→
∫

Xg

1

πℓ/2

∫ bB
exp


−1

4

∑

1≤i,j≤ℓ

〈
ei, R

TXgej
〉
êiêj




TrF
[
gi∗ exp

(
ω
(
∇F , gF

)2
/4 + zω

(
∇F , gF

)
/2
)]
. (4.13.3)

By [BG01, Proposition 1.6], we get

TrF
[
gi∗ exp

(
ω
(
∇F , gF

)2
/4 + zω

(
∇F , gF

)
/2
)]

= TrF [g] + zTrF
[
gh
(
ω
(
∇F , gF

)
/2
)]
. (4.13.4)

By (1.6.3), (1.6.5), (1.7.3), (4.1.5), (4.13.3), (4.13.4), we obtain

Trs [g exp (−Lb,t)]→ L(g) + z
1

(2π)
1/2

ϕ−1

∫

Xg

e
(
TXg,∇TXg

)
hg
(
∇F , gF

)
.

(4.13.5)

Moreover, the difference P̂
b,t
− P̂

b
has been estimated in equation (4.9.3) of

Theorem 4.9.1. Using Duhamel’s formula, one concludes that for given b ∈
R∗

+, the speed of convergence in (4.13.5) isO
(√
t
)
. By (4.2.8), by Proposition

4.5.2 and by (4.13.5), we get Theorem 4.2.1 and the first identity in (4.4.1)
in Theorem 4.4.1.

Now we establish the second identity in (4.4.1). Instead of using the for-

mula in (4.3.3) for vb,t, we can observe that varying c = ± t
b2 in Hc = c |p|2t
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can also be obtained via Theorem 2.5.4. Ultimately, we find that to obtain
db
b vb,t, instead of the operator L̂b,t, we should now consider the operator

L̂b,t ∓ t
db

b3
(p̂− p− tip)∓ 3z

db

b3
t2 |p|2 . (4.13.6)

It is then easy to see that when making the rescalings in (4.6.2), in (4.8.8),
and in Definition 4.8.4, when t → 0, in the analogue of (4.9.2), (4.9.3), no
term containing db appears in the right-hand side, so that the second identity
in (4.4.1) holds.

An alternative method is to consider directly the expression in (4.3.3) for
vb,t. By (4.3.12), we get

h′ (x) =

(
1 + 2

∂

∂a

)
exp

(
ax2
)
|a=1. (4.13.7)

Let M̂
0

b,t be the operator obtained from M̂b,t by making z = 0. By pro-
ceeding as in Proposition 4.5.4 and using (4.3.3), (4.13.7), we get

vb,t = ± (−1)n ϕ

(
1 + 2

∂

∂a

)
Trs

[
g
t

b2
|p|2 exp

(
−aM̂0

b,t

)]
|a=1. (4.13.8)

By (4.13.8), we can then proceed as before and we get the second identity
in (4.4.1).

As we saw in (4.4.5), we already know from the above that as t → 0,
wb,t = O

(√
t
)
. Still, it is interesting to use the same sort of arguments as

above for wb,t. Indeed, we have the identity

wb,t =

(
1 + 2

∂

∂a

)
ϕTrs

[
g

(
λ0

2t
∓ t2

b2
|p|2
)

exp
(
−aAM,2

b,t

)]
|a=1. (4.13.9)

Set

L =
1

2

∑

1≤i≤n
ei ∧ êi. (4.13.10)

By proceeding as before, we get

Trs

[
g

(
λ0

2t
∓ t2

b2
|p|2
)

exp
(
−aAM,2

b,t

)]

= (−1)n Trs

[
g

(
L√
t
∓ t

b2
|p|2
)

exp
(
−aM̂0

b,t

)]
|a=1. (4.13.11)

Set

M =
1

2

∑

1≤i≤ℓ
ei ∧ êi. (4.13.12)

Using (4.13.9) and proceeding as in the proof of Proposition 4.12.1, we find
easily that as t→ 0,

(−1)
n
√
tTrs

[
g

(
L√
t
∓ t

b2
|p|2
)

exp
(
−M̂

0

b,t

)]

→
∫

Xg

(±1)
l 1

πℓ/2

∫ bB
M exp

(
−1

4

〈
ei, R

TXgej
〉
êiêj

)
TrF [g] . (4.13.13)



BismutLebeauGlob June 16, 2008

HYPOELLIPTIC LAPLACIANS AND ODD CHERN FORMS 95

The sign (−1)
ℓ

in the right-hand side of (4.13.13) appears by the discussion
at the end of the proof of Proposition 4.12.1. Note that the right-hand side of
(4.13.13) is a form of degree 0 on S. Also only odd dimensional components

of Xg give a nonzero contribution, so that (±1)ℓ is just ±1. By (4.13.11),
(4.13.13), we find that as t→ 0,

Trs

[
g

(
λ0

2t
∓ t2

b2
|p|2
)

exp
(
−AM,2

b,t

)]

=
±1√
t

∫

Xg

1

πℓ/2

∫ bB
M exp

(
−1

4

〈
ei, R

TXgej
〉
êiêj

)
TrF [g] +O (1) .

(4.13.14)

We claim that O (1) can be replaced by O
(√
t
)

in the right-hand side of
(4.13.14). First we consider the case where g = 1. In this case, the term of
weight

√
t which appears in the first line in the right-hand side of (4.9.3) is

given by ±
√
t

2b

(̂
eiê

i + eiibei

)
. The same computations as before show that the

contribution of this term vanishes identically. In the general case where g is
not necessarily equal to 1, the contribution of the remaining terms in the first
line of (4.9.3) are also irrelevant. Note that the operator P̂ is invariant by the

map (y, p)→ (−y,−p). In the second line in (4.9.3), the terms O
(√

t∇̂
)

and

O
(√

t
b2 p
)

do not contribute for the same reason. Therefore we have proved

that instead of (4.13.14), we have

Trs

[
g

(
λ0

2t
∓ t2

b2
|p|2
)

exp
(
−AM,2

b,t

)]

=
±1√
t

∫

Xg

1

πℓ/2

∫ bB
M exp

(
−1

4

〈
ei, R

TXgej
〉
êiêj

)
TrF [g] +O

(√
t
)
.

(4.13.15)

We claim that for a > 0, as t→ 0,

Trs

[(
λ0

2t
∓ t2

b2
|p|2
)

exp
(
−aAM,2

b,t

)]

=
±1√
at

∫

Xg

1

πℓ/2

∫ bB
M exp

(
−1

4

〈
ei, R

TXgej
〉
êiêj

)
TrF [g] +O

(√
t
)
.

(4.13.16)

Indeed the only difference with respect to (4.13.15) is that we should in-

stead evaluate the contribution of exp
(
−aP̂

)
instead of exp

(
−P̂

)
as was

done before. However, when replacing ∆V

4 ± 1
2∇p by a

(
∆V

4 ±
∇p

2

)
, we get

instead in the right-hand side of the first equation of (4.11.10)
(
2/a3/2

√
π
)n

.
Ultimately we obtain (4.13.16) easily.

By (4.13.9), (4.13.16), we see that as t→ 0,

wb,t = O
(√

t
)
, (4.13.17)
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which is just the third equation in (4.4.1).
The proof of Theorem 4.4.1 is completed. �

As an aside, we state the following result, part of which was already proved.

Proposition 4.13.1. For a > 0, as t→ 0,

Trs

[(
λ0

2t
∓ t2

b2
|p|2
)

exp
(
−aAM,2

b,t

)]

=
±1√
at

∫

Xg

1

πℓ/2

∫ bB
M exp

(
−1

4

〈
ei, R

TXgej
〉
êiêj

)
TrF [g] +O

(√
t
)
,

(4.13.18)

Trs

[
g

(
N − n

2
− ωH

)
exp

(
−aAM,2

b,t

)]

=
±1√
at

∫

Xg

1

πℓ/2

∫ bB
M exp

(
−1

4

〈
ei, R

TXgej
〉
êiêj

)
TrF [g] +O (1) .

In particular as t→ 0,

wb,t = O (1) . (4.13.19)

Proof. The first identity in (4.13.18) was already established in (4.13.16).
So, we concentrate on the proof of the second one.

By using the transformations which were described after Remark 2.5.3
and also the conjugation in (4.6.2), we find that the analogue of (4.13.11) is
the identity

Trs

[(
NT∗X − n

2
− ωH

)
exp

(
−aAM,2

b,t

)]

=
(−1)

n

2
Trs

[(
eiiei−êiibei

+2eiibei
/
√
t+
〈
T
(
fHα , ei

)
, p/
√
t
〉
fα
(√

têi − 2ei
)

− 2
〈
TH , p/

√
t
〉)

exp
(
−aM̂0

b,t

)]
. (4.13.20)

To make the argument simpler, we first assume that g = 1. When making
the changes indicated in Definition 4.8.4, the first term in the right-hand
side of (4.13.20) is changed into

ei
(
iei +

b

t
ei + iei/b

)
+
(
2ei/
√
t− êi

)(
ibei

+ b̂ei/
√
t
)

(4.13.21)

and the expression appearing in the second line is unchanged.
In (4.13.21), the leading singular term as t → 0 is given by b

t e
i (ei + 2êi).

Inspection of equation (4.9.4) shows that as t→ 0,

tTrs

[
g

(
N − n

2
− ωH

)
exp

(
−AM,2

b,t

)]
→ 0. (4.13.22)

In the asymptotic expansion of (4.13.21), to compute the term in 1/
√
t, we

first observe that the coefficient of 1/
√
t in the second line of (4.13.20) or in
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(4.13.21) does not contribute to the evaluation of the corresponding coeffi-
cient, either because of the considerations we just made, or by the argument
we gave after (4.13.14). So what remains to understand is the contribution
of the term which is

√
t in the right-hand side of (4.9.3) combined with the

1/t term in (4.13.21). We find that the relevant expression to be considered
is

∓1

2

(̂
eiê

i + eiibei

)
ei (ei + 2êi) . (4.13.23)

In (4.13.23) only the component containing eiêi is relevant. This component
is exactly given by

∓1

2
êiei

(
êi + 2ibei

)
ei. (4.13.24)

The term containing ibei
in (4.13.24) is also irrelevant, since it disappears

under T̂rs. Ultimately, we get the second identity in (4.13.18).
In the case where g is not equal to 1, a similar computation still using

(4.9.3) leads to the second identity in (4.13.18).
Equation (4.13.19) follows from (4.13.7) and (4.13.18). The proof of our

proposition is completed.

Remark 4.13.2. It should be pointed out that the right-hand side of (4.13.18)
already appeared in [BZ92, Theorem 7.10] in a study of the small time
asymptotics of the supertraces which appear in the definition of the Ray-
Singer analytic torsion [RS71]. This is not an accident.

The remainder in the first equation in (4.13.18) isO
(√
t
)

and in the second
equation it is O (1). Indeed the first leading term in the second equation is
obtained by considering the expansion in (4.9.3) to order

√
t, while in the

first equation, it is just computed using the constant term in this expansion.
Using equation (4.3.9) does not compensate for the discrepancy, except in
degree 0, because of (4.3.11), which makes the left-hand sides of the two
identities in (4.13.18) coincide. The purpose of identities like (2.5.2), (4.5.2)
and (4.5.4) is to go back to the situation where only the constant part of the
asymptotic expansion in (4.9.3) is used.

As we showed in (4.4.2)-(4.4.5), the expansion of wb,t in (4.4.1) can be
directly obtained from the expansion of ub,t and vb,t, which only requires the
consideration of the leading term in the expansion (4.9.3).

Finally, as should be clear from the methods used above, all the quantities
which were considered above have an asymptotic expansion in

√
t, and this

to arbitrary order, the coefficients of the expansion being given by integrals
of functions which can be computed locally over X .
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Chapter Five

The limit as t→ +∞ and b→ 0 of the

superconnection forms

The purpose of this chapter is to establish the asymptotics as t → +∞ or
b → 0 of the hypoelliptic superconnection forms which were constructed in
chapter 4. We show that for b > 0 small enough, convergence as t → +∞
is uniform, and also that as b → 0, the hypoelliptic superconnection forms
converge to the elliptic superconnection forms, and this occurs uniformly
when t > 0 stays away from 0.

This chapter is organized as follows. In section 5.1, we define what will
eventually be limit superconnection forms, for t = +∞ or for b = 0.

In section 5.2, we state the convergence results.
In section 5.3, we split our even superconnection forms as the sum of

two pieces defined via contour integrals, the first integral excluding the 0
eigenvalue, and the other one referring only to the 0 eigenvalue. Also we
state two results on the asymptotics as t → +∞ or b → 0 of these two
pieces, from which the asymptotics as t→ +∞ of our three superconnection
follows.

Sections 5.4 and 5.5 are devoted to the proofs of the above two results.
Finally, in section 5.6 we establish the asymptotics of the odd supercon-

nection forms.
We make the same assumptions and we use the same notation as in chap-

ters 2 and 4. Also throughout this chapter, we assume that S is compact. if S
is noncompact, the uniform convergence results are still valid over compact
subsets of S.

5.1 THE DEFINITION OF THE LIMIT FORMS

Recall that c = ±1/b2, with b > 0. In the present section, we will apply the
results of Theorems 3.2.2 and 3.2.3 to the operator A2

φ,Hc , by simply using

the conjugation in (3.2.2). In particular exp
(
c |p|2 /2

)
S· (T ∗X,π∗F ) now
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replaces S· (T ∗X,π∗F ). For λ ∈ SpA2
φ,Hc , set

Ω· (T ∗X,π∗F ) = exp
(
c |p|2 /2

)
S· (T ∗X,π∗F ) ,

Ω· (T ∗X,π∗F )λ = exp
(
c |p|2 /2

)
S· (T ∗X,π∗F )λ , (5.1.1)

Ω· (T ∗X,π∗F )∗ = exp
(
c |p|2 /2

)
S· (T ∗X,π∗F )∗ ,

so that

Ω· (T ∗X,π∗F ) = Ω· (T ∗X,π∗F )0 ⊕ Ω· (T ∗X,π∗F )∗ . (5.1.2)

By Theorem 3.2.2, the splitting (5.1.2) is h
Ω·(T∗X,π∗F )
Hc orthogonal, and the

restriction of h
Ω·(T∗X,π∗F )
Hc to each of the vector spaces in the right-hand side

of (5.1.1) is nondegenerate.
For b > 0, let Pb be the projector from Ω· (T ∗X,π∗F ) on Ω· (T ∗X,π∗F )0

with respect to the splitting (5.1.2). Then dT
∗X acts on both terms of the

splitting (5.1.2). By Theorem 3.2.2, the complex
(
Ω· (T ∗X,π∗F )∗ , d

T∗X
)

is
exact, so that

H ·
(
Ω· (T ∗X,π∗F ) , dT

∗X
)

= H ·
(
Ω· (T ∗X,π∗F )0 , d

T∗X
)
. (5.1.3)

Finally, by (3.2.15),

H ·
(
Ω· (T ∗X,π∗F ) , dT

∗X
)

= H· (X,F ) . (5.1.4)

By Theorem 3.5.1, there exists b0 > 0 such that for b ∈]0, b0], over S, the

generalized metric h
Ω·(T∗X,π∗F )
Hc is of Hodge type, i.e.,

Ω· (T ∗X,π∗F )0 = ker dT
∗X ∩ ker d

T∗X
φ,2Hc . (5.1.5)

Besides by equation (3.5.13) in Theorem 3.5.1, for b ∈]0, b0], we have the
canonical isomorphism

Ω· (T ∗X,π∗F )0 ≃ H· (X,F ) . (5.1.6)

Set

H·
b (X,F ) = kerA2

φ,Hc . (5.1.7)

From (5.1.5), we find that for b ∈]0, b0],
Ω· (T ∗X,π∗F )0 = H·

b (X,F ) . (5.1.8)

From (5.1.6), (5.1.8), we deduce that for b ∈]0, b0],
H·
b (X,F ) ≃ H· (X,F ) . (5.1.9)

By Theorem 3.2.2, the restriction of the Hermitian form h
Ω·(T∗X,π∗F )
Hc to

H·
b (X,F ) is nondegenerate. Let h

H·(X,F )
b be the Hermitian form on H· (X,F )

which is induced by the restriction of h
Ω·(T∗X,π∗F )

Hb to H·
b (X,F ) via the

canonical isomorphism (5.1.6).
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Clearly the H· (X,F ) are the fibers of a smooth vector bundle on S, which
is equipped with the flat Gauss-Manin connection ∇H·(X,F ). Observe that
under the canonical isomorphism in (3.1.4), the Gauss-Manin connections
∇H·(X,F ) and ∇H·(X,F ) coincide.

Moreover, the Hermitian form h
H·(X,F )
b is smooth, and depends smoothly

on b > 0.
By imitating (1.2.6), set

ω
(
∇H·(X,F ), h

H·(X,F )
b

)
=
(
h

H·(X,F )
b

)−1

∇H·(X,F )h
H·(X,F )
b . (5.1.10)

Recall that G acts on H· (X,F ). We define hg

(
∇H·(X,F ), h

H·(X,F )
b

)
as in

(1.7.3), by making the obvious changes, i.e., by imitating the construction
of the form hg

(
∇H·(X,F ), gH

·(X,F )
)

in section 1.7.

Definition 5.1.1. For b > 0, set

ub,∞ = hg

(
∇H·̇(X,F ), h

H·(X,F )
b

)
,

vb,∞ = ±ϕTrs
H·(X,F )

[
g
|p|2
b2

h′
(
ω
(
∇H·(X,F ), h

H·(X,F )
b

)
/2
)]

,

wb,∞ = ϕTrs
H·(X,F )

[
g

(
λ0

2
∓ |p|

2

b2

)
h′
(
ω
(
∇H·(X,F ), h

H·(X,F )
b

)
/2
)]

,

(5.1.11)

wb,∞ = ϕTrs
H·(X,F )

[
g

(
NT∗X − n

2

)
h′
(
ω
(
∇H·(X,F ), h

H·(X,F )
b

)
/2
)]
.

Recall that given F, gF , bt was defined in (1.8.5). We write temporarily
bt = bFt , to emphasize the dependence of bt on F . Recall that χg (F ) , χ′

g (F )
were defined in (1.6.1) and (1.7.17), that χg (F ) , χ′

g (F ) were defined in
(4.2.1), and moreover that (4.2.2), (4.2.3) hold.

Definition 5.1.2. Put

ct = bFt if c > 0, (5.1.12)

= (−1)
n
b
F⊗o(TX)
t if c < 0.

For t > 0, set

u0,t = hg

(
A′, gΩ·(X,F )

t

)
if c > 0,

u0,t = (−1)
n
hg

(
A′, gΩ·(X,F⊗o(TX))

t

)
if c < 0, (5.1.13)

v0,t = ±n
2
χg (F ) ,

w0,t = w0,t = ct ∓
n

4
χg (F ) .

Proposition 5.1.3. For any b > 0,

wb,∞ = wb,∞ =
1

2

(
χ′
g (F )− nχg (F )

)
. (5.1.14)
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Proof. By [B05, Proposition 4.34] applied to a single fiber X as in (4.3.11),
or by using directly [B05, Proposition 2.16], we get

1

2

([
d
T∗X
φ,2Hc , p

]
−
[
dT

∗X , ibp
])

=
λ0

2
∓ |p|

2

b2
− NT∗X − n

2
. (5.1.15)

By (5.1.5), dT
∗X and d

T∗X
φ,2Hc both vanish on H·

c (X,F ). So by (5.1.15), we
get

wb,∞ = wb,∞. (5.1.16)

Observe that the h
H·(X,F )
Hc are not standard metrics. However, the arguments

of [BLo95, Proposition 1.3] or [BG01, Proposition 1.6], can be used to es-
tablish the last identity in (5.1.14).

5.2 THE CONVERGENCE RESULTS

Now we state the essential results of this chapter.

Theorem 5.2.1. There exists b0 > 0 such that given t0 > 0, there exists
C > 0 such that for b ∈]0, b0], t ≥ t0,

|ub,t − ub,∞| ≤
C√
t
, |vb,t − vb,∞| ≤

C√
t
, (5.2.1)

|wb,t − wb,∞| ≤
C√
t
,

∣∣wb,t − wb,∞
∣∣ ≤ C√

t
.

Moreover, given t0 > 0, v ∈]0, 1[, there exists Ct0,v > 0 such that for b ∈
]0, b0], t ≥ t0,

|ub,t − u0,t| ≤ Ct0,vbv, |vb,t − v0,t| ≤ Ct0,vbv, (5.2.2)

|wb,t − w0,t| ≤ Ct0,vbv,
∣∣wb,t − w0,t

∣∣ ≤ Ct0,vbv.
Proof. The remainder of the chapter is devoted to the proof of Theorem
5.2.1.

Recall that H = |p|2 /2. By (2.8.6), by equations (2.8.9) and (2.8.10) in
Theorem 2.8.1 and by (4.3.3), (4.3.8), we get

ub,t = (2π)1/2 ϕTrs

[
gh
(
F
M,t
φb,±H−ωH ,t

)]
,

vb,t = ±ϕTrs

[
g |p|2 h′

(
FM
φb,±H−ωH ,t

)]
, (5.2.3)

wb,t = ϕTrs

[
g

(
e−µ0

λ0

2
eµ0 ∓ |p|2

)
h′
(
FM
φb,±H−ωH ,t

)]
, (5.2.4)

wb,t = ϕTrs

[
g

(
NT∗X − n

2
− b

t
ωH
)
h′
(
FM
φb,±H−ωH ,t

)]
.

Moreover, by (2.1.28), (2.4.8), and (2.4.15), E
M,2
φb,±H−bωH −A′2

φb,±H is of pos-
itive degree in the variables fα. Since the fα supercommute with the other
operators, and using also the fact that any nonzero monomial in the fαis of
length at most m = dimS, the spectrum of E

M,2
φb,±H−bωH is the same as the

spectrum of A′2
φb,±H, which we considered in section 3.5.
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5.3 A CONTOUR INTEGRAL

For ǫ > 0, let d ⊂ C be the circle of center 0 and radius ǫ. For δ0 > 0, δ1 >
0, δ2 = 1/6, recall thatWδ ∈ C was defined in (3.4.1). Let γδ be its boundary,
i.e.

γδ =
{
λ ∈ C,Reλ = δ0 + δ1 |Imλ|1/6

}
. (5.3.1)

We use the results of section 3.5. In particular we choose ǫ small enough
as in that section. By (3.5.3), (3.5.11) and by Remark 3.5.2, there exist
b0 > 0, δ0 > 0, δ1 > 0 such that if b ∈]0, b0], the spectrum of A′2

φ,Hc is
included in the union of the disk bounded by d and in the interior of C\Wδ,
and moreover 0 is possibly the only element of the spectrum included in the
disk d.

As we saw in (4.3.12),

h′ (x) =
(
1 + 2x2

)
ex

2

. (5.3.2)

Put

r (λ) = (1− 2λ) e−λ, (5.3.3)

so that

h′ (x) = r
(
−x2

)
. (5.3.4)

In what follows, instead of the function r (λ), we will use the function e−λ,
simply to make our references to [B97] simpler. However, the analytic details
will be exactly the same as for r (λ).

Set

P′
b =

1

2iπ

∫

d

(
λ− A′2

φb,±H
)−1

dλ,

Vb,t =
1

2iπ

∫

γδ

e−tλ
(
λ− EM,2

φb,±H−bωH

)−1

dλ, (5.3.5)

Wb,t =
1

2iπ

∫

d

e−λ
(
λ− E

M,2
φb,±H−bωH ,t

)−1

dλ.

By the above P′
b is the natural projector on the finite dimensional vector

space S· (T ∗X,π∗F )0,b = kerA′2
φb,±H. Using (2.8.6) and the above consider-

ations, for t ≥ 1, we get

exp
(
−E

M,2
φb,±H−bωH ,t

)
= ψ−1

t Vb,tψt +Wb,t. (5.3.6)

Incidentally observe that for t0 ≥ 0, by modifying d and δ, we may as well
assume that (5.3.6) holds for t ≥ t0. This is what we will do in the sequel.

We define V0,t,W0,t, by replacing A′2
φb,±H,E

M,2
φb,±H−bωH ,E

M,2
φb,±H−bωH ,t by

�
X/4, AM,2

± , AM,2
±,t .

Let N be one of the operators which appear in the right-hand side of the

formulas defining vb,t, wb,t, wb,t, i.e., N is one of the operators ± t2

b2 |p|
2
, λ0

2t ∓
t2

b2 |p|
2
, N

T∗X−n
2 − ωH . Put

N = e−µ0τb−1Ub,tNU−1
b,t τbe

µ0 . (5.3.7)
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i.e.,

N =± |p|2 , e−µ0
λ0

2
eµ0 ∓ |p|2 , NT∗X − n

2
− b

t
ωH . (5.3.8)

Note that only in the last case does N depend on t > 0. We will denote by
N∞ the expression in (5.3.8) for t = +∞.

We now state two results, from which part of Theorem 5.2.1 will follow.

Theorem 5.3.1. There exists b0 > 0 such that for any t0 > 0, there exist
c > 0, C > 0 for which if b ∈]0, b0], t ≥ t0, then

|Trs [gNVb,t]| ≤ Ce−ct. (5.3.9)

There exists b0 > 0 such that given t0 > 0, v ∈]0, 1[, there exists Ct0,v >
0, c > 0 for which if b ∈]0, b0], t ≥ t0, then

|Trs [gNVb,t]− Trs [gP±NP±V0,t]| ≤ Ct0,ve−ctbv. (5.3.10)

Theorem 5.3.2. There exists b0 > 0 such that for any t0 > 0, there exists
C > 0 for which if b ∈]0, b0], t ≥ t0, then
∣∣∣∣∣Trs [gNWb,t]− Trs

[
gPbe

µ0K−1
b N∞Kbe

−µ0Pb

exp

(
ω
(
∇H·(X,F ), h

H·(X,F )
b

)2

/4

)]∣∣∣∣∣ ≤
C√
t
. (5.3.11)

Given t0 > 0, v ∈]0, 1[, there exists Ct0,v > 0, c > 0 such that for b ∈
]0, b0], t ≥ t0,

|Trs [gNWb,t]− Trs [gP±NP±W0,t]| ≤ Ct0,vbv. (5.3.12)

Remark 5.3.3. Let us show how to derive Theorem 5.2.1 from equation
(5.3.6) and from Theorems 5.3.1 and 5.3.2 for vb,t, wb,t, wb,t. Indeed the only

important change is to replace the function e−λ by r (λ), but this is very
easy. Another possibility is to use instead (4.13.7).

By (2.1.4) and using the notation in (2.8.2), we get

e−µ0λ0e
µ0 = λ0 − µ0 +NH −NV . (5.3.13)

From (5.3.13), we obtain

P+e
−µ0λ0e

µ0P+ = P±N
HP±, (5.3.14)

P−e
−µ0λ0e

µ0P− = P−
(
NH − n

)
P−.

Moreover, we have the trivial

P± |p|2 P± =
n

2
. (5.3.15)

Using (1.6.5), (1.6.6), by the explicit form of N in (5.3.8), by (5.3.14) and
(5.3.15), we get Theorems 5.2.1 for vb,t, wb,t, wb,t.

Sections 5.4 and 5.5 will be devoted to the proof of Theorems 5.3.1 and
5.3.2.
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5.4 A PROOF OF THEOREM 5.3.1

Clearly,

Vb,t =
(−1)

N
N !

2iπtN

∫

γδ

e−tλ
(
λ− E

M,2
φb,±H−bωH

)−(N+1)

dλ. (5.4.1)

By equation (3.4.3) and by the comments we made in section 3.7, when

replacing A′2
φb,±H,�

X/4 by E′2
φb,±H−bωH , A

M,2
± , as we saw in section 3.7, if

λ ∈ γδ, the obvious analogue of (3.4.3) holds. Using the precise definition
of the norms ||| |||ℓ after equation (17.21.55), there exists b0 > 0 such that
for N ∈ N large enough, there is CN > 0 for which if b ∈]0, b0], λ ∈ γδ, the

operator < p >2
(
λ− E

M,2
φb,±H−bωH

)−(N+1)

is trace class, and moreover,

∥∥∥∥< p >2
(
λ− E

M,2
φb,±H−bωH

)−(N+1)
∥∥∥∥

1

≤ C. (5.4.2)

By (5.4.1), (5.4.2), there exists c > 0, C > 0 such that under the above
conditions,

∥∥< p >2 Vb,t
∥∥

1
≤ CNe−ct. (5.4.3)

By (5.4.3), we get (5.3.9).
By using the extension of equation (3.4.3) which was described before,

from (5.4.1), we get (5.3.10). The proof of Theorem 5.3.1 is completed. �

5.5 A PROOF OF THEOREM 5.3.2

For i = 0, 1, 2, let F
M,(i)

φb,±H−bωH be the component of FM
φb,±H−bωH of degree i

in the variables fα. Note that by (2.4.8),

F
M,(0)

φb,±H−bωH = B′
φb,±H. (5.5.1)

By (2.5.1), F
M,(1)
φb,±H−bωH ,F

M,(2)
φb,±H−bωH do not depend on b. By (2.5.1) and

(2.8.6), we can expand E
M,2
φb,±H,t in the form

E
M,2
φb,±H,t = tA′2

φb,±H −
(
F
M,(1)

φb,±H−bωH + F
M,(2)

φb,±H−bωH/
√
t
)2

−
[
B′
φb,±H,

√
tF

M,(1)

φb,±H−bωH + F
M,(2)

φb,±H−bωH

]
. (5.5.2)

Now we will use the notation in Theorem 3.5.1, while introducing the extra
subscript b. By the third equation in (3.5.12), we find that for b ∈]0, b0],

S· (T ∗X,π∗F )0,b = kerA′
φb,±H = kerB′

φb,±H. (5.5.3)

Moreover, we have the splitting, which is analogous to (3.2.11),

S· (T ∗X,π∗F ) = S· (T ∗X,π∗F )0,b ⊕ S· (T ∗X,π∗F )∗,b . (5.5.4)
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Using (2.1.20), (3.2.14), (5.5.1), (5.5.4), we find that
[
B′
φb,±H,F

M,(1)

φb,±H−bωH

]

maps S· (T ∗X,π∗F )0,b into S· (T ∗X,π∗F )∗,b.
If u is a matrix written as in (17.1.1) with respect to the splitting (5.5.4)

of S· (T ∗X,π∗F ), we can write formally u−1 in the form given in (17.1.3).
Namely, let u be given by

u =

[
A B
C D

]
. (5.5.5)

Set

H = A−BD−1C. (5.5.6)

Then, at least formally,

u−1 =

[
H−1 −H−1BD−1

−D−1CH−1 D−1 +D−1CH−1BD−1

]
. (5.5.7)

Now we apply (5.5.5), (5.5.7) to u = λ−E
M,2
φb,H−bωH ,t. We claim that (5.5.7)

is correct. In fact if u(0) is the component of u which has degree 0 in the
variables fα, u is diagonal and (5.5.7) is trivial. Then equation (5.5.7) is

obviously a perturbation of
(
u(0)

)−1
by terms of positive degree in the fα

and so it is indeed correct.
By (5.5.1), u is a sum of five terms, which are factors of t,

√
t, 1, 1/

√
t, 1/t.

Using the considerations we made after (5.5.3), we see that A = O (1) , B =
O
(√
t
)
, C = O

(√
t
)
, D = O (t).

Now we will proceed as in [B97, section 9]. For α ∈ C∗, β ∈ C, γ ∈ C, b ∈
]0, b0], set

LM
α,β,γ,b =

A′2
φb,±H
α2

−
(
F
M,(1)

φb,±H−bωH + βF
M,(2)

φb,±H−bωH

)2

−
[
B′
φb,±H, γF

M,(1)

φb,±H−bωH + F
M,(2)

φb,±H−bωH

]
, (5.5.8)

MM
β,γ,b = −

(
F
M,(1)
φb,±H−bωH + βF

M,(2)
φb,±H−bωH

)2

−
[
B′
φb,±H, γF

M,(1)

φb,±H−bωH + F
M,(2)

φb,±H−bωH

]
.

We denote by
(
A′2
φb,±H

)−1

the operator acting on S· (T ∗X,π∗F ) which is 0

on S· (T ∗X,π∗F )0,b and acts like the inverse of A′2
φb,±H on S· (T ∗X,π∗F )∗,b.

Then we have the strict analogue of [B97, Theorem 9.29].

Theorem 5.5.1. For α ∈ C∗, |α| < 1, β ∈ C, γ ∈ C, b ∈]0, b0], then

1

2iπ

∫

d

exp(−λ)
λ− LM

α,β,γ,b

dλ =
dimS∑

p=0

∑

1≤i0≤p+1
0≤j1,...,jp+1−i0 ,

j1+···+jp+1−i0≤i0−1

(−1)p−j1...−jp+1−i0

(i0 − 1− j1 . . . − jp+1−i0)!
C1M

M
β,γ,bC2 . . .M

M
β,γ,bCp+1. (5.5.9)
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In the right-hand side of (5.5.9), i0 Cj’s are equal to P′
b, and the other Cj’s

are given by

(
α2
[
A′2
φb,±H

]−1
)1+j1

, . . . ,

(
α2
(
A′2
φb,±H

)−1
)1+jp+1−i0

. In par-

ticular each term in the right-hand side of (5.5.9) is a monomial in α and a
polynomial in β, γ.

Moreover, if C1, . . . , Cp+1 are chosen as indicated before, then

degγ(C1M
M
β,γ,bC2 . . .M

M
β,γ,bCp+1) ≤ 2(p+ 1− i0), (5.5.10)

degα(C1M
M
β,γ,bC2 . . .M

M
β,γ,bCp+1) = 2 (p+ 1− i0 + j1 + · · ·+ jp+1−i0 ) .

The above inequality is an equality if and only if −
[
B′
φb,±H, γF

M,(1)

φb,±H−bωH

]

appears exactly 2(p+ 1− i0) times in sequences of the form

P′
b

[
−B′

φb,±H, γF
M,(1)

φb,±H−bωH

] (
α2
(
A′2
φb,±H

)−1
)1+jk

[
−B′

φb,±H, γF
M,(1)
φb,±H−bωH

]
P′
b, (5.5.11)

the other Ci’s being equal to P′
b.

Proof. The proof is the same as the proof of [B97, Theorem 9.29].

First we consider the first two cases in (5.3.8), in which N does not depend
on t. By (5.5.9), we get

Trs

[
gN

1

2iπ

∫

d

exp(−λ)
λ− LM

α,β,γ,b

dλ

]
=

∑

0≤2m≤dimS
0≤m′≤ℓ≤2 dimS

Oℓ,m,m′ (b)αℓβmγm
′
,

(5.5.12)
where the Oℓ,m,m′ (b) are smooth even forms on S. Incidentally, note that
the condition 2m ≤ dimS comes from the fact that β appears as a factor of
a term of degree 2 in Λ· (T ∗S).

Now we establish the analogue of [B97, Theorem 9.30].

Theorem 5.5.2. There exist forms Oℓ,m,m′ (0) such that for any v ∈]0, 1],
there exists Cv > 0 such that for b ∈]0, b0], if ℓ,m,m′ are taken as in (5.5.12),

|Oℓ,m,m′ (b)−Oℓ,m,m′ (0)| ≤ Cbv. (5.5.13)

Proof. Observe that by Theorem 5.5.1, the the right-hand side of (5.5.12) is a
polynomial in the variables α, β, γ. Using Cauchy’s residue formula, to prove
our theorem, it will be enough to show that there is a smooth form h (α, β, γ)
which is holomorphic in α, β, γ with 1

4 ≤ |α| ≤ 1/2, |β| ≤ 1/2, |γ| ≤ 1/2 such
that for b ∈]0, b0], λ ∈ d,∣∣∣∣∣Trs

[
gN

1

2iπ

∫

d

exp(−λ)
λ− LM

α,β,γ,b

dλ

]
− h (α, β, γ)

∣∣∣∣∣ ≤ Cvb
v. (5.5.14)

To prove (5.5.14), we need to show only that the analogue of equation (3.4.3)
holds in the given range of parameters for λ ∈ d. First note that as explained
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in Remark 17.21.6, the estimates in (3.4.3) are still valid when λ ∈ d. More-
over, the operator MM

β,γ,b in (5.5.8) is of order 0 and depends polynomially
on p. The whole analysis made in chapters 3, 15, and 17 goes through. The
proof of our theorem is completed.

Observe that by (5.5.1), (5.5.8), we have

E
M,2
φb,±H,t = LM

1√
t
, 1√

t
,
√
t,b
. (5.5.15)

By (5.5.12), (5.5.15), we get

Trs [gNWb,t] =
∑

0≤2m≤dimS
0≤m′≤ℓ≤2 dimS

Oℓ,m,m′ (b)
√
t
−ℓ−m+m′

. (5.5.16)

Now under the conditions on ℓ,m,m′ in the right-hand side of (5.5.12), for
t ≥ t0,

√
t
−ℓ−m+m′

≤ Ct0 . (5.5.17)

Using Theorem 5.5.2, (5.5.16), and (5.5.17), we get∣∣∣∣∣∣∣∣
Trs [gNWb,t]−

∑

0≤m≤2 dimS
0≤m′≤ℓ≤2 dimS

Oℓ,m,m′ (0)
√
t
−ℓ−m+m′

∣∣∣∣∣∣∣∣
≤ Ct0,vbv. (5.5.18)

By using the analogue of equation (3.4.10) for the operator EM,2
φb,±H−bωH

which we described in section 3.7, we find that for a given t, as b→ 0,

Trs [gNWb,t]→ Trs [gP±NP±W0,t] . (5.5.19)

From (5.5.18), (5.5.19), we get for t ≥ t0,
|Trs [gNWb,t]− Trs [gP±NP±W0,t]dλ| ≤ Ct0,vbv, (5.5.20)

which is just (5.3.12), in the first two cases in (5.3.8). Establishing this
equation in the third case goes along the same line. Details are left to the
reader.

Now we establish (5.3.11) in the first two cases for N in (5.3.8). By The-
orem 5.5.2, the Ol,m,m′ (b) are uniformly bounded. By (5.5.16), we find that
for t ≥ t0, ∣∣∣∣∣∣

Trs [gNWb,t]−
∑

0≤ℓ≤2 dimS

Oℓ,0,ℓ (b)

∣∣∣∣∣∣
≤ C√

t
. (5.5.21)

Inspection of (5.5.10) shows that only those terms where there is equality
in the first line, and where j1 = · · · = jp+1−i0 = 0, contribute to the sum∑

0≤ℓ≤2 dimS Oℓ,0,ℓ (b). Put

NM
b = P′

b

(
F
M(1),2

φb,±H−bωH −
[
F
M(1)

φb,±H−bωH ,B
′
φb,±H

] (
B′2
φb,±H

)−1

[
F
M(1)

φb,±H−bωH ,B
′
φb,±H

])
P′
b. (5.5.22)
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Then inspection of the right-hand side of (5.5.9) shows that

∑

0≤ℓ≤2 dimS

Oℓ,0,ℓ (b) = Trs

[
gP′

bNP′
b

1

2iπ

∫

d

exp (−λ)
λ+ NM

b

dλ

]
. (5.5.23)

Clearly,

1

2iπ

∫

d

exp (−λ)
λ+ NM

b

= exp
(
NM
b

)
. (5.5.24)

Also it is elementary to verify that

NM
b =

(
P′
bF

M,(1)

φb,±H−bωH P′
b

)2

. (5.5.25)

Now by (2.4.5), (2.4.7), and (2.4.15),

EM
φb,±H−bωH = Kbe

−µ0−(Hc−ωH)AM
φ,Hc−ωHe

µ0+Hc−ωH

K−1
b , (5.5.26)

FM
φb,±H−bωH = Kbe

−µ0−(Hc−ωH)BM
φ,Hc−ωHe

µ0+Hc−ωH

K−1
b .

By (5.5.26), we deduce in particular that

F
M,(1)
φb,±H−bωH = Kbe

−µ0−Hc

B
M,(1)
φ,Hc−ωHe

µ0+Hc

K−1
b . (5.5.27)

Incidentally, since (5.5.27) is an identity of operators of order 0, Hc can be
made equal to 0 in the right-hand side of this equation.

As was explained in section 2.4, A′M is a version of the de Rham op-
erator on the total space of M. By definition, it induces the Gauss-Manin

connection ∇H·(X,F ) on H· (X,F ). As we saw after (2.4.10), C
′M
φ,2(Hc−ωH) is

the h
Ω·(T∗X,π∗F )

Hc−ωH adjoint of A′M. Since ωH is itself of degree 2 in the fα,

C
′M,(1)

φ,2(Hc−ωH) is necessarily the h
Ω·(T∗X,π∗F )
Hc adjoint of A′M,(1).

By Theorem 3.2.2, the splitting (3.2.11) is hS
·(T∗X,π∗F ) orthogonal, and

correspondingly, the splitting (5.1.2) is h
Ω·(T∗X,π∗F )
Hc orthogonal. Using the

notation in (5.1.10), it is then elementary to verify that

ω
(
∇h·(X,F ), hh·

b(X,F )
)

= Pb2B
M,(1)
φ,Hc−ωHPb. (5.5.28)

Set

N ′ = Pbe
µ0K−1

b NKbe
−µ0Pb. (5.5.29)

By (5.5.23)-(5.5.25) and by (5.5.27)-(5.5.29), we get

∑

0≤ℓ≤2 dimS

Oℓ,0,ℓ (b) = Trs

[
gN ′ exp

(
ω
(
∇h·(X,F ), hh·(X,F )

)2

/4

)]
.

(5.5.30)
By (5.5.21), (5.5.23), (5.5.29), and (5.5.30), we get (5.3.11) in the first two
cases in (5.3.8). The proof of the third case in (5.3.8) follows similar lines,
and is left to the reader. This completes the proof of Theorem 5.3.2. �
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5.6 A PROOF OF THE FIRST EQUATIONS

IN (5.2.1) AND (5.2.2)

Now we will consider the case of ub,t. Clearly

h
(
FM
φb,±H−bωH ,t

)
= FM

φb,±H−bωH ,t exp
(
−E

M,2
φb,±H−bωH ,t

)
. (5.6.1)

The main difference with respect to what we did before is the appearance of
the operator FM

φb,±H−bωH ,t as a factor in the right-hand side of (5.6.1). By

(5.2.3) and (5.6.1), we get

ub,t = (2π)
1/2

ϕTrs

[
gFM

φb,±H−bωH ,t exp
(
−E

M,2
φb,±H−bωH ,t

)]
. (5.6.2)

We now will prove the analogues of Theorems 5.3.1 and 5.3.2, with N
replaced by FM

φb,±H−bωH ,t. The main difficulty is that by equation (2.6.1),

the operator FM
φb,±H−bωH contains a diverging term when b→ 0.

Let z be an extra odd Grassmann variable. If α ∈ Λ· (T ∗S) ⊗̂R [z], we can
write α in the form

α = β + zγ, β, γ ∈ Λ· (T ∗S) . (5.6.3)

Set

αz = γ. (5.6.4)

Now we use the notation in equation (2.5.1). Put

FM′

φb,±H−bωH = FM
φb,±H−bωH +

1

2b
(ĉ (êi)∇bei ± c (p̂)) , (5.6.5)

KM
φb,±H−bωH = E

M,2
φb,±H−bωH +

z

2b
(ĉ (êi)∇bei ± c (p̂)) .

Note that with the notation in (2.6.1),

FM′

φb,±H−bωH = H± + bJ. (5.6.6)

Moreover,

F
M′(1)
φb,±H−bωH = F

M′(1)
φb,±H−bωH , F

M′(2)
φb,±H−bωH = F

M′(2)
φb,±H−bωH . (5.6.7)

In the sequel, for a ≥ 0, the operator ψa also maps z into
√
az. We define

the corresponding objects with the extra index t as in (2.8.6). In particular

KM
φb,±H−bωH = ψ−1

t tKM
φb,±H−bωHψt. (5.6.8)

Also,

FM′

φb,±H−ωH ,t =
√
tF

M′(0)
φb,±H−ωH + F

M′(1)
φb,±H−ωH +

1√
t
F
M′(2)
φb,±H−ωH . (5.6.9)

Set

u′b,t = (2π)
1/2

ϕTrs

[
gFM′

φb,±H−bωH ,t exp
(
−E

M,2
φb,±H−bωH ,t

)]
, (5.6.10)

u′′b,t = (2π)
1/2

ϕTrs

[
g exp

(
−KM

φb,±H−bωH ,t

)]z
.
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One verifies easily that

ub,t = u′b,t + u′′b,t. (5.6.11)

We will prove analogues of Theorems 5.3.1 and 5.3.2 for u′b,t and u′′b,t.
We claim that u′b,t can be handled using the techniques of sections 5.4 and

5.5. Clearly, using (5.3.6), we get

Trs

[
gFM′

φb,±H−bωH ,t exp
(
−E

M,2
φb,±H−bωH ,t

)]

= ψ−1
t Trs

[
g
√
tFM′

φb,±H−bωHVb,t

]
+ Trs

[
gFM′

φb,H−bωH ,tWb,t

]
. (5.6.12)

Indeed by (3.4.3), besides equation (5.4.2), we also have
∥∥∥∥∇Λ·(T∗T∗X)b⊗F,u

ei

(
λ− E

M,2
φb,±H−bωH

)−(N+1)
∥∥∥∥

1

≤ C. (5.6.13)

Then the first term in the right-hand side of (5.6.12) can be handled by
the same techniques as the corresponding term in sections 5.4 and 5.5. The
factor

√
t which appears in FM′

φb,±H−bωH ,t is killed by e−ct. Equivalently, we
obtain an analogue of Theorem 5.3.1 for this first term.

The case of the second term in the right-hand side of (5.6.12) is slightly
subtler. Indeed by proceeding as in (5.5.16), we get

Trs

[
gFM′

φb,±H−bωH ,tWb,t

]
=

∑

0≤2m≤dimS
0≤m′≤ℓ≤2 dimS

(
Pℓ,m,m′ (b)

√
t+Qℓ,m,m′ (b)

+Rℓ,m,m′ (b) /
√
t

)
√
t
−ℓ−m+m′

. (5.6.14)

The terms containing Pℓ,m,m′ (b) are associated with the contribution of√
tF

M′(0)
φb,±H−bωH , the terms containing Qℓ,m,m′ (b) corresponding to the con-

tribution of F
M′(1)
φb,±H−ωH , the terms containing Rℓ,m,m′ (b) corresponding to

F
M′(2)
φb,±H−ωH .

Note that Pℓ,m,m′ (b) , Qℓ,m,m′ (b) , Rℓ,m,m′ (b) verify estimates similar to
(5.5.13).

We claim that
∑

0≤ℓ≤2 dim S

Pℓ,0,ℓ (b) = 0,
∑

1≤ℓ≤2 dimS

Pℓ,0,ℓ−1 = 0. (5.6.15)

Indeed by proceeding as in (5.5.22)-(5.5.24), we get
∑

0≤ℓ≤2 dim S

Pℓ,0,ℓ (b) = Trs

[
gP′

bF
M′(0)
φb,±H−ωH P′

b exp
(
NM
b

)]
. (5.6.16)

However, the operator F
M′(0)
φb,±H−bωH is an odd operator, so that the right-hand

side vanishes. Also (5.5.10) shows that Pℓ,0,m′ is nonzero only if ℓ −m′ is a
multiple of 2. This gives the second equation in (5.6.15).
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Equation (5.6.7) and the same arguments as before show that
∑

0≤ℓ≤2 dim S

Qℓ,0,ℓ (b) = Trs

[
gPbF

M(1)

φb,±H−bωH P′
b exp

(
NMb

)]
. (5.6.17)

By (2.6.3) in Theorem 2.6.1, (5.5.29), (5.6.6), (5.6.7), and (5.6.14)-(5.6.15),
we produce forms u′b,∞, u

′
0,t such that under conditions of Theorem 5.2.1, we

get
∣∣u′b,t − u′b,∞

∣∣ ≤ Ct0√
t
,

∣∣u′b,t − u′0,t
∣∣ ≤ Ct0,vbv. (5.6.18)

Note that u′b,∞, u
′
0,t are the sum of two terms. One term is just the contribu-

tion of (5.6.17). The other term is the contribution of
∑

0≤ℓ≤2 dimS Pℓ,1,ℓ (b),
which does not vanish in general.

We claim that

u′0,t = u0,t. (5.6.19)

Indeed combining the first equation in (2.6.3) with (5.6.6) leads easily to
(5.6.19).

Now we will consider u′′b,t. We claim that the results which are valid for the

operator E
M,2
φb,±H−bωH remain valid for the operator KM

φb,±H−bωH . The point

is that the term z
2b (ĉ (êi)∇bei ± c (p̂)) is small compared to E

M,2
φb,±H−bωH .

Indeed the harmonic oscillator α± which appears in equation (2.6.2) for

E
M,2
φb,±H−bωH is minus the square of 1

2 (ĉ (êi)∇bei ± ĉ (p̂)). Moreover, the spec-

trum of KM
φb,±H−bωH and E

M,2
φb,±H−bωH are identical.

We then write exp
(
−KM

φb,±H−bωH ,t

)
in a form similar to (5.3.6). For sim-

plicity we still use the notation Vb,t,Wb,t. The term corresponding to Vb,t can
be handled exactly as before. So we concentrate on the term corresponding to
Wb,t. We claim that the conclusions in (5.6.14) and the vanishing of (5.6.16)
still remain valid in this case. Indeed the argument is essentially the same,
and uses the fact that the operator ĉ (êi)∇bei ± c (p̂) is an odd operator.

Ultimately, we produce a form u′′b,∞ such that under the conditions of
Theorem 5.2.1,

∣∣u′′b,t − u′′b,∞
∣∣ ≤ Ct0√

t
,

∣∣u′′b,t
∣∣ ≤ Ct0,vbv. (5.6.20)

The reason why in (5.6.20), u′′0,t = 0 is that the operator ĉ (êi)∇bei ± c (p̂)
vanishes identically on kerα±. Also u′′b,∞ appears as the contribution of a
term of the form

∑
1≤ℓ≤dimS Pℓ,1,ℓ.

By (5.6.11), (5.6.18), (5.6.19), and (5.6.20), we get equation (5.2.2) for
ub,t. Moreover, to establish the first equation in (5.2.1), we need to show
only that

ub,∞ = u′b,∞ + u′′b,∞. (5.6.21)

By (5.5.25) and (5.6.17), we get

ub,∞ = (2π)
1/2

ϕ
∑

0≤ℓ≤dimS

Qℓ,0,ℓ. (5.6.22)
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So to establish (5.6.21), we need to show only that the sum of the terms of
the type

∑
0≤ℓ≤2 dimS Pℓ,1,ℓ (b) which appear in u′b,∞ and u′′b,∞ vanishes iden-

tically. However, the sum of these two terms involves the operator B′
φb,±H

combined with the terms in the right-hand side of (5.5.9), with m′ = ℓ,m =
1. However, inspection of (5.5.11) shows that in the right-hand side of (5.5.9),
the corresponding terms are such that C1 = Cp+1 = P′

b. Now by (5.5.3), the
operator B′

φ,H vanishes on S· (T ∗X,π∗F )0. Therefore we have established
the required vanishing result.

This completes the proof of the first equation in (5.2.1).

Remark 5.6.1. One reason that makes the proof of the required estimates on
ub,t is difficult is that we have no a priori good understanding of the operator

A′
φb,±H. Indeed since it contains differentials of the type ∇Λ·(T∗T∗X)b⊗F,u

ei , it
cannot be easily dealt with.
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Chapter Six

Hypoelliptic torsion and the hypoelliptic

Ray-Singer metrics

The purpose of this chapter is to define hypoelliptic torsion forms and corre-
sponding hypoelliptic Ray-Singer metrics on the line λ = det H· (X,F ). The
main result of this chapter is that these objects verify transgression equa-
tions very similar to the corresponding equations we gave in chapter 1 for
their elliptic counterparts. It is then natural to try to compare the hypoel-
liptic objects to the elliptic ones. This will in fact be done in chapters 8 and
9.

The present chapter is organized as follows. In section 6.1, we construct
the hypoelliptic torsion forms, and we briefly study their dependence on the
parameter b > 0.

In section 6.2, we study the compatibility of the torsion forms to Poincaré
duality.

In section 6.3, we define a generalized Ray-Singer metric on the line λ =
det H· (X,F ) via the analytic torsion of the hypoelliptic Laplacian.

In section 6.4, we introduce a truncation procedure on the spectrum of our
Laplacian. This procedure is needed only for large values of the parameter
b.

In section 6.5, we show that the hypoelliptic Ray-Singer metric is smooth.
In section 6.6, we extend this procedure to the equivariant determinant

already considered in section 1.12 in the elliptic context.
In section 6.7, a key variation formula is given for the hypoelliptic Ray-

Singer metric. In particular we show that it does not depend on b > 0. The
sections which follow are devoted to the proof of this formula.

In section 6.8, we establish an elementary identity.
In section 6.9, we introduce projected connections associated with the

truncation procedure.
Finally, in section 6.10, we prove the variation formula.
Throughout the chapter, we make the same assumptions as in chapter 4,

and we use the corresponding notation. Also we assume S to be compact.

6.1 THE HYPOELLIPTIC TORSION FORMS

Recall that Q ∈ End (Λ· (T ∗S)) was defined in (1.9.5). We take b0 > 0 small
enough so that for b ∈]0, b0], the results of sections 3.4, 3.5, and of chapter
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5 hold. Also for b > 0, we set c = ±1/b2.
Recall that the map Q ∈ End (Λeven (T ∗S)) was defined in (1.9.5).

Definition 6.1.1. For g ∈ G, b ∈]0, b0], put

Th,g,b
(
THM, gTX ,∇F , gF

)
=−

∫ +∞

0

(
wb,t −

(
n

2
χg (F )− 1

2
χ′
g (F )

)

(
h′
(
i
√
t/2
)
h′ (0)

))dt
t
, (6.1.1)

Tch,g,b
(
THM, gTX ,∇F , gF

)
=QTh,g,b

(
THM, gTX ,∇F , gF

)
.

Observe that by Theorem 4.4.1, by Proposition 5.1.3, and by Theorem
5.2.1, the integral in the right-hand side of (6.1.1) is well-defined.

The even forms Th,g,b
(
THM, gTX ,∇F , gF

)
, Tch,g,b

(
THM, gTX ,∇F , gF

)

will be called the hypoelliptic torsion forms and the Chern hypoelliptic
torsion forms, respectively. These are smooth forms on S, which depend
smoothly on b ∈]0, b0].
Theorem 6.1.2. The following identities hold:

dTh,g,b
(
THM, gTX ,∇F , gF

)
=

∫

Xg

e
(
TXg,∇TXg

)
hg
(
∇F , gF

)

− hg
(
∇H·(X,F ), h

H·(X,F )
b

)
, (6.1.2)

dTch,g,b
(
THM, gTX ,∇F , gF

)
=

∫

Xg

e
(
TXg,∇TXg

)
ch◦
g

(
∇F , gF

)

− ch◦
g

(
∇H·(X,F ), h

H·(X,F )
b

)
.

Proof. By Theorem 4.3.2,

∂

∂t
ub,t = d

wb,t
t
. (6.1.3)

Using Theorems 4.4.1 and 5.2.1, by integrating (6.1.3), we get the first equa-
tion in (6.1.2). The second equation in (6.1.2) is a consequence of the first
one and of the considerations we made in (1.9.1)-(1.9.6).

Remark 6.1.3. In our definition of Th,g,b
(
THM, gTX ,∇F , gF

)
, we could as

well replace wb,t by wb,t. A minor difficulty would be that the asymptotic
expansion (4.13.19) is not quite enough to produce a converging integral.
However by pursuing further along the lines of chapter 4, we find easily that
as t→ 0, wb,t has an asymptotic expansion in powers of

√
t to arbitrary order.

The asymptotics of wb,t as t→ +∞ is taken care of by Proposition 5.1.3 and

Theorem 5.2.1. To modify the definition of Th,g,b
(
THM, gTX ,∇F , gF

)
, one

just needs to subtract from wb,t the constant term in its asymptotic expan-
sion as t→ 0 to get an expression which will converge. By Proposition 4.3.4,
the obtained expression will differ from Th,g,b

(
THM, gTX ,∇F , gF

)
by an ex-

act form, which has no effect on equation (6.1.2). As in [BLo95, BG01], in the
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sequel, we will be interested in the evaluation of Th,g,b
(
THM, gTX ,∇F , gF

)

modulo exact forms. So replacing wb,t by wb,t is indeed permitted. Needless
to say, in degree 0, by (4.3.10), wb,t and wb,t coincide, and so the two possible
definitions of the torsion forms coincide in degree 0.

For c = 1/b2, by (3.1.4), H· (X,F ) = H · (X,F ). Then the first terms of the
right-hand sides of (1.8.2), (1.9.8) and of (6.1.2) are the same, while the sec-
ond terms refer to distinct Hermitian forms on H · (X,F ). When c = −1/b2,
then H· (X,F ) = H ·−n (X,F ⊗ o (TX)), and moreover since e

(
TXg,∇TXg

)

vanishes when dimXg is odd, using (1.6.4), we get
∫

Xg

e
(
TXg,∇TXg

)
hg

(
∇F⊗o(TX), gF⊗o(TX)

)

= (−1)
n
∫

Xg

e
(
TXg,∇TXg

)
hg
(
∇F , gF

)
. (6.1.4)

It follows that for c = −1/b2, (−1)
n Th,g

(
THM, gTX ,∇F⊗o(TX), gF⊗o(TX)

)

and Th,g,b
(
THM, gTX ,∇F , gF

)
verify similar equations. In both cases, it is

natural to compare the elliptic and hypoelliptic torsion forms.
Also observe that by Theorem 4.3.2, we get

∂

∂b

wb,t
t

=
∂

∂t

vb,t
b
− drb,t. (6.1.5)

By Theorems 4.4.1 and 5.2.1, by (6.1.1) and by (6.1.5), we obtain

∂

∂b
Th,g,b

(
THM, gTX ,∇F , gF

)
= −vb,∞

b
in Ω· (S) /dΩ· (S) . (6.1.6)

Equation (6.1.6) can be integrated in b, and so for 0 < b < b′ and b′

small enough, Th,g,b′
(
THM, gTX ,∇F , gF

)
−Th,g,b

(
THM, gTX ,∇F , gF

)
can

be evaluated in Ω· (S) /dΩ· (S) in terms of the secondary classes of section
1.11. This idea will not be pursued further. In fact in Theorem 8.2.1, we will
give a formula comparing Th,g,b

(
THM, gTX ,∇F , gF

)
to the elliptic torsion

forms of chapter 1 in Ω· (S) /dΩ· (S), from which the above results follow.
In section 6.3, we will establish an analogue of equation (1.8.4), which

will relate our definition of the analytic torsion forms in degree 0 to the
more classical Ray-Singer torsion, whose definition can be adapted to the
hypoelliptic context. Also note that in Theorems 6.7.1 and 6.7.2, in degree
0, we will give another formulation of (6.1.6) which is valid for any b > 0, as
a result of independence on b of a hypoelliptic Ray-Singer metric.

6.2 HYPOELLIPTIC TORSION FORMS AND POINCARÉ DU-

ALITY

In this section, to distinguish the cases c > 0 and c < 0, we will temporarily
add an index ± to Th,g,b

(
THM, gTX ,∇F , gF

)
.

Proposition 6.2.1. The following identity holds:

Th,g,b,±
(
THM, gTX ,∇F

∗
, gF

∗)
= −Th,g,b,∓

(
THM, gTX ,∇F , gF

)
. (6.2.1)
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Proof. We use temporarily the notation aF instead of a in Definition 4.3.1.
By (2.7.3), the fact that κFH−ωH is an even operator and that supertraces
vanish on supercommutators, we get

aF± = −aF
∗

∓ . (6.2.2)

By (4.3.6) and (6.2.2), we obtain

wF
∗

b,t,± = −wFb,t,∓. (6.2.3)

Our proposition now follows from (6.1.1) and from the fact that when re-

placing F by F
∗
, by (4.2.2), (4.2.3), n

2χg (F ) − 1
2χ

′
g (F ) is changed into its

negative.

Remark 6.2.2. Of course (6.2.1) still holds for Tch,g,b
(
THM, gTX ,∇F , gF

)
.

Incidentally it is interesting to establish (6.2.3) directly using (4.3.3). Finally,
observe that by (2.7.3) and (4.3.8), the analogue of (6.2.3) holds for wb,t.

6.3 A GENERALIZED RAY-SINGER METRIC ON

THE DETERMINANT OF THE COHOMOLOGY

Recall that the line λ (F ) was defined in (1.12.3) by

λ (F ) = detH · (X,F ) . (6.3.1)

Also in (1.12.4), we showed that by Poincaré duality,

λ (F ∗ ⊗ o(TX)) = (λ (F ))(−1)n+1

. (6.3.2)

Set

λ = detH· (X,F ) . (6.3.3)

Now we will use the notation in section 5.1. By Theorem 3.2.2 and by (5.1.1),
we know that

λ ≃ detΩ· (T ∗X,π∗F )0 . (6.3.4)

Also by (3.1.4),

λ = λ (F ) if c > 0, (6.3.5)

= (λ (F ⊗ o (TX)))
(−1)n

if c < 0.

Let h
Ω·(T∗X,π∗F )0
Hc be the restriction of h

Ω·(T∗X,π∗F )
Hc to Ω· (T ∗X,π∗F )0. By

Theorem 3.2.2, the Hermitian form h
Ω·(T∗X,π∗F )0
Hc is nondegenerate.

Definition 6.3.1. We denote by | |2detΩ·(T∗X,π∗F )0
the generalized metric

on the line detΩ· (T ∗X,π∗F )0 which is induced by h
Ω·(T∗X,π∗F )0
Hc . Let | |2λ be

the corresponding generalized metric on λ via the isomorphism (6.3.4).
Note that the above objects depend explicitly on c.
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In Definition 6.3.1, we follow the terminology in [B05, subsection 1.4].

Indeed if h
Ω·(T∗X,π∗F )0
Hc turns out to be a standard Hermitian metric, then

| |2λ is the corresponding Hermitian metric on λ. The above notation is just

the obvious extension to the general case. Note here that the square in | |2λ is
not meant to indicate any positivity. To the contrary, as explained in detail

in [B05, subsection 1.4], the generalized metric | |2λ has a definite sign ǫ
(
| |2λ
)
.

If h
Ω·(T∗X,π∗F )0
Hc has signature (p, q), this sign is (−1)

q
.

Put

Dφ,Hc = 2Aφ,Hc , (6.3.6)

which, by (2.1.20), is equivalent to

Dφ,Hc = dT
∗X + d

T∗X
φ,2Hc . (6.3.7)

Let
(
D2
φ,Hc

)−1

be the inverse of Dφ,Hc on Ω· (T ∗X,π∗F )∗. For g ∈ G, s ∈
C,Res >> 0, set

ϑg(s) = −Trs
Ω·(T∗X,π∗F )∗

[
gNT∗X

(
D2
φ,Hc

)−s]
. (6.3.8)

When g = 1, we will write ϑ (s) instead of ϑ1 (s).
It is not even clear that (6.3.8) makes sense. However, we claim that eϑ

′(0)

is indeed well-defined.
As we saw after equation (3.3.18), there are only a finite number of λ ∈

SpA2
φ,Hc such that Reλ ≤ 0. Let P<0 be the obvious projector on the finite

dimensional complex

Ω· (T ∗X,π∗F )<0 = ⊕Reλ<0Ω
· (T ∗X,π∗F )λ . (6.3.9)

We define the projector P≤0 in the same way. Set

P>0 = 1− P≤0. (6.3.10)

We define ϑ<0 (s) and ϑ>0 (s) by inserting in (6.3.8) the operators P<0 and
P>0, so that in principle,

exp (ϑ′ (0)) = exp (ϑ′<0 (0)) exp (ϑ′>0 (0)) . (6.3.11)

Let h
Ω·(T∗X,π∗F )<0

Hc be the restriction of h
Ω·(T∗X,π∗F )
Hc to Ω· (T ∗X,π∗F )<0.

By Theorem 3.2.3, h
Ω·(T∗X,π∗F )<0

Hc is nondegenerate.
Any definition of exp (ϑ′<0 (0)) leads to the fact that this should be an

alternate product of determinants of the restriction D2
φ,Hc,<0 of D2

φ,Hc to
Ω· (T ∗X,π∗F )<0, which is always well-defined. Note that since the spectrum
of D2

φ,Hc is conjugation-invariant, this quantity is always real. Contrary to
what the notation seems to indicate, exp (ϑ′<0 (0)) has a sign. By [B05, The-

orem 1.9 and Remark 1.10], this sign is just (−1)
sign h

Ω·(T∗X,π∗F)<0
Hc .

Now we will make sense of exp (ϑ′>0 (0)). Indeed, by equation (3.3.9) or
by equation (15.7.5) in Theorem 15.7.1, we know that for s ∈ R, s >> 0,
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the operator
(
D2
φ,Hc

)−s
is trace class. Therefore the operator P>0

(
D2
)−s
φ,Hc

is also trace class. Using Proposition 3.2.1, it is clear that if s ∈ R, s >> 0,
then ϑ>0 (s) ∈ R.

Now we show that ϑ>0 (s) extends to a holomorphic function near s = 0.
First we claim that for s ∈ R,Re s >> 0,

Trs

[
P>0

(
D2
φ,Hc

)−s]
= 0. (6.3.12)

Indeed,

Trs

[
P>0

(
D2
φ,Hc

)−s]
=

∑

λ∈SpD2
φHc

Reλ>0

χλ
λs
, (6.3.13)

where χλ is the Euler characteristic of the complex
(
Ω· (T ∗X,π∗F )λ , d

T∗X
)
.

Note that (6.3.13) is a consequence of Weyl’s inequality [ReSi78, Theorem
XIII.10.3, p. 318], which guarantees that the series in the right-hand side
of (6.3.13) is absolutely convergent, and also of Lidskii’s theorem [ReSi78,
Corollary, p. 328]. Since the complexes

(
Ω· (T ∗X,π∗F )λ , d

T∗X
)

are exact,
the χλ vanish identically, so that (6.3.12) holds.

We deduce from (6.3.12) that for s ∈ R, s >> 0,

ϑ>0 (s) = −Trs

[(
NT∗X − n

)
P>0

(
D2
φ,Hc

)−s]
. (6.3.14)

Now we use the Mellin transform to rewrite ϑ>0 (s) in the form

ϑ>0 (s) = − 1

Γ (s)

∫ +∞

0

ts−1Trs

[(
NT∗X − n

)
P>0 exp

(
−tD2

φ,Hc

)]
dt.

(6.3.15)

The integral in (6.3.15) splits as
∫ 1

0 +
∫+∞
1 . By using a contour integral

similar to the contour integral in (5.3.5) for the definition of Vb,t, and using
an estimate similar to (5.4.3), we find that the integrand after ts−1 decays

exponentially as t → +∞. Therefore the integral
∫ +∞
1

extends to a holo-
morphic function of s ∈ C.

We already know that P≤0 is a projector on a finite dimensional vector
space. Moreover,

1

Γ (s)

∫ 1

0

ts−1Trs

[(
NT∗X − n

)
P>0 exp

(
−tD2

φ,Hc

)]
dt

=
1

Γ (s)

∫ 1

0

ts−1Trs

[(
NT∗X − n

)
exp

(
−tD2

φ,Hc

)]
dt

− 1

Γ (s)

∫ 1

0

ts−1Trs

[(
NT∗X − n

)
P≤0 exp

(
−tD2

φ,Hc

)]
dt. (6.3.16)

Clearly, as t→ 0,

Trs

[(
NT∗X − n

)
P≤0 exp

(
−tD2

φ,Hc

)]
= Trs

[(
NT∗X − n

)
P≤0

]
+O (t) .

(6.3.17)
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By (6.3.17), we see that the second integral in the right-hand side of (6.3.16)
extends to a holomorphic function near s = 0.

Using the notation in section 2.8 and in chapter 4, from (6.3.6), we get

Trs

[(
NT∗X − n

)
exp

(
−tD2

φ,Hc

)]
= Trs

[(
NT∗X − n

)
exp

(
−4A2

b,t

)]
.

(6.3.18)
By equation (4.13.18) in Proposition 4.13.1, by Remark 4.13.2, and by the
above, there are a ∈ C, a′ ∈ C such that as t→ 0,

Trs

[(
NT∗X − n

)
exp

(
−tD2

φ,Hc

)]
=

a√
t

+ a′ +O
(√

t
)
. (6.3.19)

Note that by the first equation in (4.13.18) and also by Remark 4.13.2, which
guarantees that in degree 0, the left-hand sides in (4.13.18) coincide, we have
indeed a′ = 0 instead of in the right-hand side of (6.3.19), but (6.3.19) is
enough for our purpose.

By (6.3.19), it is clear that the first integral in the right-hand side of
(6.3.16) also extends to a holomorphic function near s = 0. This function is
still real for s ∈ R.

The conclusion is that θ>0 (s) extends to a holomorphic function near
s = 0.

Definition 6.3.2. Put

Sb
(
gTX ,∇F , gF

)
= exp (ϑ′ (0)) . (6.3.20)

The right-hand side of (6.3.20) is unambiguously defined as a nonzero
real number. In particular, its sign is well-defined. Only the real negative
eigenvalues of D2

φ,Hc contribute to this sign.

Definition 6.3.3. Let ‖ ‖2λ be the generalized metric on λ,

‖ ‖2λ = Sb
(
gTX ,∇F , gF

)
| |2λ . (6.3.21)

The metric ‖ ‖2λ will be called a generalized Ray-Singer metric.

Let ǫ
(
‖ ‖2λ

)
be the sign of the generalized metric ‖ ‖2λ. By (6.3.21), we get

ǫ
(
‖ ‖2λ

)
= sign

(
Sb
(
gTX ,∇F , gF

))
ǫ
(
| |2λ
)
. (6.3.22)

Now we adapt Definition 6.1.1 to the case where S is a point, so that M =
X . Here THM = {0}. For b ∈ R∗

+ small enough, and c = ±1/b2, we have de-
fined the real number Th,b

(
gTX ,∇F , gF

)
, which is just Th,g,b

(
gTX ,∇F , gF

)

in the case where g = 1. Here the notation THM has been dropped. Also we
may as well replace the subscript h by ch, since Q has no effect in degree 0.

For b > 0 small enough, by Theorem 3.5.1, there is no ambiguity in the
definition of ϑ (s), since the nonzero eigenvalues have positive real part.

Proposition 6.3.4. For b > 0 small enough, the following identity holds:

Th,b
(
gTX ,∇F , gF

)
=

1

2
ϑ′ (0) . (6.3.23)



BismutLebeauGlob June 16, 2008

120 CHAPTER 6

Proof. By (4.3.10), when defining Th,b
(
gTX ,∇F , gF

)
, we can replace wb,t by

wb,t. Using the asymptotic expansion in (6.3.19), the proof of our proposition
is exactly the same as the proof of [BLo95, Theorem 3.29].

We claim that the above result can be extended to the case of a general
b. Indeed the projectors P<0, P>0 were defined before. By inserting P>0 in
the definition of wb,t, we obtain now the real number w>0

b,t . Moreover, using
Proposition 4.3.4 and Theorem 4.4.1, we find that as t → 0, we have an
asymptotic expansion of the type

w>0
b,t = w>0

b,0 +O
(√

t
)
. (6.3.24)

Put

Th,b
(
gTX ,∇F , gF

)
>0

= −
∫ +∞

0

(
w>0
b,t − w>0

b,0h
′
(
i
√
t/2
)) dt

t
. (6.3.25)

The same arguments as in the proof of Proposition 6.3.4 show that

Th,b
(
gTX ,∇F , gF

)
>0

=
1

2
ϑ′>0(0). (6.3.26)

By (6.3.20), we find that

Sb
(
gTX ,∇F , gF

)
= exp

(
2Th,b

(
gTX ,∇F , gF

)
>0

)
exp (ϑ′<0 (0)) . (6.3.27)

The critical fact which ensures that (6.3.23) and (6.3.27) are compatible is
that if µ ∈ C is such that Reµ2 > 0, then

−
∫ +∞

0

(
h′
(
i
√
tµ/2

)
− h′

(
i
√
t/2
)) dt

t
= log

(
µ2
)
. (6.3.28)

6.4 TRUNCATION OF THE SPECTRUM AND

RAY-SINGER METRICS

Here we will adapt arguments of Quillen [Q85a] to the present situation. We
use the arguments in [B05, subsection 1.6].

Let r ∈ R be such that if λ ∈ SpD2
φ,Hc , then |λ| 6= r.

Definition 6.4.1. Let r ∈ R∗
+ be such that if λ ∈ SpA2

φ,Hc , then |λ| 6= r.
Put

S· (T ∗X,π∗F )<r =
⊕

λ∈SpA2
φ,Hc

|λ|<r

S· (T ∗X,π∗F )λ . (6.4.1)

We define the projector P<r on S· (T ∗X,π∗F )<r as in (3.2.9), the contour
δ being now the circle of center 0 and radius r. Set P>r = 1−P<r. Then P<r

is a projector on the finite dimensional vector space S· (T ∗X,π∗F )<r, and
P>r projects on a supplementary subspace S· (T ∗X,π∗F )∗>r. As in (5.1.1),
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by multiplying by exp
(
c |p|2 /2

)
, we obtain vector spaces Ω· (T ∗X,π∗F )<r

and Ω· (T ∗X,π∗F )∗>r.
Clearly Ω· (T ∗X,π∗F )<r and Ω· (T ∗X,π∗F )∗>r are themselves complexes,

and moreover, instead of (5.1.2), we have now

Ω· (T ∗X,π∗F ) = Ω· (T ∗X,π∗F )<r ⊕ Ω· (T ∗X,π∗F )∗>r . (6.4.2)

Proposition 6.4.2. If r > 0 is taken as before, then

H · (Ω· (T ∗X,π∗F )>r , d
X
)

= 0, (6.4.3)

H · (Ω· (T ∗X,π∗F )<r , d
X
)

= H· (X,F ) .

The subcomplexes Ω· (T ∗X,π∗F )<r and Ω· (T ∗X,π∗F )∗>r are h
Ω·(T∗X,π∗F )
Hc

orthogonal, and the restriction of h
Ω·(T∗X,π∗F )
Hc to each of these subcomplexes

is nondegenerate.

Proof. This follows from Theorems 3.2.2 and 3.2.3.

For r > 0, by [KMu76] and by Proposition 6.4.2, we have the canonical
isomorphism

λ ≃ detΩ· (T ∗X,π∗F )<r . (6.4.4)

Note that the canonical isomorphisms in (6.3.4), (6.4.4) are compatible with
the isomorphism detΩ· (T ∗X,π∗F )<r ≃ detΩ· (T ∗X,π∗F )0 one also ob-

tains via [KMu76]. Let h
Ω·(T∗X,π∗F )<r

Hc be the restriction of h
Ω·(T∗X,π∗F )
Hc

to Ω· (T ∗X,π∗F )<r and let | |2detΩ·(T∗X,π∗F )<r
be the induced generalized

metric on det Ω· (T ∗X,π∗F )<r. Let | |2λ,<r be the corresponding generalized
metric on λ via the isomorphism (6.4.4).

For r > 0 such that r/4 verifies the previous assumptions, s ∈ C,Re s >>
0, set

ϑ>r (s) = −Trs
Ω·(T∗X,π∗F )>r/4

[
NT∗X

(
D2
φ,Hc

)−s]
. (6.4.5)

In (6.4.5), r/4 appears in the right-hand side because A2
φ,Hc = D2

φ,Hc/4.
Again, it is not clear that (6.4.5) is well-defined.

As we saw after (3.3.18), the set
{
λ ∈ SpD2

φHc ,Reλ ≤ 0
}

is bounded,

and so it is finite. Also for r > 0 large enough, if λ ∈ SpD2
φ,Hc , |λ| > r, then

Reλ > 0. So the definition of ϑ>r (s) is unambiguous.
Set

Sb
(
gTX ,∇F , gF

)
>r

= exp (ϑ′>r (0)) . (6.4.6)

By proceeding as in section 6.3, we find that Sb
(
gTX ,∇F , gF

)
>r

is a well-
defined nonzero real number.

As in (6.3.25), we can define Th,b
(
gTX ,∇F , gF

)
>r

. The obvious analogue

of (6.3.27) is

Sb
(
gTX ,∇F , gF

)
>r

= exp
(
2Th,b

(
gTX ,∇F , gF

)
>r

)
. (6.4.7)
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Proposition 6.4.3. The following identities hold:

‖ ‖2λ = Sb
(
gTX ,∇F , gF

)
>r
| |2λ,<r . (6.4.8)

Proof. The restriction of d
T∗X
φ,2Hc to Ω· (T ∗X,π∗F )<r is the h

Ω·(T∗X,π∗F )<r

Hc

adjoint of dT
∗X . Our proposition now follows from [B05, Theorems 1.9 and

1.14]. This is an analogue for our main result in a finite dimensional context,
which is here clearly enough.

Remark 6.4.4. Recall that c = ±1/b2. We have not noted explicitly the
dependence of ‖ ‖λ on b ∈ R∗

+. Still keeping track of the dependence will
be important in the sequel. Temporarily, we will denote these metrics ‖ ‖λ,b.
Of course the generalized metric also depends on the sign of c, which is not
explicitly written.

6.5 A SMOOTH GENERALIZED METRIC ON THE

DETERMINANT BUNDLE

We make the same assumptions as in chapter 4. In particular gTX is a metric
on TX , and gF is a Hermitian metric on F . Otherwise, we use the notation
of this chapter.

Recall that H· (X,F ) is equipped with the flat connection ∇H·(X,F ).
We then define the complex lines λs, s ∈ S as in (6.3.3). Clearly these lines

patch into a smooth line bundle λ on S, which is canonically equipped with
a flat connection ∇λ.

We replace temporarily S by S′ = S ×R∗
+. The line bundle λ lifts to S′,

together with the flat connection ∇λ. For s′ = (s, b) ∈ S′, we can equip the

fibers λs with the generalized metric ‖ ‖2λs,b
. For simplicity, this metric will

be denoted as ‖ ‖2λ.

Theorem 6.5.1. The metric ‖ ‖2λ is a smooth generalized metric on λ over
S′.

Proof. Take r > 0, and define the open set Vr ⊂ S as in [B05, eq. (1.68)],
i.e.,

Vr =
{
s′ ∈ S′, if λ ∈ SpD2

φ,Hc , then |λ| 6= r
}
. (6.5.1)

Then S′ is covered by the Vr. Moreover, given s′ ∈ S′,M > 0, there is r > M
such that s′ ∈ Vr . Also Ω· (T ∗X,π∗F )<r is a smooth Z-graded finite dimen-
sional vector bundle on Vr, equipped with the smooth generalized metric

h
Ω·(T∗X,π∗F )<r

Hc . If s ∈ Vr , and r > 0 is large enough, Th,b
(
gTX , gF ,Hc

)
>r

is

a smooth function on Vr. By Proposition 6.4.3, it is now clear that ‖ ‖2λ is a
smooth generalized metric on λ.
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6.6 THE EQUIVARIANT DETERMINANT

In this section, we use the formalism of section 1.12. We still make the
same assumptions as in chapter 4. Then G acts naturally on H · (X,F ) or
H · (X,F ⊗ o (TX)).

Clearly the action of G lifts to T ∗X . Also G acts on H· (TX). Then (3.1.4)
is an identification of G-spaces.

Now we use the notation in (1.12.6)-(1.12.8). If ∈ Ĝ, set

λW = det (HomG (W,H· (X,F ))⊗W ) . (6.6.1)

Put

λ = ⊕W∈ bGλW . (6.6.2)

Recall that λ (F ) was defined in (1.12.8). By (3.1.4),

λ =λ (F ) if c > 0, (6.6.3)

= (λ (F ⊗ o(TX)))
(−1)n

if c < 0.

Clearly G commutes with D2
φ,Hc . The splitting (5.1.2) of Ω· (T ∗X,π∗F )

is preserved by G. The generalized metric h
Ω·(T∗X,π∗F )
Hc is also G-invariant.

Moreover, the identifications in Theorem 3.2.2 are identifications ofG-spaces.
Now we proceed as in [B05, subsection 1.12]. If W ∈ Ĝ, set

Ω· (T ∗X,π∗F )0,W = HomG (W,Ω· (T ∗X,π∗F )0)⊗W. (6.6.4)

Then we have the isotypical decomposition of Ω· (T ∗X,π∗F )0,

Ω· (T ∗X,π∗F )0 =
⊕

W∈ bG

Ω· (T ∗X,π∗F )0,W . (6.6.5)

By [B05, Proposition 1.24], the decomposition (6.6.5) is h
Ω·(T∗X,π∗F )0
Hc or-

thogonal, and the restriction of h
Ω·(T∗X,π∗F )0
Hc to each term in the right-hand

side of (6.6.5) is nondegenerate.
The Ω· (T ∗X,π∗F )0,W are subcomplexes of Ω· (T ∗X,π∗F )0. Set

µW = det Ω· (T ∗X,π∗F )0,W , µ =
⊕

W∈ bG

µW . (6.6.6)

By Theorem 3.2.2, there are canonical isomorphisms

λW ≃ µW . (6.6.7)

By (6.6.7), we have the canonical isomorphism

λ ≃ µ. (6.6.8)

Now we use the notation in [B05, Definition 1.25].

Definition 6.6.1. Let log
(
| |2µ
)

be the logarithm of the generalized equiv-

ariant metric on µ which is associated to h
Ω·(T∗X,π∗F )0
Hc , and let log

(
| |2λ
)

be

the corresponding object on λ via the canonical isomorphism (6.6.8).
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Let log | |2detµW
be the logarithm of the generalized metric on µW asso-

ciated to the restriction of h
Ω·(T∗X,π∗F )0
Hc to Ω· (T ∗X,π∗F )0,W . Recall that

χW is the character of the representation associated to W . Then we have
the identity

log
(
| |2µ
)

=
∑

W∈ bG

log
(
| |2µW

)
⊗ χW

rkW
. (6.6.9)

As before, some care has to be given to the fact that the generalized metrics

in (6.6.9) are not necessarily positive. Therefore each term log
(
| |2µW

)
con-

tains implicitly the logarithm of the sign of the corresponding metric. The
logarithm of the sign is just kiπ, with k ∈ Z determined modulo 2.

Recall that ϑg (s) was formally defined in (6.3.8). Note that there are still
ambiguities in the definition of ϑg (s), due to the negative part of the spec-
trum. These ambiguities are lifted as before, by still splitting the spectrum
of D2

φ,Hc . There remain ambiguities of the type

∑
kW iπχW , (6.6.10)

with kW ∈ Z being unambiguously determined mod 2. In the case where G
is trivial, we got rid of the ambiguity by taking the exponential.

Now we imitate Definition 1.12.1.

Definition 6.6.2. Put

log
(
‖ ‖2λ

)
= log

(
| |2λ
)

+ ϑ′· (0) . (6.6.11)

The object in (6.6.8) will be called the logarithm of the generalized equiv-
ariant Ray-Singer metric on λ.

Note that the techniques and results of section 6.4 apply without any
change to these new metrics. This adaptation is left to the reader.

For b > 0 small enough, as in (6.3.20), we can define Sg,b
(
gTX ,∇F , gF

)

by the formula

Sg,b
(
gTX ,∇F , gF

)
= exp

(
ϑ′g (0)

)
. (6.6.12)

Assume temporarily that S is just a point. For b > 0 small enough, we
will write Th,g,b

(
gTX ,∇F , gF

)
for the torsion form which is concentrated in

degree 0. The same arguments as in Proposition 6.3.4 show that for b > 0
small enough,

Th,g,b
(
gTX ,∇F , gF

)
=

1

2
ϑ′g (0) . (6.6.13)

We can construct the generalized equivariant line bundle λ on S, which is
now a direct sum of line bundles over S. The definition of ϑ>r (s) in (6.4.5)
is now changed into

ϑ>r,g (s) = −Trs
Ω·(T∗X,π∗F )>r/4

[
gNT∗X

(
D2
φ,Hc

)−s]
. (6.6.14)
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We define Sg,b
(
gTX , gF ,Hc

)
>r

as in (6.4.6) and Th,g,b
(
gTX ,∇F , gF

)
>r

by

a formula similar to (6.3.25). The analogue of (6.3.27) is the identity

Sg,b
(
gTX , gF ,Hc

)
>r

= exp
(
2Th,g,b

(
gTX ,∇F , gF

)
>r

)
. (6.6.15)

Proposition 6.4.3 takes the following form.

Proposition 6.6.3. The following identity holds:

log
(
‖ ‖2

)
= log

(
| |2λ,<r

)
+ logSb,·

(
gTX , gF , gF

)
>r
. (6.6.16)

Needless to say, the equality in (6.6.16) is valid for all choices of g ∈ G.
As before, to emphasize dependence on b ∈ R∗

+, we will sometimes write

instead log
(
‖ ‖2λ,b

)
.

The obvious analogue of Theorem 6.5.1 is that the generalized equivariant
Quillen metric on λ is “smooth” over S′ = S ×R∗. In the case where G is
trivial, this was already proved in Theorem 6.5.1. In the general case, this
means in particular that the sign of the various metrics remains constant or,
equivalently, that the integers which express the logarithms of these signs
remain constant modulo 2. The proof is exactly the same as the proof of
Theorem 6.5.1.

6.7 A VARIATION FORMULA

The main result of this chapter is as follows.

Theorem 6.7.1. The generalized metric ‖ ‖2λ,b does not depend on b. More-
over, the following identity of closed 1-forms holds on S:

1

2
d log ‖ ‖2λ (g) =

∫

Xg

e
(
TXg,∇TXg

)
TrF

[
g
1

2
ω
(
∇F , gF

)]

for c > 0, (6.7.1)

= (−1)n
∫

Xg

e
(
TXg,∇TXg

)
TrF⊗o(TX)

[
g
1

2
ω
(
∇F⊗o(TX), gF⊗o(TX)

)]

(6.7.2)

for c < 0.

Theorem 6.7.2. The following identity of closed 1-forms holds on S′ =
S ×R∗:

1

2
d log ‖ ‖2λ (g) =

∫

Xg

e
(
TXg,∇TXg

)
TrF

[
g
1

2
ω
(
∇F , gF

)]
. (6.7.3)

Proof. The remainder of the chapter is devoted to the proof of Theorem
6.7.2.
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Remark 6.7.3. By (6.7.3), we see that the metric ‖ ‖2λ,b is locally constant
in the b variable. Then Theorem 6.7.1 follows from (1.6.4), from Theorem
6.7.2 and from the fact that only even dimensional Xg contribute to the
right-hand side of (6.7.3).

Again it is remarkable that the right-hand sides of (1.12.11) and (6.7.3)
coincide.

6.8 A SIMPLE IDENTITY

Proposition 6.8.1. For any b ∈ R∗, t > 0, the following identity holds:

w
(0)
b,t = w

(0)
b,t = Trs

[
g
1

2

(
NT∗X − n

)
h′
(√

tBφ,Hc

)]

=

(
1 + 2t

∂

∂t

)
Trs

[
g
1

2

(
NT∗X − n

)
exp

(
−tA2

φ,Hc

)]
. (6.8.1)

Moreover,

∂

∂b

w
(0)
b,t

t
=

∂

∂t

v
(0)
b,t

b
. (6.8.2)

Proof. The first part of our proposition follows from equation (2.8.8) in The-
orem 2.8.1, from (4.3.8), from Proposition 4.3.4, and from (4.13.7). Moreover,
(6.8.2) is a consequence of Theorem 4.3.2.

6.9 THE PROJECTED CONNECTIONS

We denote by H∗ the smooth function which coincides with Hc onM×{b}.
Now we follow [B05, section 4]. If U ∈ TS, let UH ∈ THM be its hori-

zontal lift. Then the Lie derivative operator LUH acts naturally on smooth
sections of Ω· (T ∗X,π∗F ). If s is such a smooth section, set

∇Ω·(T∗X,π∗F )
U s = LUH s. (6.9.1)

Then ∇Ω·(T∗X,π∗F ) is a connection on Ω· (T ∗X,π∗F ). Put

ω
(
Ω· (T ∗X,π∗F ) , h

Ω·(T∗X,π∗F )
H∗

)
= −E ± 2

b2
fα
〈
T
(
fHα , p

)
, p
〉
± 2

db

b3
|p|2

+ fαω
(
∇F , gF

) (
fHα
)
,

∇Ω·(T∗X,π∗F )∗ = ∇Ω·(T∗X,π∗F ) + ω
(
Ω· (T ∗X,π∗F ) , h

Ω·(T∗X,π∗F )
H∗

)
,

(6.9.2)

∇Ω·(T∗X,π∗F ),u =
1

2

(
∇Ω·(T∗X,π∗F )∗ +∇Ω·(T∗X,π∗F )

)
.

By [B05, eq. (4.27), Propositions 4.21 and 4.24, and eq. (4.109)], the connec-

tion ∇Ω·(T∗X,π∗F )∗ is the h
Ω·(T∗X,π∗F )
H∗ -adjoint of ∇Ω·(T∗X,π∗F ) over S×R∗.

Therefore ∇Ω·(T∗X,π∗F ),u preserves the generalized metric h
Ω·(T∗X,π∗F )
H∗ .
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Let Vr ⊂ S ×R∗ be the open set defined as in (6.5.1). Recall that on Vr,
we have the canonical isomorphism in (6.4.4).

Definition 6.9.1. Let ∇Ω·(T∗X,π∗F )<r and ∇Ω·(T∗X,π∗F )<r,u denote the
connections on Ω· (T ∗X,π∗F )<r over Vr which are obtained by projection

of ∇Ω·(T∗X,π∗F ) and ∇Ω·(T∗X,π∗F ),u on Ω· (T ∗X,π∗F )<r with respect to the
splitting (6.4.2).

By (6.4.4), the connections ∇Ω·(T∗X,π∗F )<r ,∇Ω·(T∗X,π∗F )<r,u induce con-

nections ∇λ<r,∇λ,u<r on λ over Vr.

Recall that after (6.4.4), we defined the generalized metric | |2λ,<r on the
restriction of λ to Vr. Now we establish an analogue of [B05, Proposition
1.21 and eq. (1.96)]. Recall that if g ∈ G, Th,g,b

(
gTX ,∇F , gF

)
>r

is a smooth
function on Vr.

Proposition 6.9.2. The following identity of connections holds on Vr:

∇λ = ∇λ<r. (6.9.3)

Moreover,

∇λ,u<r = ∇λ +
1

2
∇λ log | |2λ,<r . (6.9.4)

Finally,

d log ‖ ‖2λ = d log | |2λ,<r + 2dTh,·,b
(
gTX ,∇F , gF

)
>r
. (6.9.5)

Proof. The proof of the first part of our proposition is the same as the proof

of [B05, Propositions 1.17 and 1.21]. Since the splitting (6.4.2) is h
Ω·(T∗X,π∗F )
Hc

orthogonal, the considerations which follow (6.9.2) show that (6.9.4) holds.
Identity (6.9.5) follows from (6.6.15) and from Proposition 6.6.3.

6.10 A PROOF OF THEOREM 6.7.2

We may and we will assume that S has dimension 1, so that ωH = 0. Also
we fix g ∈ G. Given b > 0, t > 0, we have the identity of 1-forms on S,

ub,t = Trs
[
gh
(
BM
b,t

)]
. (6.10.1)

By (2.8.8) and (6.9.2), we get the equality of 1-forms on S,

ub,t = Trs

[
g
1

2
ω
(
Ω· (T ∗X,π∗F ) , h

Ω·(T∗X,π∗F )
Hc

)
h′
(√

tBφ,Hc

)]
. (6.10.2)

Since Bφ,Hc commutes with A2
φ,Hc , it preserves the splitting (6.4.2) of

the vector space Ω· (T ∗X,π∗F ). Let P<r, P>r be the spectral projectors on
Ω· (T ∗X,π∗F )<r ,Ω

· (T ∗X,π∗F )>r. We denote with a superscript < r or
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> r the restriction of Bφ,Hc to one of these two vector spaces. Put

ω
(
Ω· (T ∗X,π∗F ) , h

Ω·(T∗X,π∗F )
Hc

)
<r

=P<rω
(
Ω· (T ∗X,π∗F ) , h

Ω·(T∗X,π∗F )
Hc

)
P<r, (6.10.3)

ω
(
Ω· (T ∗X,π∗F ) , h

Ω·(T∗X,π∗F )
Hc

)
>r

=P>rω
(
Ω· (T ∗X,π∗F ) , h

Ω·(T∗X,π∗F )
Hc

)
P>r.

Set

u<rb,t = Trs

[
g
1

2
ω
(
Ω· (T ∗X,π∗F ) , h

Ω·(T∗X,π∗F )
Hc

)
<r
h′
(√

tB<rφ,Hc

)]
,

(6.10.4)

u>rb,t = Trs

[
g
1

2
ω
(
Ω· (T ∗X,π∗F ) , h

Ω·(T∗X,π∗F )
Hc

)
>r
h′
(√

tB>rφ,Hc

)]
.

It follows from the above that

ub,t = u<rb,t + u>rb,t . (6.10.5)

Recall that h′ (0) = 1. Therefore, as t→ 0,

u<rb,t → u<rb,0 = Trs

[
g
1

2
ω
(
Ω· (T ∗X,π∗F ) , h

Ω·(T∗X,π∗F )
Hc

)
<r

]
. (6.10.6)

By Proposition 6.9.2, it is clear that

u<rb,0 =
1

2
∇λ log

(
| |2λ,<r

)
. (6.10.7)

By Theorem 4.4.1, we know that as t→ 0,

ub,t → ub,0 =

∫

Xg

e
(
TXg,∇TXg

)
TrF

[
g
1

2
ω
(
∇F , gF

)]
. (6.10.8)

By (6.10.5), (6.10.6), (6.10.8), we conclude that as t → 0, there is a 1-form
u>rb,0 on Vr such that

u>rb,t → u>rb,0, (6.10.9)

so that

ub,0 = u<rb,0 + u>rb,0 . (6.10.10)

Proposition 6.10.1. The following identity holds:

u>rb,0 = dTh,b,g

(
gTX , gF ,H1/b2

)
>r
. (6.10.11)

Proof. We define w>rb,t as in Definition 4.3.3:

w>rb,t = Trs

[
g
1

2

(
NT∗X − n

)
h′
(√

tB>rφ,Hc

)]
. (6.10.12)
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Note that here, w>rb,t is a smooth function on Vr. We claim that

∂

∂t
u>rb,t = d

w>rb,t
t
. (6.10.13)

Indeed if the superscript > r was omitted, this identity would just be a con-
sequence of Theorem 4.3.2. Recall that since dT

∗X commutes with B2
φ,H1/b2

,

dT
∗X acts on Ω· (T ∗X,π∗F )>r. Let dT

∗X>r be the restriction of dT
∗X to

Ω· (T ∗X,π∗F )>r. Since S is one dimensional,

A′M>r = dT
∗X>r +∇Ω·(T∗X,π∗F )>r

is still a flat superconnection on Ω· (T ∗X,π∗F )>r. The proof of (6.10.13)
continues as the proof of Theorem 4.3.2. Needless to say, we could as well
replace > r by < r and obtain (6.10.13) by difference.

Recall that we can take r > 0 large enough so that if λ ∈ SpA2
φ,Hc , then

Reλ ≥ 1. By proceeding as in (5.4.3), there are c > 0, C > 0 such that if
s ∈ Vr, near s, for t ≥ 1,∥∥∥exp

(
−tA>r,2φ,Hc

)∥∥∥
1
≤ Ce−ct. (6.10.14)

From (6.10.4), (6.10.12), (6.10.14), we deduce that as t → +∞, u>rb,t and

w>rb,t tend to 0 exponentially fast near s ∈ Vr. By (6.10.13), we get, for t > 0,

u>rb,t = −d
∫ ∞

t

w>rb,u
du

u
. (6.10.15)

Now we will make t→ 0 in (6.10.15). As we saw in (6.10.9), the left-hand
side has a limit as t→ 0. We can define w<rb,t as in (6.10.12), and we have an
analogue of (6.10.5) for wb,t. Put

w<rb,0 = Trs

[
g
1

2

(
NT∗X − n

)
P<r

]
. (6.10.16)

Then w<rb,0 is locally constant on Vr. Moreover, as t→ 0,

w<rb,t = w<rb,0 +O (t) . (6.10.17)

By using Theorem 4.4.1, (4.3.10) and (6.10.17), we find that as t→ 0,

w>rb,t = −w<rb,0 +O
(√

t
)
. (6.10.18)

From (6.10.17), we find that in the integral in the right-hand side of (6.10.15),
there is a logarithmic divergence as t → 0, which, being a locally constant
term, is killed by the operator d.

By (4.13.7),

Trs

[
gh′
(√

tB>rφ,Hc

)]
=

(
1 + 2t

∂

∂t

)
Trs

[
g exp

(
tB>r,2φ,Hc

)]
. (6.10.19)

By proceeding as in the proof of Theorem 4.2.1, Trs

[
g exp

(
tB>r,2φ,Hc

)]
does

not depend on t. Using (6.10.14) and making t → +∞, we find that this
quantity is just 0. So by (6.10.19), we get

Trs

[
gh′
(√

tB>rφ,Hc

)]
= 0. (6.10.20)
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By (6.3.19) and using the observation which follows, which guarantees
that a′ = 0 in the right-hand side of (6.3.19), we find that as t→ 0,

1

2
Trs

[
gNT∗X exp

(
tB2,>r

φ,Hc

)]
=

α√
t

+ β +O
(√

t
)
, (6.10.21)

and β = −w<rb,0 is locally constant on Vr. Also observe that by (6.10.14),
there is c > 0 such that as t→ +∞,

1

2
Trs

[
gNT∗X exp

(
tB2,>r

φ,Hc

)]
= O

(
e−ct

)
. (6.10.22)

By (4.13.7), we get

w>rb,t =

(
1 + 2t

∂

∂t

)
1

2
Trs

[
gNT∗X exp

(
tB2,>r

φ,Hc

)]
. (6.10.23)

By (6.10.15), (6.10.21), (6.10.22) and (6.10.23), we obtain

u>rb,t = −d
(∫ +∞

t

1

2
Trs

[
gNT∗X exp

(
uB2,>r

φ,H1/b2

)] du
u

− Trs

[
gNT∗X exp

(
tB2,>r

φ,Hc

)])
. (6.10.24)

By (6.10.9), (6.10.21), (6.10.24), and using the fact that β is locally constant,
we get

u>rb,0 = −d
(∫ 1

0

(
1

2
Trs

[
gNT∗X exp

(
uB2,>r

φ,H1/b2

)]
− α√

u
− β

)
du

u
− 2α

−
∫ +∞

1

1

2
Trs

[
gNT∗X exp

(
uB2,>r

φ,Hc

)] du
u

)
. (6.10.25)

Using (1.8.10), (6.10.14), (6.10.21), and (6.10.23), we have the easy formula

Th,g,b
(
gTX , gF , gF

)
>r

= −
∫ 1

0

(
1

2
Trs

[
gNT∗X exp

(
uB2,>r

φ,H1/b2

)]
− α√

u
− β

)
du

u

+ 2α−
∫ +∞

1

1

2
Trs

[
gNT∗X exp

(
uB2,>r

φ,H1/b2

)] du
u

)
+ (Γ′ (1) + 2 log (2))β.

(6.10.26)

Since β is locally constant, (6.10.11) follows from (6.10.25) and (6.10.26).
The proof of our proposition is completed.

By (6.9.5), (6.10.5)-(6.10.11), we get (6.7.1).

Now we briefly show how to establish that ‖ ‖2λ,b does not depend on b.
Here we can take S to be a point. The discussion is then exactly the same as
before. We still use Theorem 4.3.2 in the form given in (6.8.2) and we exploit
the second identity in (4.4.1). The combination of these two facts permits
us to complete the proof of Theorem 6.7.2. �
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Chapter Seven

The hypoelliptic torsion forms of a vector bundle

The purpose of this chapter is to calculate the hypoelliptic torsion forms
of a real Euclidean vector bundle equipped with a Euclidean connection.
These explicit computations will play a key role in establishing the formula
which compares the elliptic to the hypoelliptic torsion forms. The fact that
our computations are closely related to computations in [BG01, section 4] in
the elliptic case can be considered as a microlocal version of our comparison
formula.

The present chapter is also related in spirit with similar computations
which were done in a holomorphic context in [B90, B94].

This chapter is organized as follows. In section 7.1, we introduce a key
function τ (c, η, x).

In section 7.2, we give the Weitzenböck formula for the hypoelliptic cur-
vature in the case of a vector bundle E.

In section 7.3, we establish a translation invariance property of the hy-
poelliptic Laplacian.

In section 7.4, we equip E with a flat isometry g, and we consider the
corresponding eigenbundle decomposition of E.

In section 7.5, we define a von Neumann supertrace of the corresponding
heat kernel on E ⊕ E∗.

In section 7.6, we give a probabilistic expression for the heat kernel.
In section 7.7, certain finite dimensional supertraces are expressed in terms

of infinite determinants.
In section 7.8, we complete the evaluation of the supertraces of the heat

kernel in terms of the traces of certain operators acting on the circle.
In section 7.9, some extra computations are done on related supertraces.
In section 7.10, the Mellin transforms of certain Fourier series are intro-

duced.
Finally, in section 7.11, the hypoelliptic torsion forms of the vector bundle

E are evaluated.

7.1 THE FUNCTION τ (c, η,x)

Take x ∈ C, c ∈ R∗. Let Pc,x (λ) be the polynomial

Pc,x (λ) = −λ3 +
c2

4
(λ+ x) . (7.1.1)
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Note that

Pc,−x (−λ) = −Pc,x (λ) . (7.1.2)

Let λ1, λ2, λ3 be the roots of Pc,x (λ). Take η ∈ C.

Definition 7.1.1. Set

τ (c, η, x) =

3∏

i=1

2 sinh

(
λi + η

2

)
. (7.1.3)

By (7.1.2),

τ (c,−η,−x) = −τ (c, η, x) . (7.1.4)

Also observe that when changing η into η + 2iπ, τ (c, η, x) is changed into
−τ (c, η, x).

Let L2 be the vector space of square integrable complex functions on
[0, 1]. The operator J = d

dt with periodic boundary conditions acts as an
unbounded antisymmetric operator on L2, with simple eigenvalues 2ikπ, k ∈
Z.

Take z ∈ C, |z| = 1, so that z = eiθ, θ ∈ R/2πZ. Let Cz ([0, 1],C) be the
vector space of smooth functions f defined on [0, 1] with values in C such that
f1 = zf0. Then the operator d

dt acting on Cz ([0, 1],C) has a unique skew-
adjoint extension, which will be denoted Jz . Observe that if Tθ ∈ End

(
L2
)

is given by ft → eitθf , then

T−1
θ JzTθ = J + iθ, (7.1.5)

where the domain of the operator in the right-hand side of (7.1.5) consists
of the standard periodic functions on [0, 1]. Moreover, the spectrum of Jz
is just i (2kπ + θ) , k ∈ Z. Finally, note that when z = 1, we will use the
notation J instead of J1.

In the sequel, we will consider determinants of operators acting on L2.
These determinants will always be infinite products over k ∈ Z. The con-
sidered products either will be obviously convergent or will converge when
considering products of the type

∏
−M≤k≤M and making M tend to +∞.

Also note that expressions like J−1 or J−1
eiθ will appear. It will be implicitly

assumed that such operators are restricted to the direct sums of eigenspaces
where J or Jeiθ is invertible. In the case where such restricted determinants
appear, they will be signaled by det ∗, instead of the usual det. Similarly, the
trace of operators of this kind will be written as Tr∗.

Theorem 7.1.2. If θ ∈ R, the following identity holds:

τ (c, iθ, x) = Pc,x (−iθ)
∏

k∈Z∗

Pc,x (−i (2kπ + θ))

(2ikπ)
3 . (7.1.6)

Moreover, if k ∈ Z,

τ (c, 2ikπ, x) = (−1)
k c

2

4
xdet ∗

(
1− c2

4
J−2 +

c2

4
xJ−3

)
. (7.1.7)
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If θ /∈ 2πZ, then

τ (c, iθ, x) =

(
2 sinh

(
iθ

2

))3

det

(
1− c2

4
J−2
eiθ +

c2

4
xJ−3

eiθ

)
. (7.1.8)

Proof. We have the well-known formula

2 sinh (y/2) = y
∏

k∈Z∗

2ikπ + y

2ikπ
. (7.1.9)

By (7.1.1), (7.1.3), (7.1.9), we get (7.1.6). Equation (7.1.7) follows trivially
when k = 0, and by antiperiodicity, we get (7.1.7) in full generality.

If θ /∈ 2πZ, then

∏

k∈Z∗

Pc,x (−i (2kπ + θ))

(2ikπ)3
=
∏

k∈Z∗

(
1 +

θ

2kπ

)3

∏

k∈Z∗

(
1− c2

4 (2ikπ + iθ)2
+

c2x

4 (2ikπ + iθ)3

)
. (7.1.10)

Moreover,

Pc,x (−iθ) = (iθ)
3

(
1− c2

4 (iθ)
2 +

c2x

4 (iθ)
3

)
. (7.1.11)

By combining (7.1.6) with (7.1.9)-(7.1.11), we get (7.1.8). The proof of our
theorem is completed.

7.2 HYPOELLIPTIC CURVATURE FOR A VECTOR BUNDLE

Let S be a smooth manifold. Let π : E → S be a real vector bundle of
dimension n on S. Let gE be a Euclidean metric on E, let ∇E be a Euclidean
connection on E, and let RE be the curvature of ∇E .

Let ME be the total space of E. Now, we will use the formalism of section
2.4, with M = ME , and X = E. Indeed observe that the connection ∇E
induces a horizontal vector bundle THME ⊂ TME, so that

TME = THME ⊕ E. (7.2.1)

Moreover, TX = E is equipped with the metric gE. So the assumptions of
section 2.4 are verified.

Let y be the generic element of E. One verifies easily that the tensor T of
(1.3.1) is purely horizontal, and that if U, V ∈ TS,

T
(
UH , V H

)
= RE (U, V ) y. (7.2.2)

Clearly,

T ∗X = E ⊕ E∗. (7.2.3)

Then ME , the total space of T ∗X , is just the total space of E ⊕ E∗.
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The connection∇E induces the dual connection∇E∗
on E∗, so that E⊕E∗

is equipped with the connection ∇E ⊕ ∇E∗
, which is metric compatible. It

induces a horizontal subbundle THME onME, which is just the one which
was considered in [B05, subsection 4.5] and in section 2.4.

Let e1, . . . , en be a basis of E, and let e1, . . . , en be the corresponding dual
basis. Let ê1, . . . , ên denote the associated basis of E∗ (in E ⊕ E∗), and let
ê1, . . . , ên be the corresponding dual basis. The fiberwise symplectic form on
T ∗X = E ⊕ E∗ is just

ωV = êi ∧ ei. (7.2.4)

We will identify the ei, êi with the corresponding vertical 1-forms onME .
Let p be the generic element of E∗, so that (y, p) is the generic element

of T ∗X = E ⊕ E∗. The form θ of section 2.4 is just the horizontal form on
ME associated to the canonical section p. Using (2.4.2), (2.4.3) or a simple
direct computation,

ω = ωV +
〈
REy, p

〉
. (7.2.5)

From now on, e1, . . . , en will be supposed to be an orthonormal basis of
E. Let c ∈ R. We will give formulas for some of the operators considered in
section 2.5. Here we will take F to the trivial flat Euclidean vector bundle
R on S, so that ω

(
∇F , gF

)
= 0.

Let Ω· (E ⊕ E∗) be the vector space of smooth sections of Λ· (E∗ ⊕ E∗)⊗
Λn (E) along the fibers E⊕E∗. The operators which we will consider act on
smooth sections of Ω· (E ⊕ E∗).

If p ∈ E∗, recall that p can be identified with a corresponding element in
E. Then ∇Ep denotes the associated fiberwise differentiation operator along

the fibers of E. Also ∆V still denotes the Laplacian along the fibers of E∗.
Here that c ∈ R∗ is allowed to vary, so that dc ∈ Λ1 (R).

Theorem 7.2.1. The following identities hold:

Ĉ
ME ,2

φ,Hc−ωH =
1

4

(
−∆V + c2 |p|2 + c

(
2ibei

êi − n
))

+
1

4

〈
ei, R

Eej
〉
êiêj

− c

2

(
∇Ep + ibei

(
ei + iei

)
+
〈
REy, p

〉)
+

1

2
dc (p̂− p− ip) , (7.2.6)

Ĝ
ME

φ,Hc−ωH = − c
2

(p̂+ 6ibp)−
3

2
dc |p|2 ,

Ĝ
ME

φ,Hc−ωH +

[
Ĉ
′ME

Hc−ωH ,
3c

2
|p|2
]

= − c
2
p̂.

Proof. Our theorem follows from (2.5.14), (2.5.17), from Theorem 2.5.4, and
from (7.2.2).

7.3 TRANSLATION INVARIANCE OF THE CURVATURE

Take y0 ∈ E. Let Ty0 be the operator

s (y, p)→ Ty0s (y, p) = s (y + y0, p) . (7.3.1)
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Proposition 7.3.1. The following identity holds:

Ty0Ĉ
ME ,2

φ,Hc−ωHT−1
y0 = exp

(
−
〈
REy0, y

〉)
Ĉ
ME ,2

φ,Hc−ωH exp
(〈
REy0, y

〉)
. (7.3.2)

Proof. This is a trivial consequence of Theorem 7.2.1.

7.4 AN AUTOMORPHISM OF E

Let g be an automorphism of the vector bundle E, which preserves the
metric gE , and is parallel with respect to ∇E . Let e±iθ, 0 < θ < π be the
distinct nonreal eigenvalues of g, the other possible eigenvalues being 1 and

−1. These eigenvalues are locally constant on S. Let Ee
±iθ

, E1, E−1 be the
corresponding eigenbundles. We get the orthogonal splitting

E ⊗R C = E1 ⊗R C⊕ E−1 ⊗R C⊕
⊕

0<θ<π

Ee
iθ ⊕ Ee−iθ

. (7.4.1)

Note that E1, E−1 are real vector bundles, and that Ee
iθ ⊕ Ee

−iθ

is the

complexification of a real vector bundle Ee
±iθ

R . By (7.4.1), we have the real
splitting

E = E1 ⊕ E−1 ⊕
⊕

0<θ<π

Ee
±iθ

R . (7.4.2)

Finally, observe that the connection ∇E preserves the splittings (7.4.1),
(7.4.2).

Let Ω· (E ⊕ E∗) be the vector space of smooth sections of Λ· (E∗ ⊕ E)
along E ⊕ E∗.

We will now assume that in the operators Ĉ
ME ,2

φ,Hc−ωH , Ĉ
′ME

Hc−ωH , Ĝ
ME

φ,Hc−ωH ,

the Grassmann variables êi, ibei
have been replaced by ibei , êi. Still these op-

erators will be denoted as before. These operators now act on Ω· (E ⊕ E∗).

Clearly, g acts on Ω· (E ⊕ E∗) and commutes with Ĉ
ME ,2

φ,Hc−ωH . Let z be
an odd Grassmann variable, which anticommutes with all the other odd
variables. Set

LEc = Ĉ
ME ,2

φ,Hc−ωH − z
(

Ĝ
ME

φ,Hc−ωH +

[
Ĉ
′ME

Hc−ωH ,
3c

2
|p|2
])

. (7.4.3)

Using Theorem 7.2.1, we get

LEc = Ĉ
ME ,2

φ,Hc−ωH + z
c

2
ibp. (7.4.4)

Let dy, dp be the volumes along the fibers of E,E∗. Let Qc ((y, p) , (y′, p′))

be the smooth kernel associated to exp

(
−Ĉ

ME ,2

φ,Hc−ωH

)
and the volume dydp.

The kernel associated to g exp

(
−Ĉ

ME ,2

φ,Hc−ωH

)
is g∗Qc

(
g−1 (y, p) , (y′, p′)

)
.
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Now we will rewrite the operator LEc using the notation of section 1.1. By
Theorem 6.1.2, we get

LEc =
1

4

(
−∆V + c2 |p|2 + c (2êiibei − n)

)
+

1

4

〈
ei, R

Eej
〉
ibeiibej

− c

2

(
∇Ep + êiĉ (ei) +

〈
REy, p

〉)
+

1

2
dc (ibp − ĉ (p)) + z

c

2
ibp. (7.4.5)

Note that in (7.4.5), the Clifford variables ĉ (ei) anticommute with the êi, ibei .
The fact they both wear hats should not make them related in any way.

7.5 THE VON NEUMANN SUPERTRACE OF exp
(
−LE

c

)

In the sequel, we suppose c 6= 0. A first crucial observation is that in general,
the operator exp

(
−LEc

)
is not trace class. One evidence for this is that, by

Proposition 7.3.1, LEc is essentially translation-invariant by translations in
E. Also observe that for 1 ≤ i ≤ n,

c (ei) ĉ (ei) = 2eiiei − 1. (7.5.1)

By (7.5.1), we find that among the monomials in the c (ei) , ĉ (ei) acting on
Λ· (E∗), up to permutation, only c (e1) ĉ (e1) . . . c (en) ĉ (en) has a nonzero
supertrace, and moreover,

Trs [c (e1) ĉ (e1) . . . c (en) ĉ (en)] = (−2)
n
. (7.5.2)

By (7.5.2), since no Clifford variable c (ei) appears in the right-hand side
of (7.4.5),

Trs
Λ·(E∗⊕E) [Qc ((y, p) , (y, p))] = 0. (7.5.3)

To overcome the above difficulties, we describe a recipe to produce a “nat-
ural” von Neumann supertrace of the operator g exp

(
−LEc

)
. This recipe is

inspired from [B90, section 4], [B94, section 2].
Let o (E) be the orientation line bundle of E. Let ĉ (E) be the algebra

spanned by the ĉ (ei) , 1 ≤ i ≤ n. If A ∈ ĉ (E), A can be expanded as a sum of
monomials in the ĉ (ei). Let λ (A) ∈ o (E) be the coefficient of ĉ (e1) . . . ĉ (en)
in this expansion. The map A ∈ ĉ (E) → λ (A) is a supertrace in the sense
that if A,B ∈ ĉ (E), then [A,B] maps to 0.

First suppose that g = 1, so that E = E1. We expand Q ((y, p) , (y, p))
as a sum of monomials in the ĉ (ei). We denote by Q◦

c ((y, p) , (y, p)) the

coefficient of (−1)
n(n+1)/2

ĉ (e1) . . . ĉ (en) so that

Qc ((y, p) , (y, p)) = · · ·+Q◦
c ((y, p) , (y, p)) (−1)

n(n+1)/2
ĉ (e1) . . . ĉ (en) .

(7.5.4)
Note that

Q◦
c ((y, p) , (y, p)) ∈ End (Λ· (E)) ⊗̂Λ· (T ∗S) ⊗̂R [z, dc] ⊗̂o (E) ,

and so

Trs
Λ·(E) [Q◦

c ((y, p) , (y, p))] ∈ Λ· (T ∗S) ⊗̂R [z, dc] ⊗̂o (E) .
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By Proposition 7.3.1, Trs
Λ·(E) [Q◦

c ((y, p) , (y, p))] is invariant by translations
in y ∈ E, so that we can as well take y = 0.

Finally, it is easy to verify that as |p| → +∞, Qc ((0, p) , (0, p)) decays like
a Gaussian as |p| → +∞.

Definition 7.5.1. We define the von Neumann supertrace Trs
[
exp

(
−LEc

)]

by the formula

Trs
[
exp

(
−LEc

)]
=

∫

E∗
Trs

Λ·(E) [Q◦
c ((0, p) , (0, p))] dp. (7.5.5)

Note that Trs
[
exp

(
−LEc

)]
is a smooth section of Λ· (T ∗S) ⊗̂R [z, dc] ⊗̂o (E).

Assume now that no eigenvalue of g is equal to 1. In this case,

Trs
Λ·(E∗⊕E)

[
gQc

(
g−1 (y, p) , (y, p)

)]

no longer vanishes identically for trivial reasons, since, in general, g contains
the missing c (ei) , 1 ≤ i ≤ n.

Moreover, one verifies that as |(y, p)| → +∞, Qc
(
g−1 (y, p) , (y, p)

)
still ex-

hibits a Gaussian-like decay. We will give a short probabilistic proof for that.
Many arguments have already been used in chapter 4. Indeed the dampening
factor c2 |p|2 ensures the proper Gaussian decay as |p| → +∞.

Gaussian decay as |y| → +∞ is subtler and still uses this dampening
factor. Indeed for large |y|, |gy − y| is large. Because the dynamics of the
underlying path integral is determined by an equation like the one we will
write in (7.5.1), this means that sup0≤t≤1 |pt| ≃ |y|. If |p| ≃ |y|, Gaussian
decay in p guarantees Gaussian decay in y. If |p| ≤ c |y| /2, an estimate like
(4.7.22) still guarantees Gaussian decay when |y| → +∞.

Definition 7.5.2. If no eigenvalue of g is equal to 1, we define the von
Neumann trace Trs

[
g exp

(
−LEc

)]
by the formula

Trs
[
g exp

(
−LEc

)]
=

∫

E⊕E∗
Trs

Λ·(E∗⊕E)
[
gQc

(
g−1 (y, p) , (y, p)

)]
dydp.

(7.5.6)
In this case, Trs

[
g exp

(
−LEc

)]
is a smooth section of Λ· (T ∗S) ⊗̂R [z, dc].

In the general case, we use the splitting (7.4.1) of E⊗RC to define the von
Neumann supertrace Trs

[
g exp

(
−LEc

)]
by combining the above techniques.

Indeed if e1, . . . , en is such that e1, . . . , em is an orthonormal basis of E1, only
the Clifford variables ĉ (ei) , 1 ≤ i ≤ m receive a special treatment. Similarly,
if E1,⊥ denotes the orthogonal bundle to E1 in E, in the obvious extension
of (7.5.5), (7.5.6), the variable (y, p) will be integrated on E1,⊥⊕E∗. Details
are easy to fill in, and are left to the reader. Note that in the general case,
Trs
[
g exp

(
−LEc

)]
is a smooth section of Λ· (T ∗S) ⊗̂R [z, dc] ⊗̂o

(
E1
)
.

Let L1
c ,L

−1
c ,Le

±iθ

c be the operators LEc attached to E1, E−1, Ee
±iθ

R .

Proposition 7.5.3. The following identity holds:

Trs
[
g exp

(
−LEc

)]
= Trs

[
exp

(
−L1

c

)]
Trs
[
g exp

(
−L−1

c

)]

∏

0<θ<π

Trs

[
g exp

(
−Le

±iθ

c

)]
. (7.5.7)
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Proof. This is a trivial consequence of the fact that the operator LEc splits
according to (7.4.2).

If a ∈ R, let Ha ∈ End (Ω· (E ⊕ E∗)) be given by

s (y, p)→ Has (y, p) = s (y, ap) . (7.5.8)

Put

LE′
c = H1/

√
2L

E
c H

√
2. (7.5.9)

By (7.4.5),

LE′
c =

1

2

(
−∆V +

c2

4
|p|2 +

c

2
(2êiibei − n)

)
+

1

4

〈
ei, R

Eej
〉
ibei ibej

− c

2

(
1√
2
∇Ep + êiĉ (ei) +

1√
2

〈
REy, p

〉)
+

1

2
√

2
dc (ibp − ĉ (p)) + z

c

2
√

2
ibp.

(7.5.10)

Let Q′
c ((y, p) , (y′, p′)) be the smooth kernel associated to exp

(
−LE′

c

)
. We

define Trs
[
g exp

(
−LE′

c

)]
just as before, using instead the kernel Q′

c. One
verifies easily that

Trs
[
g exp

(
−LEc

)]
= Trs

[
g exp

(
−LE′

c

)]
. (7.5.11)

Replacing LEc by LE′
c is done simply for the convenience of later references.

7.6 A PROBABILISTIC EXPRESSION FOR Q′
c

Let q ((y, p) , (y′, p′)) be the smooth kernel for exp
(

∆V

2 + c
2
√

2
∇Ep
)
. Given

(y0, p0) ∈ E ⊕ E∗, let R(y0,p0) be the probability law on C ([0, 1], E ⊕ E∗)
of the hypoelliptic diffusion process (yt, pt), whose infinitesimal generator

is ∆V

2 + c
2
√

2
∇Ep . Let S(y0,p0) be the probability law on C ([0, 1], E ⊕ E∗) of

the corresponding bridge (yt, pt), which starts at (y0, p0) at time 0, and is
such that (y1, p1) = g (y0, p0). Let ES(y0,p0) be the expectation operator with
respect to S(y0,p0).

Note that under R(y0,p0) or S(y0,p0),

dy

dt
=

c

2
√

2
p, (7.6.1)

so that

c

2
√

2

∫ 1

0

ptdt = y1 − y0. (7.6.2)

Equivalently,

c

2
√

2

∫ 1

0

ptdt = (g − 1) y0. (7.6.3)
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In particular, if g = 1, so that E = E1, then
∫ 1

0

ptdt = 0, (7.6.4)

i.e., p ∈ L2
0, where L2

0 is the subvector space of L2 orthogonal to the con-
stants.

Now we fix the path pt ∈ C ([0, 1], E∗). Let Ut, 0 ≤ t ≤ 1 be the solution
of the differential equation

dU

dt
= U

[ c
2
êi (ĉ (ei)− ibei) +

cn

4
− 1

4

〈
ei, R

Eej
〉
ibei ibej

− dc

2
√

2
(ibp − ĉ (p))− cz

2
√

2
ibp
]
, (7.6.5)

U0 = 1.

Proposition 7.6.1. For any (y0, p0) ∈ E⊕E∗, the following identity holds:

Q′
c ((y0, p0) , g (y0, p0)) = ES(y0,p0)

[
exp

(
−c

2

8

∫ 1

0

|p|2 dt

+
c

2
√

2

∫ 1

0

〈
REy, p

〉
dt

)
U1

]
q ((y0, p0) , g (y0, p0)) . (7.6.6)

Proof. Our proposition follows easily from (7.5.10) and from the Feynman-
Kac formula.

7.7 FINITE DIMENSIONAL SUPERTRACES AND INFINITE

DETERMINANTS

In this section, we will give an expression for the supertrace of gU1. Let
sog (E) be the bundle of antisymmetric sections of End (E) which commute
with g. Temporarily, we replace RE by A ∈ sog (E).

So let Vt be the solution of the differential equation

dV

dt
= V

[ c
2
êi (ĉ (ei)− ibei) +

cn

4
− 1

4
〈ei, Aej〉 ibeiibej

− dc

2
√

2
(ibp − ĉ (p))− cz

2
√

2
ibp
]
, (7.7.1)

V0 = 1.

Note that we will adopt the conventions of section 7.5 concerning super-
traces, that is, the Clifford variables ĉ (ei) , 1 ≤ i ≤ m, will play a special role.
Note that in principle, Trs [gV1] is a section of Λ· (T ∗S) ⊗̂R [z, dc] ⊗̂o

(
E1
)
.

Still, we will often be interested here in the part of the supertrace which is
even in z, dc, that is, either it does not contain z, dc or it contains the factor
zdc. We will denote this restricted supertrace by the notation Trs

even. The
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part of the supertrace which only contains either z or dc will be denoted
Trs

odd.
Let C∞g ([0, 1], E) be the vector space of smooth functions f defined on

[0, 1] with values in E, such that

f1 = gf0. (7.7.2)

The operator d
dt acts as a real antisymmetric operator on C∞g ([0, 1], E). We

denote by Jg the corresponding skew-adjoint extension of d
dt . If g = 1, we

will use the notation J instead of Jg.
Note that kerJg is in one to one correspondence with ker (g − 1). We will

denote by J−1
g the inverse of Jg restricted to the orthogonal space kerJ⊥

g

to kerJg in L2 ([0, 1], E). Equivalently, J−1
g is the inverse of Jg restricted to

kerJ⊥
g .

We will denote Fredholm determinants of operators where J−1
g appears

with the notation det ∗, to remind the reader that the zero eigenvalue of Jg
is excluded.

Let E1,⊥ ⊂ E be the orthogonal vector bundle to E1 in E. Since A
commutes with g, E1 and E1,⊥ are stable by A. In particular A|E1 is an
antisymmetric endomorphism of E1. By definition, Pf [A|E1 ] vanishes if E1

is odd dimensional. In general, it is a section of o
(
E1
)
.

We claim that det ∗
(
1− c2

4 J
−2
g + c2

4 AJ
−3
g

)
has a natural square root. In-

deed the operator 1 − c2

4 J
−2
g is positive definite, so that det

(
1− c2

4 J
−2
g

)

is positive. For A close enough to 0, we can define the “natural” square

root det ∗1/2
(
1− c2

4 J
−2
g + c2

4 AJ
−3
g

)
of this determinant, which is an ana-

lytic function of A.
Although this will not be used in the next chapters, we show briefly how

to define this square root as an analytic function of A ∈ sog (E). Indeed the
operators A and Jg are antisymmetric and real. Complex conjugation maps
the corresponding eigenspaces into eigenspaces associated with the negative
of the eigenvalues. Since we exclude the zero eigenvalue of Jg, this makes that
in the infinite product which defines the Fredholm determinant, the same
factor appears necessarily twice. By picking just one of these factors, we can

then define the square root det ∗1/2
(
1− c2

4 J
−2
g + c2

4 AJ
−3
g

)
. It is obviously

an analytic function of A ∈ so (E), which extends the previously defined
function, since it coincides with that function at A = 0.

Observe that if Pf∗ denotes the Pfaffian of an operator acting on the
orthogonal of kerJg, at least formally,

det ∗1/2
(

1− c2

4
J−2
g +

c2

4
AJ−3

g

)
=

Pf∗
[
Jg − c2

4 J
−1
g + c2

4 AJ
−2
g

]

Pf∗ [Jg]
. (7.7.3)

Note that the ratio of two Pfaffians is a real number. By splitting kerJ⊥
g

into a direct sum of eigenspaces associated to the nonzero eigenvalues of Jg,
and writing the Pfaffians in (7.7.3) as a product of Pfaffians, one can make
easily sense of (7.7.3).
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Definition 7.7.1. Set

χ (c, g, A) = Pf

[
c2

8
A|E1

]
detE

1,⊥
(1− g)2

det ∗1/2
(

1− c2

4
J−2
g +

c2

4
AJ−3

g

)
. (7.7.4)

We will give a more concrete expression for χ (c, g, A). Assume first that
E = E1 is even dimensional and oriented by the choice of the basis e1, . . . , en.
Then there is an oriented orthonormal basis of E such that the matrix of A
is a union of semidiagonal blocks

(
0 −yj
yj 0

)
, 1 ≤ j ≤ n/2,

so that if xj = iyj, 1 ≤ j ≤ n/2, the ±xj are the eigenvalues of A. In
particular the Pfaffian of A is just

Pf [A] =

n/2∏

1

(−yj) . (7.7.5)

Then one verifies easily that

χ (c, 1, A) =

n/2∏

j=1

(
ic2

8
xj

) n/2∏

j=1

det ∗
(

1− c2

4
J−2 +

c2

4
xjJ

−3

)
. (7.7.6)

Assume now that E = Ee
±iθ

R , with 0 < θ < π, so that E is even dimen-
sional. Let B ∈ End (E) be the antisymmetric endomorphism with semidi-

agonal blocks

(
0 −θ
θ 0

)
, so that

g = eB. (7.7.7)

We may and we will assume that A is also reduced in semidiagonal blocks
(

0 −yj
yj 0

)
, 1 ≤ j ≤ n/2

on the same basis as B. Put again xj = iyj . Then we have the identity

χ (c, g, A) =

(
2 sin

(
θ

2

))n n/2∏

j=1

det

(
1− c2

4
J−2
eiθ +

c2

4
xjJ

−3
eiθ

)
. (7.7.8)

We will not be more specific in the case E = E−1, i.e., when g = −1.
We will also consider expressions of the type

χ (c, g, A) exp

(
c2zdc

8

〈
Jg

J3
g − c2

4 Jg + c2

4 A
p, p

〉)
. (7.7.9)

Equation (7.7.9) should be properly interpreted. Indeed recall that in (7.6.5)
and in (7.7.1), pt is such that p1 = gp0.
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If A is close enough to 0, the operator J3
g − c2

4 Jg + c2

4 A is invertible. How-
ever, if A is arbitrary, this operator may well be noninvertible. Still, the
expression (7.7.9) remains an analytic function of A because of the deter-
minant appearing in the definition of χ (c, g, A) given in (7.7.4). For similar
considerations in a simpler situation, we refer to Mathai-Quillen [MatQ86]
and to [B90, section 5].

Theorem 7.7.2. The following identity holds:

Trs
even [gV1] = χ (c, g, A) exp

(
c2zdc

8

〈
Jg

J3
g − c2

4 Jg + c2

4 A
p, p

〉)
. (7.7.10)

Proof. We will consider in succession the cases E = E1, E = Ee
±iθ

R , E =
E−1.
• The case where E = E1. Here, we assume that E = E1, i.e., g = 1.

First we will make z = 0, dc = 0. We claim that if E is odd dimen-
sional, Trs

[
V 1
]

vanishes. Indeed V1 is even in the monomials containing
the êi, ibei , ĉ (ei). Moreover, only even monomials in the êi, ibei can have a
nonzero supertrace when acting on Λ· (E). In the expansion of V1, such even
monomials will always be factors of even monomials in the ĉ (ei). If E is odd
dimensional, the monomial ĉ (e1) . . . ĉ (en) never appears in this expansion,
so that indeed Trs [V1] vanishes.

We can now assume that E is even dimensional. Note that

êi =
1

2
(ĉ (êi) + c (êi)) , ibei =

1

2
(ĉ (êi)− c (êi)) . (7.7.11)

In the sequel, we will use the notation for 1 ≤ i ≤ n,

ĉ (ei) = ic (ei) , ĉ (êi) = ic (êi) . (7.7.12)

The c (ei) , c (êi) are now standard Clifford variables, which anticommute,
and also anticommute with the other Clifford variables. Observe that since
n is even,

∏

1≤i≤n
c (êi) ĉ (êi) =

∏

1≤i≤n
c (êi)

∏

1≤i≤n
c (êi) , (7.7.13)

(−1)
n(n+1)/2

ĉ (e1) . . . ĉ (en) = c (e1) . . . c (en) .

We assume temporarily that the Euclidean vector bundle E is oriented
and spin, and we denote by SE = SE+ ⊕ SE− the corresponding Z2-graded
vector bundle of spinors. Then SE is a c (E) Clifford module. Among the
monomials in the c (ei), only c (e1) . . . c (en) has a nonzero supertrace, and
moreover,

Trs
SE

[c (e1) . . . c (en)] = (−2i)n/2 . (7.7.14)

In the sequel we make c (E)⊗3 act on SE⊗̂SE⊗̂SE . The corresponding
three copies of c (E) are generated by the c (ei) , c (êi) , c (êi). Using (7.7.13),

(7.7.14), we find easily that we have the identity of functionals on c (E)
⊗3

,

Trs =
1

(2i)
n/2

Trs
SE b⊗SE b⊗SE

. (7.7.15)
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Using (7.7.1), the fact that z = 0, dc = 0 and also (7.7.11), (7.7.12), we
get

V1 = exp
( ic

4
c (êi) c (êi) +

ic

4
(c (êi) + ic (êi)) c (ei)

+
1

16
〈Aei, ej〉 (c (êi)− ic (êi)) (c (êj)− ic (êj))

)
. (7.7.16)

Let V be a finite dimensional real Euclidean vector space, and let so (V ) be
the Lie algebra of antisymmetric elements in End (V ). Let H ∈ so (V )⊗RC.
Let c (V ) be the Clifford algebra of V . Let v1, . . . , vp be an orthonormal basis
of V . Then the image c (H) of H in c (V )⊗R C is given by

c (H) =
1

4
〈Hvi, vj〉 c (vi) c (vj) . (7.7.17)

Assume that V has even dimension p and also that it is oriented. Let SV =
SV+ ⊕ SV− be the corresponding Z2-graded vector space of spinors. Then SV

is a c (V )-Clifford module. Moreover, ceven (V ) preserves the Z2-grading of
SV .

If a ∈ c (V ) ⊗R C, let Trs
SV

[a] be the supertrace of a when acting on
c (V ). If H ∈ so (V ), then there is an oriented orthogonal basis of V such

that the matrix of H has semidiagonal blocks

(
0 −γj
γj 0

)
, 1 ≤ j ≤ p/2. By

(7.7.14) and (7.7.17), one finds easily that

Trs
SV

[exp (c (H))] =

p/2∏

j=1

(−2i sin (γj/2)) . (7.7.18)

Clearly,

Pf [H ] =

p/2∏

j=1

(−γj) . (7.7.19)

The function Pf extends to an analytic function on so (V ) ⊗R C, which is
such that

Pf2 = det . (7.7.20)

Moreover, the function

Â (H) =

p/2∏

j=1

(
γj/2

sin (γj/2)

)
(7.7.21)

is an analytic symmetric function in the γ2
j . Therefore it is an ad-invariant

analytic function of the coefficients of the characteristic polynomial of H .
It can be expressed as an analytic function of the Tr

[
H2k

]
, k ∈ N, and so

it extends uniquely as an invariant analytic function on End (V ) ⊗R C. If
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H ∈ so (V )⊗R C, it has eigenvalues ±δ1, . . . ,±δp/2. Then

Pf2 [H ] = det [H ] =

p/2∏

j=1

(
−δ2j

)
, (7.7.22)

Â (H) =

p/2∏

j=1

δj/2

sinh (δj/2)
.

By analyticity, we deduce from the above that if H ∈ so (V )⊗R C,

Trs
SV

[exp (c (H))] = Pf [iH ] Â−1 (H) . (7.7.23)

Let M ∈ End
(
E3
)
⊗R C be given by

M =




0 i c2 − c
2

−i c2 A
4 −iA4 + i c2

c
2 −iA4 − i c2 −A4


 . (7.7.24)

Then M is antisymmetric. We make the first columns and rows be associ-
ated with the c (ei), the second with the c (êi), the third with the c (êi). By
(7.7.16), and using (7.7.17) with V = E3, we get

V1 = exp (c (M)) . (7.7.25)

By (7.7.23),

Trs
SE b⊗SE b⊗SE

[V1] = Pf [iM ] Â−1 (M) . (7.7.26)

Let x ∈ C. Let C be the (3, 3) matrix

C =




0 i c2 − c
2

−i c2 x
4 −ix4 + i c2

c
2 −ix4 − i c2 −x4


 . (7.7.27)

Let Q (λ) = det (C − λ) be the characteristic polynomial of C. By a straight-
forward computation, we get

Q (λ) = Pc,x (λ) . (7.7.28)

Let λ1, λ2, λ3 be the roots of Q (λ). By (7.1.3), (7.7.28),

τ (c, 0, x) =
3∏

1

2 sinh

(
λi
2

)
. (7.7.29)

We fix an orientation of E. Then there is an oriented orthonormal ba-
sis of E such that the matrix of A on this basis has semidiagonal blocks(

0 −yi
yi 0

)
. Put xi = iyi. Then ±x1, . . . ,±xn/2 are the eigenvalues of A. By

(7.7.23), by (7.7.26)-(7.7.29), and by a careful computation of signs, we get

Trs
SE b⊗SE b⊗SE

[V1] = (−1)n/2
n/2∏

1

τ (c, 0, xi) . (7.7.30)
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By (7.1.7) in Theorem 7.1.2, by (7.7.6), (7.7.15), and (7.7.30), we get
(7.7.10) when E = E1 and z and dc are made equal to 0.

Now we consider the case where E = E1, but z, dc do not vanish. Essen-
tially the same arguments as before show that if n is odd, then Trs

even [V1]
still vanishes. Assume now that n is even. Note that we can rewrite the
differential equation (7.7.1) in the form

dV

dt
= V

[
c (M)− dc

2
√

2

(
1

2
(ic (p̂)− c (p̂))− ic (p)

)

− z

2
√

2

c

2
(ic (p̂)− c (p̂))

]
, (7.7.31)

V0 = 1.

Let ϑt ∈ E3 ⊗C [z, dc] be given by

ϑt = −




i
2
√

2
dcpt

1
4
√

2
(cz + dc) pt

−i
4
√

2
(cz + dc) pt


 . (7.7.32)

We denote by c (ϑt) the element of c
(
E3
)
⊗̂C (z, dc) which is obtained by

replacing each of the three components in (7.7.32) by the corresponding
Clifford multiplications, and introducing the obvious minus sign when taking
z or dc out of the Clifford multiplication. Then (7.7.31) can be rewritten in
the form

dV

dt
= V [c (M) + c (ϑt)] , (7.7.33)

V0 = 1.

By [B90, Theorem 5.1], by (7.7.31), (7.7.32), we get

Trs [V1] = Trs [exp (c (M))] exp

(〈(
d

dt
+M

)−1

ϑ, ϑ

〉)
. (7.7.34)

In (7.7.34), the boundary conditions are the standard periodic boundary
conditions on [0, 1]. Note that to make sense of the right-hand side of (7.7.34),
considerations similar to the ones we made after (7.7.9) should be made. For
details we refer to [B90, Chapter 5].

The first factor in the right-hand side of (7.7.34) was evaluated before. So
we now concentrate on the evaluation of the second factor. We still take C
as in (7.7.27). Observe that if λ is not a root of the polynomial Pc,x, then

(C − λ)−1 =
1

Pc,x (λ)


λ2 − c2

4
ic
2 λ+ ic

4 x+ ic2

4 − c
2λ+ c

4x− c2

4

− ic2 λ− ic
4 x+ ic2

4 λ2 + x
4λ+ c2

4 i
(
−x4 + c

2

)
λ+ i c

2

4
c
2λ− c

4x− c2

4 −i
(
x
4 + c

2

)
λ+ i c

2

4 λ2 − x
4λ− c2

4


 . (7.7.35)
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Let us temporarily consider pt in (7.7.32) as a real number, and ϑt as an
element of C (z, dc). By (7.7.35), we get

〈
(C − λ)−1

ϑ, ϑ
〉

= −zdc c2λ

8Pc,x (λ)
|pt|2 . (7.7.36)

By (7.7.24), (7.7.27), (7.7.36), we get easily
〈(

d

dt
+M

)−1

ϑ, ϑ

〉
=
c2

8
zdc

〈
J

J3 − c2

4 J + c2

4 A
p, p

〉
. (7.7.37)

By (7.7.34), (7.7.37), we get (7.7.10) when E = E1.

• The case where E = Ee±iθ

R . Now, we assume that E = Ee
i±θ

R , so that E
is even dimensional. Moreover, there is B ∈ End (E) which is antisymmetric,
commutes with A, and is such that (7.7.7) holds. Then the action of B on
Λ· (E∗ ⊕ E) is given by

B|Λ·(E∗⊕E) =
1

4
〈Bei, ej〉

(
c (ei) c (ej)− ĉ (ei) ĉ (ej)

+ c (êi) c (êj)− ĉ (êi) ĉ (êj)

)
. (7.7.38)

As before, we replace in (7.7.38) the ĉ (ej) , ĉ (êj) by ic (ei) , ic (êj), the effect
being to change the − signs into + signs in (7.7.38).

Recall that E is oriented. We will temporarily assume that E is spin, and

we denote by SE = SE+ ⊕ SE− the corresponding spinors. Then
(
SE
)⊗4

is a

c (E)
⊗4

Clifford module. It is then elementary to verify that in our compu-

tation of the supertrace, we can as well replace Λ· (E∗ ⊕ E) by
(
SE
)⊗4

.

First we assume that z = 0, dc = 0. Let N ∈ End
(
E4
)
⊗R C be given by

N =




B 0 0 0
0 B i c2 − c

2

0 −i c2 A
4 +B −iA4 + i c2

0 c
2 −iA4 − i c2 −A4 +B


 . (7.7.39)

Note that N is antisymmetric. It follows from (7.7.31) and (7.7.38) that we
have the identity of operators acting on Λ· (E∗ ⊕ E),

gV1 = exp (c (N)) . (7.7.40)

Let ±σj , 1 ≤ j ≤ 2n be the eigenvalues of N . Then by (7.7.22), (7.7.23),

Trs [exp (c (N))] =

2n∏

j=1

2 sinh
(σj

2

)
. (7.7.41)

The explicit sign in (7.7.41) is evaluated using explicitly the orientation of
E4.
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If η ∈ C, set

D =




η 0 0 0
0 η i c2 − c

2
0 −i c2 x

4 + η −ix4 + i c2
0 c

2 −ix4 − i c2 −x4 + η


 . (7.7.42)

Let R (λ) be the characteristic polynomial of D. By comparing with (7.7.27),
(7.7.28), we get

R (λ) = (η − λ)Pc,x (λ− η) . (7.7.43)

Assume that the eigenvalues of A acting on Ee
iθ

are given by x1, . . . , xn/2.
By (7.1.3), (7.7.41), (7.7.43), we get

Trs [gV1] = (2i sin (θ/2))
n/2

n/2∏

1

τ (c, iθ, xj) . (7.7.44)

Using (7.1.8) in Theorem 7.1.2, (7.7.8), and (7.7.44), we get (7.7.10) when
z, dc are made equal to 0.

Consider now the general case, where z, dc do not vanish. Put

̟t = −




0
i

2
√

2
dcpt

1
4
√

2
(cz + dc) pt

−i
4
√

2
(cz + dc) pt


 . (7.7.45)

Consider the differential equation

dW

dt
= W [c (N) + c (exp (−tB)̟t)] , (7.7.46)

W0 = 1.

If we identify B to the corresponding matrix acting on E4, and M to the
matrix acting like 0 on the first copy of E, and like the given M on the last
E3, from (7.7.39), we get

N = B +M. (7.7.47)

By (7.7.33), (7.7.46), (7.7.47), we find that

V1g = W1. (7.7.48)

Now by using again [B90, Theorem 5.1] as in (7.7.34) and by (7.7.48), we
get

Trs [gV1] = Trs [W1] = Trs [exp (c (N))]

exp

(〈(
d

dt
+N

)−1

exp (−tB)̟t, exp (−tB)̟t

〉)
. (7.7.49)

Again, standard periodic boundary conditions are used in the right-hand
side of (7.7.49). However, since e−tB is an orthogonal matrix,〈(

d

dt
+N

)−1

exp (−tB)̟t, exp (−tB)̟t

〉
=

〈(
d

dt
+M

)−1

̟t, ̟t

〉
,

(7.7.50)
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where the operator
(
d
dt +M

)−1
should now act on smooth functions f on

[0, 1] with values in E4 such that f1 = gf0, which, incidentally, is the case
for ̟t. By using (7.7.36) and proceeding as in (7.7.37), we get

〈(
d

dt
+M

)−1

ϑ, ϑ

〉
=
c2

8
zdc

〈
Jg

J3
g − c2

4 Jg + c2

4 A
p, p

〉
. (7.7.51)

From (7.7.49),(7.7.51), we get (7.7.10) in full generality when E = Eiθ .
• The case where E = E−1. Now we assume that E = E−1, i.e., g = −1.

We replace temporarily E by E ⊕ E, so that g acts like −1 on both copies
of E. Then Trs

even [gV1] is replaced by its square. Let B ∈ End (E ⊕ E) be
given by

B =

(
0 −π
π 0

)
, (7.7.52)

so that g = eB. Since E ⊕ E is even dimensional, we can then proceed as
before, and get the identity corresponding to (7.7.10) for E ⊕ E, which is
the square of the one we are looking for. The expressions we consider are
analytic in A, c, z, dc. When A = 0, c = 0, z = 0, dc = 0, then V1 = 1, so that

Trs [gV1] = 22n, (7.7.53)

which coincides in this case with (7.7.10). Therefore we have established
(7.7.10) also in this case. The proof of our theorem is completed.

7.8 THE EVALUATION OF THE FORM Trs
[
g exp

(
−LE

c

)]

Here we establish the main result of this chapter.

Theorem 7.8.1. The following identity holds:

Trs
[
g exp

(
−LEc

)]
= e

(
E1,∇E1

)

(
1− c2

8
zdcTr∗

[
1

(
−J2

g + c2

4

(
1−REJ−1

g

))2

])
. (7.8.1)

Proof. We split the proof of our theorem into two parts.
• The case where E = E1. First, we assume that g = 1, so that Jg =

J = d
dt with periodic boundary conditions. Note that by (7.1.9),

(
2 sinh

(√
u/2

))n
= un/2 det ∗1/2 (1− uJ−2

)
. (7.8.2)

If p ∈ E∗, let Pp be the probability law on C ([0, 1], E∗) of the Brownian
bridge t ∈ [0, 1] → pt ∈ E∗, with p0 = p1 = p. For u > 0, let Qu be the
probability law on C ([0, 1], E∗) of the Gaussian process with values in E∗

with covariance
(
−J2 + u

)−1
. By (7.8.2) and by [B90, eq. (7.36)], we have

the equality of positive finite measures on C ([0, 1], E∗),

exp

(
−u

2

∫ 1

0

|pt|2 dt
)
dPp

dp

(2π)
n/2

=
dQu

(2 sinh (
√
u/2))

n . (7.8.3)
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Set

h =

∫ 1

0

ptdt, qt = pt − h. (7.8.4)

By construction, q ∈ L2
0. Then under Qu, h and q· are independent random

variables, the probability law of h is a centered Gaussian with values in
E with covariance 1/u, and q is a Gaussian process concentrated on L2

0,

with covariance
(
−J2 + u

)−1
, whose corresponding probability law will be

denoted Q0
u.

Using (7.8.2) and the above, we find that under the finite positive measure
in (7.8.3), the law of h, q· is just

1

(2π)
n/2

det ∗1/2 (1− uJ−2)
exp

(
−u |h|2 /2

)
dh⊗ dQ0

u (q) . (7.8.5)

Let σ ∈ End (Ω· (E ⊕ E∗)) be given by f (y, p) → f (−y,−p). By (7.4.5),
the part of LEc which does not contain z, dc is invariant under conjugation by
σ, and the part which contains z, dc is antiinvariant. We then deduce easily
that

Trs
odd
[
exp

(
−LEc

)]
= 0. (7.8.6)

So we concentrate now on Trs
even

[
exp

(
−LEc

)]
. By Proposition 7.6.1 and

by Theorem 7.7.2, this expression vanishes if E is odd dimensional. So we
assume now that E is even dimensional.

Note that yt is such that (7.6.1) holds. So by (7.6.2), (7.8.4),

y1 − y0 =
c

2
√

2
h. (7.8.7)

By (7.6.4), under S(0,p), p· ∈ L0
2, so that J−1p ∈ L0

2 is well defined. By
(7.5.5), (7.6.1) and by (7.6.6) in Proposition 7.5.3, we get

Trs
[
exp

(
−LEc

)]
=

∫

E∗
ES(0,p)

[
exp

(
−c

2

8

∫ 1

0

|p|2 dt+ c2

8

〈
REJ−1p, p

〉)

Trs [U1]

]
q ((0, p) , (0, p)) dp. (7.8.8)

Also by (7.8.5), (7.8.7), (7.8.8) and using Fubini’s theorem, which allows us
to condition on y1 = 0 after having done the integration in the variable
p ∈ E∗, we get

Trs
[
exp

(
−LEc

)]
=

2n

det ∗1/2 (1− c2

4 J
−2
)
|c|n πn/2

E
Q0

c2/4

[
exp

(
c2

8

〈
REJ−1p, p

〉)
Trs [U1]

]
. (7.8.9)

Using now Theorem 7.7.2 and (7.8.9), we obtain

Trs
[
exp

(
−LEc

)]
=

2nχ
(
c, 1, RE

)

det ∗1/2 (1− c2

4 J
−2
)
|c|n πn/2

E
Q0

c2/4

[
exp

(
c2

8

〈(
REJ−1 + zdc

J

J3 − c2

4 J + c2

4 R
E

)
p, p

〉)]
. (7.8.10)
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Trivial properties of Gaussians show that

E
Q0

c2/4

[
exp

(
c2

8

〈(
REJ−1 + zdc

J

J3 − c2

4 J + c2

4 R
E

)
p, p

〉)]

= det ∗1/2




−J2 + c2

4

−J2 + c2

4 − c2

4

(
REJ−1 + zdc J

J3− c2

4 J+ c2

4 R
E

)


 . (7.8.11)

Moreover, we have the obvious,

det ∗1/2




−J2 + c2

4

−J2 + c2

4 − c2

4

(
REJ−1 + zdc J

J3− c2

4 J+ c2

4 R
E

)




=
det ∗1/2

(
1− c2

4 J
−2
)

det ∗1/2 (1− c2

4 J
−2 + c2

4 R
EJ−3

)
(

1− zdc

8
c2Tr∗

[
1

(
−J2 + c2

4 (1−REJ−1)
)2

])
. (7.8.12)

By (7.7.4), (7.8.10)-(7.8.12), we get (7.8.1) when E = E1.
• The case where 1 is not an eigenvalue of g. Now we assume

that 1 is not an eigenvalue of g. For p ∈ E∗, let Pg,p be the probability
law on C ([0, 1], E∗) of the Brownian bridge t ∈ [0, 1] → pt ∈ E∗, with
p0 = p, p1 = gp. For u > 0, let Qu,g be the probability law on C ([0, 1], E∗) of

the Gaussian process with covariance
(
−J2

g + u
)−1

. Note that under Qu,g,
p· is a continuous process such that p1 = gp0. We claim that we have the
equality of positive finite measures on C ([0, 1], E∗) which generalizes (7.8.3),

exp

(
−u

2

∫ 1

0

|pt|2 dt−
1

2
|(1− g) p|2

)
dPg,p

dp

(2π)n/2

=
dQu,g∣∣det

(
e
√
u/2 − e−

√
u/2g

)∣∣ . (7.8.13)

The proof of (7.8.13) is exactly the same as the proof of (7.8.3) given in [B90,
proof of Theorem 7.3], which we repeat. Take f ∈ L2 ([0, 1], E∗). Set

I =

∫

E∗
EPg,p

[
exp
(∫ 1

0

〈
f, dp−√updt

〉
− u

2

∫ 1

0

|pt|2 dt

− 1

2
|(1− g) p|2

)] dp

(2π)n/2
. (7.8.14)

Using the fact that g is an isometry, the obvious analogues of [B90, eq. (7.27)
and (7.28)] remain valid.
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Let w· be a Brownian motion with values in E∗. Given p ∈ E∗, let p′· be
the solution of the stochastic differential equation

dp′ =
(√
up′ + f

)
dt+ dw, p′0 = p. (7.8.15)

Let δp be the Itô differential of p. The same use of the Girsanov transforma-
tion as in [B90] shows that

1

(2π)
n/2

EPg,p

[
exp

(∫ 1

0

〈
f +
√
up, δp

〉
− 1

2

∣∣f +
√
up
∣∣2
)]

exp

(
−1

2
|(1− g) p|2

)
(7.8.16)

is exactly the value of the density of the probability law of p′1 with respect
to dp at p′ = gp. This probability law was obtained in [B90, eq. 7.32)] by an
easy explicit computation. Equation (7.8.13) then follows.

Using (7.1.9), instead of (7.8.2), we have the more general

det
(
e
√
u/2 − e−

√
u/2g

)
=

det 1/2
(
−J2

g + u
)

det ∗1/2 (−J2)
. (7.8.17)

By (7.8.17), we get in particular

det (1− g) =
det 1/2

(
−J2

g

)

det ∗1/2 (−J2)
. (7.8.18)

By (7.8.17), (7.8.18), we obtain

det
(
e
√
u/2 − e−

√
u/2g

)
= det (1− g) det 1/2

(
1− uJ−2

g

)
. (7.8.19)

We now use the notation in (7.8.4). Under Qu,g, the probability law of h
is a centered Gaussian on E∗ whose variance σ2 (u) > 0 can be calculated
explicitly, its exact value being irrelevant.

Under S(y,p), (7.6.1), (7.6.2), (7.8.4), and (7.8.7) still hold. Since y1 = gy0,
we get

y =
c

2
√

2
J−1
g p. (7.8.20)

By (7.5.6), (7.6.6), and (7.8.20), we obtain

Trs
[
g exp

(
−LEc

)]
=

∫

E⊕E∗
ES(y,p)

[
exp

(
−c

2

8

∫ 1

0

|p|2 dt

+
c2

8

〈
J−1
g REp, p

〉
)

Trs [gU1]

]
q ((y, p) , g (y, p)) dydp. (7.8.21)

Using (7.8.13), (7.8.19)-(7.8.21), and also Fubini’s theorem, we get

Trs
[
g exp

(
−LEc

)]
=

1

det (1− g)2 det 1/2
(
1− c2

4 J
−2
g

)

EQg,c2/4

[
exp

(
c2

8

〈
REJ−1

g p, p
〉)

Trs [gU1]

]
. (7.8.22)
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By Theorem 7.7.2 and (7.8.22), we obtain

Trs
[
g exp

(
−LEc

)]
=

χ
(
c, g, RE

)

det (1− g)2 det 1/2
(
1− c2

4 J
−2
g

)

E
Q0

g,c2/4

[
exp

(
c2

8

〈(
REJ−1

g + zdc
Jg

J3
g − c2

4 Jg + c2

4 R
E

)
p, p

〉)]
.

(7.8.23)

Now the obvious analogue of (7.8.11), (7.8.12) just says that

E
Q0

g,c2/4

[
exp

(
c2

8

〈(
REJ−1

g + zdc
Jg

J3
g − c2

4 Jg + c2

4 R
E

)
p, p

〉)]

=
det 1/2

(
1− c2

4 J
−2
g

)

det 1/2
(
1− c2

4 J
−2
g + c2

4 R
EJ−3

g

)
(

1− zdc

8
c2Tr

[
1

(
−J2

g + c2

4

(
1−REJ−1

g

))2

])
. (7.8.24)

By (7.7.4), (7.8.23), (7.8.24), we obtain

Trs
[
g exp

(
−LEc

)]
= 1− zdc

8
c2Tr

[
1

(
−J2

g + c2

4

(
1−REJ−1

g

))2

]
, (7.8.25)

which is just (7.8.1). The proof of our theorem is completed.

7.9 SOME EXTRA COMPUTATIONS

Put

ME
c = Ĉ

ME ,2

φ,Hc−ωH − zĜ
ME

φ,Hc−ωH . (7.9.1)

The von Neumann supertraces

Trs

[
g |p|2 exp

(
−Ĉ

ME ,2

φ,Hc−ωH

)]
,Trs

[
g exp

(
−ME

c

)]

are defined as in Definitions 7.5.1 and 7.5.2.

In the sequel, we write D̂
ME

c instead of D̂
E

φ,Hc−ωH when the value c has
been fixed, so that dc = 0.

Recall that h (x) is given by (4.3.1), h′ by (4.3.12). In particular h′ (x) is

an even function of x, so that h′
(

D̂
ME

c

)
is in fact a function of D̂

ME ,2

c . In

particular, we can define the generalized supertrace Trs

[
g |p|2 h′

(
D̂

ME ,2

c

)]

as before.
If α is a section of Λ· (T ∗S) ⊗̂C [dc], we denote αdc=0 the section of

Λ· (T ∗S) which is obtained by making dc = 0. If β ∈ Λ· (T ∗S) ⊗̂C [z, dc],
βzdc denotes the section of Λ· (T ∗S) which is a factor of zdc in the obvious
expansion of β.
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Theorem 7.9.1. The following identities hold:

Trs

[
g |p|2 exp

(
−Ĉ

ME ,2

φ,Hc−ωH

)]
= e

(
E1,∇E1

)

1

2
Tr∗

[
1

−J2
g + c2

4

(
1− REJ−1

g

)
]
, (7.9.2)

Trs
[
g exp

(
−ME

c

)]
= e

(
E1,∇E1

)

(
1− 1

8
zdcTr∗

[
−6J2

g + c2

2

(
3REJ−1

g − 1
)

(
−J2

g + c2

4

(
1− REJ−1

g

))2

])
, (7.9.3)

− 1

2
Trs

[
g |p|2 h′

(
D̂

ME

c

)]
= Trs

[
g exp

(
−ME

c

)]zdc
.

Moreover,

Trs
[
g exp

(
−LEc

)]zdc

= Trs
[
g exp

(
−ME

c

)]zdc
+

∂

∂c
Trs

[
g
3c

2
|p|2 exp

(
−Ĉ

ME ,2

φ,Hc−ωH

)]

= −e
(
E1,∇E1

) c2
8

Tr∗
[

1
(
−J2

g + c2

4

(
1−REJ−1

g

))2

]
. (7.9.4)

Proof. Let η be an even Grassmann variable which is such that η2 = 0. We
claim that we have the identity

Trs

[
g exp

(
−Ĉ

ME ,2

φ,Hc−ωH + η |p|2
)]

= Trs

[
g exp

(
−Ĉ

ME ,2

φ,Hc−ωH

)]

+ ηTrs

[
g |p|2 exp

(
−Ĉ

ME ,2

φ,Hc−ωH

)]
. (7.9.5)

Note that since the objects appearing in (7.9.5) are only generalized super-
traces, the identity in (7.9.5) is not entirely trivial. However, it can be easily
proved by the methods used in the proof of [B90, Theorem 4.6]. Namely,
we can express the left-hand side of (7.9.5) by using a kernel version of
Duhamel’s formula, which only contains terms of degree 0 and 1 in the vari-
able η. Then we use the fact that the finite dimensional version of our gen-
eralized supertrace vanishes on supercommutators, together with equation
(7.3.2) in Proposition 7.3.1. Details are left to the reader.

By proceeding as in the proof of Theorem 7.8.1 on the left-hand side of
(7.9.5), we easily get the first identity in (7.9.2). To establish the second
identity, we use equation (7.2.6), and also we proceed as in the proof of

Theorem 7.8.1. By the first identity in (7.9.2), the contribution of − 3
2dc |p|

2

to Trs
[
g exp

(
−ME

c

)]
is given by

−e
(
E1,∇E1

) 3

4
zdcTr∗

[
1

−J2
g + c2

4

(
1−REJ−1

g

)
]
. (7.9.6)
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To obtain the contribution of the first terms in formula (7.2.6) for Ĝ
M
φ,Hc−ωH ,

we proceed again as in the proof Theorem 7.8.1. Instead of (7.7.32), we have
now

ϑt = −




i
2
√

2
dcpt

1
4
√

2
(−5cz + dc) pt

−i
4
√

2
(7cz + dc) pt


 . (7.9.7)

Instead of (7.7.36), we get
〈
(C − λ)−1

θ, θ
〉

= zdc
c2 (2λ+ 3x)

8Pc,x (λ)
. (7.9.8)

Also (7.7.45) is correspondingly modified. By proceeding as in the proof of
Theorems 7.7.2 and 7.8.1, and using (7.9.8), we find that the contribution

of the first two terms in equation (7.2.6) for Ĝ
ME

φ,Hc−ωH is given by

e
(
E1,∇E1

) c2
8
zdcTr∗

[
2− 3REJ−1

g(
−J2

g + c2

4

(
1−REJ−1

g

))2

]
. (7.9.9)

By summing (7.9.6) and (7.9.9), we get the second identity in (7.9.2). Using
Theorem 7.8.1 and the second identity in (7.9.2), we get (7.9.4).

We will establish the last identity in (7.9.2). In the sequel, we make dc = 0.
We use (4.3.12) and we get

Trs

[
g |p|2 h′

(
D̂

ME

c

)]
=

(
1 + 2

∂

∂a

)
Trs

[
g |p|2 exp

(
−aĈME ,2

c

)]
|a=1.

(7.9.10)
Now the right-hand side of (7.9.10) can be evaluated by the same method as
the first identity in (7.9.2). Instead we will use another method. Let Ra be the
map s (y, p) → s (

√
ay,
√
ap). Using the first identity in (7.2.6), we observe

that when conjugating aĈ
ME ,2

c by Ra, we get the operator ψaĈ
ME ,2

ac ψ−1
a , so

that c has been replaced by ac, and RE by aRE . Also, especially when 1 is an
eigenvalue of g, one has to be careful, because the effect of the conjugation
is not trivial on the generalized supertrace. Ultimately we get

Trs

[
g |p|2 exp

(
−aĈME ,2

c

)]
=
a

2
e
(
E1,∇E1

)

Tr∗
[

1

−J2
g + a2c2

4

(
1− aREJ−1

g

)
]
. (7.9.11)

By the second equality in (7.9.2), by (7.9.10) and (7.9.11), we obtain the last
equality in (7.9.2). The proof of our theorem is completed.

Remark 7.9.2. Although we have given a direct proof of the identities in
Theorem 7.9.1, some of them should be viewed as almost tautological. Indeed
one can give a direct proof of the first identity in (7.9.4) similar to the proof
of (4.3.17) in Theorem 4.3.6. Similarly the third identity in (7.9.2) simply
comes from two related evaluations of the components of an odd form, very
similar to the identity (4.5.2) for ub,t.
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7.10 THE MELLIN TRANSFORM OF CERTAIN

FOURIER SERIES

If z ∈ C,
√
z denotes an arbitrary (but fixed) square root of z. Now we follow

[B94, Definition 4.1]. For u, η, x ∈ C, put

σ(u, η, x) = 2 sinh

(
x− 2η +

√
x2 + 4u

4

)
2 sinh

(
−x+ 2η +

√
x2 + 4u

4

)
.

(7.10.1)
Observe that −σ (u, η, x) is the analogue of τ (c, η, x) in (7.1.3), where the
polynomial of degree Pc,x (λ) in (7.1.1) is replaced by the polynomial of
degree 2,

Qu,x (λ) = λ2 + xλ− u. (7.10.2)

Clearly,

σ
(
c2, iθ, 0

)
= 2 (cosh (c)− cos (θ)) . (7.10.3)

Using (7.10.3) and an easy computation given in [BZ94, eq. (5.45)], we get
for c > 0,

∂
∂cσ

(
c2, iθ, 0

)

σ (c2, iθ, 0)
=

sinh (c)

cosh (c)− cos (θ)
= 1 + 2

∑

n≥1

e−nc cos (nθ) . (7.10.4)

By (7.10.4), we find that as c→ 0,

∂
∂cσ

(
c2, iθ, 0

)

σ (c2, iθ, 0)
=

2

c
+O (c) if θ ∈ 2πZ, (7.10.5)

= O (c) if θ /∈ 2πZ,

and that as c→ +∞,

∂
∂cσ

(
c2, iθ, 0

)

σ (c2, iθ, 0)
= 1 +O

(
e−c
)
. (7.10.6)

By [B94, Proposition 4.2],

σ(u, iθ, 0) =
(
θ2 + iθx+ u

) ∏

k∈Z∗

(
(θ + 2kπ)

2
+ i (θ + 2kπ)x+ u

4k2π2

)
.

(7.10.7)
From (7.10.7), if c ∈ R∗, we get as in [BG01, Proposition 4.14],

∂
∂cσ

(
c2, iθ, 0

)

σ (c2, iθ, 0)
=
∑

k∈Z

2c

(θ + 2kπ)
2

+ c2
. (7.10.8)

Definition 7.10.1. For θ ∈ R, s ∈ C,Re (s) > 1, put

ζ(θ, s) =

+∞∑

n=1

cos (nθ)

ns
, η (θ, s) =

+∞∑

n=1

sin (nθ)

ns
. (7.10.9)
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Then ζ (θ, s) , η (θ, s) are the real and imaginary parts of the Lerch series

[Le88] L (θ, s) =
∑+∞
n=1

einθ

ns . If θ /∈ 2πZ, s 7→ ζ(θ, s) extends to a holomorphic
function on C, if θ ∈ 2πZ, s 7→ ζ(y, s) extends to a meromorphic function
on C with a simple pole at s = 1. Also s→ η (θ, s) extends to a holomorphic
function on C.

By (7.10.4), we find that if s ∈ C,Re (s) > 1,

1

Γ (s)

∫ +∞

0

cs−1 1

2

(
∂
∂cσ

(
c2, iθ, 0

)

σ (c2, iθ, 0)
− 1

)
dc = ζ (θ, s) . (7.10.10)

By the above, it is clear that the left-hand side of (7.10.10) extends to
a meromorphic function of s ∈ C, with a simple pole at s = 1, which is
holomorphic if θ /∈ 2πZ. In particular (7.10.10) is an equality of meromorphic
or holomorphic functions on C.

By (7.10.5), (7.10.6), we find that as c→ 0,

−1

4
c
∂

∂c

1

c

∂
∂cσ

(
c2, iθ, 0

)

σ (c2, iθ, 0)
=

1

c2
+O

(
c2
)

if θ ∈ 2πZ, (7.10.11)

= O
(
c2
)

if θ /∈ 2πZ,

and that as c→ +∞,

−1

4
c
∂

∂c

1

c

∂
∂cσ

(
c2, iθ, 0

)

σ (c2, iθ, 0)
=

1

4c
+O

(
e−c
)
. (7.10.12)

By (7.10.8),

−1

4
c
∂

∂c

1

c

∂
∂cσ

(
c2, iθ, 0

)

σ (c2, iθ, 0)
=
∑

k∈Z

c2
(
(θ + 2kπ)2 + c2

)2 . (7.10.13)

Using (7.10.10) and integration by parts, we find that for s ∈ C,Re (s) > 1,

− 1

Γ (s)

∫ +∞

0

cs
1

4
c
∂

∂c

1

c

(
∂
∂cσ

(
c2, iθ, 0

)

σ (c2, iθ, 0)
− 1

)
dc =

1

2
(s+ 1) ζ (θ, s) .

(7.10.14)
If f (x) is an analytic function of x ∈ C, we denote by f (>0) (x) the

function f (x)− f (0).

Definition 7.10.2. For c ∈ R∗, x ∈ C, θ ∈ R∗, put

Kθ (c, x) =
2c

θ2 + c2
(
1− ix

θ

) , Lθ (c, x) =
c2

(
θ2 + c2

(
1− ix

θ

))2 . (7.10.15)

An elementary computation using finite increments shows that given M >
0, there is a constant C > 0 such that if c, θ are taken as before and x ∈
C, |x| ≤ inf (M, |θ| /2), then

∣∣∣Kθ(>0) (c, x)
∣∣∣ ≤ C c3

|θ| (θ2 + c2)2
,

∣∣∣Lθ(>0) (c, x)
∣∣∣ ≤ C c4

|θ| (θ2 + c2)3
.

(7.10.16)
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In the sequel, we denote by
∑′

k∈Z
K2kπ+θ (c, x) ,

∑′

k∈Z
L2kπ+θ (c, x)

the sum of the corresponding series, where we take as a convention that if
2kπ+θ vanishes, the corresponding term is omitted. Similar conventions will
be used with other functions as well.

Using (7.10.16) and an obvious integral bound, we find that given θ ∈
R, there exists C′ > 0 such that if x ∈ C, |x| < 1/2 if θ ∈ 2πZ, |x| <
1
2 infk∈Z |θ + 2kπ| if θ /∈ 2πZ, for c ≥ 1,
∣∣∣∣∣
∑′

k∈Z

K2kπ+θ(>0) (c, x)

∣∣∣∣∣ ≤
C′

c
,

∣∣∣∣∣
∑′

k∈Z

L2kπ+θ(>0) (c, x)

∣∣∣∣∣ ≤
C′

c2
. (7.10.17)

By (7.10.6), (7.10.8), (7.10.12), (7.10.13), as c→ +∞,

∑′

k∈Z

K2kπ+θ (c, 0) = 1 +O
(

1

c

)
,
∑′

k∈Z

L2kπ+θ (c, 0) =
1

4c
+O

(
1

c2

)
.

(7.10.18)

By (7.10.17), (7.10.18), we conclude that as c→ +∞,

∑′

k∈Z

K2kπ+θ (c, x) = 1 +O
(

1

c

)
,
∑′

k∈Z

L2kπ+θ (c, x) =
1

4c
+O

(
1

c2

)
.

(7.10.19)

By splitting the integral

1

Γ (s)

∫ +∞

0

cs

(∑′

k∈Z

L2kπ+θ (c, x)− 1

4c

)
dc

into two pieces
∫ 1

0 and
∫ +∞
1 , the first piece is holomorphic in s ∈ C,Re (s) >

1, and extends to a holomorphic function near s = 0, and the second piece is
holomorphic on s ∈ C,Re (s) < 1, so that the integral itself is holomorphic
near s = 0.

Recall that if f (x) is a holomorphic function, we defined the holomorphic
function Qf (x) in (1.9.1).

Definition 7.10.3. If x ∈ C, θ ∈ R, |x| < 2π when θ ∈ 2πZ, |x| <
infk∈Z |θ + 2kπ| when θ /∈ 2πZ, put

I (θ, x) =
∂

∂s

[
1

Γ (s)

∫ +∞

0

cs

(∑′

k∈Z

L2kπ+θ (c, x)− 1

4c

)
dc

]
|s=0, (7.10.20)

J (θ, x) = QI (θ, x) .

Now we recall a few definitions in [BG01, Definitions 4.28 and 4.33].

Definition 7.10.4. For θ ∈ R∗, x ∈ C, |x| < |θ|, put

Iθ(x) =
π

4

1

|θ|

(
1− ix

θ

)−3/2

, Jθ(x) =
π

4

1

|θ|

(
1− ix

θ

)−1

. (7.10.21)
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By [BG01, Proposition 4.34],

QIθ (x) = Jθ (x) . (7.10.22)

Similarly, in [BG01, Definitions 4.21 and 4.25], for x ∈ C, θ ∈ R, |x| < 2π if
θ ∈ 2πZ, |x| < infk∈Z |2kπ + θ| if θ /∈ 2πZ, functions I (θ, x) , J (θ, x) were
defined such that

J (θ, x) = QI (θ, x) . (7.10.23)

In the sequel, we use the notation

0I (θ, x) = I (θ, x) − I (0, 0) , 0J (θ, x) = J (θ, x)− J (0, 0) . (7.10.24)

By (7.10.23), (7.10.24), we get

0J (θ, x) = Q0I (θ, x) . (7.10.25)

In the sequel, sums like
∑′

k∈Z

(
I2kπ+θ(x)− I2kπ (0)

)
do appear. It is un-

derstood that if 2kπ + θ or 2kπ vanishes, the corresponding term I2kπ+θ(x)
or I2kπ (0) is not counted in the sum. Similar conventions will be used with
other functions as well.

By [BG01, Theorems 4.30 and 4.35],

I(θ, x) =
1

2

[ ∑

p∈N
p even

(2p+ 1)!

(p!)
3

∂ζ

∂s
(θ,−p)

(x
4

)p

+ i
∑

p∈N
p odd

(2p+ 1)!

(p!)
3

∂η

∂s
(θ,−p)

(x
4

)p
]
,

0I (θ, x) =
∑′

k∈Z

(
I2kπ+θ(x) − I2kπ (0)

)
, (7.10.26)

J (θ, x) =
1

2



∑

p∈N
p even

∂ζ

∂s
(θ,−p) x

p

p!
+ i

∑

p∈N
p odd

∂η

∂s
(θ,−p) x

p

p!


 ,

0J (θ, x) =
∑′

k∈Z

(
J2kπ+θ (x)− J2kπ (0)

)
.

By [BG01, Theorem 4.37], if θ /∈ 2πZ,

J (θ, x) =
1

2

∂ζ

∂s
(θ − ix, 0) , (7.10.27)

and by [BG01, Theorem 4.38], if θ′ ∈]−2π, 2π[\ {0} , |x| < infk∈Z |θ′ + 2kπ|,
J (θ′, x) = J (0, x+ iθ′) + Jθ

′
(x) . (7.10.28)

Theorem 7.10.5. The following identity holds:

I (θ, x) = I (θ, x)− 1

4
, J (θ, x) = J (θ, x) − 1

4
. (7.10.29)
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Proof. By (7.10.20), (7.10.23), the second identity in (7.10.29) follows from
the first one.

We use (7.10.13) to obtain a more explicit expression for the left-hand
side of (7.10.14). We claim that the sum

∑
k∈Z in (7.10.13) can be replaced

by the truncated sum
∑′

k∈Z
. Indeed these two sums differ at most by the

function 1/c2, whose contribution to a Mellin transform vanishes identically.
By comparing (7.10.13) and (7.10.15) with (7.10.20), we get

I (θ, 0) =
1

2

∂

∂s
((s+ 1) ζ (θ, s)) |s=0. (7.10.30)

By Lerch’s formula [W76, chapter 7, eqs. (15)-(23)] as used in [BZ94, eqs.
(5.51)-(5.54)], we get

ζ (θ, 0) = −1

2
. (7.10.31)

By (7.10.26), (7.10.30), (7.10.31), we get equation (7.10.29) for x = 0.
By (7.10.19), (7.10.20), we get

I(>0) (θ, x) =

∫ +∞

0

∑′

k∈Z

L2kπ+θ(>0) (c, x) dc. (7.10.32)

Clearly, for θ 6= 0,
∫ +∞

0

Lθ (c, x) dc =
1

|θ|

(
1− ix

θ

)−3/2 ∫ +∞

0

c2

(1 + c2)
2 dc. (7.10.33)

By differentiating the equality valid for y > 0,∫ +∞

0

1

1 + yc2
dc =

π

2
√
y
, (7.10.34)

we get ∫ +∞

0

c2

(1 + c2)
2 dc =

π

4
. (7.10.35)

By (7.10.21), and by (7.10.32), (7.10.33), (7.10.35), we get

I(>0) (θ, x) =
∑′

k∈Z

I2kπ+θ(>0) (x) . (7.10.36)

Comparing with the second identity in (7.10.26), we see that

I(>0) (θ, x) = I(>0) (θ, x) . (7.10.37)

Since (7.10.29) has already been established for x = 0, by (7.10.37), we get
(7.10.29) in full generality.

Remark 7.10.6. The identity in (7.10.29) is stunning. Indeed the function
I (θ, x) was obtained in [BG01] by a construction which is very different from
the present one, based on the family of Witten Laplacians along the fibers
E. The fact that the present construction gives essentially the same answer
demonstrates the extraordinary rigidity of the quantities we are considering.
It should be pointed out that the functions Iθ (x) , Jθ (x) also appeared in
another context in [BG04, Definition 4.5], when evaluating the defect in the
behavior of certain currents with respect to Morse-Bott functions.
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7.11 THE HYPOELLIPTIC TORSION FORMS

FOR VECTOR BUNDLES

By (7.10.19), we find easily that as c→ +∞,

Tr∗
[

2c

−J2
g + c2

(
1−REJ−1

g

)
]

= dimE +O
(

1

c

)
, (7.11.1)

Tr∗
[

c2
(
−J2

g + c2
(
1−REJ−1

g

))2

]
=

dimE

4c
+O

(
1

c2

)
.

Also observe that by equation (7.8.1) in Theorem 7.8.1, the second form
in (7.11.1) is intimately related to Trs

[
g exp

(
−LEc

)]
. In chapter 8, it will

precisely appear in this way.
Recall that the map ϕ : Λ· (T ∗S) → Λ· (T ∗S) was defined in section 1.7.

Also the map Q ∈ End (Λ· (T ∗S)) was defined in (1.9.5).

Definition 7.11.1. Set

Ig
(
E,∇E

)
=

∂

∂s

[
1

Γ (s)

∫ +∞

0

cs

(
ϕTr∗

[
c2

(
−J2

g + c2
(
1− REJ−1

g

))2

]

− dimE

4c

)
dc

]
|s=0, (7.11.2)

Jg
(
E,∇E

)
= QIg

(
E,∇E

)
.

As we saw before, g has eigenvalues 1, e±iθj , and −1. Let B ∈ End (E)⊗R

C commuting with g, which is 0 on E1, which has semidiagonal blocks(
0 −θj
θj 0

)
on Ee

±iθj
, and which is iπ on E−1. Note that B is real if E−1

is reduced to 0. Moreover,

g = eB. (7.11.3)

Finally, since RE commutes with g, it also commutes with B.

Proposition 7.11.2. The following identity of real closed differential forms
holds:

Ig
(
E,∇E

)
= Tr

[
I

(
−iB,−R

E

2π

)]
, Jg

(
E,∇E

)
= Tr

[
J

(
−iB,−R

E

2π

)]
.

(7.11.4)

Proof. This is a trivial consequence of (7.10.15), (7.10.20), (7.10.23), and
(7.11.2).

Remark 7.11.3. By using equation (7.8.1) and comparing with (7.11.2), it is
legitimate to call Ig

(
E,∇E

)
,Jg

(
E,∇E

)
the hypoelliptic torsion forms for

the vector bundle E.
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In [BG01, eqs. (4.65) and (4.69)], the following closed forms were intro-
duced:

Ig
(
E,∇E

)
= Tr

[
I

(
−iB,−R

E

2π

)]
, Jg

(
E,∇E

)
= Tr

[
J

(
−iB,−R

E

2π

)]
.

(7.11.5)

Note that with respect to [BG01], we replaced −RE

2iπ by −RE

2π . The forms
Ig
(
E,∇E

)
, Jg

(
E,∇E

)
were obtained in [BG01] as elliptic torsion forms of

the vector bundle E.
By Theorem 7.10.5 and Proposition 7.11.2, we get

Ig
(
E,∇E

)
= Ig

(
E,∇E

)
− 1

4
dimE, Jg

(
E,∇E

)
= Jg

(
E,∇E

)
− 1

4
dimE.

(7.11.6)

This is still a version of the extraordinary coincidences which were alluded to
in Remark 7.10.6. The content of (7.11.6) is that the elliptic and hypoelliptic
torsion forms of E are essentially equivalent.

When replacing I, J by 0I, 0J , the forms 0Ig
(
E,∇E

)
, 0Jg

(
E,∇E

)
were

also considered in [BG01, section 7.1], where they play a critical role. By
(7.10.25),

0Jg
(
E,∇E

)
= Q0Ig

(
E,∇E

)
. (7.11.7)

By Lerch’s formula [W76, chapter 7, eqs. (15)-(23)], we know that

∂ζ

∂s
(0, 0) = −1

2
log (2π) . (7.11.8)

So by Theorem 7.10.5 and by (7.11.8), we get

Ig
(
E,∇E

)
= 0Ig

(
E,∇E

)
− 1

4
(log (2π) + 1) dimE, (7.11.9)

Jg
(
E,∇E

)
= 0Jg

(
E,∇E

)
− 1

4
(log (2π) + 1) dimE.

Incidentally observe that by (7.8.1), (7.9.4), (7.11.1), as c→ +∞,

Trs
[
g exp

(
−ME

c

)]zdc
= −dimE

4c
e
(
E1,∇E1

)
+O

(
1

c2

)
. (7.11.10)
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Chapter Eight

Hypoelliptic and elliptic torsions: a comparison

formula

In this chapter, we establish the main result of the book. Namely, we give an
explicit formula relating the hypoelliptic torsion forms to the corresponding
elliptic torsion forms. The proofs of several intermediate results are deferred
to the following chapters.

This chapter is organized as follows. In section 8.1, we construct natural
secondary Chern classes attached to two couples of generalized metrics on
H· (X,F ).

In section 8.2, we state our main result. The next sections are devoted to
the proof of this result.

In section 8.3, we introduce a rectangular contour Γ in R∗2
+ on which the

form a of section 4.2 is integrated. Our main formula will be obtained by
pushing Γ to the boundary of R∗2

+ .
In section 8.4, we state four intermediate results, which will be used in

the proof of our main formula. The proofs of these results are deferred to
chapters 10, 11, and 12.

In section 8.5, the asymptotics of the integral of a on the four sides of the
rectangle Γ is studied under the deformation of Γ.

In section 8.6, the divergences of the integrals of a on the four sides of the
rectangle are matched.

In section 8.7, our final identity is shown to be our main result.
In this chapter, S is assumed to be compact.

8.1 ON SOME SECONDARY CHERN CLASSES

We use the notation of chapters 5 and 6.
By (3.1.4), H· (X,F ) is H · (X,F ) for c > 0, and H ·−n (X,F ⊗ o (TX))

for c < 0. Moreover, as we saw after (1.2.5), each of these last Z-graded
vector spaces inherits a standard Hermitian metric via the Hodge theory of

X . We denote by h
H·(X,F )
0 the corresponding Hermitian metric on H· (X,F )

for c > 0, and the product by (−1)
n

of the associated Hermitian metric for
c < 0.

Recall that H· (X,F ) is a Z-graded flat vector bundle on S equipped with
the flat Gauss-Manin connection ∇H·(X,F ). Also G acts on the fibers of
H· (X,F ) and preserves the connection ∇H·(X,F ).
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Now we use the notation of section 1.11. If g
H

·
(X,F )

0 , g
H

·
(X,F )

1 are two split
Hermitian metrics on H· (X,F ), set

h̃g

(
∇H·(X,F ), g

H·(X,F )
0 , g

H·(X,F )
1

)

=

2n∑

i=0

(−1)
i
h̃g

(
∇Hi(X,F ), g

Hi(X,F )
0 , g

Hi(X,F )
1

)
, (8.1.1)

c̃h
◦
g

(
∇H·(X,F ), g

H·(X,F )
0 , g

H·(X,F )
1

)

=
2n∑

i=0

(−1)i c̃h
◦
g

(
∇Hi(X,F ), g

Hi(X,F )
0 , g

Hi(X,F )
1

)
.

As was observed in section 1.11, in the above, we may as well replace some

of the metrics g
Hi(X,F )
0 , g

Hi(X,F )
1 by their negatives, the point being that the

sign of the corresponding objects should be the same for any i.

8.2 THE MAIN RESULT

We take b0 > 0 small enough so that the results in section 3.5, of chapter 5
and of section 6.1 hold for b ∈]0, b0]. Also we still take c = ±1/b2. We will
distinguish these two cases as the case + and the case −.

Put

Th,g,0
(
THM, gTX ,∇F , gF

)
= Th,g

(
THM, gTX ,∇F , gF

)
if c > 0, (8.2.1)

(−1)
n Th,g

(
THM, gTX ,∇F⊗o(TX), gF⊗o(TX)

)
if c < 0.

Note that by (1.10.1), for c < 0, we can rewrite (1.10.1) in the form

Th,g,0
(
THM, gTX ,∇F , gF

)
= −Th,g

(
THM, gTX ,∇F

∗
, gF

∗)
. (8.2.2)

Theorem 8.2.1. Assume that b0 ∈]0, b0]. For any i, 0 ≤ i ≤ 2n, the Her-

mitian form h
Hi(X,F )
b0

or its negative is a Hermitian metric, and moreover

h
Hi(X,F )
b0

has the same sign as h
Hi(X,F )
0 .

The following identities hold:

− Th,g,b0
(
THM, gTX ,∇F , gF

)
+ Th,g,0

(
THM, gTX ,∇F , gF

)

− h̃g
(
∇H·(X,F ), h

H·(X,F )
0 , h

H·(X,F )
b0

)
±
∫

Xg

e (TXg)
0Ig
(
TX |Mg

)
TrF [g] = 0

in Ω· (S) /dΩ· (S) , (8.2.3)

− Tch,g,b0
(
THM, gTX ,∇F , gF

)
+ Tch,g,0

(
THM, gTX ,∇F , gF

)

− c̃h
◦
g

(
∇H·(X,F ), h

H·(X,F )
0 , h

H·(X,F )
b0

)

±
∫

Xg

e (TXg)
0Jg

(
TX |Mg

)
TrF [g] = 0 in Ω· (S) /dΩ· (S) .
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t

A

0 b0

Γ3

Γ4

Γ2

Γ1

ε

∆

 bβ

Figure 8.1

Proof. First we observe that by (1.9.7), (6.1.1), and (7.11.7), the second
equation in (8.2.3) follows from the first one. The remaining sections are
devoted to the proof of the first equation in (8.2.3).

Remark 8.2.2. Observe that when applying the d operator to (8.2.1), we
get an identity which itself follows from (1.8.2), (1.11.1), and (6.1.2). Also
we observe that by (1.10.1), by Proposition 6.2.1, and by (8.2.2), (8.2.3) is
compatible to Poincaré duality. Equivalently, it would be enough to prove
our theorem in the case c > 0, the case c < 0 being simply a consequence.

8.3 A CONTOUR INTEGRAL

Here we use the notation of chapter 4. In particular the even differential
form a on S ×R∗2

+ was defined in Definition 4.3.1, and a formula for a was
given in (4.3.6). Let β, ǫ, A be such that 0 < β < b0, 0 < ǫ < 1 < A. Let
Γ be the oriented rectangular contour in R2∗

+ indicated in Figure 8.1. The
contour Γ is made of four oriented pieces Γ1, . . . ,Γ4. It bounds a domain ∆.

Proposition 8.3.1. The following identity of even forms holds on S:
∫

Γ

a = −d
∫

∆

a. (8.3.1)

Proof. Since a is an odd closed form on S × R2∗
+ , equation (8.3.1) follows

from Stokes’s formula.

For 1 ≤ k ≤ 4, set

I0
k =

∫

Γk

a. (8.3.2)
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Then by (8.3.1), we get

4∑

k=1

I0
k = −d

∫

∆

a. (8.3.3)

To obtain Theorem 8.2.1, we will make A→ +∞, β → 0, ǫ→ 0 in this order
in (8.3.3). We will study in succession each of the terms in the left-hand side
of (8.3.3).

8.4 FOUR INTERMEDIATE RESULTS

We use the notation of Definitions 5.1.1 and 5.1.2. Put

w0,0 = ∓n
4
χg (F ) , w0,∞ = ±1

2

(
χ′
g (F )− nχg (F )

)
. (8.4.1)

By (1.8.7), (1.8.8),

w0,t = w0,0 +O
(√

t
)

as t→ 0, (8.4.2)

= w0,∞ +O
(
1/
√
t
)

as t→ +∞.
We use the notation of chapter 7, with S = Mg, E = TX |Mg .

Definition 8.4.1. For c ∈ R∗, put

mc = −ϕ
∫

Xg

Trs

[
g exp

(
−M

TX|Mg
c

)]zdc
TrF [g] . (8.4.3)

By (1.6.3) and (7.11.10), we know that as c→ +∞,

mc =
n

4c
χg (F ) +O

(
1

c2

)
. (8.4.4)

Theorem 8.4.2. If c = ±1/b2, for any v ∈]0, 1[, when b→ 0,

h
H·(X,F )
b =

(
b
√
π
)±n (

h
H·(X,F )
0 +O (bv)

)
. (8.4.5)

Theorem 8.4.3. For b > 0, as ǫ→ 0,

v√ǫb,ǫ → ±2
m1/b2

b2
. (8.4.6)

There exist C > 0, α ∈]0, 1] such that for ǫ ∈]0, 1], b ∈]0, 1],∣∣v√ǫb,ǫ − v0,ǫ
∣∣ ≤ Cbα. (8.4.7)

For any b0 ≥ 1, there exist C > 0 such that for ǫ ∈]0, 1], b ∈ [
√
ǫ, b0],

|vb,ǫ| ≤ C
ǫ

b2
. (8.4.8)

Remark 8.4.4. Observe that (8.4.4), (8.4.6) are compatible with (8.4.7),
(8.4.8), and that (4.4.1) and (8.4.8) are also compatible. Theorem 8.4.2 will
be proved in chapter 10, Theorem 8.4.3 in chapters 11, 12, and 13. More
precisely equation (8.4.6) will be proved in chapter 11, equation (8.4.8) in
chapter 12, and equation (8.4.7) in chapter 13.
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Remark 8.4.5. By Theorem 8.4.2, we know that for 0 < b ≤ b0 and b small

enough, for c > 0, for any i, 0 ≤ i ≤ 2n, h
Hi(X,F )
b is a Hermitian met-

ric. Moreover, as we saw in section 5.1, for b ∈]0, b0], the Hermitian forms

h
H·(X,F )
b are nondegenerate. It follows that for 0 < b ≤ b0, the signature of

these Hermitian forms remains constant. Therefore for b ∈]0, b0], the h
Hi(X,F )
b

are Hermitian metrics. The same argument can be used for c < 0, except
that if n is odd, the considered Hermitian forms are the negative of stan-
dard Hermitian metrics. Therefore the first part of Theorem 8.2.1 has been
proved.

8.5 THE ASYMPTOTICS OF THE I0k

We start from identity (8.3.3), which asserts that

4∑

k=1

I0
k = 0 in Ω· (S) /dΩ· (S) . (8.5.1)

Note that if αn is a sequence of smooth exact forms on S which converges
uniformly to a smooth form α, then α is still exact.
1) The term I01

Clearly,

I0
1 =

∫ A

ǫ

wb0,t
dt

t
. (8.5.2)

•A→ +∞
By Theorem 5.2.1, as A→ +∞,

I0
1 − wb0,∞ log (A)→ I1

1 =

∫ 1

ǫ

wb0,t
dt

t
+

∫ +∞

1

(wb0,t − wb0,∞)
dt

t
. (8.5.3)

• β → 0
The term I1

1 remains constant and equal to I2
1 .

• ǫ→ 0
By Theorem 4.4.1, as ǫ→ 0,

I2
1 → I3

1 =

∫ 1

0

wb0,t
dt

t
+

∫ +∞

1

(wb0,t − wb0,∞)
dt

t
. (8.5.4)

• Evaluation of I3
1

Proposition 8.5.1. The following identity holds:

I3
1 = −Th,g,b0

(
THM, gTX ,∇F , gF

)
− (Γ′ (1) + 2 (log (2)− 1))wb0,∞.

(8.5.5)

Proof. This follows from (1.8.10), (6.1.1), and (8.5.4).

2) The term I02
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We have the identity

I0
2 = −

∫ b0

β

vb,A
db

b
. (8.5.6)

•A→ +∞
By Theorem 5.2.1, as A→ +∞,

I0
2 → I1

2 = −
∫ b0

β

vb,∞
db

b
. (8.5.7)

Also using [BLo95, Definition 1.12] or [BG01, Definition 1.10] or by (1.11.2),
we get

I1
2 = −h̃g

(
∇H·(X,F ), h

H·(X,F )
β , h

H·(X,F )
b0

)
in Ω· (S) /dΩ· (S) . (8.5.8)

• β → 0
Using obvious properties of the classes in (8.5.8) following from (1.11.2),

we get

I1
2 = h̃g

(
∇H·(X,F ), h

H·(X,F )
0 , h

H·(X,F )
β

)

− h̃g
(
∇H·(X,F ), h

H·(X,F )
0 , h

H·(X,F )
b0

)
in Ω· (S) /dΩ· (S) . (8.5.9)

By (1.11.2) and by Theorem 8.4.2, as β → 0, for any v ∈]0, 1[,

h̃g

(
∇H·(X,F ), h

H·(X,F )
0 , h

H·(X,F )
β

)

= ±1

2

(
n log (β) +

n

2
log (π)

)
χg (F ) +O (βv) . (8.5.10)

So by (8.5.9), (8.5.10), we find that as β → 0,

I1
2 ∓

1

2
nχg (F ) log (β)→ I2

2

= −h̃g
(
∇H·(X,F ), h

H·(X,F )
0 , h

H·(X,F )
b0

)
± n

4
log (π)χg (F ) . (8.5.11)

• ǫ→ 0
As ǫ→ 0, I2

2 remains constant and equal to I3
2 .

3) The term I03
We have the identity

I0
3 = −

∫ A

ǫ

wβ,t
dt

t
. (8.5.12)

•A→ +∞
By Theorem 5.2.1, as A→ +∞,

I0
3 + wβ,∞ log (A)→ I1

3 = −
∫ 1

ǫ

wβ,t
dt

t
−
∫ +∞

1

(wβ,t − wβ,∞)
dt

t
. (8.5.13)

• β → 0
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By Theorem 5.2.1, as β → 0,

I1
3 → I2

3 = −
∫ 1

ǫ

w0,t
dt

t
−
∫ +∞

1

(w0,t − w0,∞)
dt

t
. (8.5.14)

• ǫ→ 0
By (8.4.1), (8.4.2), we find that as ǫ→ 0,

I2
3 ±

n

4
χg (F ) log (ǫ)→ I3

3 = −
∫ 1

0

(w0,t − w0,0)
dt

t
−
∫ +∞

1

(w0,t − w0,∞)
dt

t
.

(8.5.15)
• Evaluation of I3

3

Proposition 8.5.2. The following identity holds:

I3
3 = Th,g,0

(
THM, gTX ,∇F , gF

)
+ (Γ′ (1) + 2 (log (2)− 1)) (w0,∞ − w0,0) .

(8.5.16)

Proof. Our proposition follows from (1.8.11), (5.1.12), (5.1.13) and from
(8.5.15).

4) The term I04
Clearly,

I0
4 =

∫ b0

β

vb,ǫ
db

b
. (8.5.17)

•A→ +∞
The term I0

4 remains constant and equal to I1
4 .

• β → 0
By Theorem 5.2.1, as β → 0,

I1
4 + v0,ǫ log (β)→ I2

4 =

∫ b0

0

(vb,ǫ − v0,ǫ)
db

b
+ v0,ǫ log (b0) . (8.5.18)

• ǫ→ 0
Take ǫ > 0 small enough so that b0/

√
ǫ > 1. Set

J0
1 =

∫ 1

0

(
v√ǫb,ǫ − v0,ǫ

) db
b
, J0

2 =

∫ b0/
√
ǫ

1

v√ǫb,ǫ
db

b
. (8.5.19)

Clearly,

I2
4 = J0

1 + J0
2 + v0,ǫ log

(√
ǫ
)
. (8.5.20)

By (8.4.4), as b→ 0,

2
m1/b2

b2
=
n

2
χg (F ) +O

(
b2
)
. (8.5.21)

By (8.4.6), by equation (8.4.7) in Theorem 8.4.3, and by (8.5.21), as ǫ→ 0,

J0
1 → J1

1 = ±
∫ 1

0

(
2
m1/b2

b2
− n

2
χg (F )

) db
b

= ±
∫ +∞

1

(
mc −

n

4c
χg (F )

)
dc.

(8.5.22)
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Moreover, by (8.4.6) and (8.4.8) in Theorem 8.4.3, as ǫ→ 0,

J0
2 → J1

2 = ±
∫ +∞

1

2
m1/b2

b2
db

b
= ±

∫ 1

0

mcdc. (8.5.23)

So by (5.1.13), (8.5.20)-(8.5.23), we find that as ǫ→ 0,

I2
4 ∓

n

4
χg (F ) log (ǫ)→ I3

4 = J1
1 + J1

2 . (8.5.24)

• Evaluation of I3
4

Proposition 8.5.3. The following identity holds:

I3
4 = ±

(∫

Xg

e
(
TXg,∇TXg

)
Ig

(
TX |Mg ,∇TX|Mg

)
TrF [g]

+ (3− Γ′ (1)− log (2))
n

4
χg (F )

)
. (8.5.25)

Proof. Set

lc = −ϕ
∫

Xg

Trs

[
g exp

(
−L

TX|Mg
c

)]zdc
TrF [g] . (8.5.26)

By the first identity in (7.9.2), (7.9.4), (7.11.1) and by (8.5.22)-(8.5.24), we
get

±I3
4 =

∫ 1

0

lcdc+

∫ +∞

1

(
lc −

1

4c
χg (F )

)
dc+

3

4
nχg (F ) . (8.5.27)

Moreover, by (7.9.4), (7.11.1), (7.11.2), we get
∫

Xg

e (TXg) Ig
(
TX |Mg

)
TrF [g]

=

∫ 1

0

lcdc+

∫ +∞

1

(
lc −

n

4c
χg (F )

)
dc+ (Γ′ (1) + log (2))

n

4
χg (F ) .

(8.5.28)

By (8.5.27), (8.5.28), we get (8.5.25).

8.6 MATCHING THE DIVERGENCES

Proposition 8.6.1. The following identity holds:

4∑

k=1

I3
k = 0 in Ω· (S) /dΩ· (S) . (8.6.1)

Proof. We start from equation (8.5.1). As A → +∞, by Proposition 5.1.3,
and by (8.5.3), (8.5.13), we have the diverging terms

(wβ,∞ − wb0,∞) log (A) = 0. (8.6.2)
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From (8.5.1), (8.6.2), we get
4∑

k=1

I1
k = 0 in Ω· (S) /dΩ· (S) . (8.6.3)

By (5.1.13), (8.5.11), (8.5.18), as β → 0, we have the diverging terms

±
(n

2
χg (F )− n

2
χg (F )

)
log (β) = 0. (8.6.4)

So we get
4∑

k=1

I2
k = 0 in Ω· (S) /dΩ· (S) . (8.6.5)

By (8.5.15), (8.5.24), as ǫ→ 0, we have the diverging terms(
±n

4
χg (F )∓ n

4
χg (F )

)
log (ǫ) = 0. (8.6.6)

By (8.6.5), (8.6.6), we get (8.6.1).

8.7 A PROOF OF THEOREM 8.2.1

Now we establish Theorem 8.2.1. Using Propositions 8.5.1, (8.5.11), Propo-
sitions 8.5.2 and 8.5.3, we get

− Th,g,b0
(
THM, gTX ,∇F , gF

)
+ Th,g,0

(
THM, gTX ,∇F , gF

)

− h̃g
(
∇H·(X,F ), h

H·(X,F )
0 , h

h·(X,F )
b0

)
±
∫

Xg

e
(
TXg,∇TXg

)

Ig

(
TX |Mg ,∇TX|Mg

)
TrF [g]

− (Γ′ (1) + 2 (log (2)− 1)) (wb0,∞ − w0,∞ + w0,0)

± (3 + log (π)− Γ′ (1)− log (2))
n

4
χg (F ) = 0 in Ω· (S) /dΩ· (S) . (8.7.1)

As we saw before Theorem 5.2.1, w0,∞ = wb0,∞. Using (8.4.1), we get

− (Γ′ (1) + 2 (log (2)− 1))w0,0 ± (3 + log (π)− Γ′ (1)− log (2))
n

4
χg (F )

= ± (log (2π) + 1)
n

4
χg (F ) . (8.7.2)

By (1.6.3), (8.7.1), (8.7.2), we get

− Th,g,b0
(
THM, gTX ,∇F , gF

)
+ Th,g,0

(
THM, gTX ,∇F , gF

)

− h̃g
(
∇H·(X,F ), h

H·(X,F )
0 , h

h·(X,F )
b0

)
±
∫

Xg

e
(
TXg,∇TXg

)

(
Ig

(
TX |Mg ,∇TX|Mg

)
+
n

4
(log (2π) + 1)

)
TrF [g] = 0 in Ω· (S) /dΩ· (S) .

(8.7.3)

By (7.11.9) and (8.7.3), we get the first equation in (8.2.3). The proof of
Theorem 8.2.1 is completed. �
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Chapter Nine

A comparison formula for the Ray-Singer metrics

We make the same assumptions as in chapter 6, and we use the corresponding
notation. Also we assume here that S is reduced to a point.

Recall that b ∈ R∗
+ and that c = ±1/b2. By Theorem 6.7.1, the generalized

metric ‖ ‖2λ,b does not depend on b. Recall that a priori, ‖ ‖2λ,b is only a

generalized equivariant metric, in the sense that the sign of the ‖ ‖2λW
,W ∈ Ĝ

is not necessarily positive.
When n is even, or when n is odd and c > 0, we denote by ‖ ‖2λ,0 the

corresponding more classical Ray-Singer metric on λ which was constructed
in section 1.12. When n is odd and c < 0, we use the same notation for
the generalized equivariant metric on λ, in which gH

·(X,F ) is replaced by
(−1)n gH

·(X,F ). Observe that in this case, the Euler characteristic χ (F )
vanishes identically, so that if G = 1, this is again the Ray-Singer metric on
λ.

Theorem 9.0.1. For any b > 0, g ∈ G, the following identity of positive
equivariant Hermitian metrics holds:

log

(
‖ ‖2λ,b
‖ ‖2λ,0

)
(g) = ±2

∫

Xg

e (TXg)
0Jg

(
TX |Xg |

)
TrF [g] . (9.0.1)

In particular, if G is reduced to a point, we have the identity of Hermitian
metrics on the complex line λ,

‖ ‖2λ,b = ‖ ‖2λ,0 . (9.0.2)

Proof. By Theorem 6.7.1, we know that the generalized metric ‖ ‖2λ,b does
not depend on b > 0. Therefore we only need to establish (9.0.1) for b > 0
small enough.

We claim that our theorem is a consequence of Theorem 8.2.1. Indeed if n

is even, for 1 ≤ i ≤ 2n, the h
Hi(X,F )
0 or their negative are Hermitian metrics.

By Theorem 8.2.1, we know that for b > 0 small enough, the h
Hi(X,F )
b have

the same type as hH·(X,F ). Moreover, by (1.11.2), (1.11.4), we get

ĉh
◦
g

(
∇H·(X,F ), h

H·(X,F )
0 , h

H·(X,F )
b

)
=

1

2
log

(
| |2λ,b
| |0,2λ,0

)
(g) . (9.0.3)

Using (1.8.4), (1.12.10), (6.6.11), (6.6.13), (8.2.3), and (9.0.3), we get (9.0.2).

When G is reduced to a point, if n is even, ‖ ‖0,2λ is a Hermitian metric.

When n is negative, since the Euler characteristic χ (F ) vanishes, ‖ ‖2λ,0 is
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still a Hermitian metric. Finally, (9.0.2) follows from (9.0.1). The proof of
our theorem is completed.
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Chapter Ten

The harmonic forms for b→ 0 and the formal

Hodge theorem

The purpose of this chapter is twofold.
On the one hand, in section 10.1, we prove Theorem 8.4.2, i.e., we compute

the asymptotics of the generalized metrics h
H·(X,T )
b as b→ 0.

On the other hand, in section 10.2, we give a direct proof of a formal Hodge
theorem as b→ 0. Namely, we prove that up to some trivial scaling, the space
of formal power series in the variable b > 0 which lies in r∗bH

·
b (X,F ) is in

one to one correspondence with H· (X,F ). More precisely, given a fixed class
in H· (X,F ), we compute the formal power series in the variable b of the
closed form in r∗bH

·
b (X,F ) which represents this cohomology class.

In section 10.3, we show that the above formal power series also vanishes

under a scaled version of d
T∗X
φ,2Hc .

Finally, in section 10.4, we show that this formal power series is the Taylor
expansion near b = 0 of the harmonic form in H·

b (X,F ) which represents
the given cohomology class.

10.1 A PROOF OF THEOREM 8.4.2

Take b > 0. Recall that c = ±1/b2 and that H = 1
2 |p|

2.
In the + case, �

X is the standard elliptic Laplacian acting on Ω· (X,F );
in the − case, it is the elliptic Laplacian acting on Ω· (X,F ⊗ o (TX)). Set

H· (X,F ) = ker�
X . (10.1.1)

Then by (1.2.5), H· (X,F ) is canonically identified to H · (X,F ) in the +
case and to H · (X,F ⊗ o (TX)) in the − case. Equivalently,

H· (X,F ) ≃ H· (X,F ) for c > 0, (10.1.2)

≃ H·−n (X,F ) for c < 0.

For b > 0, recall that in (5.1.7), we defined H·
b (X,F ) as

H·
b (X,F ) = kerA2

φ,Hc . (10.1.3)

By (5.1.9), for b ∈]0, b0],
H·
b (X,F ) ≃ H· (X,F ) . (10.1.4)

Recall that by (5.1.8), for b ∈]0, b0],
Ω· (T ∗X,π∗F )b,0 = H·

b (X,F ) . (10.1.5)
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In section 10.1, for b > 0, we defined Pb as the projector on the vector
space Ω· (T ∗X,π∗F )b,0 with respect to the splitting (5.1.2) of Ω· (T ∗X,π∗F ).
By (10.1.5), for b ∈]0, b0], Pb is a projector on H·

b (X,F ). The projector Pb
can be defined by a contour integral similar to (5.3.5). Since A2

φ,Hc commutes

with dT
∗X , the projector Pb also commutes with dT

∗X . By (5.1.5), we get

dT
∗XPb = Pbd

T∗X = 0. (10.1.6)

In the + case, we identify s ∈ Ω· (X,F ) to s = π∗s ∈ Ω· (T ∗X,π∗F ).
In the − case, we identify s ∈ Ω· (X,F ⊗ o (TX)) to s = π∗s ∧ r∗1/bΦT

∗X ∈
Ω· (T ∗X,π∗F ). In both cases, we obtain this way closed forms on T ∗X which
represent the corresponding cohomology classes in H· (X,F ).

It follows from the above that the map s ∈ H· (X,F )→ Pbs ∈ H· (X,F )
is an isomorphism which is compatible with the canonical identifications in
(10.1.1) and (10.1.2).

As we saw in section 5.1, the restriction of h
Ω·(T∗X,π∗F )
Hc to H·

b (X,F ) is

nondegenerate and induces the Hermitian form h
H·(X,F )
b on H· (X,F ).

By (2.1.21), (2.1.22), (2.1.28),

A′
φb,±H = e∓H−µ0KbAφ,HcK−1

b e±H+µ0 . (10.1.7)

Recall that the projector P′
b from S· (T ∗X,π∗F ) on S· (T ∗X,π∗F )0,b =

kerA′2
φb,±H was defined in (5.3.5). By (10.1.7), we get

P′
b = e∓H−µ0KbPbK

−1
b e±H+µ0 . (10.1.8)

The map s ∈ Hb (X,F )→ e∓HKbe
−µ0s ∈ kerA′2

φb,±H provides the canon-
ical identity of these two spaces. By (2.1.25), if s, s′ ∈ Ω· (T ∗X,π∗F ) have
compact support, then

〈
e∓H−µ0Kbs, e

∓H−µ0Kbs
′〉
hΩ·(T∗X,π∗F ) =

1

bn
〈s, s′〉

h
Ω·(T∗X,π∗F )
Hc

. (10.1.9)

Take s, s′ ∈ H· (X,F ). By (10.1.8), (10.1.9), we get

〈Pbs, Pbs′〉hΩ·(T∗X,π∗F )

Hc
= bn

〈
P′
be

∓H−µ0Kbs,P
′
be

∓H−µ0Kbs
′〉
hΩ·(T∗X,π∗F ) .

(10.1.10)
Let P be the orthogonal projector from Ω· (X,F ) or Ω· (X,F ⊗ o (TX))

on H· (X,F). By using the estimate in (3.5.9) with λ = 0, we find that for
any v ∈]0, 1[ there is Cv > 0 such that for b ∈]0, b0],

‖P′
b − i±PP±‖1 ≤ Cvbv. (10.1.11)

We assume first that we are in the + case, i.e., c = 1/b2. Then P+ projects
on forms which have fiberwise degree 0. Also e−H spans fiberwise the image
of P+. Using (10.1.10), (10.1.11), we get

〈Pbs, Pbs′〉hΩ·(T∗X,π∗F )

Hc

= bn
(〈
e−Hπ∗s, e−Hπ∗s′

〉
hΩ·(T∗X,π∗F ) +O (bv) |s| |s′|

)
. (10.1.12)
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The restriction of the Hermitian form hΩ·(T∗X,π∗F ) to forms of the type
e−Hπ∗s is just the standard Hermitian product. From (10.1.12), we get

〈Pbs, Pbs′〉hΩ·(T∗X,π∗F )

Hc
= bn

(
πn/2 〈s, s′〉gΩ·(X,F ) +O (bv) |s| |s′|

)
. (10.1.13)

By (10.1.10)-(10.1.13), we get (8.4.5) in the + case.
Let us now consider the − case. Then

Kbs = π∗s ∧Kbr
∗
1/bΦ

T∗X . (10.1.14)

When acting on functions, the operatorKbr
∗
1/b is just the identity. Let η be a

fiberwise volume form of norm 1 in T ∗X . Using (2.3.4), (10.1.11), (10.1.14),

and the fact that exp
(
− |p|2 /2

)
η spans fiberwise the image of P−, we get

P′
be

H−µ0Kbs = b−n
(
π∗s

1

πn/2
exp

(
− |p|2 /2

)
η +O (bv) |s|

)
. (10.1.15)

Also the restriction of hΩ·(T∗X,π∗F ) to forms of the type which appear in the
right-hand side of (10.1.15) is (−1)

n
times the usual Hermitian product on

these forms. Therefore,

〈
π∗s exp

(
− |p|2 /2

)
η, π∗s′ exp

(
− |p|2 /2

)
η
〉
hΩ·(T∗X,π∗F )

= πn/2 (−1)n 〈s, s′〉gΩ·(X,F⊗o(TX)) . (10.1.16)

By (10.1.12), (10.1.15), (10.1.16), we get (8.4.5) in the − case. The proof
of Theorem 8.4.2 is completed. �

Remark 10.1.1. Let δX be the current of integration on X viewed as the zero
section of T ∗X . Then δX can be viewed as a compactly supported current of
degree n with values in o (TX). In the − case, we could as well have taken
s = sδX . This is of course a current, but it is permitted in our theory. Note
in this case that

Kbs = b−ns. (10.1.17)

Also

P−s = π−n/2π∗s exp
(
− |p|2 /2

)
η. (10.1.18)

Then (10.1.10), (10.1.17), (10.1.18) also lead to (8.4.5) in the − case.

10.2 THE KERNEL OF A2
φ,Hc AS A FORMAL POWER SERIES

Here we use the notation of section 2.3, in particular for the definition of
Ω· (T ∗X,π∗F ).

We will assume c > 0. Still all the arguments we will give in this case, the
+ case, are also valid for the case where c < 0. This is why we will not write
the subscript + explicitly.
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By [B05, Proposition 3.5], the operators a, b commute with the de Rham
operator dT

∗X . Let Ω·† (T ∗X,π∗F ) ,Ω·⊥ (T ∗X) be the ±1 eigenspaces for
the action of r∗, so that

Ω· (T ∗X,π∗F ) = Ω·† (T ∗X,π∗F )⊕ Ω·⊥ (T ∗X,π∗F ) . (10.2.1)

Then a preserves this splitting, and b exchanges the vector spaces in this
splitting. We can then write these two operators in matrix form as

a =

(
a† 0
0 a⊥

)
, b =

(
0 b⊥

b† 0

)
. (10.2.2)

As we saw in section 2.3, ker a is generated by the even form 1. In particular
the operator a⊥ is invertible. Moreover, Ω·† (T ∗X,π∗F ) splits as

Ω·† (T ∗X,π∗F ) = ker a† ⊕ Im a†. (10.2.3)

We denote by
(
a†
)−1

the inverse of a† acting on Im a†.
Recall that Ω· (X,F ) embeds as a vector subspace of ker a† ⊂ Ω·† (X,F )

by the map s→ π∗s. Put

L =
1

2
�
X . (10.2.4)

Then Ω· (X,F ) splits orthogonally as

Ω· (X,F ) = kerL⊕ ImL. (10.2.5)

Let L−1 be the inverse of L acting on ImL.
By Theorem 2.3.1, we have the identity of operators acting on Ω· (X,F ),

−QT∗Xba−1bQT
∗X = L. (10.2.6)

Recall that by equation (2.3.2), for c > 0,

2A2
φb,H =

a

b2
+

b

b
. (10.2.7)

Consider the equation for s ∈ Hb (X,F ) = kerA2
φ,Hc ,

A2
φ,Hcs = 0. (10.2.8)

Put

σ = r∗b s. (10.2.9)

By (2.1.28), (10.2.8), (10.2.9), we get

A2
φb,Hσ = 0. (10.2.10)

By (10.2.7), we can rewrite (10.2.10) in the form
(a

b
+ b
)
σ = 0. (10.2.11)

In (10.2.11), we split σ using the splitting (10.2.1) of Ω· (T ∗X,π∗F ),

σ = σ† + σ⊥. (10.2.12)
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Similarly, we will also split σ† using the splitting (10.2.3),

σ† = τ + υ. (10.2.13)

By (10.2.2), (10.2.11), we get

σ⊥ = −b
(
a⊥
)−1

b†σ†. (10.2.14)

Equation (10.2.11) is then equivalent to
(

a†

b2
− b⊥

(
a⊥
)−1

b†
)
σ† = 0. (10.2.15)

We will expand σ† = σ†
c as a formal power series in the variable b2, of the

form

σ†
c = σ†

0 + σ†
1b

2 + · · · (10.2.16)

By (10.2.15), (10.2.16), we get for i ≥ 0,

a†σ†
i − b⊥

(
a⊥
)−1

b†σ†
i−1 = 0 (10.2.17)

Equation (10.2.17) for i = 0 says that σ†
0 ∈ ker a†, so that σ†

0 ∈ Ω· (X,F ).
By (10.2.6), equation (10.2.17) for i = 1 says that

Lσ†
0 = 0, (10.2.18)

i.e., σ†
0 is harmonic on X , and then closed on X . Using the splitting (10.2.13)

for σ†
1, we get

υ1 =
(
a†
)−1

b⊥
(
a⊥
)−1

b†σ0. (10.2.19)

Note that τ1 is not determined yet.
A consequence of [B05, Proposition 3.5] is that, as we shall see in (10.3.5),

the operators a, b can be written as anticommutators of dT
∗X with other odd

operators, so that in particular they commute with dT
∗X . Since the form σ0

is closed, it follows that υ1 is an exact form.
For i = 2, equation (10.2.17) says that

a†σ†
2 − b⊥

(
a⊥
)−1

b†σ†
1 = 0. (10.2.20)

Using (10.2.6), we find that if (10.2.20) holds,

Lτ1 = QT
∗X

+ b⊥
(
a⊥
)−1

b†υ1. (10.2.21)

Since QT
∗X

+ commutes with the de Rham operator, and since υ1 is exact,
the form in the right-hand side of (10.2.21) is exact in Ω· (X,F ). Therefore
the right-hand side of (10.2.21) lies indeed in ImL. If we insist on the fact
that the σi, i ≥ 1 are exact, the only possibility in (10.2.21) is to take

τ1 = L−1Q+b⊥
(
a⊥
)−1

b†υ1. (10.2.22)

Then υ1, τ1 are exact, and σ†
1 is exact.
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It should now be clear that we can proceed by recursion to solve all the
equations (10.2.20), so that for i ≥ 1, the σ†

i are exact, and the τi lie in ImL.
By (10.2.14), (10.2.16), we have the formal expansion

σ⊥ = −b
(
a⊥
)−1

b†
(
σ†

0 + σ†
1b

2 + · · ·
)
. (10.2.23)

The same arguments as before show that all the terms which appear in the
right-hand side of (10.2.23) are themselves exact.

From the above, we find that in the space of formal power series, the form
σc is closed, and its cohomology class is equal to the class of σ†

0. By the
above we get a formal expansion of σ of the form

σ =

+∞∑

i=0

σib
i. (10.2.24)

In (10.2.24),

σi = σ†
i/2 if i is even, (10.2.25)

= −
(
a⊥
)−1

b†σ†
(i−1)/2 if i is odd.

Finally, inspection of equations (2.2.3) and (2.3.1) and a trivial recursion
argument shows that for any i ∈ N, σi is a polynomial of degree at most 2i
in the variable p.

This last fact is true only in the + case. In the − case, the σi are the
product of e−|p|2 by a polynomial of degree at most 2i.

10.3 A PROOF OF THE FORMAL HODGE THEOREM

Again we take c = ±1/b2. Recall that by (2.1.28),

d
T∗X
φb,±2H = r∗bd

T∗X
φ,2Hcr∗−1

b . (10.3.1)

By [B05, Proposition 2.33], we get

d
T∗X
φb,±2H =

d
T∗X ∓ i2YH

b
+
δT

∗X,V ± i2bp
b2

. (10.3.2)

In (10.3.2), the operators d
T∗X

, δT
∗X,V are explicitly determined odd oper-

ators whose exact form is irrelevant. Recall that d
T∗X,2
φb,±2H = 0. From (10.3.2),

we deduce that(
d
T∗X ∓ i2YH

)2

= 0,
(
δT

∗X,V ± i2bp
)2

= 0, (10.3.3)
[
d
T∗X ∓ 2iYH , δT

∗X ± 2ibp
]

= 0.

Of course, the identities in (10.3.3) can be proved directly. Let us just men-
tion a proof of the third equation. Recall that λ0 was introduced in (2.1.4).
By [B05, Proposition 2.16],

δT
∗X ± 2ibp = −

[
d
T∗X ∓ 2iYH , λ0

]
. (10.3.4)
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The third equation in (10.3.3) then follows from the first two equations and
from (10.3.4).

Also by [B05, Proposition 3.5],

a± =
1

2

[
dT

∗X , δT
∗X,V ± 2ibp

]
, b± =

1

2

[
dT

∗X , d
T∗X ∓ 2iYH

]
. (10.3.5)

In section 10.2, we showed that equation (10.2.11) has a unique solution
as a power series σ in (10.2.24), such that the cohomology class of σ0 is fixed
and the σi are exact. In particular

dT
∗Xσ = 0. (10.3.6)

To establish that the Hodge Theorem holds in the sense of formal power

series, we must check that d
T∗X
φb,±2Hσ = 0.

Using (10.3.2), this is equivalent to the following result.

Theorem 10.3.1. The following identity of formal power series holds:
(
δT

∗X,V ± 2ibp
b

+ d
T∗X ∓ 2iYH

)
σ = 0. (10.3.7)

Equivalently, for i ≥ 0,
(
δT

∗X,V ± 2ibp
)
σi +

(
d
T∗X ∓ 2ip

)
σi−1 = 0. (10.3.8)

Proof. As before, we will consider only the + case, the − case being similar.
We will prove (10.3.8) by recursion. By construction, (10.3.8) holds for i = 0.
Assume that i′ = 2i is even, and that (10.3.8) holds for j ≤ i′. We will prove
that (10.3.8) holds for i′ + 1. Equivalently, we will show that

(
d
T∗X − 2iYH

)
σ†
i −

(
δT

∗X,V + 2ibp
) (

a⊥
)−1

b†σ†
i = 0. (10.3.9)

Using the second identity in (10.3.3) and (10.3.5) , we find that δT
∗X,V +2ibp

commutes with a−1. Since σ†
i is dT

∗X closed, using again (10.3.5), we get

(
δT

∗X,V + 2ibp
) (

a⊥
)−1

b†σ†
i

=
1

2

(
a⊥
)−1

(
δT

∗X,V + 2ibp
)
dT

∗X
(
d
T∗X − 2iYH

)
σ†
i . (10.3.10)

Using (10.3.3) and equation (10.3.8) for i′ = 2i, we obtain
(
δT

∗X,V + 2ibp
)(

d
T∗X − 2iYH

)
σ†
i = 0. (10.3.11)

By (10.3.5) and (10.3.11), we find that in the right-hand side of (10.3.10),
we can as well replace

(
δT

∗X,V + 2ibp
)
dT

∗X by a⊥, i.e., we get (10.3.9).
Now we assume that i′ = 2i− 1 is odd, and that (10.3.8) holds for j ≤ i′.

We will show that (10.3.7) holds for i′ + 1, i.e.,
(
δT

∗X,V + 2ibp
)
σ†
i +

(
d
T∗X − 2ip

)
σ2i−1 = 0. (10.3.12)
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Now, by (10.2.17) and (10.2.25), we get
(
δT

∗X,V + 2ibp
)
σ†
i = −

(
δT

∗X,V + 2ibp
) (

a†
)−1

b⊥σ2i−1. (10.3.13)

The same arguments as in (10.3.10) show that

(
δT

∗X,V + 2ibp
) (

a†
)−1

b⊥σ2i−1 =
1

2

(
a†
)−1

(
δT

∗X,V + i2ibp
)

dT
∗X
(
d
T∗X − 2ip

)
σ2i−1. (10.3.14)

Now we use the third identity in (10.3.3) and also (10.3.8) for i′ = 2i − 1,
and we get

(
δT

∗X,V + 2i2bp
)(

d
T∗X − 2iYH

)
σ2i−1 = 0. (10.3.15)

By (10.3.5), (10.3.13)-(10.3.15), we get (10.3.12). The proof of our theorem
is completed.

10.4 TAYLOR EXPANSION OF HARMONIC FORMS

NEAR b = 0

We use the notation of section 10.2. For m ∈ N, set

σm =

m∑

i=0

σib
i. (10.4.1)

Put

τm = A2
φb,±Hσ

m. (10.4.2)

A trivial computation shows that

τm =
1

2
b±σmb

m−1. (10.4.3)

By (2.1.21), (2.1.28), and(2.8.10),

A′2
φb,±H = e−µ0∓Hτ−1

b A2
φb,±Hτbe

µ0±H. (10.4.4)

Let d ∈ C be the small circle of center 0 which was considered in section 5.3.
Then if b ∈]0, b0], λ ∈ d, the resolvent

(
λ−A2

φb,±H

)
exists. Moreover, the

natural projector Pb from S· (T ∗X,π∗F ) on S· (T ∗X,π∗F )0,b = ker A2
φb,±H

is given

Pb =
1

2iπ

∫

d

(
λ−A2

φb,±H
)−1

dλ. (10.4.5)

Also since dT
∗X commutes with A2

φb,±H, Pb also commutes with dT
∗X . More-

over, using (5.3.5), (10.4.4), and (10.4.5), we get

Pb = e−µ0∓Hτ−1
b Pbτbeµ0±H. (10.4.6)



BismutLebeauGlob June 16, 2008

THE HARMONIC FORMS FOR b→ 0 AND THE FORMAL HODGE THEOREM 181

If λ ∈ d, by (10.4.2),
(
λ−A2

φb,±H
)
σm = λσm − τm. (10.4.7)

From (10.4.7), we get
(
λ−A2

φb,±H
)−1

σm = λ−1σm +
(
λ−A2

φb,±H
)−1

λ−1τm. (10.4.8)

By (10.4.5), (10.4.8), we obtain

Pbσm = σm +
1

2iπ

∫

d

(
λ−A2

φb,±H
)−1

λ−1dλτm. (10.4.9)

Now as we saw in section 10.2, σm − σ0 is dT
∗X exact. Also by Theorem

3.5.1, for b ∈]0, b0], dT
∗X vanishes on kerA2

φb,±H. Since Pb commutes with

dT
∗X , we get

Pbσm = Pbσ0. (10.4.10)

By (10.4.9), (10.4.10), we obtain

Pbσ0 = σm +
1

2iπ

∫

d

(
λ−A2

φb,±H
)−1

λ−1dλτm. (10.4.11)

By (10.4.4), if λ ∈ d,
(
λ−A2

φb,±H
)−1

= e±Hτbe
µ0
(
λ− A′2

φb,±H
)−1

e−µ0τ−1
b e∓H. (10.4.12)

Moreover, it follows from equation (17.21.23) in Theorem 17.21.3 and from

Remark 17.21.6 that for b ∈]0, b0], λ ∈ d, the operators
(
λ− A′2

φb,±H

)−1

have

uniformly bounded norm when acting on the standard L2 space over T ∗X .
If s ∈ S· (T ∗X,π∗F ), set

‖s‖±H =
∥∥e∓Hs

∥∥
L2 . (10.4.13)

By noting that τb
−1

introduces a singularity as b → 0 which is at most
O (b−n), from (10.4.11), (10.4.12), we claim that

‖Pbσ0 − σm‖±H ≤ Cmbm−1−n ‖σ0‖±H . (10.4.14)

Indeed in the + case, as we saw at the end of section 10.2, the σi are poly-
nomials in p of degree at most 2i, which depend continuously on σ0 by
construction. The estimate (10.4.14) is then obvious. In the − case, σi is the
product of e−2H by a polynomial of degree at most 2i, which also depends
continuously on σ0. Equation (10.4.14) still follows.

It follows from (10.4.14) that Pbσ0 is approximated by the polynomial σm
to arbitrary order.
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Chapter Eleven

A proof of equation (8.4.6)

The purpose of this chapter is to establish equation (8.4.6) in Theorem 8.4.3.
We will thus compute explicitly the limit as t→ 0 of v√tb,t. The techniques
are closely related to the ones we used in chapter 4. However, a direct ap-
plication of the results of that chapter would lead to spurious divergences.
This forces us to modify our trivializations, very much in the spirit of the
local version of the families index theorem of [B86].

This chapter is organized as follows. In section 11.1, we introduce our new
trivialization and rescaling of the creation and annihilation variables.

In section 11.2, we prove the convergence of certain supertraces.
In section 11.3, we establish equation (8.4.6).

11.1 THE LIMIT OF THE RESCALED OPERATOR AS t→ 0

In this chapter, we use the notation and conventions of chapter 4. However,
we do not replace c by t/b2, but given b > 0, we fix c = ±1/b2 ∈ R∗. With
respect to chapter 4, we make z = 0, dc = 0, dt = 0, db = 0.

Recall that h (x) was defined in (1.7.1) and r (λ) in (5.3.3), and also that
(5.3.4) holds.

As in (4.5.6), we get

Trs

[
gt |p|2 h′

(
DM
φ,Hc−ωH

)]
= (−1)

n
Trs

[
gt |p|2 r

(
−Ĉ

M,2

φ,Hc−ωH

)]
. (11.1.1)

As in (4.6.2), set

M̂c,t = r∗
1/

√
t
Ĉ
M,2

φ,Hc−ωHr∗√t. (11.1.2)

Note that with respect to (4.6.2), the subscripts are now (c, t) instead of
(b, t). Moreover, the operators which appear in (11.1.2) are not the same as
in (4.6.2), even though the notation suggests otherwise.

Let 1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u
t be the connection on

Λ· (T ∗X) ⊗̂Λ· (T ∗X) ⊗̂Λn (TX) ⊗̂F
along the fibers X ,

1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u
t = ∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u

·

+
1

t

〈
T (fα, ei) f

α
(
ei − tiei

)
+ TH , ·

〉
. (11.1.3)
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By equation (2.5.19) in Theorem 2.5.4 and by equation (4.6.4) in Proposition
4.6.1, we get

M̂c,t =
1

4

(
−∆V + c2 |p|2 + c

(
2ibei

(
êi − ei/

√
t−
√
tiei

)
− n

))

+
1

4

〈
ei, R

TXej
〉
êiêj −

√
t

4
ω
(
∇F , gF

)
(ei)∇bei

−
√
t

4
∇Λ·(T∗T∗X)b⊗F ω̂

(
∇F , gF

)
− 1

4
ω
(
∇F , gF

)2

− c
√
t

2

(
1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u

t,Y H +
〈
RTX (·, p) ei, p

〉
êi
)
. (11.1.4)

Take x ∈ Xg. We trivialize X near x using the fiberwise geodesic coor-
dinate system centered at x. Namely, we identify a neighborhood of 0 in
TxX with a neighborhood of x in X by the map y ∈ TxX → expXx (y) ∈ X .
Also we trivialize Λ· (T ∗X) ⊗̂Λ· (T ∗X) ⊗̂Λn (TX) ⊗̂F along geodesics cen-
tered at x by parallel transport with respect to the fiberwise connection
1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u

t .

Using the above trivialization, we define the operator N̂c,t as in section

4.8, with b is replaced by b
√
t. For a > 0, we define Ia as in (4.8.8).

Set

Ôc,t = I√tN̂c,tI1/
√
t. (11.1.5)

Observe that when b = t2, the operator Ôb,t in (4.8.9) is just Ôc,t written in
a different trivialization.

Let ĉ (ei) , 1 ≤ i ≤ ℓ be a family of Clifford variables such that if U, V ∈
TxXg,

[ĉ (U) , ĉ (V )] = 2 〈U, V 〉 . (11.1.6)

These ĉ (ei) anticommute with all the other Clifford variables. Still, one
should keep in mind that contrary to what may be suggested by the notation
in section 1.1, for 1 ≤ i ≤ ℓ, ĉ (ei) and ei+ iei are for the moment unrelated.

Definition 11.1.1. Let P̂
c,t

be the operator obtained from Ôc,t by making

the following replacements for 1 ≤ i ≤ ℓ:
• ei is unchanged.

• iei is replaced by −ei/t+ iei + ĉ (ei) /
√
t.

• êi, ibei
are unchanged.

And for ℓ+ 1 ≤ i ≤ n:

• ei is replaced by
√
tei.

• iei is replace by iei/
√
t.

• êi, ibei
are unchanged.
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Incidentally, observe that as we just saw, for 1 ≤ i ≤ ℓ, ĉ (ei) is a Clifford
variable having nothing to do with ei, iei , while for ℓ + 1 ≤ i ≤ n, ĉ (ei)
is taken as in (1.1.2). This adds an element of extra confusion, which the
reader has to accept for a while.

Still, it is important to observe that when b =
√
t, the rescaling of Defini-

tion 4.8.4 coincides with the ones in Definition 11.1.1, as long as one makes
the following conventions for 1 ≤ i ≤ ℓ:
• ĉ (ei) = ei + iei .

• êi = 0.

The above formulas make clear that indeed the ĉ (ei) , 1 ≤ i ≤ ℓ should be
considered as independent Clifford variables.

Let r
(
−P̂

c,t

)
((y, p) , (y′, p′)) be the smooth kernel for r

(
−P̂

c,t

)
with

respect to dy′dp′. We can define T̂rs

[
g |p|2 r

(
−P̂

c,t

) ((
g−1 (y, p)

)
, (y, p)

)]

by following rules similar to the ones we used in section 7.5. We explain
these rules in more detail in the present context.

First we concentrate on the case where g = 1 and F is trivial, so that ℓ = n.

Then the kernel r
(
−P̂

c,t

)
((y, p) , (y, p)) can be expanded in monomials in

the ei,−ei/t+ iei + ĉ (ei) /
√
t, êi, ibei

. We denote by

T̂rs

[
|p|2 r

(
−P̂

c,t

)
((y, p) , (y, p))

]
∈ Λ· (T ∗M)

the object which one obtains first writing r
(
−P̂

c,t

)
((y, p) , (y, p)) using a

normal ordering as in section 4.8, i.e., by putting all the annihilation op-
erators iei to the right, and then, after ignoring any term containing any
of the iei , by taking the standard supertrace in the variables êi, ibei

, and
by selecting only those terms containing the terms to the left of the mono-

mial ĉ (e1) . . . ĉ (en) with a correcting sign (−1)
n(n+1)/2

. In the general case,
we combine the above conventions for the indices 1 ≤ i ≤ ℓ with taking a
classical supertrace in the remaining variables.

Let T̂rs

[
g |p|2 r

(
−P̂

c,t

) ((
g−1 (y, p)

)
, (y, p)

)]max

be the form in Λ· (T ∗S)

which comes to the left of e1 ∧ . . . ∧ eℓ in the expansion of

T̂rs

[
g |p|2 r

(
−P̂

c,t

) ((
g−1 (y, p)

)
, (y, p)

)]
∈ Λ· (T ∗Mg) .

Proposition 11.1.2. The following identity holds:

t−ℓ/2Trs

[
g |p|2 r

(
−Ôc,t

) ((
g−1 (y, p)

)
, (y, p)

)]

= T̂rs

[
g |p|2 r

(
−P̂

c,t

) ((
g−1 (y, p)

)
, (y, p)

)]max

. (11.1.7)

Proof. We make the replacements which were described in Definition 11.1.1.
For 1 ≤ i ≤ ℓ, eiiei is replaced by

ei
(
iei + ĉ (ei) /

√
t
)
. (11.1.8)
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Also recall that for 1 ≤ i ≤ ℓ, each eiiei contributes to the initial supertrace
by a factor −1. When making the above replacements, we find that when ex-

panding the kernel g exp
(
−Ôc,t

) (
g−1 (y, p) , (y, p)

)
in the above Grassmann

or Clifford variables, the original local supertrace will be obtained from the
coefficient of

e1 . . . eℓĉ (e1) ĉ (eℓ)

by taking the supertrace in the remaining variables ei, iei , ℓ+ 1 ≤ i ≤ n and

êi, ibei
, 1 ≤ i ≤ n with the correcting factor (−1)ℓ(ℓ+1)/2 tℓ/2. This last factor

overcomes the singularity t−ℓ/2. This concludes the proof of Proposition
11.1.2.

Set

P̂
c

=
1

4

(
−∆V + c2 |p|2 + c

(
2ibei

(
êi − ĉ (ei)

)
− n

))

+
1

4

〈
ei, i

∗RTXej
〉
êiêj − 1

4
i∗ω

(
∇F , gF

)2 − c

2

(
∇p +

〈
i∗RTXy, p

〉)
.

(11.1.9)

Note that P̂
c

depends on x ∈ Xg.
In the asymptotic expansion of operators, we follow the same rules as in

Theorem 4.9.1. However, the various O which appear are taken only with
respect to a given value of b.

Theorem 11.1.3. As t→ 0,

P̂
c,t
→ P̂

c
. (11.1.10)

More precisely, for t ∈]0, 1], |y| ≤ 2η0/
√
t,

P̂
c,t

= P̂
c
+
√
tO
(
1 + |y|+ ∇̂+ |y| ∇p + |p|2 ∇̂+ |p|2 + |y|2 p

)
. (11.1.11)

Proof. Even though the connection 1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u
t contains

a term diverging like 1/t, the only part of this connection which contains an-
nihilation operators iei does not depend on t. The consequence is that when
acting on terms which only contain creation operators, the trivialization us-

ing 1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u
t does not introduce spurious divergences.

Also observe that[
ei/
√
t−
√
tiei , e

i/
√
t+
√
tiei

]
= 0. (11.1.12)

Using (11.1.3) and (11.1.12), we get
[
1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u

t , 2ibei

(
êi − ei/

√
t−
√
tiei

)]
= 0,

(11.1.13)
so that the operator which appears in the first line of (11.1.4) is parallel with

respect to the connection 1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u
t . Also observe for
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1 ≤ i ≤ ℓ, ei/
√
t+
√
tiei is changed into

√
tiei + ĉ (ei). We thus handle easily

all the terms which appear in the right-hand side of (11.1.4), except for the

difficult term in the fourth line which starts with − c
√
t

2 (. . .).
Let

(
E,∇E

)
be a vector bundle on a fiber X , let RE = ∇E,2 be the

curvature of ∇E . By [ABP73, Proposition 3.7], if E is trivialized on a small
neighborhood of x ∈ X by parallel transport with respect to the connection
∇E along geodesics centered at x, if Γ is the corresponding connection form,
if y ∈ TxX is close enough to 0,

Γy =
1

2
REx (y, ·) +O

(
|y|2
)
. (11.1.14)

We assume temporarily that F is the trivial line bundle, so that we can
drop the superscript u in the definition of ∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX),u. Also
we will temporarily underline sections of TX or T ∗X when they will be
considered as vectors or 1-forms along the fibers. Along these lines, we denote
temporarily by ∇TX the restriction of ∇TX to the fiber X , and by RTX its

curvature. Also we use temporarily the notation 1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)

instead of ∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX).
Put

TH =
1

2

〈
T
(
fHα , f

H
β

)
, ei
〉
ei ∧ fα ∧ fβ,

T 0 = fα ∧ ei ∧ ej
〈
T
(
fHα , ei

)
, ej
〉
, (11.1.15)

∣∣T 0
∣∣2 =

n∑

j=1




∑

1≤i≤n
1≤α≤m

〈
T
(
fHα , ei

)
, ej
〉
fα ∧ ei




2

.

In the sequel our tensors will be evaluated at x ∈ X . A straightforward
computation, which uses in particular (1.3.2), shows that

1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX),2
t = −

〈
RTXei, ej

〉 (
eiiej + êiibej

)
+∇TXTH/t

−∇TXT 0
(
fHα , ei

)
fα
(
ei − tiei

)
/t−

∣∣T 0
∣∣2 /t. (11.1.16)

Now we use the same arguments as in the proof of Theorem 4.9.1 on the

splitting of the scalar part of
√
t1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)

t,YH . By (11.1.14),

(11.1.16), we find that after having done the replacements in the Clifford
variables indicated in Definition 11.1.1, by considering y, p as sections of
TX which can be contracted with underlined exterior variables along TX ,
we get

I√t
√
t1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)

t,YH I1/
√
t = ∇p

+
1

2

∑

1≤i,j≤ℓ

〈
RTX

(
y, p
)
ei, ej

〉
eiej

+
1

2
∇TXTH

(
y, p
)
− i∗∇TXT 0

(
y, p
)
− 1

2

∣∣T 0
∣∣2 (y, p

)

+
√
tO
(
1 + |y| ∇p + |p|2 ∇̂+ |y|2 p

)
. (11.1.17)
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In (11.1.17), we temporarily underlined y, p to emphasize the fact that they
were contracted with Grassmann variables like ei. Also i∗ in i∗∇TXT 0

(
y, p
)

refers to the Grassmann variables ei, 1 ≤ i ≤ n. Note that the coefficient just
before this expression is−1 and not−1/2. Indeed, as we saw at the beginning
of the proof, for 1 ≤ i ≤ ℓ, ei− tiei is replaced by 2ei− tiei −

√
tĉ (ei), whose

limit is 2ei. Using now [BG04, Theorem 3.26] or [B05, Theorem 4.15], we
can rewrite (11.1.17) as

I√t
√
t1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)

t,YH I1/
√
t = ∇p +

〈
i∗RTXy, p

〉

+
√
tO
(
1 + |y| ∇p + |p|2 ∇̂+ |y|2 |p|

)
. (11.1.18)

When F is nontrivial, the asymptotics of

I√t
1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX),u√

tp
I1/

√
t

is the same as in (11.1.18), by still using (11.1.14) and the above computa-
tions. The proof of our theorem is completed.

Remark 11.1.4. Consider the vector bundle
(
TX |Mg , g

TX|Mg ,∇TX|Mg

)
on

Mg. It satisfies the assumptions which are used in the constructions of chap-

ter 7. We define the operator Ĉ
MT X|Mg ,2

φ,Hc−ωH as in (7.2.6). When ω
(
∇F , gF

)
= 0,

and comparing (7.2.6) and (11.1.10), we get

P̂
c

= Ĉ
MT X|Mg ,2

φ,Hc−ωH . (11.1.19)

Note that the identification (11.1.19) relies on the equality (1.1.2),

ĉ (ei) = ei + iei . (11.1.20)

Identity (11.1.19) can be very confusing if one considers the ei as forms on
Xg. However, in the formalism of (7.2.6), there is no relation between E1

and the base manifold S. Hence the ĉ (ei) are treated in (7.2.6) as exogenous
Clifford variables coming from E and not from S. This is precisely what we
did before when introducing the ĉ (ei). The identification (11.1.19) is then
legitimate.

Identity (11.1.19) is a hypoelliptic version of the local families index the-
orem of [B86]. It plays a crucial role in the sequel.

11.2 THE LIMIT OF THE SUPERTRACE AS t→ 0

By taking (11.1.19) into account, we define the form Trs

[
g |p|2 r

(
−P̂

c

)]
on

Mg by using the same conventions as in section 7.5, i.e., it is defined as a

von Neumann supertrace. We take the operator M
TX|Mg
c as in (7.9.1).

Theorem 11.2.1. Given c ∈ R∗, as t→ 0,

Trs

[
gt |p|2 h′

(
DM
φ,Hc−ωH

)]
→ (−1)

n
∫

Xg

Trs

[
g |p|2 r

(
−P̂

c

)]
. (11.2.1)
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Moreover, the following identities hold:

(−1)
n
∫

Xg

Trs

[
g |p|2 r

(
−P̂

c

)]

= −2

∫

Xg

Trs

[
g |p|2 exp

(
−M

TX|Mg
c

)]zdc
TrF [g] . (11.2.2)

Proof. Using (11.1.1) and (11.1.2), we get

Trs

[
gt |p|2 h′

(
DM
φ,Hc−ωH

)]
= (−1)

n
Trs

[
g |p|2 r

(
−M̂c,t

)]
. (11.2.3)

Moreover,

Trs

[
g |p|2 r

(
−M̂c,t

)]

=

∫

T∗X
Trs

[
g |p|2 r

(
−M̂c,t

) (
g−1 (x, p) , (x, p)

)]
dvT∗X . (11.2.4)

Using Proposition 4.7.1 and proceeding as in Remark 4.7.2, it is clear that
for β > 0, the integral in the right-hand side of (11.2.4) localizes on π−1Uβ .
By Proposition 4.8.2, it is also clear that when evaluating the limit, we can

as well replace M̂c,t by N̂c,t.
Now we use the obvious analogue of (4.13.1). Moreover, by proceeding as

in (4.13.2) and using (11.1.7), for x ∈ Xg, we get
∫

{y∈NXg/X ,|y|≤η0}×T∗
xX

Trs

[
g |p|2 r

(
−N̂c,t

) (
g−1 (y, p) , (y, p)

)]

dvNXg/X
(y) dp

=

∫

{y∈NXg/X ,|y|≤η0/
√
t}×T∗

xX

T̂rs

[
g |p|2 r

(
−P̂

c,t

) (
g−1 (y, p) , (y, p)

)]

dvNXg/X
(y) dp. (11.2.5)

Now by equation (4.10.1) in Theorem 4.10.1, for t ∈]0, 1], x ∈ Xg, y ∈
NXg/X , |y| ≤ η0/

√
t, p ∈ T ∗

xX , at least when b ≥ 1,
∣∣∣T̂rs

[
g |p|2 r

(
−P̂

c,t

) ((
g−1 (y, p)

)
, (y, p)

)]∣∣∣

≤ C
(

1 +
1

tm/2

)
exp

(
−c
(
|y|1/3 + |p|2/3

))
. (11.2.6)

However, inspection of the proof of Theorem 4.10.1 shows trivially that given
b > 0, the estimate (11.2.6) is always valid. Also note that when writing the
uniform bound in (11.2.6), we took into account the fact that the rescaling
on the variable y differs by a factor b2. Still the uniform bound in (11.2.6)
is inadequate because of the diverging factor 1

tm/2 .
However, for a given b > 0, the above divergence is a ghost divergence.

Indeed the estimate in (11.2.6) was obtained in Theorem 4.10.1 using a trivi-

alization via the connection∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u. As explained be-
fore (11.1.3), we use here a different trivialization. As is clear from Theorem
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11.1.3, this makes the above divergence disappear. Therefore the estimate
(11.2.6) is valid when deleting the term 1/tm/2.

By using (11.1.11) and the appropriate uniform estimates on the heat
kernels, we find that as t→ 0,

T̂rs

[
g |p|2 r

(
−P̂

c,t

) (
g−1 (y, p) , (y, p)

)]

→ T̂rs

[
g |p|2 r

(
−P̂

c

) (
g−1 (y, p) , (y, p)

)]
. (11.2.7)

By combining (11.2.3)-(11.2.7), it is clear that (11.2.1) holds.
When ω

(
∇F , gF

)
vanishes, i.e., when gF is parallel, equation (11.2.2)

follows from (7.9.2) in Theorem 7.9.1 and from (11.1.19). Note that the
replacement of êi, ibei

by ibei , êi which is done in section 7.4 makes the sign
(−1)

n
ultimately disappear in the right-hand side of (11.2.2). In the general

case, we also use (4.13.4). The proof of our theorem is completed.

11.3 A PROOF OF EQUATION (8.4.6)

By (4.3.3) and by Theorem 11.2.1, it is clear that for b > 0, as t→ 0,

v√tb,t → ∓
2

b2
ϕ

∫

Xg

Trs

[
g exp

(
−M

TX|Mg
c

)]zdc
. (11.3.1)

Comparing with (8.4.3), we find that (11.3.1) is just (8.4.6).

Remark 11.3.1. In our proof of (11.3.1), we could have instead used the
expression for vb,t which was suggested before (4.13.6). This would have led

us more directly to the operator M
TX|Mg
c .



BismutLebeauGlob June 16, 2008

Chapter Twelve

A proof of equation (8.4.8)

The purpose of this chapter is to establish equation (8.4.8) in Theorem 8.4.3.
We thus establish a uniform bound on |vb,ǫ| for ǫ ∈]0, 1], b ∈ [

√
ǫ, b0]. The

proof relies on techniques already used in chapters 4 and 11.
This chapter is organized as follows. In section 12.1, we combine the tech-

niques of chapters 4 and 11 to obtain a uniform expansion of the rescaled
operator in the considered range of parameters.

In section 12.2, we prove the required estimate.

12.1 UNIFORM RESCALINGS AND TRIVIALIZATIONS

In this chapter, we fix b0 ≥ 1. We take t ∈]0, 1], b ∈
[√
t, b0

]
. We use the

notation of section 4.7, while making in the whole chapter z = 0, dc =
0, db = 0, dt = 0.

We will use the expression for vb,t given in (4.13.8),

vb,t = ± (−1)
n
ϕ

(
1 + 2

∂

∂a

)
Trs

[
g
t

b2
|p|2 exp

(
−aM̂b,t

)]
|a=1. (12.1.1)

The point of equation (12.1.1) is that we have expressed vb,t in terms of
supertraces of heat kernels. We can rewrite (12.1.1) in the form

vb,t =

(
1 + 2

∂

∂a

)

(
± (−1)

n
ϕ

∫

T∗X
Trs

[
g
t

b2
|p|2 exp

(
−aM̂b,t

)
(z, gz)

]
dvT∗X (z)

)
|a=1.

(12.1.2)

Using Proposition 4.7.1, which covers precisely the range of parameters
which is considered here, and proceeding as in Remark 4.7.2, we find that
for a ∈ [1/2, 1], β > 0,

∣∣∣∣∣

∫

π−1(X\Uβ)

Trs

[
g
t

b2
|p|2 exp

(
−aM̂b,t

)
(z, gz)

]
dvT∗X

∣∣∣∣∣ ≤ C exp
(
−cβ2/t

)
.

(12.1.3)

Recall that the connection 1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u
t was defined in
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(11.1.3). By (4.6.4) in Proposition 4.6.1 and by (11.1.3), we get

M̂b,t =
1

4

(
−∆V +

t2

b4
|p|2 ± t

b2

(
2ibei

(
êi − ei/

√
t−
√
tiei

)
− n

))

+
1

4

〈
ei, R

TXej
〉
êiêj −

√
t

4
ω
(
∇F , gF

)
(ei)∇bei

−
√
t

4
∇Λ·(T∗T∗X)b⊗F ω̂

(
∇F , gF

)
− 1

4
ω
(
∇F , gF

)2

∓ t3/2

2b2

(
1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u

t,Y H +
〈
RTX (·, p) ei, p

〉
êi
)
. (12.1.4)

Take now x ∈ Xg. As in section 11.1, we will use the trivialization of
Λ· (T ∗X) ⊗̂Λ· (T ∗X) ⊗̂Λn (TX) ⊗̂F along radial geodesics centered at x by

parallel transport with respect to 1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u
t . We define

N̂b,t as in section 4.8. The basic difference with respect to chapter 4 is that

we use the connection 1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u
t for the trivialization

of the considered vector bundles.
By Proposition 4.8.2, over π−1Uβ , we can as well replace the operator

M̂b,t by N̂b,t. Incidentally, note that we can indeed use Proposition 4.8.2
even though our choice of trivialization is now different.

We define the operator Ôb,t as in (4.8.9). From Ôb,t, we obtain the operator

P̂
b,t

as in Definition 4.8.4, that is, by making the replacements indicated

there. As in section 4.8, the kernels for exp
(
−aÔb,t

)
, exp

(
−P̂

b,t

)
will be

calculated with respect to the volume dydp.

Proposition 12.1.1. The following identity holds:

(
t3/2

b2

)n−ℓ
Trs

[
g
t

b2
|p|2 exp

(
−N̂b,t

)(
g−1

(
t3/2

b2
y, p

)
,

(
t3/2

b2
y, p

))]

= (−1)
ℓ
T̂rs

[
g
t

b2
|p|2 exp

(
−P̂

b,t

) (
g−1 (y, p) , (y, p)

)]
. (12.1.5)

Proof. The proof of our proposition is the same as the proof of Proposition
4.8.5.

Recall that the operator P̂ was defined in (4.9.1). We give a better ver-
sion of Theorem 4.9.1, in which the potentially diverging terms will have
disappeared. The whole point of this new theorem is that we use a different
trivialization.

Theorem 12.1.2. As t→ 0,

P̂
b,t
→ P̂. (12.1.6)
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More precisely, for t ∈]0, 1], b ∈
[√
t, b0

]
, |y| ≤ 2b2η0/t

3/2,

P̂
b,t

= P̂ +
t2

4b4
|p|2 +O

(√
t

b

)(
O
(

1 +
t

b
|y|
))

+O
(√

t∇̂+
t3/2

b2
|y|∇p +

t3/2

b2
|p|2 ∇̂+

t3/2

b2
|p|2 +

t2

b4
p |y|

)
. (12.1.7)

Proof. We will combine the methods used in the proof of Theorems 4.9.1
and 11.1.3. Theorem 11.1.3 will be especially useful, since its proof uses the
same trivialization as ours.

We start from equation (12.1.4). We make the preliminary observation

that using the connection 1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u
t does not add extra

divergences when applied to expressions containing only creation operator
ei, êi. Also to handle the matrix terms in the first line in the right-hand
side of (12.1.4), we use (11.1.13). One finds easily that they contribute to

P̂
b,t
− P̂ by a term O

(√
t
b

)
. The terms in the next two following lines can

be estimated as in the proof of Theorem 4.9.1. This way, we get in particular

the term O
(
t3/2

b2 |y|
)

in the right-hand side of (12.1.7).

The terms O
(√

t∇̂+ t3/2

b2 |p|
2
)

appear for the same reason as in the proof

of Theorem 4.9.1. What remains is the contribution of

t3/2

b2
1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u

t,YH

to the expansion of P̂
b,t

. In fact by (11.1.17), we get, once the replacements

of Definition 4.8.4 have been done,

It3/2/b2
t3/2

b2
1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u

t,Y H Ib2/t3/2

= ∇p +O
(
t3/2

b2
|y|∇p +

t3/2

b2
|p|2 ∇̂+

t2

b4
p |y|

)
. (12.1.8)

The proof of our theorem is completed.

12.2 A PROOF OF (8.4.8)

Now we establish a better version of Theorem 4.10.1.

Theorem 12.2.1. For η0 > 0 small enough, there exist c > 0, C > 0,m ∈ N
such that for a ∈

[
1
2 , 1
]
, t ∈]0, 1], b ∈

[√
t, b0

]
, x ∈ Xg, y ∈ NXg/X,x, |y| ≤

b2η0/t
3/2, p ∈ T ∗

xX, then
∣∣∣g exp

(
−aP̂

b,t

) (
g−1 (y, p) , (y, p)

)∣∣∣ ≤ C exp
(
−c
(
|y|1/3 + |p|2/3

))
.

(12.2.1)
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Proof. To establish our theorem, we will use the expansion (12.1.7) in The-
orem 12.1.2. Indeed the expansion makes clear that in the given range of
parameters, the coefficients of the operator P̂

b,t
remain uniformly controlled.

It is then easy to adapt the techniques of the proof of Theorem 4.10.1 so as
to get (12.2.1). The proof of our theorem is completed.

By using (12.1.5) and proceeding as in (4.13.2), we get

∫

{y∈NXg/X ,|y|≤η0}
Trs

[
g
t

b2
|p|2 exp

(
−aN̂b,t

) (
g−1 (y, p) , (y, p)

)]
dydp

= (−1)ℓ
∫

{y∈NXg/X ,|y|≤b2η0}
T̂rs

[
g
t

b2
exp

(
−P̂

b,t

) (
g−1 (y, p) , (y, p)

)]

dydp. (12.2.2)

From (12.2.1), (12.2.2), we get

∣∣∣∣∣

∫

y∈NXg/X ,|y|≤b2η0/t3/2

T̂rs

[
g
t

b2
exp

(
−aP̂

b,t

) ((
g−1 (y, p)

)
, (y, p)

)]
dydp

∣∣∣∣∣

≤ C t

b2
. (12.2.3)

By combining the previous estimates with (12.2.3), we get (8.4.8).
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Chapter Thirteen

A proof of equation (8.4.7)

The purpose of this chapter is to establish the estimate (8.4.7), which gives an

estimate for
∣∣∣v√tb,t − v0,t

∣∣∣ which is uniform in b ∈]0, 1], t ∈]0, 1]. The idea is to

combine the local index techniques of chapter 11 with the functional analytic
machine which is extensively developed in chapter 17 to prove that in the
proper sense, as b→ 0, the hypoelliptic Laplacian converges to the standard
Laplacian. Indeed our estimate is compatible with the convergence result
for v√tb,t as t → 0, which is established in chapter 11. This explains why
the methods of that chapter play an important role in the whole proof. The
main point of the present chapter is actually to show that the convergence
result of chapter 11 can be made uniform in b ∈]0, 1].

This chapter is organized as follows. In section 13.1, we establish our
estimate in the range t ≤ bβ .

In section 13.2, we show that the estimate can be localized near π−1Xg.
In section 13.3, we give a new approach to the local index theoretic tech-

niques of chapter 11, which will permit us to obtain the required uniformity.
In section 13.4, we evaluate the limit as t → 0 of the properly rescaled

Laplacian.
In section 13.5, we replace the fiber X by one of the tangent spaces

TxX,x ∈ Xg, and we consider a corresponding localized operator.
Finally, in section 13.6, we complete the proof of (8.4.7).

13.1 THE ESTIMATE IN THE RANGE t ≥ bβ

By (2.2.5), we find easily that A2
b,t is conjugate to tA′2

φb,H . Note that this

is also a consequence of (2.8.8). Finally, C
M,2
b,t − A2

b,t has positive degree in

Λ· (T ∗S). As explained in section 3.7, this implies that C
M,2
b,t and A2

b,t have
the same spectrum.

The set Wδ′,b,r is defined in (3.4.2) and in (17.20.1). By taking δ′, r as in

Theorem 17.21.3, for b ∈]0, b0], λ ∈ Wδ′,b,r, the resolvent
(
A2
φb,±H − λ

)−1

exists and verifies appropriate estimates. Since t ∈]0, 1], for b ∈]0, b0], λ ∈
Wδ′,b,r, the resolvent

(
A2
φb

√
t,H
− λ
)−1

exists.

By the above considerations, it follows that for b ∈]0, b0], t ∈]0, 1], λ ∈

Wδ′,b,r, the resolvent

(
C
M×R∗2

+

b,t − λ
)−1

exists.
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Take c0 > 0, c1 > 0. Let γ be the contour in C given by

γ =
{
λ ∈ C,Reλ = −c0 + c1 |Imλ|1/6

}
. (13.1.1)

We orient γ downward. By taking c0 large enough and c1 small enough, we
find that for b ∈]0, 1], γ ⊂ C \Wδ′,b,r.

By equation (2.8.9) and by the above,

Ub,tr
(
−C

M,2
b,t

)
U−1
b,t = ψ−1

t r
(
−tCM,2

φb,±H−bωH

)
ψt. (13.1.2)

Proposition 13.1.1. Take v ∈]0, 1[. There exist Cv > 0, u > 0 such that
for t ∈]0, 1], b ∈]0, 1],

∣∣∣v√tb,t − v0,t
∣∣∣ ≤ Cvt−ubv. (13.1.3)

Proof. By (4.3.3) and (13.1.2), we get

v√tb,t = ±ψ−1
t ϕTrs

[
g |p|2 r

(
−tCM,2

φ√
tb,±H−

√
tbωH

)]
. (13.1.4)

Now observe that for t ∈]0, 1], b ∈]0, 1], if λ lies to the left of γ, then λ/t ∈
Wδ′,

√
tb,r. It follows that

r
(
−tC2

φ√
tb,±H−

√
tbωH

)
=

1

2iπ

∫

γ

r (−λ)
(
λ− tCM,2

φ√
tb,±H−

√
tbωH

)−1

dλ.

(13.1.5)
For N ∈ N, let rN (−λ) be the Nth integral of r (−λ) which vanishes at

Reλ = +∞. By (13.1.5), we get

r
(
−tC2

φ√
tb,±H−

√
tbωH

)

=
(N − 1)!

2iπ

∫

γ

rN−1 (−λ)
(
λ− tCM,2

φ√
tb,±H−

√
tbωH

)−N
dλ. (13.1.6)

On the other hand, one has the trivial

r
(
−tA2

±
)

=
(N − 1)!

2iπ

∫

γ

rN−1 (−λ)
(
λ− tA2

±
)−N

dλ. (13.1.7)

Now we take L ∈ N. By equation (3.4.3) and Theorem 17.21.5, we know
that given v ∈]0, 1[, for N ∈ N large enough, for b ∈]0, 1], t ∈]0, 1], λ ∈ γ,
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
λ− tEM,2

φ√
tb,±H−

√
tbωH

)−N
− i±

(
λ− tA2

±
)−N

P±

∣∣∣∣
∣∣∣∣
∣∣∣∣
L

≤ Cv,N t−Nbv.
(13.1.8)

Note that in degree 0, equation (13.1.8) follows directly from Theorem
17.21.5. However, as explained in section 3.7, the arguments of chapter 17
can be easily extended to the hypoelliptic curvature EM,2

φ√
tb,±H−

√
tbωH

.

As explained in (3.4.10), (13.1.8) guarantees at the same time a uniform
bound of the difference of the corresponding kernels and also the adequate
uniform decay of the difference of kernels as |p| → +∞.
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By (5.3.15),

P± |p|2 P± =
n

2
. (13.1.9)

Finally, by (1.7.5),

Trs
[
gr
(
−tA2

+

)]
= χg (F ) , Trs

[
gr
(
−tA2

−
)]

= χg (F ⊗ o (TX)) .

(13.1.10)

Using (1.6.5), (1.6.6), (13.1.9) and taking into account the fact that P+

projects on forms of fiberwise degree 0 and P− on forms of fiberwise degree
n, we finally get

Trs

[
gP± |p|2 P±r

(
−tA2

±
)]

=
n

2
χg (F ) . (13.1.11)

By (5.1.13) and (13.1.4)-(13.1.11), we get (13.1.3). The proof of our propo-
sition is completed.

By (13.1.3), we find that if v′ < v, there exists C > 0 such that for
t ∈]0, 1], b ∈]0, 1], t ≥ bv′/u,

∣∣∣v√tb,t − v0,t
∣∣∣ ≤ Cbv−v′ , (13.1.12)

i.e., we have established the estimate (8.4.7) in the considered range of pa-
rameters. Therefore to establish (8.4.7) in full generality, we may as well
assume that β > 0 is given and that t ≤ bβ .

Ultimately to establish (8.4.7), it will be enough to show that given β > 0,
there exists C > 0, α > 0 such that for b ∈]0, 1], t ∈]0, 1], t ≤ bβ,

∣∣∣v√tb,t − v0,t
∣∣∣ ≤ C (tα + bα) . (13.1.13)

Now we concentrate on the proof of (13.1.13).

13.2 LOCALIZATION OF THE ESTIMATE NEAR π−1Xg

By (13.1.4),

v√tb,t = ±ψ−1
t ϕ

∫

T∗X
Trs

[
g |p|2 r

(
−tCM,2

φ√
tb,±H−

√
tbωH

) (
g−1 (x, p) , (x, p)

)]
dvT∗X .

(13.2.1)

Proposition 13.2.1. Given β > 0, N ∈ N, there exists Cβ,N > 0 such that
for b ∈]0, 1], t ∈]0, 1],
∣∣∣∣∣

∫

π−1(X\Uβ)

Trs

[
g |p|2 r

(
−tCM,2

φ√
tb,±H−

√
tbωH

) (
g−1 (x, p) , (x, p)

)]
dvT∗X

∣∣∣∣∣
≤ Cβ,N tN . (13.2.2)
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Proof. We use (13.1.4) for vb
√
t,b, (13.1.6) for r

(
−tC2

φ√
tb,±H−

√
tbωH

)
, and

also equation (17.22.6) in Theorem 17.22.2. Again we have used the argu-
ments in section 3.7 to extend the results of chapter 17, which are valid for
A′2
φb,±H, to the curvature E

M,2
φb,±H−bωH .

Remark 13.2.2. By Proposition 13.2.1, the contribution of π−1 (X \ Uβ) to
the integral in the right-hand side of (13.2.1) is compatible with (13.1.13).
Therefore the estimate (13.1.13) can be localized near π−1Xg.

We use the notation of chapters 11 and 13. We start from equation (11.1.4)

for M̂c,t. Set

M̂c,t = KbM̂c,tK
−1
b . (13.2.3)

By (4.3.3), (11.1.1), (11.1.2), and (13.2.3), we get

vb
√
t,t = ±ϕ (−1)n Trs

[
g |p|2 r

(
−M̂c,t

)]
. (13.2.4)

For N ∈ N large enough, let Kb,t,λ,N ((x, p) , (x′, p′)) be the Schwartz

kernel associated to the operator
(
λ− M̂c,t

)−N
. Similarly letK0,t,λ,N (x, x′)

be the Schwartz kernel associated to the operator
(
λ−A2

±,t
)−N

.

Definition 13.2.3. For N ∈ N large enough, set

v√tb,t,N (x, λ)

= ± (−1)n ϕ (N − 1)!

∫

T∗X
Trs

[
g |p|2Kb,t,λ,N ((x, p) , (gx, gp))

]
dp.

(13.2.5)

Similarly set

v0,t,N (x, λ) = (N − 1)!
n

2
Trs [gK0,t,λ,N (x, gx)] for c > 0, (13.2.6)

= − (N − 1)!
(−1)

n
n

2
Trs [gK0,t,λ,N (x, gx)] if c < 0.

By (1.7.5) and by (13.2.4), for N large enough,

v√tb,t =

∫

X

[
1

2iπ

∫

γ

rN−1 (−λ) v√tb,t,N (x, λ) dλ

]
dx, (13.2.7)

v0,t =

∫

X

1

2iπ

[∫

γ

rN−1 (−λ) v0,t,N (x, λ) dλ

]
dx.

By using again equation (17.22.6) in Theorem 17.22.2, we find that given
β > 0, N ′ ∈ N, there exists Cβ,N,N ′ > 0 such that for b ∈]0, 1], t ∈]0, 1], λ ∈
γ,

∣∣∣∣∣

∫

π−1(X\Uβ)

v√tb,t,N (x, λ) dx

∣∣∣∣∣ ≤ Cβ,N,N ′tN
′
. (13.2.8)
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By (4.7.1), (13.2.7), and (13.2.8), we find that to establish (13.1.13), we only
need to show that for any λ ∈ γ, x ∈ Xg, t ∈]0, 1], b ∈]0, 1], t ≤ bβ ,
∣∣∣∣∣

∫

{y∈NXg/X ,|y|≤β}

(
v√tb,t,N (x, y, λ)− v0,t,N (x, y, λ)

)
k (x, y) dy

∣∣∣∣∣
≤ Cβ,N (tα + bα) . (13.2.9)

For x ∈ Xg, λ ∈ γ, set

w√
tb,t,N (x, λ) =

∫

{y∈NXg/X ,|y|≤β}
v√tb,t,N (x, y, λ) k (x, y) dy, (13.2.10)

w0,t,N (x, λ) =

∫

{y∈NXg/X ,|y|≤β}
v0,t,N (x, y, λ) k (x, y) dy.

Then (13.2.9) is equivalent to
∣∣∣w√

tb,t,N (x, λ)− w0,t,N (x, λ)
∣∣∣ ≤ CN (tα + bα) , (13.2.11)

in the range t ≤ bβ.

13.3 A UNIFORM RESCALING ON THE CREATION

ANNIHILATION OPERATORS

First we start giving a new approach to the results of chapter 11.
We use the same notation as in section 11.1. In particular we fix x ∈ Xg.

We define N̂c,t as in that section. Also we obtain the operator N̂ c,t from N̂c,t

as in (13.2.3):

N̂ c,t = KbN̂c,tK
−1
b . (13.3.1)

Put

Ôc,t = I√tN̂ c,tI1/
√
t. (13.3.2)

As in sections 4.8 and 12.1, we introduce Grassmann variables ei, iei, 1 ≤
i ≤ ℓ.

Definition 13.3.1. Let P̂c,t be the operator obtained from the operator

Ôc,t by making the following replacements for 1 ≤ i ≤ ℓ:

• ei is replaced by ei −
√
tibei

.

• iei is replaced by −ei/t+ iei + (ei + iei − ibei
) /
√
t.

• êi is replaced by êi − ibei
+ ei + iei +

√
tiei .

• ibei
is unchanged.

And for ℓ+ 1 ≤ i ≤ n:
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• ei is replaced by
√
t
(
ei − ibei

)
.

• iei is replaced by iei−bei
/
√
t.

• êi is replaced by êi − ibei
+ ei + iei .

• ibei
is unchanged.

One verifies easily that the above transformations are still compatible
with the obvious commutation relations. Moreover, for ℓ + 1 ≤ i, j ≤ n,
eiiej +êiibej

is changed into eiiej +êiibej
+iej ibei

+ieiibej
. If A is an (n− ℓ, n− ℓ)

antisymmetric matrix, its action on Λ·
(
N∗
Xg/X

)
⊗̂Λ·

(
N∗
Xg/X

)
is given by

−
∑

ℓ+1≤i,j≤n
〈Aei, ej〉

(
eiiej + êiibej

)
.

The above indicates that the action of A is unchanged when making the pre-
ceding transformations. More generally, this transformation commutes with

the obvious action of O (n− ℓ) on Λ·
(
N∗
Xg/X

)
⊗̂Λ·

(
N∗
Xg/X

)
. In particular

it commutes with the action of g.
As we did after Definition 11.1.1, we will now use the notation

ĉ (ei) = ei + iei if 1 ≤ i ≤ ℓ, (13.3.3)

= ei + iei if ℓ+ 1 ≤ i ≤ n.
Again we hope this notation does not cause extra confusion. Indeed for
1 ≤ i ≤ ℓ, ĉ (ei) has no relation whatsoever with ei + iei , while it is still its
former self for ℓ+ 1 ≤ i ≤ n.

By taking (13.3.3) into account, we can then use almost the same con-

ventions as in section 11.1 for the definition of T̂rs and of T̂rs
max

. In this
definition, only the indices 1 ≤ i ≤ ℓ deserve a special treatment. We ex-

pand the kernel r
(
−P̂

c,t

) (
g−1 (y, p) , (y, p)

)
as in (4.8.12) while using the

transformations of Definition 13.3.1 instead of the transformations of Defini-
tions 4.8.4 or 11.1.1. We treat the ĉ (ei) , 1 ≤ i ≤ ℓ as a block, i.e., we forget
about the expression ĉ (ei) = ei+ iei , 1 ≤ i ≤ ℓ. We reduce the corresponding
expressions in normal form with respect to the iei , 1 ≤ i ≤ ℓ. We eliminate
any term ultimately containing iei , 1 ≤ i ≤ ℓ, and we make the convention
that

T̂rs

[
ℓ∏

i=1

eiĉ (ei)

]
= (−1)ℓ , (13.3.4)

while the T̂rs of any other monomial in the ei, ĉ (ei) will be zero. The other
variables êi, ibei

, 1 ≤ i ≤ ℓ, as well as all annihilation and creation operators
for ℓ+ 1 ≤ i ≤ n, are treated as standard operators, and they contribute to
T̂rs by their classical supertrace.
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Proposition 13.3.2. The following identity holds:

t−ℓ/2Trs

[
g |p|2 r

(
−Ôc,t

) ((
g−1 (y, p)

)
, (y, p)

)]

= T̂rs

[
g |p|2 r

(
−P̂c,t

) ((
g−1 (y, p)

)
, (y, p)

)]max

. (13.3.5)

Proof. The proof of our proposition is essentially the same as the proof of
Proposition 11.1.2. Under the replacements of Definition 13.3.1, for 1 ≤ i ≤ ℓ,
eiiei is replaced by

(
ei −

√
tibei

) (
−ei/t+ iei + (ĉ (ei)− ibei

) /
√
t
)

and êiibei

is changed into
(
c (êi) + ĉ (ei) +

√
tiei

)
ibei

, and for ℓ + 1 ≤ i ≤ n, eiiei is

changed into
(
ei − ibei

)
iei−bei

, while êiibei
is changed into

(
êi + ei + iei

)
ibei

.
In particular for ℓ+1 ≤ i ≤ n, eiiei ê

iibei
is changed into eiiei ê

iibei
+ ieiibei

. We
deduce from these considerations that the supertrace of monomials in the

ei, iei , ê
i, ibei

, ℓ+1 ≤ i ≤ n acting on Λ·
(
N∗
Xg/X

)
⊗̂Λ·

(
N∗
Xg/X

)
is unchanged

when making the above replacements. When combining the observation we
made just before (13.3.3) with the above arguments, we get (13.3.5). The
proof of our proposition is completed.

13.4 THE LIMIT AS t→ 0 OF THE RESCALED OPERATOR

Now we establish a more precise version of Theorem 11.1.3. In this version,
the O are uniform in the considered range of parameters. Strictly speaking,
this result is not needed in our proof of (8.4.7). However, the fact it is true
is useful in understanding the proof.

Definition 13.4.1. Let P̂c be the operator

P̂c =
1

4b2

(
−∆V + |p|2 ±

(
2ibei

êi − n
))
∓ 1

2b

(
∇p +

〈
i∗RTXy, p

〉)

+
1

4

〈
ei, i

∗RTXej
〉
(ĉ (ei) + c (êi)) (ĉ (ej) + c (êj))−

1

4
i∗ω

(
∇F , gF

)2
.

(13.4.1)

In the sequel, we will be still more precise in our treatment of the notation
O. Indeed we use the notation O (1) to indicate a function of y, t which is
bounded together with its derivatives in the variable y. The same rule applies
to all the other O.

Theorem 13.4.2. As t→ 0,

P̂c,t → P̂c. (13.4.2)

More precisely,

P̂c,t = P̂c +

√
t

b

(
O (1) ∇̂+O (y)∇p +O (1) pipj∇̂bek +O

(
|y|2
)
pi

)

+
√
tO
(
1 + |y|+ |p|2

)
. (13.4.3)
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Proof. The proof is essentially the same as the proof of Theorem 11.1.3. First
note that equations (11.1.12) and (11.1.13) remain valid. Also for 1 ≤ i ≤ n,
êi− ei/

√
t−
√
tiei is changed into êi+ ibei

, so that ibei

(
êi − ei/

√
t−
√
tiei

)
is

changed into ibei
êi. This already indicates that even before making t→ 0, in

the formula for P̂
c,t

corresponding to (11.1.4), the first line is changed into

1

4b2

(
−∆V + |p|2 ±

(
2ibei

êi − n
))
. (13.4.4)

Also observe that for 1 ≤ i ≤ ℓ, êi is changed into ĉ (ei) + c (êi) +
√
tiei , and

for ℓ+ 1 ≤ i ≤ n, into ĉ (ei) + c (êi). This accounts for the first term in the
second line in (13.4.1).

As in the proof of Theorem 11.1.3, we must control the term

∓
√
t

2b
1∇Λ·(T∗X)b⊗Λ·(T∗X)b⊗Λn(TX)b⊗F,u

t,Y H .

We still use equations (11.1.16)-(11.1.18). This concludes the proof of equa-
tion (13.4.2). Proving (13.4.3) is just keeping track of the various terms in
the right-hand side of (11.1.4) as t→ 0.

Remark 13.4.3. It is very interesting to study directly the limit as b → 0
of the operator P̂

c
. It has indeed the preferred matrix form, which was

already considered in [BL91, sections 11-13] and in [B05], and which is used
systematically in our treatment of the limit b → 0 in chapter 17. From the
methods of this chapter, we find that in the appropriate sense, as b→ 0, P̂c
converges to the operator P̂ given by

P̂ = −1

4

(
∇ei +

〈
i∗RTXy, ei

〉)2

+
1

4

〈
ei, i

∗RTXej
〉
ĉ (ei) ĉ (ej)−

1

4
i∗ω

(
∇F , gF

)2
. (13.4.5)

Recall that the superconnections A+ and A− were defined in section 2.6.
As in section 1.7, A+,t and A−,t denote the corresponding superconnections
which are associated to the metric gTX/t. After the appropriate rescaling of

A2
±,2t, the operator Q̂ was obtained in [BLo95, proof of Theorem 3.16] as the

limit of these operators as t→ 0. The operator Q̂ is given by the formula

Q̂ = −1

2

(
∇ei +

1

2

〈
i∗RTXy, ei

〉)2

+
1

4

〈
ei, i

∗RTXej
〉
ĉ (ei) ĉ (ej)

− 1

4
i∗ω

(
∇F , gF

)2
. (13.4.6)

Note that P̂ is obtained from Q̂ by conjugation by I√2. When computing

the local supertrace on Mg of exp
(
−Q̂

)
, we get a correcting factor 1/2ℓ/2.

This is compensated by the fact that in [BLo95], up to a sign which is the

same as here,
∏ℓ

1 ĉ (ei) contributes to the supertrace by the factor 2ℓ/2. The
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conclusion is that the limit as b → 0 of P̂c,t is precisely the operator which
appears in the local index theorem for the elliptic superconnection.

In the sequel, we will also use the notation

P̂c,0 = P̂c. (13.4.7)

13.5 REPLACING X BY TxX

We fix x ∈ Xg. Set

Pb,t = 2b2N̂ c,t. (13.5.1)

Now we use the notation of section 17.4. Using (11.1.4), (13.2.3), we find
easily that the operator Pb,t has the same structure as the operator Ph in
chapter 17, with h =

√
tb. We will then use freely the notation and the

estimates of chapter 17 applied to the operator Pb,t, while replacing h by√
tb.
We define P 0

b,t as in (17.6.1):

P 0
b,t = Pb,t + P±. (13.5.2)

Let η : Rn → [0, 1] be a smooth function. We assume that η is equal to 1
on the ball

{
y ∈ Rn, sup1≤i≤n

∣∣yi
∣∣ ≤ 1

}
, and that its support is included in{

y ∈ Rn, sup1≤i≤n
∣∣yi
∣∣ ≤ 2

}
. Set

σ (y) =
∑

m∈Zn

η (y −m) . (13.5.3)

For m ∈ Zn, set

ψm (y) =
η (y −m)

σ (y)
. (13.5.4)

Then ψm,m ∈ Zn is a partition of unity on Rn. The function
∑
m∈Zn ψ2

m (y)
is periodic with periods in Zn and also positive, so it has a positive lower
bound. It follows that if u ∈ L2 (Rn ×Rn), the standard L2 norm of u

is equivalent to the norm
(∑

m∈Zn |ψm (y)u|2
)1/2

. Similar considerations

apply to the other norms which are considered in chapter 17.
Now we will use the results of chapter 17. The operator R was defined in

(17.5.17). Using inequality (17.5.22), we get, for b ∈]0, 1], t ∈]0, 1], s ≥ 0,

τ−4 |ψmU |2λ,sc,s +
∣∣∣∇̂ψmU

∣∣∣
2

λ,sc,s
+ τ−3/2 |ψmU |2λ,sc,s+1/4

+ τ5/4
∣∣∣∇̂ψmU

∣∣∣
2

λ,sc,s+1/8
≤ Cs|RψmU |2λ,sc,s. (13.5.5)

Note that the constants in (13.5.5) are uniform in m ∈ N, because for
y ∈ TxX with |y| large enough, our operator has constant coefficients in the
variable y.
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Using the fact that [R,ψm(y)] = O(τ−1), from (13.5.5) we get

τ−4 |U |2λ,sc,s +
∣∣∣∇̂U

∣∣∣
2

λ,sc,s
+ τ−3/2 |U |2λ,sc,s+1/4

+ τ5/4
∣∣∣∇̂U

∣∣∣
2

λ,sc,s+1/8
≤ Cs

(
|RU |2λ,sc,s + τ−2 |U |2λ,sc,s

)
. (13.5.6)

The argument we used to prove that (17.5.21) implies (17.5.22) can be
used to show that (17.5.22) still holds. Namely, we can as well replace ψm
by 1 in (13.5.5). In particular the conclusion of Theorems 17.5.2, 17.6.1, and
17.6.3 are still valid.

Recall that the Sobolev spaces Hs were defined in Definition 15.3.1. Still
observe that our base X being now Rn, the embedding Hs+1/4 → Hs is no
longer compact.

As in Definition 17.6.2, put

Sb,t,λ =
(
P 0
b,t − λ

)−1
. (13.5.7)

The analysis for the parametrix of Sb,t,λ, which is done in sections 17.5-17.13,
is still valid, since it is of a local nature.

Remark 13.5.1. Let Φ : Rn → R be a smooth function which is uniformly
bounded together with its derivatives. One such function is Φ(y) = c0(1 +
|y|2)1/2. If h =

√
tb, by (11.1.4) and (13.2.3), we get

eΦ(y)/hP 0
b,te

−Φ(y)/h = P 0
b,t ∓∇YHΦ. (13.5.8)

The term ∇YHΦ is linear in the variable p, and so it can be absorbed by
the harmonic oscillator. In particular if supy∈Rn ∇Φ (y) is small enough, we
find that the analogue of the first equation in (17.6.14) still holds. Namely,
given a ∈ R, s ∈ R, there exists h0 > 0, Ca,s > 0 such that if Reλ ≤ λ1, b ∈
]0, h0], t ∈]0, 1],∥∥∥< p >a eΦ(y)/hSb,t,λe

−Φ(y)/hv
∥∥∥
λ,sc,s+1/4

≤ Ca,s ‖< p >a v‖λ,sc,s . (13.5.9)

Equation (13.5.9) shows that the resolvent Sh,λ is local in y modulo expo-
nentially small errors in the parameter h, and that if |y − y′| ≥ c1 > 0, the
magnitude of the interaction between y and y′ can be dominated uniformly
by e−c0|y−y

′|/h, for some c0 > 0.

We shall denote by N̂∞,t the limit as c→ ±∞ of the operator N̂ c,t. This

limit is taken in the sense of section 17.21. As we will see in that section, N̂∞,t

is given by A2
±,t,x, which is the curvature of the Levi-Civita superconnection

over the total space of TX , which is associated to the metric gTxX
x and to

the local version of the horizontal subbundle that was described in section
4.8.

Let K1
b,t,λ,N ((x, p) , (x′, p′)) ,K1

0,t,λ,N (x, x′) be the Schwartz kernels which

are associated to the operators
(
λ− N̂ c,t

)−N
,
(
λ− N̂∞,t

)−N
. If x′ ∈ TxX ,

we define v1√
tb,t

(x′, λ) , v1
0,t (x

′, λ) as in (13.2.5), (13.2.6), by making the obvi-

ous replacement. Similarly, if x ∈ Xg, we define w1√
tb,t,N

(x, λ) , w1
0,t,N (x, λ)

as in (13.2.10). Recall that β > 0 is fixed.
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Proposition 13.5.2. For N ∈ N∗ large enough, there exist α > 0, C > 0
such that for b ∈]0, 1], t ∈]0, bβ ], λ ∈ γ, x ∈ Xg,∣∣∣w√

tb,t,N (x, λ) − w1√
tb,t,N

(x, λ)
∣∣∣ ≤ Ctα, (13.5.10)

∣∣w0,t,N (x, λ) − w1
0,t,N (x, λ)

∣∣ ≤ Ctα.
Proof. We use the notation in Theorem 17.22.2. Take x ∈ Xg. Consider a
smooth section d whose support is included in a small compact neighborhood
K of x. We may and we will assume that ρ = 1 on a neighborhood of K. Set

e =
(
λ− M̂c,t

)−N
d. (13.5.11)

Let φ (x′) : X → [0, 1] be a smooth function which is equal to 1 on K, whose
support is included in (ρ = 1). By Theorem 17.22.2 and by Remark 17.22.3,
if N ′ ∈ N,M ∈ N,

‖(1− φ) e‖t,M ≤ CN ′,M t
N ′ ‖d‖t,−M . (13.5.12)

Let f be defined by the equation

f = d−
(
λ− M̂c,t

)N
φe. (13.5.13)

Since the support of d is included in the support of φ, the same is true when
replacing d by f . By (13.5.11), can rewrite (13.5.13) in the form

f =
(
λ− M̂c,t

)N
(1− φ) e. (13.5.14)

The coefficients of the M̂c,t are singular as b→ 0, with a singularity which

is at most 1/b2. Since t ≤ bβ, by (13.5.12), (13.5.14), given L ∈ N,M ∈ N,

‖f‖t,M ≤ CL,M tL ‖d‖t,−M . (13.5.15)

We can consider φe, d, f as being defined on TxX . Since the support of φ
is included in ρ = 1, by (13.5.13), we get

(
λ− N̂ c,t

)N
φe = d− f, (13.5.16)

and so

φe =
(
λ− N̂ c,t

)−N
(d− f) . (13.5.17)

Moreover, (13.5.17) can be written in the form

φ
(
λ− M̂c,t

)−N
d−

(
λ− N̂ c,t

)−N
d = −

(
λ− N̂ c,t

)−N
f. (13.5.18)

Assume first that the base S is reduced to a point. We claim that the ob-
vious analogue of the first inequality in (17.21.24) (which is part of Theorem

17.21.3) holds when replacing Lc by N̂ c,1, so that given ℓ ∈ N, for N ∈ N∗

large enough,
∥∥∥∥
(
λ− N̂ c,1

)−N∥∥∥∥
ℓ

≤ CN . (13.5.19)
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The difference with the proof in Theorem 17.21.3 is that Rn is noncompact.
However, the techniques of the proof of this theorem can be adapted without
any change. Since N̂ c,t = tN̂ c/t,1, for N ∈ N∗ large enough, we get from
(13.5.19), ∥∥∥∥

(
λ− N̂ c,t

)−N∥∥∥∥
ℓ

≤ CN t−N . (13.5.20)

By (13.5.15), (13.5.18), (13.5.20), we deduce that if ψ is a smooth function
whose support is a small neighborhood of x,∥∥ψ (y)

(
Kb,t,N −K1

b,t,N

)
((y, p) , (y′, p′))ψ (y′)

∥∥
L
≤ CN ′tN

′
. (13.5.21)

Of course all the constants are uniform in x ∈ Xg. By (13.2.10) and (13.5.21),
we get the first identity in (13.5.10). The same argument can be used for the
second identity.

In the case where S is not reduced to a point, using (2.8.6), the above
proof extends in full generality.

13.6 A PROOF OF (13.2.11)

In this section, we establish (13.2.11), which will conclude the proof of (8.4.7).
By (13.5.10), we find that to establish (13.2.11), it is enough to show that∣∣∣w1√

tb,t,N
(x, λ)− w1

0,t,N (x, λ)
∣∣∣ ≤ CN (tα + bα) . (13.6.1)

By the proof of Proposition 13.1.1, we know that∣∣∣w1√
tb,t,N

(x, λ) − w1
0,t,N (x, λ)

∣∣∣ ≤ CN t−ubv. (13.6.2)

Recall that the operator P̂c was defined in Theorem 13.4.2.

Definition 13.6.1. For N ∈ N, x ∈ Xg, let Kb,0,λ,N ((y, p) , (y′, p′)) be the

Schwartz kernel associated to the operator
(
λ− P̂c,0

)−N
. For N ∈ N large

enough, if x ∈ Xg, y ∈ NXg/X,x, set

vb,N (x, y, λ) = ± (−1)n ϕ (N − 1)!∫

T∗
xX

T̂rs

[
g |p|2Kb,0,λ,N ((y, p) , (gy, gp))

]max

dp. (13.6.3)

For x ∈ Xg, put

wb,N (x, λ) =

∫

NXg/X,x

vb,N (x, y, λ) dy. (13.6.4)

Similarly let Kλ,N (y, y′) be the Schwartz kernel associated to
(
λ− P̂

)−N
.

For N ∈ N large enough, set

v0,N (x, y, λ) = ±ϕ (N − 1)!
n

2
T̂rs
[
gKλ,N (y, gy)

]
. (13.6.5)

Put

w0,N (x, λ) =

∫

NXg/X,x

v0,N (x, y) dy. (13.6.6)
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Theorem 13.6.2. For N ∈ N large enough, for x ∈ Xg, y ∈ NXg/X,x, λ ∈ γ,
as t→ 0,

t(n−ℓ)/2v1√
tb,t,N

(
x,
√
ty
)
k
(
x,
√
ty
)
→ vb,N (x, y) , (13.6.7)

t(n−ℓ)/2v0,t,N
(
x,
√
ty
)
k
(
x,
√
ty
)
→ v0,N (x, y) .

Moreover, given m ∈ N, there exist C > 0, a > 0 such that for b ∈]0, 1], t ∈
]0, 1], x ∈ Xg, y ∈ NXg/X,x, |y| ≤ β/

√
t,

∣∣∣t(n−ℓ)/2v1√
tb,t,N

(
x,
√
ty
)
k
(
x,
√
ty
)
− vb,N (x, y)

∣∣∣ ≤ C (1 + |y|)−m ta,
(13.6.8)∣∣∣t(n−ℓ)/2v1

0,t,N

(
x,
√
ty, λ

)
− v0,N (x, y)

∣∣∣ ≤ C (1 + |y|)−m ta.

Remark 13.6.3. We will show how to derive (13.6.1) from Theorem 13.6.2.
Indeed using (13.6.7), (13.6.8), we find that as t→ 0,

w1√
tb,t,N

(x, λ)→ wb,N (x, λ) , w1
0,t,N (x, λ)→ w0,N (x, λ) . (13.6.9)

More precisely, the same references show that
∣∣∣w1√

tb,t,N
(x, λ) − wb,N (x, λ)

∣∣∣ ≤ Ctα, (13.6.10)
∣∣w1

0,t,N (x, λ) − w0,N (x, λ)
∣∣ ≤ Ctα.

By (13.6.2) and (13.6.10), we get

|wb,N (x, λ) − w0,N (x, λ)| ≤ CN
(
t−ub2v + tα

)
. (13.6.11)

Since the left-hand side of (13.6.11) does not depend on t, we find that there
exists α > 0 (possibly different from the one in (13.6.11)) such that

|wb,N (x, λ)− w0,N (x, λ)| ≤ CNbα. (13.6.12)

Incidentally note that (13.6.12) can be given a simple direct proof.
By (13.6.10) and (13.6.12), we get (13.6.1). This concludes the proof of

(8.4.7).
So now we concentrate on the proof of Theorem 13.6.2.

13.7 A PROOF OF THEOREM 13.6.2

Note that the second sort of inequalities in (13.6.7), (13.6.8) refers to classical
elliptic relative index theory for which such results should be well known.
Note that using the arguments we gave in chapters 5 and 17, we find that
as b→ 0,

v1√
tb,t,N

(x, y)→ v0,t,N (x, y) , vb,0,N (x, y)→ v0,N (x, y) . (13.7.1)

By (13.7.1), the second lines in (13.6.7), (13.6.8) follow from the first lines.
So we concentrate now on the proof of the first identities in (13.6.7), (13.6.8).
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We start from equation (11.1.4) for M̂c,t. In the sequel we will also use

equation (11.1.4) for N̂c,t, which is an operator of the same type as M̂c,t.

Theorem 13.4.2 gives us the asymptotic expansion of the operator P̂c,t as
t→ 0.

Set

α′
± =

1

2

(
−∆V + |p|2 ∓ n

)
± ibei

êi. (13.7.2)

The operator α′
± is self-adjoint and nonnegative. As explained in the proof

of Theorem 13.4.2, the critical fact in P̂
c,t

is that the first line in equation

(11.1.4) for M̂c,t contributes to P̂c,t by the operator α′
±/2b

2 which does not
depend on t. Moreover, even before taking the asymptotic expansion, the
coefficient of 1/b in P̂c,t is an operator which maps kerα′

± into its orthogonal.
Indeed this component either depends linearly on p or contains one of the

operators ∇bei , or it contains an odd expression of the type pipj∇bek

.

In equation (13.4.1) for P̂c, the term ∓ 1
2b

(
∇p +

〈
i∗RTXy, p

〉)
appears.

This term raises an extra difficulty because it depends linearly in the vari-
able y, and so it is not controlled any more by the estimates which are used
in chapters 15 and 17. However, such a difficulty already appears in stan-
dard local index theory for elliptic Dirac operators. This should be clear by
equation (13.4.5) for P̂, which now depends quadratically on y.

In the case of one single fiber, equation (4.8.4) makes clear that for |y| ≥
4η0 large enough, the metric gTxX is flat on TxX , and so the corresponding
fiberwise curvature vanishes for |y| ≥ 4η0.

In the case of a family, the argument is subtler. Indeed the construction
of gTxX

x and of the new THMx given in section 4.7 also ensures that the full
curvature tensor RTX still vanishes for |y| ≥ 4η0.

To control the dependency in y, we will use the same method as the one
which was developed in [BL91, subsection 11k)] in the context of elliptic
local index theory. Indeed the above support conditions will permit us to
introduce L2 norms whose weight takes the degree into account.

Definition 13.7.1. For 0 ≤ σ ≤ m, 0 ≤ σ′ ≤ ℓ, let Iσ,σ
′

x be the vector space
of L2 sections of

Λσ (T ∗
πxS) ⊗̂Λσ

′
(T ∗
xXg) ⊗̂Λ·

(
N∗
Xg/X

)
⊗̂Λ· (T ∗

xX) ⊗̂ĉ (TxXg) ⊗̂Fx
over TxX .

If s ∈ Iσ,σ
′

x , set

|s|20,t =

∫

TxX

|s|2
(
1 + ρ

(√
ty/2

)
|y|
)2(m+ℓ−σ−σ′)

dy. (13.7.3)

Note that we have included ĉ (TxXg) in Definition 13.7.1 because of the

inclusion of the extra ĉ (ei) = ei + iei, 1 ≤ i ≤ ℓ in the construction of P̂c,t.
By (4.8.3), ρ

(√
ty/2

)
is equal to 1 when

√
t |y| ≤ 4η0, and so it is equal to

1 on the support of ρ
(√
ty
)
. As in [BL91, Proposition 11.24], we find that
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for 1 ≤ i, j ≤ ℓ, the operators

1√t|y|≤4η0
|y| eiej , 1√t|y|≤4η0

|y|
√
tei, 1√t|y|≤4η0

|y| t3/2iei (13.7.4)

are uniformly bounded. In (13.7.4), one can replace any of the ei by a fα, 1 ≤
α ≤ m and still get the same boundedness result.

In our context, over TxX ≃ Rn, one can then develop the same argu-
ments as in chapters 15 and 17. Note of course that TxX is noncompact,
whereas in these chapters, we assumed X to be compact. To compensate for
noncompactness, in all the norms used in these chapters, we introduce the
weights in (13.7.4) instead of the classical unweighted L2 norms. Of course
the analysis in the variable p remains unchanged. In particular we define the
norm ‖A‖ℓ as in (17.21.22), by changing the L2 norm as indicated above.

Definition 13.7.2. For a ∈ R, y, z ∈ Rn, set

ma,z (y) = 1 + a2 + |y − z|2 . (13.7.5)

Put

P̂a,zc,t = ma/2
a,z P̂c,tm−a/2

a,z . (13.7.6)

Now we establish an analogue of the first inequality in (17.21.24).

Proposition 13.7.3. There exists b0 ∈]0, 1] such that given ℓ ∈ N, there
exist N ∈ N, Cℓ > 0 for which if b ∈]0, b0], t ∈ [0, 1], λ ∈ γ, x ∈ Xg, a ∈
R, y, z ∈ Rn, then

∥∥∥∥
(
P̂a,zc,t − λ

)−N∥∥∥∥
ℓ

≤ Cℓ. (13.7.7)

Proof. For a = 0, the proof of (13.7.7) is the same as the proof of (17.21.24)
in Theorem 17.21.3. Indeed the main point is contained Theorem 13.4.2 and
its proof. As was observed after (13.7.2), the coefficient of 1/b2 in P̂c,t is the
operator α′

±, which does not depend on t. Combining this observation with
the boundedness results in (13.7.4) leads easily to a proof of (13.7.7) when
a = 0.

Clearly,

P̂a,zc,t = P̂c,t ±
a

2bma,z

〈
gTX,−1√

ty
(y − z) , p

〉
. (13.7.8)

The functions a (y − z) /ma,z are uniformly bounded together with all their

derivatives in the variable y ∈ Rn. Also the term a
2ma,z

〈
gTX,−1√

ty
(y − z) , p

〉

maps kerα± in its orthogonal. Therefore the operator in (13.7.8) still has the
preferred matrix structure which is needed in proving the results of chapter
17. The same methods lead to the estimate (13.7.7) also in the case of an
arbitrary a ∈ R.

Proposition 13.7.4. For a′ = 2, for any L ∈ N, there exist C > 0, N ∈ N
for which for any y, y′, p, p′ ∈ Rn, k ∈ N and all multiindices α such that
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|α|+ k ≤ L, for b ∈]0, b0], t ∈ [0, 1], λ ∈ γ,then
∣∣∣∣∣< p >k< p′ >k< y − y′ >k ∂αy,y′,p,p′

((
P̂c,t − λ

)−N
−
(
P̂c,0 − λ

)−N)

((y, p) , (y′, p′))

∣∣∣∣∣ ≤ Ct < y >a
′
. (13.7.9)

Proof. Recall that the operator P̂a,zc,t was defined in (13.7.6). We claim that
for a′ = 2, given ℓ ∈ N, there exist ℓ′ ∈ N, Cℓ > 0 for which for any
b ∈]0, b0], t ∈ [0, 1], a ∈ R, z ∈ Rn,

∥∥∥∥
(
P̂a,zc,t − λ

)−1

u

∥∥∥∥
ℓ

≤ Cℓ ‖u‖ℓ′ ,
∥∥∥∥m

−a′/2
a′,0

(
P̂a,zc,t − λ

)−1

m
a′/2
a′,0 u

∥∥∥∥
ℓ

≤ Cℓ ‖u‖ℓ′ , (13.7.10)

∥∥∥∥m
−a′/2
a′,0

((
P̂a,zc,t − λ

)−1

−
(
P̂a,zc,0 − λ

)−1
)
u

∥∥∥∥
ℓ

≤ Cℓ
√
t ‖u‖ℓ′ .

Indeed for ℓ = 0, the first two inequalities in (13.7.10) follow from the ana-
logue of equation (17.21.23) in Theorem 17.21.3, and from the conjugation
argument based on (13.7.8), which was used earlier.

Now we prove the first two equations in (13.7.10) for arbitrary ℓ ∈ N. Let
Ix be the direct sum of the vector spaces considered in Definition 13.7.1. As
in (17.2.6), we split Ix into

Ix = kerα′
± ⊕ kerα′⊥

± . (13.7.11)

We will use the formal (2, 2) matrix expression for
(
P̂c,t − λ

)−1

, which is

given in (17.2.12) and (17.21.2), replacing h by b. In particular, we use the
notation in (17.16.1), i.e., we set

Θb,t,λ = P⊥
±
(
b2P̂c,t − λ

)−1

P⊥
± . (13.7.12)

Also we define Tb,t,λ as in (17.17.3). The other notation will be modified
in the obvious way, by replacing the index h, λ by b, t, λ. Then we get a strict

analogue of equation (17.21.2) for
(
P̂c,t − λ

)−1

. Note that these equations

are also valid for t = 0.
Put

Jb,t,λ = i±
(
Tb,t,b2λ − λ

)−1
P±. (13.7.13)

As in (17.21.36), we get
(
P̂c,t − λ

)−1

= Jb,t,λ + bRb,t,λ. (13.7.14)

The semiclassical norms ‖ ‖b2λ,sc,s are defined in equation (17.4.5), which
is part of Definition 17.4.1. We make the obvious extension of these norms
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in our context. Similarly we define a family of operators Rℓ the way we do
before (17.21.21), and we also obtain corresponding norms ‖ ‖ℓ. To establish
the first two identities in (13.7.10), we will use the commutation estimates
contained in (17.21.46), (17.21.47), whose proof in the present context is
strictly similar to the proof which is given in chapter 17. Also note that if
Q ∈ Rℓ,

‖Qu‖b2λ,sc,M ≤ Cℓ ‖u‖ℓ+2M . (13.7.15)

Finally, note that for ℓ ∈ N,

‖u‖ℓ =
∑

Q∈Rℓ

‖Qu‖b2λ,sc,0 . (13.7.16)

By using the analogue of the commutator estimates in (17.21.46), (17.21.47)
and also (13.7.15), (13.7.16), we obtain the first two inequalities in (13.7.10)
for arbitrary ℓ ∈ N.

Now we establish the third inequality in (13.7.10). Equation (13.4.3) gives

the precise form of P̂c,t − P̂c,0. By conjugation by m
a/2
a,z , we obtain the

corresponding asymptotics of P̂a,zc,t − P̂
a,z

c,0 . The right-hand side of (13.4.3) is

slightly modified by the conjugation. Indeed P̂c,0 is replaced by P̂a,zc,0 , and

the term which appears as a factor of
√
t
b contains an extra O (y) p.

Put

Da,zc,t,λ =
(
P̂a,zc,t − λ

)−1

−
(
P̂a,zc,0 − λ

)−1

. (13.7.17)

Then

Da,zc,t,λ = −
(
P̂a,zc,t − λ

)−1 (
P̂a,zc,t − P̂

a,z

c,0

)(
P̂a,zc,0 − λ

)−1

. (13.7.18)

To establish the third inequality in (13.7.10), note that the first two in-

equalities allow us to handle conjugation by m
−a′/2
a′,0 . Using the analogue of

equation (13.4.3) for P̂a,zc,t − P̂
a,z

c,0 , which was described above, and also the
first inequality in (13.7.10), we see that to establish the third inequality in
(13.7.10), only the term in the right-hand side of (13.4.3) which contains as
a factor

√
t/b is potentially troublesome. We will denote this term by Aa,zb,t .

It maps kerα′
± into kerα′⊥

± .

Now we write the analogue of (13.7.14) for
(
P̂a,zc,t − λ

)−1

, and we obtain

(
P̂a,zc,t − λ

)−1

= Ja,zb,t,λ + bRa,zb,t,λ. (13.7.19)

Note that

Ja,zb,t,λA
a,z
b,t J

a,z
b,0,λ = 0. (13.7.20)

Using (13.7.18)-(13.7.20), we find that in the right-hand side of (13.7.18),
the singularity 1/b in A disappears.
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Moreover, when taking a′ = 2, by the analogue of (13.4.3), we get

m
−a′/2
a′,0

(
P̂a,zc,t − P̂

a,z

c,0

)

=

√
t

b

(
O (1) ∇̂+O (1)∇p +O (1) pipj∇̂bek +O (1) pi

)
+
√
tO
(
1 + |p|2

)
.

(13.7.21)

Using the first two estimates in (13.7.10), and also (13.7.17)-(13.7.21), we
obtain the third estimate in (13.7.10).

Note that in the estimates in (13.7.10), there is a loss of derivatives. We
will now show that this loss can be compensated using an interpolation
argument.

Take a ∈ R. We claim that for N ∈ N large enough, the obvious analogue

of (13.7.10) holds when replacing
(
P̂c,t − λ

)−1

by
(
P̂c,t − λ

)−N
. Indeed

this is obvious by iteration of the inequalities in (13.7.10).
For N ∈ N, set

Da,z,Nc,t,λ =
(
P̂a,zc,t − λ

)−N
−
(
P̂a,zc,0 − λ

)−N
. (13.7.22)

Using (13.7.18), we have the obvious equality

Da,z,Nc,t,λ =
(
P̂a,zc,t − λ

)−(N−1)

Da,zc,t,λ

+
(
P̂a,zc,t − λ

)−(N−2)

Da,zc,t,λ
(
P̂a,zc,0 − λ

)−1

+ · · · (13.7.23)

By proceeding as in Proposition 13.7.3, for p ∈ N large enough,
∥∥∥∥m

−a′/2
a′,0

(
P̂a,zc,t − λ

)−p
m
a′/2
a′,0

∥∥∥∥
ℓ

≤ Cp. (13.7.24)

Consider ℓ′ ∈ N which is associated to ℓ = 0 in (13.7.10). Using (13.7.10),
(13.7.24), for a given ℓ ≥ ℓ′, for n+, n− ∈ N, n+ + n− = N,n± ≥ Nℓ ∈ N,
we get inequalities with constants depending only on ℓ, n+, n−:

∥∥∥∥m
−a′/2
a′,0

(
P̂a,zc,t − λ

)−n+

Da,zc,t,λ
(
P̂a,zc,0 − λ

)−n−
u

∥∥∥∥
ℓ

≤ C
∥∥∥∥m

−a′/2
a′,0 Da,zc,t,λ

(
P̂a,zc,0 − λ

)−n+

u

∥∥∥∥
−ℓ

≤ C
∥∥∥∥m

−a′/2
a′,0 D

a,z
c,t,λ

(
P̂a,zc,0 − λ

)−n−
u

∥∥∥∥
0

≤ C
√
t

∥∥∥∥
(
P̂a,zc,0 − λ

)−n−
u

∥∥∥∥
ℓ′
≤ C
√
t

∥∥∥∥
(
P̂a,zc,0 − λ

)−n−
u

∥∥∥∥
ℓ

≤ C
√
t ‖u‖−ℓ .

(13.7.25)

Moreover, for n+ ≤ Nℓ, n+ + n− = N − 1, using the second inequality in
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(13.7.10), there is ℓ′ ∈ N depending only on ℓ such that
∥∥∥∥m

−a′/2
a′,0

(
P̂a,zc,t − λ

)−n+

Da,zc,t,λ
(
P̂a,zc,0 − λ

)−n−
u

∥∥∥∥
ℓ

≤ Cℓ
∥∥∥∥m

−a′/2
a′,0 Da,zc,t,λ

(
P̂a,zc,0 − λ

)−n−
u

∥∥∥∥
ℓ′
. (13.7.26)

By the third inequality in (13.7.10), there is ℓ′′ ∈ N depending only on ℓ′,
and so depending only on ℓ, such that∥∥∥∥D

a,z
c,t,λ

(
P̂a,zc,0 − λ

)−n−
u

∥∥∥∥
ℓ′
≤ Cℓ

√
t

∥∥∥∥
(
P̂a,zc,0 − λ

)−n−
u

∥∥∥∥
ℓ′′
. (13.7.27)

Finally, since n− ≥ N − 1− nℓ, by (13.7.7) in Proposition 13.7.3, by taking
N ∈ N large enough and still depending on ℓ, we get∥∥∥∥

(
P̂a,zc,0 − λ

)−n−
u

∥∥∥∥
ℓ′′
≤ ‖u‖−ℓ . (13.7.28)

By (13.7.26)-(13.7.28), we obtain∥∥∥∥m
−a′/2
a′,0

(
P̂a,zc,t − λ

)−n+

Da,zc,t,λ
(
P̂a,zc,0 − λ

)−n−
u

∥∥∥∥
ℓ

≤ C
√
t ‖u‖−ℓ . (13.7.29)

If n− ≤ Nℓ, using the nonconjugated form of the second inequality in
(13.7.10) and the third inequality in the same equation, given ℓ ∈ N, there
is ℓ′ ∈ N such that∥∥∥∥

(
P̂c,t − λ

)−n−
m

−a′/2
a′,0 Da,zc,t,λu

∥∥∥∥
ℓ

≤ Cℓ
√
t ‖u‖ℓ′ . (13.7.30)

The dual equation to (13.7.30) gives∥∥∥∥D
a,z
c,t,λm

−a′/2
a′,0

(
P̂c,t − λ

)−n−
u

∥∥∥∥
−ℓ′
≤ Cℓ

√
t ‖u‖−ℓ . (13.7.31)

Conjugating Da,zc,t,λ by m
−a′/2
a′,0 does not modify the estimates, so that by

(13.7.31) we get∥∥∥∥m
−a′/2
a′,0 Da,zc,t,λ

(
P̂c,t − λ

)−n−
u

∥∥∥∥
−ℓ′
≤ Cℓ

√
t ‖u‖−ℓ . (13.7.32)

Take n+ ∈ N so that n+ + n− = N − 1 as in each of the terms in the
right-hand side of (13.7.23). Since n− ≤ Nℓ, then n+ ≥ N − 1−Nℓ. We can
then take N large enough so that n+ ≥ Nℓ+ℓ′ . Using (13.7.32), we get
∥∥∥∥m

−a′/2
a′,0

(
P̂a,zc,t − λ

)−n+

Da,zc,t,λ
(
P̂a,zc,0 − λ

)−n−
u

∥∥∥∥
ℓ

≤ Cℓ
∥∥∥∥m

−a′/2
a′,0 D

a,z
c,t,λ

(
P̂a,zc,0 − λ

)−n−
u

∥∥∥∥
−ℓ′
≤ Cℓ

√
t ‖u‖−ℓ . (13.7.33)

By (13.7.23), (13.7.25), (13.7.29), and (13.7.33), given ℓ ∈ N, for N ∈ N
large enough, ∥∥∥m−a′/2

a′,0 Da,z,Nc,t,λ u
∥∥∥
ℓ
≤ Cℓ

√
t ‖u‖−ℓ . (13.7.34)
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By taking ℓ ∈ N large enough in (13.7.34), we deduce from (13.7.34) that
there exists N ∈ N such that under the conditions given in the statement of
our proposition,
∣∣∣∣∣< p >k< p′ >k

m
a/2
a,z (y)

m
a/2
a,z (y′)

∂αy,y′,p,p′

((
P̂c,t − λ

)−N
−
(
P̂c,0 − λ

)−N)

((y, p) , (y′, p′))

∣∣∣∣∣ ≤ C
√
tm

a′/2
a′,0 (y) . (13.7.35)

Since the constant in the bound in (13.7.35) is independent of z, we are free
to take z = y′. For a given value of a ∈ N, (13.7.35) implies (13.7.9). The
proof of our theorem is completed.
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Chapter Fourteen

The integration by parts formula

The purpose of this chapter is to apply the basic techniques of the Malliavin
calculus to the hypoelliptic diffusion which is associated with the hypoelliptic
Laplacian.

This chapter should be put in historical context. Malliavin invented his
calculus in [M78], as a technique to derive integration by parts formulas with
respect to the Brownian measure. He showed in particular that solutions of
stochastic differential equations were accessible to his calculus. One main
application was the proof by Malliavin of the regularity of the heat kernel
associated to a second order hypoelliptic differential operator of the form
considered by Hörmander [Hör67]. Malliavin’s analysis was completed by
Stroock [St81b, St81a], who proved smoothness of the heat kernel in great
generality.

Another approach to the Malliavin calculus was given in [B81b] using the
Girsanov transformation to obtain a direct proof of integration by parts,
which itself is related to the Haussmann representation of Brownian martin-
gales [Ha79].

The way the Malliavin calculus is applied to hypoelliptic diffusions is by
showing that a map Φ from classical Wiener space to a smooth manifold X
is a.s. nonsingular, and more precisely by obtaining proper estimates on the
inverse of the Malliavin covariance matrix Φ′Φ′∗.

In [B84], a geometric form of integration by parts for an elliptic diffusion
was given. In fact in the elliptic case, the transversality of the map Φ is ob-
vious. In [B84], it was pointed out that the same situation could occur with
mildly hypoelliptic diffusions. This will turn out to be also the case here,
which explains why the sophistication in the arguments can be kept at a
minimum. In addition, the objects which appear in the proof of the integra-
tion by parts formula are intimately related to the second order differential
operators on the circle, which were considered in chapter 7.

The reader should be familiar with the theory of Brownian motion and
stochastic integration.

This chapter is organized as follows. In section 14.1, we give the main
arguments in [B84] from which one can derive the integration by parts for-
mula for geometric elliptic diffusions, which are associated with the standard
Laplacian of a Riemannian manifold X .

In section 14.2, the case of our hypoelliptic diffusion is considered. We
establish a corresponding integration by parts formula.

In section 14.3, we briefly show how to derive estimates on the hypoellip-
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tic heat kernel from the integration by parts formula. Although the proof
of smoothness of the heat kernel is not developed in detail, it should be
accessible to any reader with a reasonable knowledge of the subject.

In section 14.4, we give a path integral representation for the gradient of
the logarithm of the heat kernel, similar to the one given in [B84] in the
elliptic case.

14.1 THE CASE OF BROWNIAN MOTION

In this section, we recall the main results in [B84] on the integration by
parts formula. We make the same assumptions as in section 1.2 and we use
the corresponding notation. In particular SX denotes the Ricci tensor of the
Riemannian manifold X .

Let ∆X be the Laplace-Beltrami operator acting on smooth real functions
on X . Then ∆X is the restriction to smooth functions of −�

X .

Let P
O(n)−→ be the O(n) principal bundle of orthonormal frames in TX .

Let (θ, ω) be the canonical 1-forms on P . The Maurer-Cartan equations on
P can be written as

dθ = −ω ∧ θ, dω = −ω ∧ ω + Ω. (14.1.1)

We will navigate freely between intrinsic tensorial objects on X and their
equivariant representations with respect to the principal bundle P .

Take x ∈ X . Recall that TxX is a Euclidean vector space. Let s ∈ R+ →
ws ∈ TxX be a Brownian motion. Given the choice of an orthonormal basis
in TxX , it will often be convenient to consider w· as a standard Brownian
motion with values in Rn. Let s ∈ R+ → xs ∈ X be the curve in X ,
starting at x at time 0, whose development in TxX is precisely ws. Then x·
is a Brownian motion on X . Equivalently, if τ0

s ∈ Hom(TxX,TxsX) denotes
parallel transport with respect to the Levi-Civita connection, then x is a
solution of the stochastic differential equation in the sense of Stratonovitch,

ẋ = τ0
s ẇ. (14.1.2)

Note that equation (14.1.2) makes sense although w· is a.s. nowhere differen-
tiable. The theory of stochastic differential equations is precisely developed
to make sense of an equation like (14.1.2).

Let Px denote the probability law on C (R+, X) of the process x·.
Let hs be a bounded adapted process with values in Rn, and let As be

a bounded adapted process taking values in antisymmetric (n, n) matrices.
Now we describe the integration by parts formula of [B84, Theorem 2.2].
Let δw be the Itô differential of w·, as opposed to ẇds, the Stratonovitch
differential of w·.

For ℓ ∈ R, consider the stochastic process,

wℓt =

∫ t

0

eℓAsδws +

∫ t

0

ℓhsds. (14.1.3)
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Then using the Girsanov formula as in [B84], we know that the probability
law of wℓ· is equivalent to the law of w·, with an explicit density.

In (14.1.2), we replace w· by wℓ· , and we calculate the differential of x·
with respect to ℓ at ℓ = 0. This computation is done as follows. Consider the
stochastic differential equation on the processes (ϑs, ̟s) along the path xs,

dϑ =

(
−1

2
SXϑ+ h

)
ds+ (̟ +A) δw, d̟ = −Ω (ϑ, ẇ) ds, (14.1.4)

ϑ(0) = 0, ̟0 = 0.

The integration by parts formula of [B84, Theorem 2.2] asserts in its sim-
plest form that if f : X → R is a smooth function, then

EPx [〈f ′(xt), ϑt〉] = EPx

[
f(xt)

∫ t

0

〈hs, δw〉
]
. (14.1.5)

Consider the stochastic differential equation,

dϑ =

(
−1

2
SXϑ+ h

)
ds, d̟ = −Ω (ϑ, ẇ) ds, (14.1.6)

ϑ(0) = 0, ̟0 = 0.

Observe that (14.1.6) is a special case of (14.1.4), by simply taking A = −̟.
Then the key observation in [B84] is that (14.1.5) still holds.

Let now Y ∈ TxX . Let ϑY be the solution of the differential equation
along x·,

dϑY = −1

2
SXϑY ds, ϑY0 = Y. (14.1.7)

Then by [B84, Theorem 2.14], we get

∇Y EPx [f(xt)] = EPx
[〈
f ′(xt), ϑ

Y
t

〉]
. (14.1.8)

Let Es : Y → ϑYs be the obvious linear map.
Let s ∈ [0, 1] → ϕs ∈ R be a smooth function such that ϕ0 = 0, ϕ1 = 1.

Put

ϑ
Y

s = ϕs/tϑ
Y
s . (14.1.9)

Then ϑ
Y

s is a solution of equation (14.1.6), with hs = 1
tϕ

′
s/tϑ

Y
s . By (14.1.5),

(14.1.8), we get

∇YEPx [f(xt)] = EPx

[∫ t

0

f(xt)

∫ t

0

〈
1

t
ϕ′
s/tϑ

Y
s , δw

〉]
. (14.1.10)

Let pt (x, y) be the smooth heat kernel associated to et∆
X/2. Given y ∈

X , let P tx,y be the probability law of the Brownian bridge connecting x at
time 0 and y at time t. The probability law P tx,y is obtained via a regular
disintegration of Px with respect to xt = y. By [B84, Theorem 2.15], under
P tx,y, w· and x· are semimartingales. Using (14.1.10), we get, as in [B84],

∇pt (x, y)
pt (x, y)

= EP
t
x,y

[∫ t

0

1

t
ϕ′
s/tẼsδw

]
. (14.1.11)



BismutLebeauGlob June 16, 2008

THE INTEGRATION BY PARTS FORMULA 217

Note that in [B84], the choice ϕs = s was made. However, it should be
pointed out that the choice of a function ϕs whose support is included in
[0, a] with a < 1 is also very interesting, since estimates are much easier in
the stochastic integral in the right-hand side of (14.1.11) if one stays away
from s = t.

Now we follow [B84] to explain how (14.1.11) can be given a direct inter-
pretation. The Weitzenböck formula in (1.2.13) asserts in particular that we
have the identity of operators acting on smooth 1-forms,

�
X = −∆H + SX . (14.1.12)

By applying the de Rham operator dX to the heat equation

∂

∂s
ps(x, y)−

1

2
∆Xps(x, y) = 0, (14.1.13)

we get

∂

∂s
∇ps(x, y) +

1

2
�
X∇ps(x, y) = 0. (14.1.14)

In (14.1.13), (14.1.14), the operators ∆X ,�X act on the variable x.
Now using the Feynman-Kac formula, one verifies easily that under Px, for

s < t, Ẽs∇pt−s(xs, y) is a martingale. Therefore, for s < t, Ẽs
∇pt−s

pt−s
(xs, y) is

a martingale with respect to P tx,y for s < t. Finally, as explained in [B84, eq.

(2.87)], under P tx,y, ws = ws −
∫ s
0

∇pt−u

pt−u
(xu, y)du is a Brownian martingale.

Using the trivial
∫ t

0

1

t
ϕ′
s/tds = 1, (14.1.15)

we find that (14.1.11) is a consequence of the above considerations.

Remark 14.1.1. This is a simple remark for the experts in the Malliavin
calculus. Observe that if k is a bounded adapted process, the solution of

θ̇ = k, θ0 = 0 (14.1.16)

is also a solution of (14.1.6) with h = 1
2S

Xθ + k. If k is a constant k0,
then θt = tk0. In particular for t > 0, the map h → θt is surjective. This
is another version of the invertibility of the Malliavin covariance matrix,
which is obvious in this case. We will extend this remark to the case of our
hypoelliptic operators after equation (14.3.7).

14.2 THE HYPOELLIPTIC DIFFUSION

Recall that H = |p|2 /2. For c ∈ R∗, c = ±1/b2, b > 0, we consider the second
order operator on T ∗X ,

Lc =
1

2
∆V − c∇bp + c∇YH . (14.2.1)

The operator ∂
∂t − Lc is hypoelliptic by [Hör67].
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We use the same notation as in section 4.7. Take z = (x, p) ∈ T ∗X .
Consider the stochastic differential equation for the process zs = (xs, ps) ∈
T ∗X ,

ẋ = cp, ṗ = −cp+ τ0
s ẇ, (14.2.2)

x0 = x, p0 = p.

We can rewrite (14.2.2) in the form

ẍ = c
(
−ẋ+ τ0

s ẇ
)
, (14.2.3)

a second order differential equation already considered in [B05, eq. (0.11)].
Again (14.2.2), (14.2.3) have to be properly interpreted in the sense of
Stratonovitch. Let Pz be the probability law on C (R+, T

∗X) of the process
z·. Incidentally note that formally, when making c = ∞, equation (10.2.20)
restricts to the equation (14.1.2) ẋ = τ0

s ẇ, and when making c = 0, (14.2.3)
restricts to the equation of geodesics ẍ = 0.

We will write a formula of integration by parts with respect to the new
process (x·, p·). As before, we replace w· by wℓ· taken as in (14.1.3), and we
calculate the differential of (x·, p·) with respect to ℓ at ℓ = 0. Set

Js =
∂

∂ℓ
xℓs. (14.2.4)

In the sequel, we use the notation J̇ , J̈ instead of D
DsJ,

D2

Ds2 J . Then by the
first equation in (14.2.2),

J̇s = c
Dps
Dℓ

. (14.2.5)

By the second equation in (14.2.2), we obtain

J̈ + cJ̇ +RTX (J, ẋ) ẋ = +c

(
h+ (A+̟)

δw

ds

)
,

˙̟ = RTX (ẋ, J) , (14.2.6)

J0 = 0, J̇0 = 0, ̟0 = 0.

Let g : T ∗X → R be a smooth function on T ∗X with compact support.
Then using integration by parts on Wiener space as in [B84], we get

EPx,p

[〈
dg (xt, pt) ,

(
Jt,

J̇t
c

)〉]
= EPx,p

[
g (xt, pt)

∫ t

0

〈h, δw〉
]
. (14.2.7)

Consider now the differential equation

J̈ + cJ̇ +RTX (J, ẋ) ẋ = ch, ˙̟ = −RTX (J, ẋ) , (14.2.8)

J0 = 0, J̇0 = 0, ̟0 = 0.

Then (14.2.8) is a special case of (14.2.7), by taking

A = −̟. (14.2.9)

Note that taking into account what we said after (14.2.3), for c = 0, (14.2.8)
is just the equation for Jacobi fields. Recovering equation (14.1.6) for c = ±∞
is subtler and will not be considered here. Then equation (14.2.7) still holds.
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14.3 ESTIMATES ON THE HEAT KERNEL

Let h be an adapted process. Consider the differential equation

J̈ + cJ̇ +RTX (J, ẋ) ẋ = ch, (14.3.1)

J0 = 0, J̇0 = 0.

Let s ∈ [0, 1]→ ψs ∈ R be a smooth function such that

ψ0 = ψ′
0 = 0, ψ1 = 1, ψ′

1 = 0. (14.3.2)

A special case of such a function is just

ψs = s2 (3− 2s) . (14.3.3)

Set

ψs = s2 (−1 + s) . (14.3.4)

Then

ψ0 = ψ
′
0 = 0, ψ1 = 0, ψ

′
1 = 1. (14.3.5)

We claim that for t > 0, the map h→
(
Jt, J̇t

)
is surjective. Indeed given

A,B ∈ TxX , set

Js = ψs/tA+ tψs/tB. (14.3.6)

Then (
Jt, J̇t

)
= (A,B) . (14.3.7)

Moreover, Js is a solution of equation (14.3.1), with an h which is explicitly
determined from the equation. Note that estimating h so as to prove the
proper estimates on the objects appearing in the integration by parts formula
is very easy in this case.

Again the expert will notice that what we just established is the invertibil-
ity of the Malliavin covariance matrix. We should stress that this invertibility
is based on trivial considerations on differential equations, and does not rely
on sophisticated probabilistic arguments. We are therefore very far from gen-
eral hypoelliptic diffusions such as the ones considered by Malliavin [M78],
and very close to the situation considered in [B84, subsection 1c)]. Indeed
the same arguments as in [B84, Theorem 1.10] lead directly to the invert-
ibility of the Malliavin covariance matrix, in the context of the deterministic
Malliavin calculus of [B84].

Given A,B ∈ TxX taken as before, we can then use the integration by
parts formula (14.2.7) with the above choice of h. Let Z be a smooth vec-
tor field on T ∗X , which is bounded together with its derivatives. By pro-
ceeding as Malliavin in [M78] and in [B81b], which involves a slight exten-
sion of the above integral by parts formula, we ultimately obtain a formula
for EPx,p [Zg (xt,pt)] in terms of the expectation of a quantity where only
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g (xt, pt) appears. By iterating these computations, if Z1, . . . , Zm are smooth
vector fields on T ∗X , we obtain a corresponding formula for

EPx,p [Z1 . . . Zmg (xt, pt)] .

So we find that this expectation can be viewed as the integral of g with
respect to some measure.

We can then deduce that there is given z = (x, p) ∈ T ∗X , exp (tLc) is
obtained via a smooth kernel qt (z, z

′) with respect to the symplectic volume
dvT∗X . The above considerations also lead to estimates on the heat kernel
and its derivatives in z′. Joint smoothness in z, z′ also follows from the
previous considerations, as we will briefly show in the next section.

14.4 THE GRADIENT OF THE HEAT KERNEL

By (2.1.2), TT ∗X = π∗ (TX ⊕ T ∗X). Also we identify T ∗X to TX by the
metric gTX . Take Z = (Y, Y ′) ∈ TzT ∗X . Consider the differential equation

J̈Z + cJ̇Z +RTX
(
JZ , ẋ

)
ẋ = 0, (14.4.1)

J0 = Y, J̇0 = Y ′.

Then by proceeding as in [B84, Theorem 2.14] and using the same techniques
as before, we get

∇(Y,Y ′/c)E
Px,p [g (xt, pt)] = EPz

[〈
g′ (xt, pt) ,

(
Jt,

J̇t
c

)〉]
. (14.4.2)

Set

J
Z

s = ψs/tJ
Z
s . (14.4.3)

Then J
Z

s is a solution of (14.2.8), with h = hZ given by

hZ =
ψ′′
s/t

ct2
JZs +

2ψ′
s/t

ct
J̇Zs +

ψ′
s/t

t
JZs . (14.4.4)

By (14.2.7) and (14.4.2), we get

∇(Y,Y ′/c)E
Px,p [g (xt, pt)] = EPx,p

[
g (xt, pt)

∫ t

0

〈
hZ , δw

〉]
. (14.4.5)

Recall that qt (z, z
′) , z, z′ ∈ T ∗X is the smooth heat kernel for exp (tLc)

with respect to the symplectic volume dvT∗X of T ∗X . Observe that

qt (z, z
′) =

∫

T∗X
qt/2 (z, z′′) qt/2 (z′′, z′) dvT∗X (z′′) . (14.4.6)

Now using the theorem on support of Stroock and Varadhan [StV72], it is not
difficult to show that for any s ∈ R∗

+, the support of the probability measure
qs (z, z′′) dvTX (z′′) is the full T ∗X . Taking adjoints, the roles of z and z′′

can be exchanged. From (14.4.6), we conclude that qt (z, z
′) is everywhere

positive.
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If z, z′ ∈ T ∗X , let P tz,z′ be the regular conditional law of the process z·
under Pz , conditioned on zt = z′. In principle the disintegration of P z with
respect to zt only exists z′ a.e.. However, by proceeding as in [B84, chapter
2], this construction can be done smoothly for every z′ ∈ T ∗X , by using the
h-process associated to the smooth kernel qt (z, z

′).
Let Fs, Gs be the linear maps Z ∈ TzT ∗X → JZs ∈ TxsX,Z ∈ TzT ∗X →

J̇Zs ∈ TxsX . Their adjoints F̃s, G̃s map TxsX into TzT
∗X . By (14.4.4),

(14.4.5), we get

∇(Y,Y ′/c)qt (z, z
′)

qt (z, z′)
= EP

t
z,z′

[∫ t

0

〈
ψ′′
s/t

ct2
JZs +

2ψ′
s/t

ct
J̇Zs +

ψ′
s/t

t
JZs , δws

〉]
.

(14.4.7)
Equivalently,

∇(·,·/c)qt (z, z′)

qt (z, z′)
= EP

t
z,z′

[∫ t

0

((
ψ′′
s/t

ct2
+
ψ′
s/t

t

)
F̃s +

2ψ′
s/t

ct
G̃s

)
δws

]
.

(14.4.8)
We will give an interpretation of (14.4.8) similar to the one in (14.1.12)-

(14.1.15). Indeed we start from the analogue of equation (14.1.13),

∂

∂s
qs (z, z′)− Lcqs (z, z′) = 0. (14.4.9)

In (14.4.9), the operator Lc acts on the variable z. Now we will use the results
of chapter 2 with F the trivial line bundle. By applying the dT

∗X operator
to (14.4.9), and using the fact that −Lc is the restriction to functions of the
operator 2A2

φ,Hc , we get

∂

∂s
∇qs (z, z′) + 2A2

φ,Hc∇qs (z, z′) = 0. (14.4.10)

Still the operator A2
φ,Hc acts on the variable z.

Using Itô’s formula, we find easily that under P tz,z′ , for 0 ≤ s < t, the

process ws = ws −
∫ s
0

∇V qt−u

qt−u
(zu, z

′) du is a Brownian martingale. Now we

use (2.2.3) and the Weitzenböck formula of Theorem 2.2.1 for A2
φ,Hc . We

trivialize TX ≃ T ∗X along x· by parallel transport with respect to the
Levi-Civita connection. Then by Itô’s formula, we find easily that under
Pz , for s < t, F̃s∇Hqt−s (zs, z

′) + 1
c G̃s∇V qt−s (zs, z

′) is a martingale. It is
equivalent to say that if Z ∈ TT ∗X , under Pz , for s < t,

〈
JZs ,∇Hqt−s (zs, z

′)
〉

+

〈
J̇Z

c
,∇V qt−s (zsz

′)

〉
(14.4.11)

is a martingale. This martingale can be written explicitly as a stochastic
integral with respect to the Brownian motion w. Note that this last fact will
follow from equation (14.4.16).

Therefore under P tz,z′ , for s < t,
〈
JZs ,
∇Hqt−s
qt−s

(zs, z
′)

〉
+

〈
J̇Z

c
,
∇V qt−s
qt−s

(zs, z
′)

〉
(14.4.12)
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is a martingale.
Take a ∈]0, 1[. Let ψs : [0, 1] → R be a smooth function such that ψ0 =

ψ′
0 = 0, which is constant and equal to 1 on [a, 1]. In particular it satisfies

(14.3.2). By the above, it follows that

EP
t
z,z′

[∫ t

0

〈
ψ′′
s/t

ct2
JZs +

2ψ′
s/t

ct
J̇Zs +

ψ′
s/t

t
JZs , δws

〉]
=

1

qt (z, z′)

EPz

[∫ t

0

〈
ψ′′
s/t

ct2
JZs +

2ψ′
s/t

ct
J̇Zs +

ψ′
s/t

t
JZs ,∇V qt−s (zs, z

′)

〉
ds

]
. (14.4.13)

Let Tc be the differential operator

Tc =
1

c

(
D2

Ds2
+ c

D

Ds
+RTX (·, ẋ) ẋ

)
. (14.4.14)

By construction,

ψ′′
s/t

ct2
JZs +

2ψ′
s/t

ct
J̇Zs +

ψ′
s/t

t
JZs = Tc

(
ψs/tJ

Z
s

)
. (14.4.15)

Let D denote the covariant differential along the path x· with respect to
the Levi-Civita connection. By (2.2.3), (2.2.5), (14.4.10), and Itô’s formula,
we get, for s < t,

D∇V qt−s (zs, z
′) = c

(
∇V qt−s −∇Hqt−s

)
(zs, z

′) ds+∇Vδw∇V qt−s (zs, z
′) ,

(14.4.16)

D∇Hqt−s (zs, z
′) = cRTX

(
∇V qt−s (zs, z

′) , p
)
pds+∇Vδw∇Hqt−s (zs, z

′) .

In the right-hand side of (14.4.13), we can replace
∫ t
0 by

∫ at
0 . By (14.4.15)

and using the Itô calculus, we get

∫ t

0

〈
ψ′′
s/t

ct2
JZs +

2ψ′
s/t

ct
J̇Zs +

ψ′
s/t

t
JZs ,∇V qt−s (zs, z

′)

〉
ds

= −
∫ at

0

〈(
1

c

D

Ds
+ 1

)
ψs/tJ

Z
s , D∇V qt−s (zs, z

′)

〉

+

∫ at

0

〈
ψs/tJ

Z
s ,

1

c
RTX

(
∇V qt−s (zs, z

′) , ẋ
)
ẋ

〉
ds

+

〈
1

c
J̇Zat + JZat,∇V q(1−a)t (zat, z′)

〉
. (14.4.17)

By (14.4.16), we get
∫ at

0

〈(
1

c

D

Ds
+ 1

)
ψs/tJ

Z
s , D∇V qt−s (zs, z

′)

〉

=

∫ at

0

〈(
1

c

D

Ds
+ 1

)
ψs/tJ

Z
s , c

(
∇V qt−s −∇Hqt−s

)
(zs, z

′)

〉
ds

+

∫ at

0

〈(
1

c

D

Ds
+ 1

)
ψs/tJ

Z
s ,∇Vδw∇V qt−s (zs, z

′)

〉
. (14.4.18)
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Using (14.4.16) again, we obtain

∫ at

0

〈(
1

c

D

Ds
+ 1

)
ψs/tJ

Z
s , c

(
∇V qt−s −∇Hqt−s

)
(zs, z

′)

〉
ds

=
〈
JZat,

(
∇V q(1−a)t −∇Hq(1−a)t

)
(zat, z

′)
〉

+

∫ at

0

〈
ψs/tJ

Z
s , cR

TX
(
∇V qt−s (zs, z

′) , p
)
p

〉
ds

−
∫ at

0

〈
ψs/tJ

Z
s ,∇Vδw

(
∇V qt−s −∇Hqt−s

)
(zs, z

′)
〉
. (14.4.19)

From now, we will use the notation ≃ instead of = every time an Itô
integral containing δw is ignored. By (14.4.17)-(14.4.19), we get

∫ t

0

〈
ψ′′
s/t

ct2
JZs +

2ψ′
s/t

ct
J̇Zs +

ψ′
s/t

t
JZs ,∇V qt−s (zs, z

′)

〉
ds

≃
〈
JZat,∇Hq(1−a)t (zat, z′)

〉
+

〈
J̇Zat
c
,∇V q(1−a)t (zat, z′)

〉
. (14.4.20)

As we saw before, the right-hand side of (14.4.20) is a martingale for a < 1.
Moreover, the Itô integrals which appear as the missing terms in (14.4.20)
are trivially square integrable, and so they are martingales for a < 1. In
particular their expectation with respect to Pz vanishes.

From the above, we get

EPz

[∫ t

0

〈
ψ′′
s/t

ct2
JZs +

2ψ′
s/t

ct
J̇Zs +

ψ′
s/t

t
JZs ,∇V qt−s (zs, z

′)

〉
ds

]

= ∇(Y,Y ′/c)qt (z, z
′) . (14.4.21)

Combining (14.4.13) and (14.4.21), we have given a direct proof of (14.4.7).
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Chapter Fifteen

The hypoelliptic estimates

The purpose of this chapter is to prove the basic hypoelliptic estimates
on the Laplacian A′2

φb,±H. The proofs extend very easily to the curvature

E
M,2
φb,±H−bωH of the superconnection EM

φb,±H−bωH defined in (2.4.15).

We consider A′2
φb,±H,E

M,2
φb,±H−bωH instead of A′2

φ,Hc ,E2
φ,Hc−ωH because in

chapter 17, we will establish estimates which are uniform in b ∈]0, b0], where

b0 > 0 is a positive constant, for which the choice of A′2
φb,±H,E

M,2
φb,±H−bωH is

more natural. Part of the work which is needed in chapter 17 will then have
been already done in the present chapter.

This chapter is organized as follows. In section 15.1, we recall simple prop-
erties on A′2

φb,±H.
In section 15.2, we construct a Littlewood-Paley decomposition in the

variable p. This way, we will be able to work instead on bounded balls or
annuli of T ∗X .

In section 15.3, we embed these bounded subsets in the projectivization
of T ∗X , so as to replace T ∗X by a compact manifold.

In section 15.4, we prove the basic hypoelliptic estimates.
In section 15.5, we derive estimates for the resolvent of A′2

φb,±H on the real
line.

In section 15.6, these results are extended to the full resolvent. In partic-
ular, we show in Theorem 15.7.1 that there exist λ0 > 0, c0 > 0 such that
if

λ = −λ0 + σ + iτ, σ ≤ c0 |τ |1/6 ,

then the resolvent
(
A′2
φb,±H − λ

)−1

exists.

Finally in section 15.7, we show that for N ∈ N large enough, the operator(
A′2
φb,±H − λ

)−N
is trace class.

Throughout the chapter, we make the same assumptions as in sections
2.1-2.3 and we use the corresponding notation.

15.1 THE OPERATOR A′2
φb,±H

We will often identify the fibers of TX and T ∗X by the metric gTX . Also
e1, . . . , en is an orthonormal basis of TX .

Recall that p denotes the canonical section of T ∗X . The corresponding
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radial vector field along the fibers is denoted by p̂, so that

p̂ = piê
i. (15.1.1)

Put

Lc = 2A′2
φb,±H. (15.1.2)

As in (2.3.12), set

α± =
1

2

(
−∆V + |p|2 ± (2êiibei − n)

)
,

β± = −
(
±∇Λ·(T∗T∗X)b⊗F,u

YH +
1

2
ω
(
∇F , gF

)
(ei)∇bei

)
, (15.1.3)

γ± = −1

4

〈
RTX (ei, ej) ek, eℓ

〉 (
ei − êi

) (
ej − êj

)
iek+bek ieℓ+beℓ

−
(
±
〈
RTX (p, ei) p, ej

〉
+

1

2
∇Fei

ω
(
∇F , gF

)
(ej)

)(
ei − êi

)
iej+bej .

By (2.3.13), we get

Lc =
α±
b2

+
β±
b

+ γ±. (15.1.4)

Incidentally, note that equation (2.6.2) gives an expansion of the same

type when replacing A′2
φb,±H by E

M,2
φb,±H−bωH . This is the key argument which

allows us to extend without further mention our results on A′2
φb,±H to corre-

sponding results for E
M,2
φb,±H−bωH .

Let T ′X,T ′′X ⊂ TX⊕T ∗X be the subvector bundles of TX⊕T ∗X which
are spanned respectively by U + Û , U − Û , with U ∈ TX . Then

TX ⊕ T ∗X = T ′X ⊕ T ′′X, (15.1.5)

and the splitting in the right-hand side of (15.1.5) is orthogonal.
From (15.1.5), we deduce that

Λ· (T ∗X ⊕ TX) = Λ· (T ′X) ⊗̂Λ· (T ′′X) . (15.1.6)

Let N ′, N ′′ be the number operators of Λ· (T ′X) ,Λ· (T ′′X). Then the num-
ber operator NT∗X of Λ· (T ∗X ⊕ TX) splits naturally as

NT∗X = N ′ +N ′′. (15.1.7)

Observe that if a > 0,

aN
′′ 〈
RTX (p, ei) p, ej

〉 (
ei − êi

)
iej+beja−N

′′

= a
〈
RTX (p, ei) p, ej

〉 (
ei − êi

)
iej+bej . (15.1.8)

By taking a > 0 small enough, we can make the right-hand side of (15.1.8)
arbitrarily small. In particular given b > 0, we can choose a > 0 so that

(15.1.8) is dominated by |p|2
4b2 .

In the sequel, to make our notation simpler, we will not note the above
conjugation, so that formally, some of our arguments are valid only for b >
0 small enough. However, we will indicate explicitly those points where a
conjugation of the operator should be done so that our arguments remain
valid even for large values of b.
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15.2 A LITTLEWOOD-PALEY DECOMPOSITION

Recall that the Schwartz space S· (T ∗X,π∗F ) was defined in section 3.2. Let
S′· (T ∗X,π∗F ∗) be the corresponding dual space of tempered currents. Let
H be the Hilbert space of square-integrable sections of π∗ (Λ· (T ∗X) ⊗̂F

)
on

T ∗X , let 〈 〉 be the corresponding Hermitian product on H , and let | | be
the associated norm.

Let ∆H,u be the obvious horizontal Laplacian of T ∗X . Namely, if e1, . . . , en
is a locally defined orthonormal basis of TX , then

∆H,u = ∇Λ·(T∗X)b⊗F,u,2
ei

−∇Λ·(T∗X)b⊗F,u
∇T X

ei
ei

. (15.2.1)

Set

S = −∆H,u −∆V + |p|2 . (15.2.2)

Then S is a self-adjoint positive operator. If s ∈ R, u ∈ S· (T ∗X,π∗F ), set

|u|s =
∣∣∣Ss/2u

∣∣∣
H
. (15.2.3)

Let Hs be the completion of S· (T ∗X,π∗F ) with respect to the norm | |s.
Then the Hs define a chain of Sobolev spaces. Put

H∞ = ∩s∈RH
s. (15.2.4)

Then H∞ = S· (T ∗X,π∗F ).
We introduce a Littlewood-Paley decomposition in the radial variable |p|.

Take r0 ∈]1, 2[. Let φ (r) be a smooth function defined on R+ with values in
[0, 1], which is decreasing and such that φ (r) = 1 if |r| ≤ 1

r0
and φ (r) = 0 if

|r| ≥ 1. Set

χ (r) = φ (r/2)− φ (r) . (15.2.5)

Then χ takes its values in [0, 1] and its support is included in [ 1
r0
, 2]. For

j ∈ N, put

χj(r) = χ(2−jr). (15.2.6)

Then one has the obvious equality

φ (r) +

∞∑

j=0

χj(r) = 1. (15.2.7)

By (15.2.7),

+∞∑

j=0

χ2
j ≤ 1. (15.2.8)

Put

< p >=
(
1 + |p|2

)1/2

. (15.2.9)

Let u ∈ S· (T ∗X,π∗F ). For j ∈ N, set

δj(u) = χj (< p >)u. (15.2.10)
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Since < p >≥ 1, then φ (< p >) = 0. By (15.2.7), (15.2.10), we get the
Littlewood-Paley decomposition,

u =

∞∑

j=0

δj(u). (15.2.11)

Set

B =
{
p ∈ T ∗X, |p|2 ≤ 3

}
. (15.2.12)

The support of δ0(u) is included in the ball B. For j ≥ 1 the support of the
δj(u) is included in the annulus Cj given by

Cj = {p,< p >∈ [2j/r0 , 2j+1]}, (15.2.13)

Observe that

Cj ∩ Cj+2 = ∅. (15.2.14)

By (15.2.8), (15.2.11), and (15.2.14), we get

+∞∑

j=0

|δj (u)|2H ≤ |u|
2
H ≤ 3

+∞∑

j=0

|δj (u)|2H . (15.2.15)

Definition 15.2.1. For u ∈ S· (T ∗X,π∗F ), set

Uj(x, p) = δj(u)(x, 2
jp). (15.2.16)

Let R be the annulus:

R = {p, |p|2 ∈ [
1

r20
− 1

4
, 4]. (15.2.17)

For any j ∈ N, Uj ∈ S· (T ∗X,π∗F ). Moreover, the support of U0 is included
in the ball B, and for j ≥ 1, the support of the Uj is included in R. We
recover u from U by the formula

u(x, p) =

∞∑

j=0

Uj(x, 2
−jp). (15.2.18)

Put

B0 = {p ∈ T ∗X} , |p|2 ≤ 5}. (15.2.19)

For any j ∈ N, the support of the Uj is included in B0.

15.3 PROJECTIVIZATION OF T∗X AND SOBOLEV SPACES

Let P (T ∗X ⊕R) be the real projectivization of T ∗X ⊕R, and let Y be the
total space of P (T ∗X ⊕R). Then T ∗X embeds as an open dense subset of
P (T ∗X ⊕R) by the map p ∈ T ∗X → (p, 1) ∈ P (T ∗X ⊕R). The comple-
ment of T ∗X in P (T ∗X ⊕R) is just P (T ∗X), whose total space is denoted
by Z. We still denote by π : Y → X the obvious projection.



BismutLebeauGlob June 16, 2008

228 CHAPTER 15

Recall that the metric gTT
∗X on TT ∗X was defined after equation (2.1.23).

Let gTP(T∗X⊕R) be a metric on TP (T ∗X ⊕R) which restricts to gTT
∗X on

the ball 2B0. We denote by dvP(T∗X⊕R) the corresponding volume form.

Let S be the space of smooth sections of π∗ (Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F
)

on
Y which vanish near Z. Note that S can be identified with the vector space of
elements of S· (T ∗X,π∗F ) with compact support. Let H be the corresponding
Hilbert space of L2 sections of π∗ (Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F

)
on Y . Note that

H embeds continuously into H. Let | | denote the obvious norm on H.

Using the unitary connection ∇Λ·(T∗T∗X)b⊗F,u, we can define a natural
self-adjoint Laplacian ∆Y acting on S. This is a second order self-adjoint
elliptic differential operator. The precise choice of ∆Y is irrelevant. Set

S = −∆Y + 1. (15.3.1)

Then S is a self-adjoint positive operator.

Definition 15.3.1. For j ∈ N, set

Λj =
(
S + 24j

)1/2
. (15.3.2)

Given s ∈ R, U ∈ S, we define the Sobolev norm |U |j,s by the formula

|U |j,s = 2jn/2
∣∣ΛsjU

∣∣
H
. (15.3.3)

If u ∈ S, if the Uj are defined as in (15.2.16), put

‖u‖2s =

∞∑

j=0

|Uj|2j,s . (15.3.4)

We denote by Hs the completion of S with respect to the norm ‖ ‖s. We
will use the notation H = H0.

Remark 15.3.2. By (15.2.15), H = H , and the associated norm on H is
equivalent to the norm of H . Moreover, u ∈ H1 if and only if u,∇eiu,< p >
∇beiu,< p >2 u ∈ H. When u is restricted to have fixed compact support in
T ∗X , the Hs are the usual Sobolev spaces. Also for s′ > s, the embedding
of Hs′ in Hs is compact.

We claim that if s ∈ R, Hs ⊂ Hs, and the corresponding embedding is
continuous. Indeed note that by (15.2.18), if s ∈ R, u ∈ S,

|u|s ≤ Cs ‖u‖s . (15.3.5)

Also using basic properties of the harmonic oscillator, we know that given
m ∈ N, for s ∈ R large enough, for |α| ≤ m, the map u ∈ Hs →< p >m

∇̂αu ∈ H is uniformly bounded. So we find easily that given s ∈ R, for s′ ≥ s
large enough, Hs′ ⊂ Hs, and the corresponding embedding is continuous.

Set

H∞ = ∩s∈RHs. (15.3.6)

Using (15.2.4) and the above results, we get

H∞ = H∞ = S· (T ∗X,π∗F ) . (15.3.7)
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15.4 THE HYPOELLIPTIC ESTIMATES

In the sequel, ∇̂U denotes the differential of U in the directions along the
fibers T ∗X or P (T ∗X ⊕R), and ∇U denotes the differential of U in hori-
zontal directions.

Recall that for a ∈ R, u ∈ S· (T ∗X,π∗F ), then Kau (x, p) = u (x, ap).

Definition 15.4.1. For τ > 0, set

Lc,τ = K−1
τ LcKτ . (15.4.1)

Put

α±,τ =
1

2

(
−τ2∆V + τ−2 |p|2 ± (2êiibei ∓ n)

)
,

β±,τ = −
(
±τ−1∇Λ·(T∗T∗X)b⊗F,u

Y H +
1

2
τω
(
∇F , gF

)
(ei)∇bei

)
, (15.4.2)

γ±,τ = −1

4

〈
RTX (ei, ej) ek, eℓ

〉 (
ei − êi

) (
ej − êj

)
iek+bek ieℓ+beℓ

−
(
±τ−2

〈
RTX (p, ei) p, ej

〉
+

1

2
∇Fei

ω
(
∇F , gF

)
(ej)

)(
ei − êi

)
iej+bej .

By (15.1.3), (15.1.4), (15.4.1), we get

Lc,τ =
α±,τ
b2

+
β±,τ
b

+ γ±,τ . (15.4.3)

Also observe that with respect to the standard Hermitian product on H , β±
is skew-adjoint.

Let L′
c,τ , L

′′
c,τ be the self-adjoint and skew-adjoint parts of Lc,τ with re-

spect to the standard L2 Hermitian product, so that

Lc,τ = L′
c,τ + L′′

c,τ . (15.4.4)

From (15.4.2), one can deduce obvious formulas for L′
c,τ , L

′′
c,τ .

Given λ0 > 0, set

Pc = Lc + λ0, Pc,τ = Lc,τ + λ0. (15.4.5)

Let P ′
c,τ , P

′′
c,τ be the self-adjoint and skew-adjoint parts of Pc,τ .

In the sequel | | denotes the norm in H or in H. Since the support of the
sections which we will consider is included in B0, the restriction of these
norms to such sections are equivalent. Also 〈 〉 denotes the standard Hermi-
tian product on H .

Theorem 15.4.2. If λ0 > 0 is large enough, for any s ∈ R, there exists
Cs > 0 such that for any j ∈ N, for any U ∈ S· (T ∗X,π∗F ) whose support
is included in the ball B for j = 0 and in the annulus R for j ≥ 1, then

24j |U |2j,s+
∣∣∣∇̂U

∣∣∣
2

j,s
+23j/2 |U |2j,s+1/4 +2−5j/4

∣∣∣∇̂U
∣∣∣
2

j,s+1/8
≤ Cs

∣∣Pc,2−jU
∣∣2
j,s
.

(15.4.6)
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Proof. The proof of our theorem is organized as follows.

• First we establish elementary coercitivity estimates.

• Then we prove three important lemmas. In particular Lemma 15.4.4
is a crude hypoellipticity estimate, where the Hörmander property of
our second order operator plays a key role.

• The combination of the three lemmas leads to a proof of Theorem
15.4.2.

Actually, we follow closely the proof by Hörmander [Hör85, chapter 22,
pp. 353-359] of the hypoelliptic estimates, with special attention to the de-
pendence on the scaling parameter τ = 2−j . A proof of a similar result which
involves different norms was given by Helffer-Nier [HeN05] and Hérau-Nier
[HN04] when establishing the hypoellipticity of the Fokker-Planck operator.

Note that we can ignore the normalizing constant 2jn/2 in the right-hand
side of (15.3.3). For simplicity, we will not write the index j explicitly in the
Sobolev norms. Also we will take τ ∈]0, 1].

We will denote by C positive constants not depending on τ, s, and by
Cs positive constants not depending on τ and still depending on s. These
constants may still depend on c. Also they may vary from line to line.

We claim that if b > 0 is small enough but fixed, for λ0 = λ0 (b) > 0 large
enough, there exists C > 0 such that for any τ ∈]0, 1] and U ∈ S· (T ∗X,π∗F )
with support in the annulus R, then

∣∣∣∇̂U
∣∣∣
2

+ τ−4 |U |2 ≤ C
〈
P ′
c,τU, τ

−2U
〉
. (15.4.7)

Indeed recall that by (15.4.2), only α±,τ , γ±,τ contribute to P ′
c,τ . Also note

that given b0 > 0, b1, b2 ∈ R, for λ0 > 0 large enough, the polynomial

Q (τ) = (λ0 + b2) τ
2 + b1τ + b0

has a positive lower bound when τ ∈]0, 1]. We use also the fact that on R,

|p|2 has a positive lower bound. For b > 0 small enough, the quadratic term

in the variable p in γ±,τ is small with respect to τ−2 |p|2 /2. Then (15.4.7)
follows from (15.4.2). Of course if τ = 1, the estimate (15.4.7) still holds for
λ0 > 0 large enough when the support of U is included in the ball B.

For b > 0 arbitrary, as explained in (15.1.8), we should conjugate our
operator by aN

′′
with a small enough, so that the operator obtained from

Pc by this conjugation is such that (15.4.7) still holds. We will continue the
proof in the case where b > 0 is small, the proof for b large being the one
suggested here.

Note that
∣∣〈P ′

c,τU, τ
−2U

〉∣∣ ≤
∣∣〈Pc,τU, τ−2U

〉∣∣ . (15.4.8)

Using (15.4.7), (15.4.8), we find that under the same assumptions as before,
∣∣∣∇̂U

∣∣∣
2

+ τ−4 |U |2 ≤ C |Pc,τU |2 . (15.4.9)
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For 1 ≤ i ≤ n, we still denote êi a vector field along the fibers P (T ∗X ⊕R)
of Y which coincides with our given êi on B0.

We will use classical pseudodifferential operators with weight Λ on Y . A
symbol of degree d is a smooth function a (y, ζ, τ) on T ∗Y×]0, 1] with values
in

π∗End
(
Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F

)
,

such that for any α, β, there exist Cα,β > 0 such that
∣∣∣∂αy ∂βζ a(y, ζ, τ)

∣∣∣ ≤ Cα,β(τ−4 + |ζ|2) d−|β|
2 . (15.4.10)

We denote by Sd the set of symbols of degree d.
To keep in line with the notation in (15.3.2), set

Λ =
(
S + τ−4

)1/2
. (15.4.11)

If U ∈ S, set

|U |s = |ΛsU | . (15.4.12)

By definition in our context, a smoothing operator on Y is a family of
operators B(τ), τ ∈]0, 1] such that for s, t ∈ R, there exist Cs,t such that

|B(τ)U |s ≤ Cs,t |U |t . (15.4.13)

We use a local coordinate system on X , and we trivialize the above vector
bundles in this coordinate system. This induces in turn a local coordinate
system on Y .

Let Û denote the Fourier transform of U (y) in the variable y ∈ R2n, i.e.,

Û (ζ) =

∫

R2n

e−i〈y,ζ〉U (y) dy. (15.4.14)

To a symbol a, given the above coordinate system and trivialization, we
associate an operator Op(a) by the formula

Op (a) (y,Dy, τ)U(y) = (2π)−2n

∫

R2n

ei〈y,ζ〉a(y, ζ, τ)Û (ζ) dζ. (15.4.15)

Note that in (15.4.15), Dy = −i∂y.
Let Ed be the corresponding set of pseudodifferential operators A (τ) of

degree d on P (T ∗X ⊕R). Then A (τ) ∈ Ed if and only if for any small
compact K ⊂ P (T ∗X ⊕R), for any cutoff function θ(y) with support close
enough to K, there exist a ∈ Sd, a cutoff function θ′ (y) with support close
enough to K and a smoothing operator B (τ) such that

A(τ)θ = θ′Op(a)θ + B(τ). (15.4.16)

For A ∈ Ed, the class σ (A) of A in Ed/Ed−1 will be called the principal
symbol of A.

If Ed ∈ Ed, Ed′ ∈ Ed
′
, then EdEd′ ∈ Ed+d

′
, σ (EdEd′) = σ (Ed)σ (Ed′).

If a, a′ are symbols, let [a, a′] denote their pointwise commutator, and let
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{a, a′} denote their Poisson bracket. If Ed = Op (a) , Ed′ = Op(a′), then
[Ed, Ed′ ]−Op ([a, a′]− i {a, a′}) ∈ Ed−2.

When acting on H, operators in E0 act as a family of bounded operators,
which is uniformly bounded in the parameter τ ∈]0, 1]. Also observe that
Λ,∇ei ,∇bej ∈ E1.

Let ψ (r) : R+ → [0, 1] be a smooth function which is equal to 1 when
r2 ≤ 5, and to 0 for r2 ≥ 6. Set

θ0 (p) = ψ (|p|) . (15.4.17)

Then θ0 is equal to 1 on B0.
Consider the operator R given by

R = θ0Pc,τθ0. (15.4.18)

If the support of U is included in B0,

Pc,τU = RU. (15.4.19)

Let R′, R′′ be the self-adjoint and skew-adjoint components of R, so that

R = R′ +R′′. (15.4.20)

Clearly,

R′ = θ0P
′
c,τθ0, R′′ = θ0P

′′
c,τθ0. (15.4.21)

Of course P ′
c,τ , P

′′
c,τ can be obtained via (15.4.2)-(15.4.5). Using these explicit

formulas, and also the fact that τ−2 ∈ E1, we get

[R, Ed] ∈ τEd∇̂+ τ−2Ed. (15.4.22)

Moreover, if E ∈ Ed is such that σ (E) is scalar, then we have the stronger

[R,E] ∈ τ2Ed∇̂+ τ−1Ed. (15.4.23)

The difference between (15.4.22) and (15.4.23) comes from the fact that
the term − 1

2τω
(
∇F , gF

)
(ei)∇bei in β±,τ was the only term contributing to

τEd∇̂ in (15.4.22), and that this contribution disappears when commuting
with an operator with scalar principal symbol and also because τ−2Ed can be
replaced by τ−1Ed. Equation (15.4.23) will be used in particular in (15.4.56).

We take λ0 > 0 large enough so that (15.4.7)-(15.4.9) hold.

Lemma 15.4.3. If λ0 > 0 is large enough, there exists C > 0 such that for
any U ∈ S· (T ∗X,π∗F ) with support included in the ball B if j = 0, and in
the annulus R for j ≥ 1, then

|R′′U |2−1/2 ≤ Cτ |RU |
2
. (15.4.24)

Proof. By (15.4.9), we get
∣∣∣∇̂U

∣∣∣+ τ−2 |U | ≤ C |RU | . (15.4.25)

Using (15.4.2)-(15.4.5), we find that τR′′ ∈ E1. In fact multiplication by τ
kills the term factor τ−1 which appears in the skew-adjoint part of β±,τ . Set

E0 = Λ−1τR′′. (15.4.26)
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Then E0 ∈ E0. Also

|R′′U |2−1/2 = τ−1 〈R′′U,E0U〉 . (15.4.27)

Moreover,

τ−1 〈R′′U,E0U〉 = τ−1 〈RU,E0U〉 − τ−1 〈R′U,E0U〉 . (15.4.28)

Also since E0 ∈ E0, it acts as a uniformly bounded operator on H. By
(15.4.25), we get

τ−1 |〈RU,E0U〉| ≤ τ |RU |2 . (15.4.29)

For λ0 large enough, R′ is self-adjoint and nonnegative, and so by Cauchy-
Schwarz, we get

2τ−1 |〈R′U,E0U〉| ≤ τ−1 |〈R′U,U〉|+ τ−1 |〈R′E0U,E0U〉| . (15.4.30)

By (15.4.25), we have

τ−1 |〈R′U,U〉| = τ−1 |Re 〈RU,U〉| ≤ Cτ |RU |2 . (15.4.31)

Finally, we write

τ−1 〈R′E0U,E0U〉 = τ−1Re 〈E0RU,E0U〉+ τ−1Re 〈[R,E0]U,E0U〉 .
(15.4.32)

By (15.4.22) and (15.4.25), we obtain

|[R,E0]U | ≤ C
(
τ
∣∣∣∇̂U

∣∣∣+ τ−2 |U |
)
≤ C |RU | . (15.4.33)

Our lemma now follows from (15.4.27)-(15.4.33).

Now we prove a result which plays a crucial role in the proof of the hy-
poellipticity of our operator.

Lemma 15.4.4. There exists C > 0 such that for any U ∈ S· (T ∗X,π∗F )
with support included in the ball B if j = 0, and in the annulus R if j ≥ 1,
then

|U |1/4 ≤ Cτ3/4|RU |. (15.4.34)

Proof. We have to prove that there exists C > 0 such that if j, U are taken
as indicated, and if τ = 2−j, then

∣∣τ−2U
∣∣
−3/4

+ |∇U |−3/4 +
∣∣∣∇̂U

∣∣∣
−3/4

≤ Cτ3/4 |RU | . (15.4.35)

Note that Λ−3/4 ≤ τ3/2, and so

|U |−3/4 ≤ Cτ3/2 |U | . (15.4.36)

By (15.4.9), (15.4.25), and (15.4.36), we obtain

∣∣τ−2U
∣∣
−3/4

+
∣∣∣∇̂U

∣∣∣
−3/4

≤ Cτ3/2 |RU | . (15.4.37)
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Let e be a smooth section of TX over X . Observe the critical fact (which
guarantees hypoellipticity by Hörmander [Hör67]) that

[
∇be,∇Λ·(T∗T∗X)b⊗F,u

YH

]
= ∇Λ·(T∗T∗X)b⊗F,u

e −∇∇̂T X

Y He
. (15.4.38)

Observe that ∇TXY He depends linearly in p, and so ∇∇̂T X
Y He

is a vertical dif-

ferentiation operator of type p∂p. The scaling which we used before ensures

that such an operator is of the type ∇̂ which is controlled by the estimate
(15.4.38). Using (15.4.37), (15.4.38), we find that to establish (15.4.35), we
only need to prove that

∣∣∣
[
∇be,∇Λ·(T∗T∗X)b⊗F,u

Y H

]
U
∣∣∣
−3/4

≤ Cτ3/4 |RU | . (15.4.39)

Let S be the differential operator

S = θ0∇Λ·(T∗T∗X)b⊗F,u
Y H θ0. (15.4.40)

Because of the support condition on U , we may replace ∇Λ·(T∗T∗X)b⊗F,u
Y H in

(15.4.39) by S. This will be done repeatedly in the sequel. Also in the sequel

we will often use the notation ∇̂ instead of ∇be.
Set

E−1/2 = Λ−3/2[∇̂, S]. (15.4.41)

Then E−1/2 ∈ E−1/2. Moreover,
∣∣∣
[
∇̂, S

]
U
∣∣∣
2

−3/4
=
〈[
∇̂, S

]
U,E−1/2U

〉
. (15.4.42)

Also observe that since ∇be and ∇Λ·(T∗T∗X)b⊗F,u
YH are skew-adjoint operators

with respect to the standard L2 Hermitian product 〈 〉, then
〈
∇̂SU,E−1/2U

〉
= −

〈
E∗

−1/2SU, ∇̂U
〉
−
〈
SU, [∇̂, E−1/2]U

〉
, (15.4.43)

〈
S∇̂U,E−1/2U

〉
= −

〈
∇̂U,E−1/2SU

〉
−
〈
∇̂U, [S,E−1/2]U

〉
.

By (15.4.2), and using obvious notation, we get

S = ∓τR′′ + τ2∇̂+ τ−1. (15.4.44)

By (15.4.11), Λ−1/2 ≤ τ , and so
∣∣τ−1U

∣∣
−1/2

≤ |U | . (15.4.45)

By (15.4.9), by (15.4.24) in Lemma 15.4.3, and by (15.4.44), (15.4.45), we
get

|SU |−1/2 ≤ Cτ3/2 |RU | . (15.4.46)

Therefore,
∣∣∣E∗

−1/2SU
∣∣∣ ≤ Cτ3/2 |RU | . (15.4.47)
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Using (15.4.9) and (15.4.47), we get
∣∣∣
〈
E∗

−1/2SU, ∇̂U
〉∣∣∣ ≤ Cτ3/2 |RU |2 . (15.4.48)

Note that the operators [∇bei , E−1/2] and [S,E−1/2] lie in E−1/2. Using
(15.4.9) and (15.4.46), we obtain

∣∣∣
〈
SU,

[
∇̂, E−1/2

]
U
〉∣∣∣ ≤ Cτ3/2 |RU | |U | ≤ Cτ7/2 |RU |2 . (15.4.49)

Still using (15.4.9) and the obvious analogue of (15.4.47), we can control
the first term in the right-hand side of the second line in (15.4.43) as in
(15.4.48). By proceeding as before,

∣∣∣
〈
∇̂U,

[
S,E−1/2

]
U
〉∣∣∣ ≤ C |RU | |U | ≤ Cτ2 |RU |2 . (15.4.50)

By (15.4.43)-(15.4.50), we obtain the required estimate in (15.4.39). The
proof of our lemma is completed.

By (15.4.7), if δ > 0 and if U ∈ S· (T ∗X,π∗F ) verifies the same support
conditions as before,

∣∣∣∇̂U
∣∣∣
2

≤ CRe
〈
Λ−1/8RU,Λ1/8τ−2U

〉

≤ C
(
δ
∣∣∣Λ−1/8RU

∣∣∣
2

+
τ−4

δ

∣∣∣Λ1/8U
∣∣∣
2
)
. (15.4.51)

Let θ1 (p) be a smooth function of |p| with values in [0, 1], which has
compact support and which is constructed in the same way as the function
θ0. We assume that θ1 is equal to 1 on a neighborhood of the annulus R,
and that it vanishes near p = 0. Finally, if j ≥ 1, set θj = θ1. On the sequel,
for j ∈ N, we use the notation θ = θj .

By Lemma 15.4.4, for any s ∈ R, we get

|Λ1/4θΛsU | ≤ Cτ3/4|RθΛsU |. (15.4.52)

Moreover, we have the commutator identities

Λ1/4θΛs = Λs+1/4θ + Λ1/4 [θ,Λs] , (15.4.53)

RθΛs = ΛsRθ +R[θ,Λs] + [R,Λs]θ.

Since θ = 1 on the support of U , the essential support of [θ,Λs] does not
intersect the support of U , so for any s, σ, there exist Cs,σ > 0 such that

|[θ,Λs]U |σ ≤ Cs,σ |U |s . (15.4.54)

Also θU = U , and for α ≥ 0, if V ∈ H,

|V |−α ≤ τ2α |V | . (15.4.55)

Moreover, by (15.4.23),

[R,Λs] ∈ τ2Es∇̂+ τ−1Es. (15.4.56)
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Using (15.4.52)-(15.4.56), we find that

|U |2s+1/4 ≤ τ3/2

(
C |RU |2s + Csτ

4
∣∣∣∇̂U

∣∣∣
2

s
+ Csτ

−2 |U |2s
)
. (15.4.57)

If we apply (15.4.51) to θΛs+1/8U , by using the same commutation argu-
ments as before, we get

∣∣∣∇̂U
∣∣∣
2

s+1/8
≤ δ

(
C |RU |2s + Csτ

4
∣∣∣∇̂U

∣∣∣
2

s
+ Csτ

−2 |U |2s
)

+
τ−4

δ

(
C |U |2s+1/4 + Csτ

4 |U |2s
)

+ Cs |U |2s+1/8 . (15.4.58)

Now we scale (15.4.57) by the factor τ−3/2, and (15.4.58) by the factor
1/δ. Also for A > 0, we take δ−1 = Aτ5/4. Adding up these two inequalities,
we obtain

τ−3/2 |U |2s+1/4 +Aτ5/4
∣∣∣∇̂U

∣∣∣
2

s+1/8
≤ C |RU |2s + Csτ

4
∣∣∣∇̂U

∣∣∣
2

s
+ Csτ

−2 |U |2s

+ CA2τ−3/2 |U |2s+1/4 + Cs

(
A2τ5/2 |U |2s +Aτ5/4 |U |2s+1/8

)
. (15.4.59)

In (15.4.59), we fix A so that CA2 ≤ 1/2. Using the trivial fact that

τ5/2 |U |2s ≤ τ5/4 |U |2s+1/8, we obtain that

τ−3/2 |U |2s+1/4 + τ5/4
∣∣∣∇̂U

∣∣∣
2

s+1/8
≤ C |RU |2s + Csτ

4
∣∣∣∇̂U

∣∣∣
2

s

+ Csτ
−2 |U |2s + Csτ

5/4 |U |2s+1/8 . (15.4.60)

By equation (15.4.7) applied to θΛsU , and still using (15.4.56), we obtain
∣∣∣∇̂U

∣∣∣
2

s
+ τ−4 |U |2s ≤ C |RU |

2
s + Csτ

4
∣∣∣∇̂U

∣∣∣
2

s
+ Csτ

−2 |U |2s . (15.4.61)

By adding (15.4.60) and (15.4.61), we get

∣∣∣∇̂U
∣∣∣
2

s
+ τ−4 |U |2s + τ−3/2 |U |2s+1/4 + τ5/4

∣∣∣∇̂U
∣∣∣
2

s+1/8

≤ C |RU |2s + Csτ
4
∣∣∣∇̂U

∣∣∣
2

s
+ Csτ

−2 |U |2s + Csτ
5/4 |U |2s+1/8 . (15.4.62)

We will complete the proof of Theorem 15.4.2 by a contradiction argument.
For s ∈ R, let W s be the Hilbert space

W s =
{
u ∈ Hs, ∇̂u ∈ Hs−1/8

}
. (15.4.63)

Suppose that for some value of s, equation (15.4.6) does not hold. Then there
exist τk = 2−jk , Uk such that the left-hand side of (15.4.6) , in which we
make j = jk, U = Uk, is equal to 1, and moreover limk→+∞ |Pc,τk

Uk|s = 0.
By (15.4.62), the sequence jk remains bounded, so we may suppose that jk
remains constant and equal to j.
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So now τ = 2−j is fixed. The support of the Uk is included in B0, and
moreover the Uk form a bounded sequence in the Hilbert space W s+1/4. By
Sobolev embedding, we can as well assume that Uk converges in W s+1/8 to
U∞. We claim that U∞ 6= 0. Indeed if U∞ = 0, as k → +∞, the right-hand
side of the inequality (15.4.62) would tend to 0, while the lim of the left-hand
side would be positive.

By (15.4.62), for any U ∈ S· (T ∗X,π∗F ) with support included in B0,

|U |2σ+1/4 +
∣∣∣∇̂U

∣∣∣
2

σ+1/8
≤ Cσ

(
|RU |2σ + |U |2σ+1/8 +

∣∣∣∇̂U
∣∣∣
2

σ

)
. (15.4.64)

By iterating (15.4.64), we find that for N ∈ N large enough,

|U |2σ+1/4 +
∣∣∣∇̂U

∣∣∣
2

σ+1/8
≤ Cσ,N

(
|RU |2σ + |U |2σ−N

)
. (15.4.65)

Recall that τ = 2−j is fixed.

Lemma 15.4.5. For any σ ∈ R, and any U ∈ S′· (T ∗X,π∗F ∗) whose

support is included in the ball B0, if RU ∈ Hσ, then U ∈ Hσ+1/4, ∇̂U ∈
Hσ+1/8, and inequality (15.4.65) holds for U .

Proof. This is a standard consequence of (15.4.65). In fact let Ψm be a
sequence of scalar regularizing operators in E∞ which is bounded in E0 and
which converges to the identity as m → +∞. We may and we will assume
that support of the Ψm is as close as necessary to the diagonal. Note that
there are uniformly bounded Am, Bm ∈ E0 such that

[R,Ψm] = Am∇̂+Bm. (15.4.66)

The Vm = ΨmU still have compact support, this support being included in an
open ball B′

0 which is slightly bigger as B0. Of course, inequality (15.4.65) is
still valid for U ∈ S· (T ∗X,π∗F ) with support included in B′

0. Using (15.4.65)
with U replaced by Vm = ΨmU , we find that given t,N , there exists Ct,N > 0
such that for any m ∈ N,

|Vm|2t+1/4 +
∣∣∣∇̂Vm

∣∣∣
2

t+1/8
≤ Ct,N

(
|RU |2t + |U |2t−N +

∣∣∣Am∇̂U
∣∣∣
2

t
+ |BmU |2t

)
.

(15.4.67)

Also there exists t ∈ R such that U ∈ Ht+1/4, ∇̂U ∈ Ht+1/8. Using the fact
that RU ∈ Hσ, we conclude that the set of t ∈ R which are taken as before
contains σ. The proof of our lemma is completed.

As we saw before, limk→+∞ |Pc,τUk|s = 0. Since the sequence Uk converges

to U∞ in W s+1/8, we conclude that Pc,τU∞ = 0, which implies RU∞ = 0.
By Lemma 15.4.5, we conclude that U∞ is smooth. By (15.4.9), we find that
U∞ = 0. This gives us the required contradiction. The proof of Theorem
15.4.2 is completed.
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15.5 THE RESOLVENT ON THE REAL LINE

For s ∈ R, let Ds (Lc) be the domain of Lc, i.e.,

Ds (Lc) = {u ∈ Hs, Lcu ∈ Hs}. (15.5.1)

We can also define Ds (Pc), and

Ds (Pc) = Ds (Lc) . (15.5.2)

Theorem 15.5.1. Take λ0 > 0 large enough. If s ∈ R, u ∈ S′· (T ∗X,π∗F ∗),
if Pcu ∈ Hs, then u ∈ Hs+1/4, and there exists Cs > 0 such that for any u
taken as before,

‖u‖s+1/4 ≤ Cs ‖Pcu‖s . (15.5.3)

Moreover, S· (T ∗X,π∗F ) is dense in Ds(Pc), i.e., for any u ∈ Ds(Pc), there
exists a sequence uk ∈ S· (T ∗X,π∗F ) such that

lim
k→+∞

(‖u− uk‖s + ‖Pc (u− uk)‖s) = 0. (15.5.4)

Proof. We use the notation of sections 15.2-15.4. Take u ∈ S′· (T ∗X,π∗F ∗),
and set v = Pcu. For j ∈ N, we define the corresponding Uj , Vj as in
(15.2.10), (15.2.16). In the sequel we take τ = 2−j, and we drop the index j
in Uj , Vj .

Set

W = Kτ−1 [Pc, χ (τ < p >)]u. (15.5.5)

A straightforward computation shows that

Pc,τU = V +W. (15.5.6)

Since the Hamiltonian vector field Y H preserves H = |p|2 /2, then
[
∇Λ·(T∗T∗X)b⊗F,u
Y H , χ (τ < p >)

]
= 0. (15.5.7)

Now we use (15.1.3), (15.1.5) and we get

[Pc, χ (τ < p >)] =
1

2b2
(
−∆V χ (τ < p >)− 2 (∇beiχ (τ < p >))∇bei

)

− 1

2b
ω
(
∇F , gF

)
(ei)∇beiχ (τ < p >) . (15.5.8)

By (15.5.8), we get

Kτ−1 [Pc, χ (τ < p >)]Kτ =
1

2b2

(
−Kτ−1

(
∆V χ (τ < p >)

)

− 2Kτ−1 (∇beiχ (τ < p >)) τ∇bei

)

− 1

2b
ω
(
∇F , gF

)
(ei)Kτ−1∇beiχ (τ < p >) . (15.5.9)
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We write (15.2.18) in the form

u =
∑

Kτ ′U ′. (15.5.10)

In (15.5.10), the sum is made over the τ ′ = 2−j , j ∈ N, and the corresponding
U ′ is just Uj. By (15.5.5), (15.5.9), (15.5.10), we get

W =

(
1

2b2
(
−Kτ−1

(
∆V χ (τ < p >)

)
− 2Kτ−1 (∇beiχ (τ < p >)) τ∇bei

)

− 1

2b
ω
(
∇F , gF

)
(ei)Kτ−1∇beiχ (τ < p >)

)∑
Kτ ′/τU

′. (15.5.11)

The support of Kτ−1χ (τ < p >) is included in
{
|p|2 ∈

[
1
r20
− τ2, 4− τ2

]}
.

The support of U ′ is included in
{
|p|2 ∈

[
1
r20
− τ ′2, 4− τ ′2

]}
, and so the

support of Kτ ′/τU
′ is included in

{
|p|2 ∈

[
τ2

τ ′2
1
r20
− τ2, 4 τ

2

τ ′2 − τ2
]}

. We then

find that only the τ ′ which are such that 1/2r0 ≤ τ ′/τ ≤ 2r0 contribute
to the sum in the right-hand side of (15.5.11). Since r0 ∈]1, 2[, and also
τ = 2−j , τ ′ = 2−j

′
, then the nonzero terms in (15.5.11) are such that 0 ≤

|j − j′| ≤ 1, i.e., there are at most three nonzero terms.
By (15.5.11), if u ∈ S· (T ∗X,π∗F ) , t ∈ R, then

|Wj |t ≤ Ct2−j
∑

|j′−j|≤1

|Uj′ |t + Ct2
−2j

∑

|j′−j|≤1

∣∣∣∇̂Uj′
∣∣∣
t
. (15.5.12)

We use (15.5.5), (15.5.6), (15.5.11), and (15.5.12). Assume that t ∈ R is

such that u, ∇̂u, Pu ∈ Ht. Then

∣∣Pc,2−jUj
∣∣
t
≤ C |Vj |t + Ct2

−j ∑

|j′−j|≤1

|Uj′ |t + Ct2
−2j

∑

|j′−j|≤1

∣∣∣∇̂Uj′
∣∣∣
t
.

(15.5.13)
By inequality (15.4.6) in Theorem 15.4.2, we get

23j/4 |Uj |t+1/4 + 2−5j/8
∣∣∣∇̂Uj

∣∣∣
t+1/8

≤ Ct
∣∣Pc,2−jUj

∣∣
t
. (15.5.14)

By (15.5.13), (15.5.14), we obtain

23j/4 |Uj |t+1/4 + 2−5j/8
∣∣∣∇̂Uj

∣∣∣
t+1/8

≤ C |Vj |t + Ct2
−j ∑

|j′−j|≤1

|Uj′ |t + Ct2
−2j

∑

|j′−j|≤1

∣∣∣∇̂Uj′
∣∣∣
t
. (15.5.15)

Set

βj,t = 23j/4 |Uj|t+1/4 + 2−5j/8
∣∣∣∇̂Uj

∣∣∣
t+1/8

. (15.5.16)
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By (15.5.15), we get

βj,t ≤ C |Vj |t + Ct2
−7j/4

∑

|j′−j|≤1

βj′,t−1/4 + Ct2
−11j/8

∑

|j′−j|≤1

βj′,t−1/8.

(15.5.17)
Since Λ−1/8 ≤ τ1/4, and 11/8 < 2, from (15.5.17), we get

βj,t ≤ C |Vj |t + Ct2
−11j/8

∑

|j′−j|≤1

βj′,t−1/8. (15.5.18)

By (15.5.18), we obtain

β2
j,t ≤ C |Vj |2t + Ct2

−11j/4
∑

|j′−j|≤1

β2
j′,t−1/8. (15.5.19)

Since u ∈ S′· (T ∗X,π∗F ∗), for s′ ∈ R small enough, u ∈ Hs′ . By using the
same arguments as in Remark 15.3.2, we find that for t ∈ R small enough,
βj,t ∈ ℓ2. In the statement of our theorem, we made the assumption that if
v = Pcu, then v ∈ Hs, which is just the fact that |Vj |s ∈ ℓ2. By (15.5.19), it

should be clear that βj,s ∈ ℓ2. In particular, u ∈ Hs+1/4.
Let Ws be the vector space of the u ∈ S′· (T ∗X,π∗F ∗) which are such

that βj,s ∈ ℓ2. We equip Ws with the norm

‖u‖Ws = |βj,s|ℓ2 . (15.5.20)

By (15.5.19), we get

‖u‖Ws ≤ Cs (‖Pcu‖s + ‖u‖Ws−1/8) . (15.5.21)

Using a contradiction argument similar to the one we used in the proof of
Theorem 15.4.2 after equation (15.4.62), we find that

‖u‖Ws ≤ Cs ‖Pcu‖s , (15.5.22)

from which (15.5.3) follows.
Finally the fact that S· (T ∗X,π∗F ) is dense in Ds (Pc) can be established

by an argument similar to the one we used in the proof of Lemma 15.4.5.
The proof of our theorem is completed.

15.6 THE RESOLVENT ON C

Recall that for s ∈ R, Ds (Lc) was defined in (15.5.1). For s = 0, we use
instead the notation D (Lc).

Theorem 15.6.1. There exist λ0 > 0, C0 > 0 such that for any u ∈
D(Lc), λ ∈ C,Re(λ) ≤ −λ0,

|λ|1/6 ‖u‖0 + ‖u‖1/4 ≤ C0 ‖(Lc − λ) u‖0 . (15.6.1)

There exists C1 > 0 such that for σ, τ ∈ R, σ ≤ C1 |τ |1/6, if λ = −λ0+σ+iτ ,
then

(1 + |λ|)1/6 ‖u‖0 ≤ C1 ‖(Lc − λ)u‖0 . (15.6.2)



BismutLebeauGlob June 16, 2008

THE HYPOELLIPTIC ESTIMATES 241

Proof. Note that identity (15.6.2) follows from (15.6.1). Indeed in (15.6.1),
we take λ = −λ0 + iτ, v = (Lc − (λ+ σ))u, so that (Lc − λ) u = v+σu, and
(15.6.1) shows that

|λ|1/6 ‖u‖0 ≤ C0 (‖v‖0 + |σ| ‖u‖0) , (15.6.3)

from which (15.6.2) follows.
To prove (15.6.1), we take λ0 as in section 15.4. As before, Pc = Lc + λ0.

If λ ∈ C, set

Pc,λ = Lc − λ. (15.6.4)

If α ∈ R+, β ∈ R, let λ ∈ C be given by

λ = −λ0 − α+ iβ, (15.6.5)

so that

Pc,λ = Pc + α− iβ. (15.6.6)

Now we follow closely the proof of Theorems 15.4.2 and 15.5.1, but we
modify the weight Λj in (15.3.2) by putting instead

Λλ,j =
(
S + 24j + 2−2j|λ|2

)1/2
. (15.6.7)

For u ∈ S, equations (15.3.3), (15.3.4) are now replaced by

|U |λ,j,s = 2jn/2
∣∣Λsλ,jU

∣∣
H , ‖u‖2λ,s =

∞∑

j=0

|Uj |2λ,j,s . (15.6.8)

Clearly, there is C > 0 such that for t > 0, a > 0,

t2 +
a

t
≥ Ca2/3. (15.6.9)

From (15.6.9), we get

24j + 2−2j |λ|2 ≥ C |λ|4/3 . (15.6.10)

Using (15.6.10), we find that (15.6.1) will follow from the estimate

‖u‖λ,1/4 ≤ C ‖Pc,λu‖0 . (15.6.11)

Note that this estimate is the obvious extension of equation (15.5.3) in The-
orem 15.5.1. So we concentrate on the proof of (15.6.11), by following the
same strategy as in our proof of Theorem 15.5.1.

We define Pc,λ,τ from Pc,λ as in (15.4.1), so that by (15.6.6),

Pc,λ,τ = Pc,τ + α− iβ. (15.6.12)

First, we will show that Theorem 15.4.2 is still valid for λ0 > 0 large enough,
when using instead the norms in (15.6.8) and replacing Pc,τ by Pc,λ,τ , with
constants not depending on λ, so that equation (15.4.6) is replaced by

24j |U |2λ,j,s +
∣∣∣∇̂U

∣∣∣
2

λ,j,s
+ 23j/2 |U |2λ,j,s+1/4 + 2−5j/4

∣∣∣∇̂U
∣∣∣
2

λ,j,s+1/8

≤ Cs
∣∣Pc,λ,2−jU

∣∣2
λ,j,s

. (15.6.13)
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Instead of (15.4.8), (15.4.9), for λ0 > 0 large enough, if the support of
U ∈ S· (T ∗X,π∗F ) is included in the annulus R, we have

∣∣∣∇̂U
∣∣∣
2

+ τ−4 |U |2 + ατ−2 |U |2 ≤ C
〈
P ′
c,τ,λU, τ

−2U
〉
, (15.6.14)

∣∣∣∇̂U
∣∣∣
2

+ τ−4 |U |2 + ατ−2 |U |2 ≤ C|Pc,τ,λU |2.

We will modify our construction of pseudodifferential operators on the
total space Y of P (T ∗X ⊕R). In inequality (15.4.10), we replace the weight

τ−4+ζ2 by the weight τ−4+τ2 |λ|2+|ζ|2. We denote by Sdλ the corresponding
set of symbols, and by Edλ the associated set of pseudodifferential operators.
Instead of (15.4.11), we now set

Λ =
(
S + τ−4 + τ2 |λ|2

)1/2

. (15.6.15)

We take θ0 as in (15.4.18), and we define Rλ by the formula

Rλ = θ0Pc,τ,λθ0. (15.6.16)

The obvious analogues of equation (15.4.22) and (15.4.23) still hold.
The same arguments as before lead to the analogue of Lemma 15.4.3. We

claim indeed that as in the proof of Lemma 15.4.3, τR′′
λ ∈ E1. This is because

the contribution of λ to τR′′
λ is just τImλ, and our choice of the weight Λ

in (15.6.15) has been made so that τ |λ| ∈ E1. The analogue of (15.4.24) is
then verified, i.e.,

|R′′
λU |

2
λ,−1/2 ≤ Cτ |RλU |

2
. (15.6.17)

We claim that the analogue of Lemma 15.4.4 also holds. Indeed by pro-
ceeding as in the proof of (15.4.39) in Lemma 15.4.4, we get

∣∣∣∣
[
∇̂,∇Λ·(T∗T∗X b⊗F),u

Y H

]
U

∣∣∣∣
λ,−3/4

≤ Cτ3/4 |RλU | . (15.6.18)

From (15.6.18), we obtain
∣∣∣
[
∇̂, τR′′

λ

]
U
∣∣∣
λ,−3/4

≤ Cτ3/4 |RλU | . (15.6.19)

Clearly,

Λ−3/4 ≤ (|λ| τ)−1/2
τ1/2 = |λ|−1/2

. (15.6.20)

By the second inequality in (15.6.14) and by (15.6.20), using the fact that
0 ≤ α ≤ |λ|, we get

τ |α| |U |λ,−3/4 ≤ Cτ2|RλU |. (15.6.21)

By (15.6.12),

iβ = −R′′
λ +R′′. (15.6.22)

Now since Λ−1/4 ≤ τ1/2, by (15.6.17), we get

τ |R′′
λU |λ,−3/4 ≤ Cτ2 |RλU | . (15.6.23)



BismutLebeauGlob June 16, 2008

THE HYPOELLIPTIC ESTIMATES 243

Moreover, by (15.4.2), (15.4.3), (15.6.14), and (15.6.18),

τ |R′′U |λ,−3/4 ≤ Cτ3/4 |RλU | . (15.6.24)

By (15.6.22)-(15.6.24), we obtain

τ |β| |U |λ,−3/4 ≤ Cτ3/4 |RλU | . (15.6.25)

By (15.6.21), (15.6.25), we get

τ |λ| |U |λ,−3/4 ≤ Cτ3/4 |RλU | . (15.6.26)

The estimate (15.6.26) is precisely the one which permits us to complete the
proof of the analogue of Lemma 15.4.4, and so to get

|U |λ,1/4 ≤ Cτ3/4 |RλU | . (15.6.27)

We can then obtain the analogue of (15.4.62), i.e.,
∣∣∣∇̂U

∣∣∣
2

λ,s
+ τ−4 |U |2λ,s + τ−3/2 |U |2λ,s+1/4 + τ5/4

∣∣∣∇̂U
∣∣∣
2

λ,s+1/8
(15.6.28)

≤ C |RλU |2λ,s + Csτ
4
∣∣∣∇̂U

∣∣∣
2

λ,s
+ Csτ

−2 |U |2λ,s + Csτ
5/4 |U |2λ,s+1/8 .

To deduce (15.6.13) from (15.6.28), we use the same argument used after
(15.4.62), with associated sequences τk = 2−jk , Uk, λk. Using (15.6.28), we
may and we will assume that jk = j, so that τk = τ remains constant. Also
we claim that we may as well assume that |λk| remains bounded. Indeed for
σ ∈ R, ǫ > 0,

|U |λ,σ−ǫ ≤ (τ |λ|)−ǫ |U |λ,σ . (15.6.29)

By (15.6.29), we deduce that if |λk| → +∞, for k large enough, we get
(15.6.13), with the given j, which is impossible. Therefore we have completed
the proof of (15.6.13).

We deduce (15.6.11) from (15.6.13) exactly as in the proof of Theorem
15.5.1. In fact we obtain the obvious analogue of equation (15.5.21). To derive
the analogue of (15.5.22), we still use a contradiction argument. Namely, we
assume there exists uk, λk, with ‖Pc,λk

uk‖s → 0, while ‖uk‖Ws = 1. First
we claim that |λk| remains uniformly bounded. Indeed if |λk| → +∞, by
still using (15.6.29), we find that the analogue of (15.5.21) would contradict
(15.5.22). So we may as well assume that λk → λ. It is now easy to proceed,
and so we obtain a proof of the analogue of (15.5.22), i.e., we have completed
the proof of (15.6.11).

This concludes the proof of Theorem 15.6.1.

15.7 TRACE CLASS PROPERTIES OF THE RESOLVENT

If A ∈ L (H), let ‖A‖ be the norm of A. Let L1 (A) be the vector space of
trace class operators acting on H. If A ∈ L1 (H), set

‖A‖1 = Tr
[
(A∗A)

1/2
]
. (15.7.1)
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Then ‖ ‖1 is a norm on L1 (H).
If A is a possibly unbounded operator acting onH with compact resolvent,

let SpA ⊂ C be the spectrum of A. By definition, if λ ∈ SpA, the charac-
teristic subspace of H associated to λ is the image of the spectral projection
operator attached to λ.

In what follows, the Hilbert space H is equipped with its canonical Her-
mitian product. The formal adjoint L∗

c of Lc is taken with respect to this
formal adjoint.

Theorem 15.7.1. The adjoint of the unbounded operator Lc acting on H is
the formal adjoint L∗

c of Lc acting on S· (T ∗X,π∗F ), with domain D (L∗
c) =

{u ∈ H,L∗
cu ∈ H}.

There exist λ0 > 0, c0 > 0, C > 0 such that if U ⊂ C is given by

U = {λ = −λ0 + σ + iτ, σ, τ ∈ R, σ ≤ c0|τ |1/6}, (15.7.2)

if λ ∈ U , the resolvent (Lc − λ)−1
exists, and moreover

∥∥(Lc − λ)−1
∥∥ ≤ C

(1 + |λ|)1/6
. (15.7.3)

There exists C > 0 such that if λ ∈ R, λ ≤ −λ0, then
∥∥∥(Lc − λ)−1

∥∥∥ ≤ C (1 + |λ|)−1
. (15.7.4)

If λ /∈ SpLc, then (Lc − λ)−1
is a compact operator acting on H, and for

N ∈ N, N > 12n, (Lc − λ)−N is trace class. There exists C′ > 0 such that
if λ ∈ U ,

∥∥∥(Lc − λ)−N
∥∥∥

1
≤ C′ (1 + |λ|)N . (15.7.5)

If λ /∈ SpLc, for any s ∈ R, the resolvent (Lc − λ)−1
maps Hs into

Hs+1/4. In particular (Lc − λ)−1
maps S· (T ∗X,π∗F ) into itself. Given s ∈

R, there exists Cs > 0 such that for λ ∈ U , u ∈ S· (T ∗X,π∗F ),
∥∥∥(Lc − λ)−1 u

∥∥∥
s+1/4

≤ Cs (1 + |λ|)4|s|+1 ‖u‖s . (15.7.6)

The spectrum SpLc of Lc is discrete. If λ ∈ SpLc, let Vλ be the character-
istic subspace of Lc associated to λ. Then Vλ is a finite dimensional subspace
of S· (T ∗X,π∗F ).

Proof. As we saw in Theorem 15.5.1, S· (T ∗X,π∗F ) is dense in the domain
D (Lc), which implies the first part of our theorem.

By (15.6.2), we find that by an adequate choice of λ0 > 0, c0 > 0, if λ ∈ U ,
the range of Lc−λ is closed, and moreover Lc−λ is injective. The operator
L∗
c being of the same type as Lc, the same results also hold for L∗

c − λ. In
particular the range of Lc−λ is dense. Since it is closed, Lc−λ is surjective.
By still using (15.6.2), if λ ∈ U , the operator (Lc − λ)−1 is well defined, and
we get the uniform bound (15.7.3).
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Now we establish (15.7.4). Indeed by (15.6.14), if λ ∈ R, λ ≤ −λ0, then

|λ+ λ0| τ−2 |U |2 ≤ C
〈(
L′
c,τ − λ

)
U, τ−2U

〉
. (15.7.7)

By the obvious analogue of (15.4.8) and by (15.7.7), if λ ∈ R, λ ≤ −λ0, we
get

|λ+ λ0| |U | ≤ C |(Lc,τ − λ)U | . (15.7.8)

By (15.7.8), we obtain

|λ+ λ0| ‖u‖0 ≤ C ‖(Lc − λ)u‖0 . (15.7.9)

By (15.7.9), we get (15.7.4).
If λ /∈ SpLc,

(Lc − λ)−1 − (Lc + λ0)
−1 = (λ0 + λ) (Lc + λ0)

−1 (Lc − λ)−1 . (15.7.10)

Since the embedding of H1/4 into H is compact, by equation (15.5.3) in

Theorem 15.5.1, (Lc + λ0)
−1

is a compact operator. By (15.7.10), (Lc − λ)−1

is also compact.
Recall that the self-adjoint operator S was defined in (15.2.2). It is easy

to see that as t→ 0,

Tr
[
e−tS

]
=

C

t3n/2
+ o

(
t−3n/2

)
. (15.7.11)

By (15.7.11), we find that for s ∈ R, s > 3n, S−s/2 is trace class. In partic-
ular, for s > 3n, the embedding Hs → H is trace class. By Remark 15.3.2,
Hs embeds continuously in Hs. It follows that for s > 3n, the embedding
Hs → H is trace class.

By Theorem 15.5.1, (Lc + λ0)
−1

maps Hs into Hs+1/4. Therefore, if N ∈
N, N > 12n, (Lc + λ0)

−N
is trace class.

If λ /∈ SpLc, N ∈ N, we have the obvious extension of (15.7.10),

(Lc − λ)−N = (Lc + λ0)
−N



N∑

j=1

CjN (λ+ λ0)
j
(Lc − λ)−j


 . (15.7.12)

By (15.7.12), we conclude that if λ /∈ SpLc, N ∈ N, N > 12n, (Lc − λ)−N
is trace class. Moreover, if λ ∈ U , using the uniform bound (15.7.3) for∥∥∥(Lc − λ)−1

∥∥∥ and also (15.7.12), we get the estimate (15.7.5).

Take λ0 as in Theorem 15.5.1. By (15.5.3),

‖u‖s+1/4 ≤ Cs ‖(Lc − λ)u‖s + |λ+ λ0| ‖u‖s . (15.7.13)

Also since the Hs form a chain of Sobolev spaces, for any s ≥ 0, A > 0,

‖u‖s ≤ A−1/4 ‖u‖s+1/4 +As ‖u‖0 . (15.7.14)

By taking A = 24 |λ+ λ0|4, we deduce from (15.7.13), (15.7.14) that for
s ≥ 0,

‖u‖s+1/4 ≤ Cs
(
‖(Lc − λ) u‖s + |λ+ λ0|4s+1 ‖u‖0

)
. (15.7.15)
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By (15.7.15), we find that for s ≥ 0, if λ /∈ SpLc, (Lc − λ)−1
maps Hs into

Hs+1/4. By duality and interpolation, this result extends to s ∈ R. Using
(15.3.7), we find that if λ /∈ SpLc, (Lc − λ)−1

maps S· (T ∗X,π∗F ) into itself.
Using (15.7.3) and (15.7.15), we get (15.7.6) for s ≥ 0. The case of a general
s ∈ R follows by duality and interpolation.

As we saw before, if λ /∈ SpLc, (Lc − λ)−1
is compact. Therefore SpLc

is discrete. If λ ∈ SpecLc, by Riesz theory, the characteristic subspace Vλ is
finite dimensional. Indeed let δλ ∈ C be a small circle of center λ such that
λ is the only element of SpLc contained in the closed disk bounded by δλ.
Then the circle δλ is a compact subset of the resolvent set. In particular for
µ ∈ δλ, the operators (Lc − µ)

−1 ∈ EndH are uniformly bounded. Set

Pλ =
1

2iπ

∫

δλ

(µ− Lc)−1
dµ, (15.7.16)

Qλ = 1−Pλ.

By [Y68, Theorem VIII.8.1], Pλ is a projector. Since the operators which
appear in the integral are bounded and compact, the projector Pλ is com-
pact. Therefore, its image Ec,λ is finite dimensional. By integrating by parts

as many times as necessary and using the fact that the (Lc − µ)−1 map Hs
into Hs+1/4, we find that Ec,λ ⊂ S· (T ∗X,π∗F ). Finally, Qλ projects on a
complementary vector space Fc,λ.

Clearly Lc acts on Ec,λ, and its only eigenvalue on this vector space is λ.
Moreover, Lc also preserves Fc,λ, and λ does not lie in the spectrum of the
restriction. By using Jordan’s theory, we find that in fact Ec,λ is just the
characteristic subspace of Lc.

The proof of our theorem is completed.
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Chapter Sixteen

Harmonic oscillator and the J0 function

The purpose of this chapter is to introduce the basic tools which are needed
in the proof of the convergence of the resolvent of the operator 2A′2

φb,±H to

the resolvent of �
X/2 as b→ 0.

Here we essentially consider the case where X is a flat torus, or even Rn,
and we give an explicit formula for the resolvent for b = 1. In chapter 17,
this will be used when studying the semiclassical symbol of the resolvent of
2A′2

φb,±H and establishing its main properties.
This chapter is organized as follows. In section 16.1, we introduce the for-

malism of the bosonic annihilation and creation operators, and we construct
the Bargman kernel, which passes from the classical form of the harmonic

oscillator 1
2

(
−∆V + |p|2 − n

)
to its spectral decomposition, where the har-

monic oscillator is just the bosonic number operator N .
In section 16.2, we introduce an operator B (ξ).
In section 16.3, we compute the spectrum of B (iξ), and we give a formula

for the resolvent (B (iξ)− λ)−1
. We introduce functions Jk (y, λ), which give

certain matrix coefficients of the resolvent.
In section 16.4, we give special attention to the function J0 (y, λ), which is

the matrix coefficient of the resolvent with respect to the ground state. The
precise analysis of the function J0 (y, λ) plays a critical role in our study in
chapter 17 of the behavior of the resolvent of 2A′2

φb,±H as b→ 0.
Finally, in section 16.5, we study instead the resolvent of B (iξ)+P , where

P is an orthogonal projection operator. The point of adding P is that B (iξ)+
P is invertible for any ξ. The corresponding procedure will also play an
important role in chapter 17.

16.1 FOCK SPACES AND THE BARGMAN TRANSFORM

Let V be a real finite dimensional Euclidean vector space of dimension n,
and let V ∗ be its dual. Whenever necessary, we identify V and V ∗ by the
scalar product.

Let e1, . . . , en be an orthonormal basis of V , and let e1, . . . , en be the
corresponding dual basis of V ∗.

Let B (V ∗) be the Heisenberg algebra associated to V ∗. This algebra is
generated by 1, a (U) , a∗ (V ) , U, V ∈ V ∗, with the commutation relations

a (U) a∗ (V )− a∗ (V ) a (U) = 〈U, V 〉 . (16.1.1)
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In (16.1.1), a (U) , a∗ (V ) should be considered as even, so that we can write
this identity in the form

[a (U) , a∗ (V )] = 〈U, V 〉 . (16.1.2)

The associated bosonic number operator N is given by

N = a∗
(
ei
)
a
(
ei
)
. (16.1.3)

The Heisenberg representation of B (V ∗) on the L2 space of V ∗ with re-

spect to the Gaussian measure e−|p|2/2dp/ (2π)
n/2

is given by

a (U) = ∇U , a∗ (U) = −∇U + 〈V, p〉 , N = −∆V +∇bp. (16.1.4)

Under the isometry of L2
(
e−|p|2/2dp/ (2π)

n/2
)

to the standard L2 space

given by f → e−|p|2/2f
(√

2p
)
/πn/4, the operators in (16.1.2), (16.1.3) be-

come

a (U) =
1√
2

(∇U + 〈U, p〉) , a∗ (V ) =
1√
2

(−∇V + 〈V, p〉) , (16.1.5)

N =
1

2

(
−∆V + |p|2 − n

)
.

If z ∈ V ∗⊗RC, let |z|2 ∈ C denote the complexification of the square of the

Euclidean norm, and let ‖z‖2 ∈ R+ be the square of the Hermitian norm of z.
LetHz be the Hilbert space of holomorphic functions of z = q+ir ∈ V ∗⊗RC

which are square integrable with respect to exp
(
−‖z‖2

)
dqdr. Let P (p) be

the standard heat kernel associated to e∆
V /2 on V ∗,

P (p) =
1

(2π)n/2
e−|p|2/2. (16.1.6)

The map u ∈ L2
(
e−|p|2/2dp/ (2π)

n/2
)
→ P ∗ u (z) /πn/2 ∈ Hz is obviously

an isometry.

When identifying L2
(
e−|p|2/2dp/ (2π)

n/2
)

to the standard L2 as above,

the corresponding isometry L2 → Hz is given by the action of the Bargman
kernel B given by

u→ Bu (z) =
1

π3n/4

∫

V ∗
exp

(
− |p|2 /2− |z|2 /2 +

√
2 〈p, z〉

)
u (p) dp.

(16.1.7)
The inverse B−1 is given by the formula

B−1f (p) =
1

(2
√
π)
n/2

∫

z=a+ib

[e|p|
2/2−

√
2〈z,p〉+|z|2/2f (z) db. (16.1.8)

To verify (16.1.8), it is enough to take f (z) = e〈α,z〉, in which case explicit
computations lead easily to (16.1.8).

When acting on Hz, under the above isomorphism, we now have

a (U) = ∇U , a∗ (V ) = 〈V, z〉 , N = zi
∂

∂zi
. (16.1.9)
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Note here that B maps 1
πn/4 e

−|p|2/2 into π−n/2. This corresponds to the
canonical identification of kerN under the various representations of the
Heisenberg algebra. Also note that Hz is usually called the Heisenberg space
representation of the bosonic algebra.

Recall that the Hermite polynomials on Rn are defined by

e〈α,p〉−
1
2 |p|2 =

∑

k∈Nn

αkHk (p) . (16.1.10)

In Hz , the expansion (16.1.10) corresponds to the expansion

e〈α,z〉 =
∑

k∈Nn

αk
zk

k!
. (16.1.11)

The Hk (p) are mutually orthogonal in L2
(
e−|p|2/2

)
dp/ (2π)

n/2
, and the

zk/k! are mutually orthogonal in Hz.
In the sequel, we will use the classical notation

: e〈α,p〉 : = e〈α,p〉−
1
2 |α|

2

. (16.1.12)

The notation : : is for normal ordering. The notation reconciles the Gaussian
and holomorphic representation of the Heisenberg algebra.

Proposition 16.1.1. For ξ ∈ Rn, in L2
(
e−|p|2/2dp/ (2π)n/2

)
, we have the

identity

e(a(ξ)−a
∗(ξ)) : e〈α,p〉 : = e〈α,ξ〉−|ξ|2/2 : e〈α−ξ,p〉 : . (16.1.13)

Proof. By (16.1.2), [a (ξ, ) , a∗ (ξ)] = |ξ|2, and so

e(a(ξ)−a
∗(ξ)) = e−|ξ|2/2e−a

∗(ξ)ea(ξ). (16.1.14)

By (16.1.9), we get

ea(ξ) : e〈α,p〉 : = e〈α,ξ〉 : e〈α,p〉 :, e−a
∗(ξ) : e〈α,p〉 : = : e〈α−ξ,p〉 : . (16.1.15)

Then (16.1.13) follows from (16.1.14) and (16.1.15).

16.2 THE OPERATOR B (ξ)

Definition 16.2.1. Set

B (ξ) =
1

2

(
−∆V + |p|2 − n

)
− 〈p, ξ〉 . (16.2.1)

Using the original representation of the operators a, a∗,N as in (16.1.5),
which corresponds to original version of our operator, we can write B (ξ) in
the form

B (ξ) = N − 1√
2

(a (ξ) + a∗ (ξ)) . (16.2.2)
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We rewrite (16.2.1) in the form

B (ξ) =
1

2

(
−∆V + |p− ξ|2

)
− 1

2
|ξ|2 . (16.2.3)

By (16.2.1), we get

e∇ξB (ξ) e−∇ξ = N − 1

2
|ξ|2 . (16.2.4)

By (16.1.5), we can rewrite (16.2.4) as

e
1√
2
(a(ξ)−a∗(ξ))

B (ξ) e
− 1√

2
(a(ξ)−a∗(ξ))

= N − 1

2
|ξ|2 . (16.2.5)

Proposition 16.2.2. For t > 0, α, ξ ∈ V ,

e−tB(ξ) : e〈α,p〉 : = exp

(
t

2
|ξ|2 +

(
1− e−t

)
(〈

α,
ξ√
2

〉
− |ξ|

2

2

))

: exp

(〈
e−t

(
α− ξ√

2

)
+

ξ√
2
, p

〉)
: . (16.2.6)

Proof. By (16.2.4),

e−tB(ξ) = et
|ξ|2
2 e

− 1√
2
(a(ξ)−a∗(ξ))

e−tN e
1√
2
(a(ξ)−a∗(ξ))

. (16.2.7)

Moreover, since N is the number operator, if β ∈ Rn,

e−tN : e〈β,p〉 : = : e〈e−tβ,p〉 : . (16.2.8)

Using (16.1.13), (16.2.7), and (16.2.8), we get (16.2.6).

Scalar products are now taken in L2
(
e−|p|2/2dp/ (2π)

n/2
)
.

Proposition 16.2.3. The following identity holds:

〈
e−tB(ξ) : e〈α,p〉 :, : e〈β,p〉 :

〉
= exp

(
(
e−t − 1 + t

) |ξ|2
2

)

exp

((
1− e−t

)〈
α+ β,

ξ√
2

〉
+ e−t 〈α, β〉

)
. (16.2.9)

In particular,
〈
e−tB(ξ)1, 1

〉
= exp

(
(
e−t − 1 + t

) |ξ|2
2

)
(16.2.10)

Proof. To get (16.2.9), we use Proposition 16.2.2 and the fact that〈
: e〈α,p〉 :, : e〈β,p〉 :

〉
= e〈α,β〉. (16.2.11)

By making α = 0, β = 0, we get (16.2.10).

Remark 16.2.4. The operator B (ξ) depends linearly on ξ ∈ V . It still makes
sense as an operator when ξ ∈ V ⊗R C. By analyticity, we find that the
identities in Propositions 16.2.2 and 16.2.3 extend to ξ ∈ V ⊗R C. In the
sequel we will use these identities when replacing ξ ∈ C by iξ, ξ ∈ V . Note
that the self-adjoint part of the operator B (iξ) is nonnegative. One then
finds easily that if ξ 6= 0, the operator B (iξ) is invertible. This is reflected
by the fact that as t→ +∞, (16.2.6) and (16.2.9) converge to 0 at the rate

e−t|ξ|
2/2.
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16.3 THE SPECTRUM OF B (iξ)

Note that if ξ ∈ V ,

B (iξ) =
1

2

(
−∆V + |p|2 − n

)
− i 〈p, ξ〉 . (16.3.1)

Now we consider the holomorphic representation of the Heisenberg algebra,
so that N is given by (16.1.9). In particular, if ξ ∈ Rn,

B (iξ) = zi
∂

∂zi
− i√

2
(〈ξ, z〉+∇ξ) . (16.3.2)

Note that B (iξ) acts as an unbounded operator on L2 (V ∗). Also B (iξ)
is a compact perturbation of the harmonic oscillator B (0) = N . Therefore
it has compact resolvent. In particular B (iξ) has discrete spectrum and
finite dimensional characteristic subspaces. Let SpB (iξ) be the spectrum of
B (iξ).

For µ ∈ C \ (−N), let Dµ be the inverse of the operator N + µ acting on
holomorphic functions on Cn. Then Dµ is the holomorphic extension in the
variable µ ∈ C of the operator defined for Reµ > 0 by the formula

Dµf (z) =

∫ 1

0

tµ−1f(tz)dt. (16.3.3)

Equivalently, if tµ+ is the holomorphic extension of the distribution 1t≥0t
µ,

we have

Dµ(f)(z) =

∫ 1

(t+)µ−1f(tz)dt. (16.3.4)

Proposition 16.3.1. Let v : V ⊗R C → C be a holomorphic function. If

λ ∈ C, λ /∈ |ξ|2
2 + N, the equation

(B(iξ)− λ) u = v (16.3.5)

has a unique holomorphic solution u, which is given by the formula

u (z) =

∫ 1

t
|ξ|2/2−λ−1
+ v

(
t

(
z − iξ√

2

)
+ i

ξ√
2

)

exp

(
(1− t)

(〈
iξ√
2
, z

〉
+
|ξ|2
2

))
dt. (16.3.6)

Moreover,

SpB (iξ) =
|ξ|2
2

+ N. (16.3.7)

Proof. By (16.3.2), we get

B (iξ) =

(
zi − i√

2
ξi
)(

∂

∂zi
− i√

2
ξi
)

+
|ξ|2
2
. (16.3.8)
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By (16.3.8), we get

ei∇ξ/
√

2e−i〈ξ/
√

2,z〉B (iξ) ei〈ξ/
√

2,z〉e−i∇ξ/
√

2 = zi
∂

∂zi
+
|ξ|2
2
. (16.3.9)

Incidentally, note that in view of (16.1.14), (16.3.9) is just a form of (16.2.5).
By (16.3.4), (16.3.9), we get (16.3.6).

Now we establish (16.3.7). Indeed if λ ∈ SpB (iξ), then ker (B (iξ)− λ) is

not reduced to 0. By the above it follows that λ ∈ 1
2 |ξ|

2
+N. Conversely by

(16.2.4), we get

B (iξ) = e−i∇ξ

(
N +

1

2
|ξ|2
)
ei∇ξ . (16.3.10)

Moreover, the spectrum of the self-adjoint N + |ξ|2
2 is just |ξ|2

2 + N, and the

corresponding eigenvectors are the product of exp
(
− |p|2 /2

)
by the Hermite

polynomials. The operator e−i∇ξ acts naturally on such eigenvectors. We still

obtain in this way an eigenvector of B (iξ). Therefore |ξ|2
2 +N is included in

SpB (iξ).

Remark 16.3.2. Note that for λ ∈ C,Reλ < 0,

(B (iξ)− λ)−1 =

∫ +∞

0

et(λ−B(iξ))dt. (16.3.11)

Using (16.2.6) and (16.3.11), we recover (16.3.6).

By (16.3.6), we find that if λ /∈ |ξ|2
2 + N,

(B (iξ)− λ)−1
1 =

∫ 1

t
|ξ|2/2−λ−1
+ exp

(
(1− t)

(〈
iξ√
2
, z

〉
+
|ξ|2
2

))
dt.

(16.3.12)

Definition 16.3.3. If k ∈ N, y ∈ R, set

Jk(y, λ) =

∫ 1

(t+)y
2−λ−1e(1−t)y

2

(1− t)k dt. (16.3.13)

By expanding (16.3.12) in the variable z, we get

(B (iξ)− λ)−1
1 =

+∞∑

k=0

1

k!
Jk

(
|ξ| /
√

2, λ
)(

i

〈
ξ√
2
, z

〉)k
. (16.3.14)

Note that

J0 (y, λ) =

∫ 1

(t+)y
2−λ−1e(1−t)y

2

dt. (16.3.15)

For Reλ < y2, we can rewrite (16.3.15) in the form

J0 (y, λ) =

∫ +∞

0

eλte(1−t−e
−t)y2

dt. (16.3.16)

Writing the function J0 (y, λ) in the form (16.3.16) is natural in view of
(16.2.10) and (16.3.11).
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16.4 THE FUNCTION J0 (y, λ)

Let δ = (δ0, δ1, δ2) with δ0 ∈ R, δ1 > 0, δ2 > 0. Set

Wδ =
{
λ ∈ C,Reλ ≤ δ0 + δ1 |Imλ|δ2

}
. (16.4.1)

Set

u = y2 − λ. (16.4.2)

Theorem 16.4.1. If y ∈ R, the function λ ∈ C → J0(y, λ) ∈ C is mero-
morphic, with simple poles at λ ∈ y2 + N. Moreover,

J0(y, λ) =
∑

k≥0

y2k

u(u+ 1)...(u + k)
, (16.4.3)

and the series in (16.4.3) converges uniformly on the compact subsets of the
domain of definition of J0 (y, λ).

There exist δ = (δ0, δ1, δ2) with δ0 ∈]0, 1[, δ1 > 0, δ2 = 1 such that

• If k ∈ N, there exists Ck > 0 such that if (y, λ) ∈ R×Wδ, |y|+ |λ| ≥ 1,
then

|∂kyJ0(y, λ)| ≤ Ck (1 + |y|+ |λ|)−1−k
. (16.4.4)

• If (y, λ) ∈ R×Wδ, then J0(y, λ) 6= 0,−1, and there exists C0 > 0 such
that if (y, λ) ∈ R×Wδ, then

|J0 (y, λ)| ≥ C0 (1 + |y|+ |λ|)−1
. (16.4.5)

• There is C > 0 such that if λ ∈ Wδ, λ 6= y2, then
∣∣∣J0 (y, λ)−

(
y2 − λ

)−1
∣∣∣ ≤ C y2

|y2 − λ| (1 + |y|+ |λ|) . (16.4.6)

Proof. If Reλ < y2, then Reu > 0. By (16.3.15), we get

J0 (y, λ) =
+∞∑

k=0

∫ 1

0

tu−1 (1− t)k dty
2k

k!
. (16.4.7)

If a > 0, b > 0,
∫ 1

0

ta−1 (1− t)b−1
dt =

Γ (a) Γ (b)

Γ (a+ b)
. (16.4.8)

By (16.4.7), (16.4.8), we obtain

J0 (y, λ) =

+∞∑

k=0

Γ (u)

Γ (u+ k + 1)
y2k. (16.4.9)

Note that

Γ (u+ 1) = uΓ (u) . (16.4.10)
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From (16.4.9), (16.4.10), we get (16.4.3). Since both sides of (16.4.3) are
meromorphic in λ, the equality extends to its obvious domain of definition.

Set

ψ (t) = log (t) + 1− t. (16.4.11)

Note that for x ∈]0, 1],

ψ (1− x) ≃ −x
2

2
, ψ (1− x) ≤ −x

2

2
. (16.4.12)

To prove (16.4.4), first observe that if (y, λ) ∈ R × Wδ, if 0 < δ0 < 1,
the only possible pole of J0 (y, λ) as a function of λ is λ = y2. Therefore
if δ0 ∈]0, 1[ is small enough, if λ ∈ Wδ, |y| + |λ| ≥ 1, J0 (y, λ) has no pole.
To establish the estimate (16.4.4), we can as well take C > 0 as large as
necessary, and assume that |y|+ |λ| ≥ C.

If |y| + |λ| ≥ C and |λ| is small, then y2 ≫ |λ|, and so by (16.3.15),
(16.4.11),

J0 (y, λ) =

∫ 1

0

ey
2ψ(t) dt

tλ+1
. (16.4.13)

Using (16.4.12), (16.4.13), we get (16.4.4) in the above range.
Take φ0 ∈]0, π/2[. Consider the domain of D ∈ C which is limited by

the half lines Arg z = ±
(
π
2 − φ0

)
and which contains the line −R+. In the

sequel, we fix ε ∈]0, 1/2] as small as necessary, and we also assume that
λ ∈ D, with |λ| ≥ ε > 0.

Observe that there exists C > 0 such that if λ ∈ D,Reλ ≥ 0, then

|Imλ| ≥ C |λ| . (16.4.14)

We claim that there exists C′ > 0 such that if λ ∈ D,x ≥ 0,

|λ− x| ≥ C′ |λ| . (16.4.15)

Indeed this is clear if Reλ ≤ 0, and for Reλ ≥ 0, this follows from (16.4.14).
By (16.4.15), we find that

|u (u+ 1) . . . (u+ k)| ≥ C′k+1 |λ|k+1
. (16.4.16)

By (16.4.3) and (16.4.16), we see that if c > 0 is small enough and y2 ≤ c |λ|,
then (16.4.4) holds. Observe that the various constants above remain uniform
as long as φ0 remains away from 0.

Now we fix c > 0 as above. We can choose φ0 small enough so that if
λ ∈ D, y2 ≥ c |λ|, then

Reλ ≤ y2/2. (16.4.17)

Note that if |λ| + |y| ≥ 1 and y2 ≥ c |λ|, then y2/c+ |y| ≥ 1, which implies
that there is α > 0 such that |y| ≥ α. By (16.4.17), if λ ∈ D,

y2 − Reλ ≥ y2

2
≥ α2

2
. (16.4.18)

Put

Φ(t) =
(
y2 − λ

)
log (t) + y2 (1− t) . (16.4.19)
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Note that

Φ (t) = y2ψ (t)− λ log (t) . (16.4.20)

For ρ = ± 1
2 , set

θ (s) = ρ (1− s) . (16.4.21)

Consider the complex path γ parametrized by s ∈ [0, 1],

ts = seiθ(s). (16.4.22)

Then

J0(y, λ) =

∫

γ

eΦ(t) dt

t
. (16.4.23)

Note that by (16.4.18), the integral in (16.4.23) is indeed convergent.
Over the path γ, we have the obvious

Re Φ (t) =
(
y2 − Reλ

)
ψ (s) + sy2 (1− cos (ρ (1− s)))

+ (1− s) (ρImλ+ Reλ) . (16.4.24)

We claim that if φ0 is small enough, there is C > 0 such that given λ ∈ D,
we can choose ρ = ± 1

2 so that

Re Φ (ts) ≤ C
(
y2ψ(s)− (1− s)|λ|

)
. (16.4.25)

Observe that

ψ (s) ≤ −1

2
(1− s)2 , (1− cos (ρ (1− s))) ≤ 1

2
ρ2 (1− s)2 . (16.4.26)

By (16.4.18), (16.4.26), if ρ = ± 1
2 ,

(
y2 − Reλ

)
ψ (s) + sy2 (1− cos (ρ (1− s))) ≤ 1

4
y2ψ (s) . (16.4.27)

Moreover, given η > 0, by taking φ0 small enough, if λ ∈ D,Reλ ≥ 0, then

Reλ ≤ η |Imλ| . (16.4.28)

We take η = 1
4 , ρ = − 1

2 sgn (Imλ). Using (16.4.14) and (16.4.28), we find
that if λ ∈ D, if Reλ ≥ 0

ρImλ+ Reλ ≤ −1

4
|Imλ| ≤ −C |λ| . (16.4.29)

Of course, if Reλ ≤ 0, we still have the inequality

ρImλ+ Reλ ≤ −1

2
|λ| . (16.4.30)

By (16.4.24), (16.4.27), (16.4.29), (16.4.30), we get (16.4.25).
Since y2 ≥ c |λ|, using (16.4.25) and also the fact that |λ| ≥ ǫ, we find

that the contribution of the s ∈ [0, 1] which are away from 1 in the integral
in the right-hand side of (16.4.23) is compatible with (16.4.4).
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Using (16.4.25), the first equation in (16.4.26), and the fact that if s ∈ R,
then s2 ≥ s− 1, we get∣∣∣∣∣

∫ 1

1/2

eΦ(ts) dts
ts

∣∣∣∣∣ ≤ C
∫ +∞

0

exp (−C′ (1 + |λ| / |y|) s) ds|y| . (16.4.31)

By (16.4.31) and again taking into account the fact that |λ| ≥ ǫ, we finally
obtain (16.4.4) for k = 0. Higher derivatives in the variable y can be handled
in the same way. Therefore we get (16.4.4) in full generality.

We claim that if C > 0 is large enough, if |y|+|λ| ≥ C, then (16.4.5) holds.
First if |y|+ |λ| is large and |λ| is small, we use again the fact that y2 ≫ |λ|,
so that by using (16.4.12) and (16.4.13), (16.4.5) holds in this range.

Then we consider the case where λ ∈ D. By (16.4.3),

J0 (y, λ) =
1

u

∑

k≥0

y2k

(u+ 1) . . . (u+ k)
, (16.4.32)

so that using a bound similar to (16.4.16), if |y|2 ≤ c |λ|, we get from
(16.4.32),

|J0 (y, λ)| ≥ C

|u| , (16.4.33)

from which (16.4.5) still follows.
Now we may as well assume that λ ∈ D, |λ| ≥ ǫ, y2 ≥ c |λ|. By using again

(16.4.25) and the first equation in (16.4.26), it is clear that in (16.4.23), the
obvious bounds on the integral away from s = 1 are compatible with (16.4.5)
with |y|+ |λ| large, as long as we show that the integral near s = 1 verifies
the corresponding bound.

We will show that the inequality in (16.4.31) can be turned into an equiv-
alence. The sum of the first two terms in (16.4.24) vanishes to order 2 at
s = 1, while the third term is negative and controlled by (16.4.29). By mak-
ing the change of variable |y| (1− s) = s′ and using integration by parts, we
get

|J0 (y, λ)| ≥ C

|y|+ |λ| , (16.4.34)

which is exactly what we need.
Now we show that with the adequate choice of δ, if (y, λ) ∈ R×Wδ, then

J0 (y, λ) 6= 0,−1. Using (16.4.4), (16.4.5), what is left to prove is that if
φ0 > 0 is small enough, if y ∈ R, λ ∈ D, |y|+ |λ| ≤ C, then J0 (y, λ) is never
equal to 0 or −1. Since the considered domain is compact, we may as well
assume that Reλ ≤ 0.

Here we take V = R. Set

f =
(
B(i
√

2y)− λ
)−1

1. (16.4.35)

By (16.3.14),
〈
f,
(
B(i
√

2y)− λ
)
f
〉

= J0 (y, λ) . (16.4.36)



BismutLebeauGlob June 16, 2008

HARMONIC OSCILLATOR AND THE J0 FUNCTION 257

By (16.1.9), (16.3.2), (16.4.36), we get

〈Nf, f〉 − Reλ |f |2 = Re J0 (y, λ) . (16.4.37)

By (16.4.37), if Reλ ≤ 0, we obtain

Re J0 (y, λ) ≥ 0, (16.4.38)

the equality in (16.4.38) being possible only if y = 0,Reλ = 0, in which case
J0 (y, λ) = −1/λ. In any case, the values 0,−1 are excluded. This concludes
the proof of (16.4.5).

Now we establish (16.4.6). First note that if y ∈ R, for λ ∈ Wδ, the only
possible pole for the function J0 (y, λ) is λ = y2. Also note that by (16.4.3),

J0 (y, λ) =
1

y2 − λ +
y2

y2 − λJ0 (y, λ− 1) . (16.4.39)

Moreover, if λ ∈ Wδ, λ− 1 ∈ Wδ and |λ− 1| has a positive lower bound on
Wδ. If y ∈ R, the poles of J (y, · − 1) are given by y2 + 1 + N, and this set
does not intersect Wδ. By (16.4.4), if y ∈ R, λ ∈ Wδ, then

|J0 (y, λ− 1)| ≤ C (1 + |y|+ |λ|)−1
. (16.4.40)

By (16.4.39), (16.4.40), we get (16.4.6). The proof of our theorem is com-
pleted.

Let S ⊂ R+ be a nonempty closed set. If λ ∈ C, put

r1 (λ) = d (λ, S) ,

ρ (λ) =1 +
1

|λ| if Reλ ≤ 0, (16.4.41)

=1 +
1

|λ| +
1 + Reλ

r1 (λ) + |Imλ| if Reλ > 0.

Observe that if λ ∈ S, then ρ (λ) = +∞.
We take δ = (δ0, δ1, δ2) as in Theorem 16.4.1. If h ∈]0, 1], λ ∈ Wδ, then

h2λ ∈ Wδ.
Given δ′2 ∈]0, 1[, by taking δ′0 ∈]0, 1[, δ′1 > 0 small enough, we have the

inclusion

Wδ′ ⊂ Wδ. (16.4.42)

It follows that if h ∈]0, 1], λ ∈ Wδ′ , then h2λ ∈ Wδ.

Proposition 16.4.2. Given r > 0, there exist C > 0, Cr > 0 such that if
h ∈]0, 1], if λ ∈ C is such that h2λ ∈ Wδ, and if

rRe λ+ 1 ≤ |Imλ| , (16.4.43)

then

∣∣h2J0

(
hy, h2λ

)∣∣ ≤ Ch+ Cr (1 + |λ|)−1/2

1 + |λ|1/2 + |y|
, (16.4.44)

∣∣h2J0

(
hy, h2λ

)∣∣ ≤ Ch |y|+ 1

|y|2 + 1
.
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There exist C > 0, h0 ∈]0, 1] such that for h ∈]0, h0], y
2 ∈ S, h2λ ∈ Wδ,

then
∣∣h2J0

(
hy, h2λ

)∣∣ ≤ Cρ (λ)
1 + h2 |λ|+ h |y|

1 + |λ|+ y2
. (16.4.45)

Proof. By equation (16.4.4), if h ∈]0, 1], h2λ ∈ Wδ, h |y|+ h2 |λ| ≥ 1,
∣∣h2J0

(
hy, h2λ

)∣∣ ≤ C (1 + |y| /h+ |λ|)−1
. (16.4.46)

Also,

1 + |λ|1/2 + |y|
1 + |y| /h+ |λ| ≤ C

(
h+ (1 + |λ|)−1/2

)
, (16.4.47)

h

|y|+ h
≤ h |y|+ 1

|y|2 + h |y|+ 1
≤ h |y|+ 1

|y|2 + 1
.

By (16.4.46), (16.4.47), we get (16.4.44) when h |y|+ h2 |λ| ≥ 1.
If r = 1+cr

1−cr
,−1 < cr < 1, if λ = a+ ib, a > 0 is such that (16.4.43) holds,

if y ∈ R,
∣∣y2 − λ

∣∣ ≥ y2 − a+ |b| ≥ y2 + cr (|a|+ |b|) + 1− cr, (16.4.48)

By (16.4.48), we get
∣∣y2 − λ

∣∣ ≥ Cr
(
1 + y2 + |λ|

)
. (16.4.49)

Moreover, there is dr > 0 such that if λ = a + ib verifies (16.4.43), then
|λ| ≥ dr. In particular if a < 0, we still have

∣∣y2 − λ
∣∣ = y2 + |λ| ≥ Cr

(
1 + y2 + |λ|

)
. (16.4.50)

For k ∈ N∗, replacing y2 by y2 + k/h2 in (16.4.49), (16.4.50), if λ verifies
(16.4.43), we get

∣∣h2
(
y2 − λ

)
+ k
∣∣ ≥ Cr

(
h2
(
1 + y2 + |λ|

)
+ k
)
≥ Crk. (16.4.51)

By (16.4.3), (16.4.49)-(16.4.51), we conclude that if h ∈]0, 1], λ ∈ C, |hy| +
h2 |λ| ≤ 1, if (16.4.43) holds,

h2
∣∣J0

(
hy, h2λ

)∣∣ ≤ Cr
(
1 + |y|2 + |λ|

)−1

. (16.4.52)

Also observe that

1 + |λ|1/2 + |y|
1 + |y|2 + |λ|

≤ C (1 + |λ|)−1/2 . (16.4.53)

By (16.4.52), (16.4.53), we still get (16.4.44).
Now we will establish (16.4.45). First assume that h |y| + h2 |λ| ≥ 1. By

(16.4.4) in Theorem 16.4.1, we get

∣∣h2J0

(
hy, h2λ

)∣∣ ≤ Ch2

1 + h |y|+ h2 |λ| . (16.4.54)

My multiplying the numerator and the denominator in the right-hand side
of (16.4.54) by 1/h2 + |y| /h+ |λ|, we get an estimate like (16.4.45), in which
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ρ (λ) is replaced by 1. Since ρ (λ) ≥ 1, we have established (16.4.45) in this
case.

Assume now that h |y|+ h2 |λ| ≤ 1 and that λ ∈ Wδ′ , so that h2λ ∈ Wδ.
First suppose that Reλ ≤ 0. Then for k ∈ N,∣∣h2

(
y2 − λ

)
+ k
∣∣ ≥ k. (16.4.55)

Using (16.4.3) and (16.4.55), we obtain

∣∣h2J0

(
hy, h2λ

)∣∣ ≤ C

y2 + |λ| ≤ C
1 + 1/ |λ|

1 + |λ|+ y2
, (16.4.56)

which fits with (16.4.45).
Now assume that Reλ > 0. First we will show that there exists h0 ∈

]0, 1], C > 0 such that if h ∈]0, h0], λ ∈ Wδ′ ,
∣∣h2J0

(
hy, h2λ

)∣∣ ≤ C

|y2 − λ| . (16.4.57)

Indeed for k ∈ N∗, if λ = a+ ib, a > 0,∣∣h2
(
y2 − λ

)
+ k
∣∣ ≥ k + h2

(
y2 − a+ |b|

)
. (16.4.58)

If |b| ≥ a, a lower bound for (16.4.58) is still k. If |b| ≤ a, since λ ∈ Wδ′ , and
δ′2 < 1, we see that such λ vary in a compact set. From (16.4.58), we find
that for h ∈]0, 1] small enough, a lower bound for (16.4.58) is k/2. Therefore
we get (16.4.57). So to establish (16.4.45) also in this case, what remains to
prove is that

1 + |λ|+ y2

|y2 − λ| ≤ Cρ (λ) . (16.4.59)

First we consider the case where y2 ≥ a. Since y2 ∈ S, by construction

y2 − a+ |b| ≥ r1 (λ) . (16.4.60)

In this case, the left-hand side of (16.4.59) is just y2+a+|b|+1
y2−a+|b| . This is a de-

creasing function of y2, so that its maximum on the considered domain

of variations is at y2 = a. The value at the maximum is just 2a+|b|+1
|b| . If

|b| ≥ r1 (λ), this is dominated by 1+2 (2a+ 1) / (|b|+ r1 (λ)). This bound is
compatible with (16.4.59). If |b| < r1 (λ), by (16.4.60), the minimum value
of y2 is just a+ r1 (λ)− |b|. The maximum value of the considered function
is attained at the minimum value of y2, and the value of the maximum is

now (2a+r1(λ)+1)
r1(λ) . Again this is compatible with the bound (16.4.59).

Now suppose that y2 < a. Since y2 ∈ S, instead of (16.4.60), we now have

a− y2 + |b| ≥ r1 (λ) . (16.4.61)

The left-hand side of (16.4.59) is y2+a+|b|+1
−y2+a+|b| . This is an increasing function of

y2, so that the maximum value of this function on its domain of variation is

still 2a+|b|+1
|b| . If |b| < r1 (λ), the domain of variation of y2 has now the upper

bound a+ |b| − r1 (λ). At this point the value of the considered function is

given by 2a+2|b|−r1(λ)+1
r1(λ) ≤ 2a+r1(λ)+1

r1(λ) . The proof continues as before. We

have completed the proof of our proposition.
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Now we extend Theorem 16.4.1 to arbitrary Jk. We make the convention
that if k ∈ Z, k < 0, set Jk = 0.

Theorem 16.4.3. For any k ∈ N, if y ∈ R, the function λ ∈ C →
Jk (y, λ) ∈ C is meromorphic, with simple poles at λ ∈ y2 + N. Moreover,

Jk (y, λ) =
∑

k′≥0

(k′ + 1) . . . (k′ + k)

u (u+ 1) . . . (u+ k′ + k)
y2k′ , (16.4.62)

and the series in (16.4.62) converges uniformly on the compact subsets of
the domain of definition of Jk (y, λ). Also for k ∈ N,

k (Jk − Jk−1) + y2Jk+1 − λJk = δk,0. (16.4.63)

There exists δ = (δ0, δ1, δ2) with δ0 ∈]0, 1[, δ1 > 0, δ2 = 1 such that for
k, k′ ∈ N, there exists Ck,k′ > 0 such that if (y, λ) ∈ R×Wδ, |y|+ |λ| ≥ 1,
then

∣∣∂kyJk′ (y, λ)
∣∣ ≤ Ck,k′ (1 + |y|+ |λ|)−1−k−k′

. (16.4.64)

Proof. To establish (16.4.62), we use equation (16.3.13) for Jk, and we pro-
ceed as in (16.4.7)-(16.4.10). Also we use (16.3.2) with n = 1 and the fact
that by (16.3.14),

(
B
(
i
√

2y
)
− λ
) +∞∑

k=0

1

k!
Jk (y, λ) (iyz)

k
= 1, (16.4.65)

and we get (16.4.63).
Using (16.3.13) and (16.4.62), and proceeding as in the proof of Theorem

16.4.1, we get (16.4.64). The proof of our theorem is completed.

Now we assume that V = Rn. If λ /∈ |ξ|2
2 + N, if β ∈ Nn, set

(B (iξ)− λ)−1
zβ =

∑

α∈Nn

ψβαz
α. (16.4.66)

Comparing (16.3.14) and (16.4.66), we get

∑

α∈Nn

ψ0
αz

α =
+∞∑

k=0

Jk
k!

(
|ξ| /
√

2, λ
)(

i

〈
ξ√
2
, z

〉)k
. (16.4.67)

By (16.4.67), we deduce in particular that

ψ0
0 = J0

(
|ξ| /
√

2, λ
)
. (16.4.68)

Proposition 16.4.4. For any β ∈ Nn,

∑

α∈Nn

ψβαz
α =

∑

k∈N
β1,β2∈Nn

β1+β2=β

Jk+|β1|
(
|ξ| /
√

2, λ
)

(β1 + β2)!

k!β1!β2!

〈
iξ/
√

2, z
〉k (
−z + iξ/

√
2
)β1

zβ2 . (16.4.69)
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Proof. By equation (16.3.6) in Proposition 16.3.1, if z′ ∈ Cn,

(B (iξ)− λ)−1
e〈z′,z〉 =

∫ 1

t
|ξ|2/2−λ−1
+ e(1−t)|ξ|

2/2

exp
(
(1− t)

(
i
〈
ξ/
√

2, z
〉

+
〈
z′,−z + iξ/

√
2
〉))

dte〈z′,z〉. (16.4.70)

Moreover, by (16.4.66),

(B (iξ)− λ)−1
e〈z′,z〉 =

∑

α,β∈Nn

1

β!
ψβαz

αz′β. (16.4.71)

We can now expand the term exp (((1− t) . . .) . . .) in the second line in
right-hand side of (16.4.70) using (16.3.13). Comparing with (16.4.71), we
get (16.4.69).

16.5 THE RESOLVENT OF B (iξ) + P

Let P be the orthogonal projection operator on kerN . Note that in L2, kerN
is spanned by e−|p|2/2, and in Hz it is spanned by the function 1. Consider
the equation

(B (iξ) + P − λ)−1
zβ =

∑

α∈Nn

aβαz
α. (16.5.1)

By (16.4.66), (16.5.1), we get

aβα = ψβα − ψ0
αa

β
0 . (16.5.2)

In particular, by Theorem 16.4.1, by (16.4.68) and (16.5.2), if λ ∈ Wδ, then
ψ0

0 = J0

(
|ξ| /
√

2, λ
)
6= −1, and moreover,

aβα = ψβα −
ψ0
αψ

β
0

1 + ψ0
0

. (16.5.3)

A symbol a (ξ, λ) of degree d is a smooth function of ξ with values in C,
which is holomorphic in the parameter λ ∈ Wδ, such that if γ ∈ Nn, there
exists Cγ > 0 such that

∣∣∣∂γξ a (ξ, λ)
∣∣∣ ≤ Cγ (1 + |λ|+ |ξ|)d−|γ| . (16.5.4)

We denote by Sdδ the corresponding class of symbols.

Proposition 16.5.1. There exists δ = (δ0, δ1, δ2), with δ0 ∈]0, 1[, δ1 >

0, δ2 = 1 such that if λ ∈ Wδ, the resolvent (B (iξ) + P − λ)−1
exists, and

further if α, β ∈ Nn, aβα ∈ S−1
δ .

Proof. We take δ as in Theorem 16.4.1. Since B (iξ)− λ has compact resol-
vent, B (iξ) +P also has compact resolvent. Assume that a nonzero f ∈ Hz
is such that

(B (iξ) + P − λ) f = 0. (16.5.5)
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Assume first that λ ∈ Wδ, λ 6= |ξ|2
2 . By Proposition 16.3.1, λ /∈ SpB (iξ),

and so

f = − (B (iξ)− λ)−1
Pf. (16.5.6)

Since f 6= 0, then Pf 6= 0. By (16.3.14), (16.5.6), we obtain

Pf = −J0

(
|ξ| /
√

2, λ
)
Pf. (16.5.7)

By Theorem 16.4.1, J0

(
y, |ξ| /

√
2
)
6= −1, which contradicts (16.5.7).

If λ = |ξ|2
2 , λ ∈ Wδ, then λ ≤ δ0. Moreover,

Re 〈(B (iξ) + P − λ) f, f〉 ≥ (1− λ) |f |2 ≥ (1− δ0) |f |2 , (16.5.8)

which contradicts (16.5.5). We have thus proved that Wδ is included in the
resolvent set of B (iξ) + P .

We use the estimates in equation (16.4.64) in Theorem 16.4.3, and also
equation (16.4.69) to express the ψβα as a finite linear combination of products
of monomials in the components of ξ by the Jk. Ultimately we find that
for (y, λ) ∈ R × Wδ, |y| ≥ 1, the ψβα verify the estimates in (16.5.4) with
d = −1. Also recall that by Theorem 16.4.1, J0 (y, λ) verifies the estimates
in (16.4.4), and also that for (y, λ) ∈ R×Wδ, J0 (y, λ) 6= −1. Using (16.4.68)
and (16.5.3), we conclude that aβα ∈ S−1

δ . The proof of our proposition is
completed.

Set

P⊥ = 1− P. (16.5.9)

We take δ as in Proposition 16.5.1.

Proposition 16.5.2. If λ ∈ Wδ, then P⊥ (B (iξ)− λ)P⊥ is invertible.

Proof. By Proposition 16.5.1, if λ ∈ Wδ, B (iξ) + P − λ is invertible. As we
explain in section 17.1, the invertibility of P⊥ (B (iξ)− λ)P⊥ is equivalent

to the invertibility of P (B (iξ) + P − λ)−1
P . Also kerN is 1-dimensional.

By (16.5.1),

P (B (iξ) + P − λ)−1 P = a0
0. (16.5.10)

By (16.4.68) and (16.5.3),

a0
0 =

J0

1 + J0

(
|ξ| /
√

2, λ
)
. (16.5.11)

Note that (16.5.11) is an equality of holomorphic functions, and so it is also
valid at the poles of J0

(
|ξ| /
√

2, λ
)
.

By Theorem 16.4.1 and by (16.5.11), we find that if λ ∈ Wδ, then a0
0 6= 0.

The proof of our theorem is completed.

Definition 16.5.3. If λ ∈ Wδ, set

Tξ,λ =
1

2
Pa (ξ)

(
P⊥ (B (iξ)− λ)P⊥)−1

a∗ (ξ)P. (16.5.12)

Then Tξ,λ ∈ End kerN . Since kerN is 1-dimensional, Tξ,λ ∈ C.
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By Theorem 16.4.1, we know that if λ ∈ Wδ, then J0 (y, λ) 6= 0. Note that
if h ∈]0, 1], then hWδ ⊂ Wδ.

Proposition 16.5.4. If λ ∈ Wδ,

Tξ,λ − λ = J−1
0

(
|ξ| /
√

2, λ
)
, Tξ,λ =

|ξ|2
2

J1

J0

(
|ξ| /
√

2, λ
)
. (16.5.13)

Also if h ∈]0, 1], 1
h2 Thξ,h2λ extends continuously at h = 0. More precisely,

1

h2
Thξ,h2λ|h=0 =

1

2
|ξ|2 . (16.5.14)

Finally,
J1

J0
(y, λ) ∈ S−1

δ . (16.5.15)

Proof. By Proposition 16.3.1, we find that if λ ∈ Wδ, λ 6= |ξ|2 /2, B (iξ)− λ
is invertible. Moreover, by (16.3.14),

P (B (iξ)− λ)−1
P = J0

(
|ξ| /
√

2, λ
)
. (16.5.16)

By what we just saw, (16.5.16) is invertible. By the argument we give after
(17.1.5), Tξ,λ − λ is invertible, and moreover,

Tξ,λ − λ =
(
P (B (iξ)− λ)−1

P
)−1

. (16.5.17)

By (16.5.16), (16.5.17), we get the first equation in (16.5.13) when λ 6=
|ξ|2 /2. Also both sides extend to λ = |ξ|2 /2 by continuity, so that the first
equation in (16.5.13) still holds there. The second equation follows from
(16.4.63) for k = 0.

By (16.5.13),
1

h2
Thξ,h2λ − λ =

(
h2J0

)−1
(
h |ξ| /

√
2, h2λ

)
. (16.5.18)

Using (16.4.3) and (16.5.18), we get (16.5.14). We can derive (16.5.14) di-
rectly from (16.5.12). In fact we get

1

h2
Thξ,h2λ|h=0 =

1

2
Pa (ξ)

(
P⊥NP⊥)−1

a∗ (ξ)P. (16.5.19)

By (16.5.19), we get
1

h2
Thξ,h2λ|h=0 =

1

2
Pa (ξ) a∗ (ξ)P =

1

2
|ξ|2 . (16.5.20)

Now we establish (16.5.15). Using equation (16.4.5) in Theorem 16.4.1
and Theorem 16.4.3, we find that for |y| + |λ| ≥ 1, J1

J0
verifies the proper

estimates. Moreover, λ = y2 is the only possible pole of J1 in R ×Wδ and
this pole is simple. Finally, λ = y2 is a simple pole of J0, and by (16.4.3),

Resλ=y2J0 (y, λ) = −ey2

, (16.5.21)

which does not vanish. Therefore J1

J0
(y, λ) is holomorphic in λ when (y, λ) ∈

R×Wδ. This concludes the proof of (16.5.15). The proof of our proposition
is completed.

By (16.5.13), we find that if h ∈]0, 1], λ ∈ Wδ, λ 6= |ξ|2 /2,(
1

h2
Thξ,h2λ − λ

)−1

= h2J0

(
h |ξ| /

√
2, h2λ

)
. (16.5.22)
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Chapter Seventeen

The limit of A′2φb,±H as b→ 0

The purpose of this chapter is to study the asymptotics of the hypoelliptic
Laplacian Lc = 2A′2

φb,±H as b → 0. Our main result is that, as anticipated

in [B05], it converges in the proper sense to the standard Laplacian �
X/2.

As in chapter 15, we only consider the case of one single fiber, the more
general case of the hypoelliptic curvature of a family does not introduce any
significant new difficulty.

Since this chapter is analytically quite involved, we will try to describe
its organization in painstaking detail. The operator Lc is of order 1 in the
horizontal directions, while �

X/2 is of order 2. The crucial algebraic link
between these two operators was given in [B05, Theorem 3.14], and stated
as the second identity in Theorem 2.3.2. The underlying motivation for the
computations in [B05] is the evaluation of the resolvent (Lc − λ)−1

as a (2, 2)
matrix with respect to the splitting H = kerα±⊕kerα⊥

±. A formal algebraic
formula for this resolvent is given in (17.2.12), which is based on a trivial
computation on matrices. At least at a formal level, it is clear that when

b → 0, (Lc − λ)−1 → i±
(
�
X/2− λ

)−1
P±. The main point of the present

chapter is to justify this formal argument, and also to provide the proper
functional analytic framework so that the convergence takes place in suitable
Sobolev-like spaces. We will describe the relevant formulas in more detail.

We will set here b = h, so as to underline that h is a semiclassical param-
eter. Put

Ph = h2Lc,

Θh,λ = P⊥
± (Ph − λ)P⊥

± , (17.0.1)

Th,λ = P±γ±P± − P± (β± + hγ±)Θ−1
h,λ (β± + hγ±)P±.

In (17.2.12), (17.21.2), using the fact that β± maps kerα± into kerα⊥
±, we

obtain the formal equality of operators acting on ker α±,

P± (Lc − λ)−1 i± =
(
Th,h2λ − λ

)−1
. (17.0.2)

Formal considerations show that as h→ 0,

Θh,h2λ → P⊥
±α±P

⊥
± . (17.0.3)

Let α−1
± be the inverse of the restriction of α± to kerα⊥

±. By (17.0.1), (17.0.3),
we find that as h→ 0,

Th,h2λ → P±
(
γ± − β±α−1

± β±
)
P±. (17.0.4)
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The crucial formula in [B05, Theorem 3.14], which is given in Theorem 2.3.2,
asserts precisely that

P±
(
γ± − β±α−1

± β±
)
P± =

�
X

2
. (17.0.5)

Equations (17.0.3)-(17.0.5) provide one of the main arguments in favor of

the fact that as h→ 0, (Lc − λ)−1 → i±
(
�
X/2− λ

)−1
P±.

As h→ 0, Ph behaves like a semiclassical operator in the x variable, since
differentiation in x is multiplied by h. It is then natural to use a semiclassical
pseudodifferential calculus to handle the convergence in (17.0.3).

For h > 0 small enough, we will show in Theorem 17.17.4 that Th,h2λ

is a classical pseudodifferential operator of order 1 acting on Ω· (X,F ) or
on Ω· (X,F ⊗ o (TX)). The convergence of operators will be analyzed as a
convergence of a family of pseudodifferential operators of order 1 to a differ-
ential operator of order 2. Of course, these are standard pseudodifferential
operators. These simple considerations indicate that while the convergence
(17.0.3) involves semiclassical pseudodifferential operators, the convergence
(17.0.4) will be obtained via classical pseudodifferential calculus.

From the above we find that we should combine at the same time a semi-
classical pseudodifferential calculus with an ordinary pseudodifferential cal-
culus. Corresponding to these two calculi, there will be two kinds of norms,
semiclassical norms to handle the convergence in (17.0.3) and classical ones
to handle the convergence in (17.0.4). The issue gets even more involved
when one has to get a precise view of the behavior of the heat kernel of Lc
as t → 0, which is uniform as h → 0. One of the important points which is
established at the end of this chapter is precisely such a uniformity result. In-
cidentally, observe that since no wave equation is associated to our operators,
finite propagation speed methods cannot be used to establish localization of
the heat kernel, not to speak of uniform localization.

It is probably easier to describe briefly the tormented convergence which
takes place from a dynamical perspective. Indeed as explained in detail in
[B06], the stochastic process (x·, p·) which is associated to the scalar part of
Lc is a Langevin process, such that ẋ = p/h. In particular x· has C1 tra-
jectories. When h→ 0, the component x converges to a standard Brownian
motion on X , so that in distribution sense, ẋ converges to the time derivative
of Brownian motion, whose trajectories are nowhere differentiable. These
convergences were handled in a related context by Stroock and Varadhan
[StV72]. What is being done here is the functional analytic counterpart to
the convergence of the dynamics.

Let us now describe in more detail the semiclassical aspects of the analysis.
Studying the operator Θh,λ is made easier by replacing the operator Ph by
the operator P 0

h , given by

P 0
h = Ph + P±. (17.0.6)

While Θh,λ is unchanged by this transformation, α± is replaced by α±+P±,
which is invertible. Let Sh,λ be the resolvent for P 0

h , i.e.,

Sh,λ =
(
P 0
h − λ

)−1
. (17.0.7)
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A simple formula given in Theorem 17.16.2 expresses Θ−1
h,λ in terms of

Sh,λ. The convergence of the resolvent (Lc − λ)−1
is obtained in particular by

studying the behavior of Sh,λ as h→ 0. As should be clear from the previous
considerations, P 0

h is a differential operator which is semiclassical in the x
variable. However, because of lack of uniformity as |p| → +∞, for a given
h > 0, Sh,λ does not lie in a proper algebra of operators. Actually we deal
with classes of operators which are semiclassical pseudodifferential operators
in the x variable and ordinary operators in the p variable. These classes are
described in detail in section 17.8. In fact if (x, ξ) are the canonical variables
for the ordinary pseudodifferential calculus on X , in our classes of operators,
there are increasing powers of < p > which appear when considering the x, ξ
differentials of the corresponding symbols, so that ultimately, even though
our operators can be composed, their composition does not lie in the class.
We are even led to consider classes of operators which are not invariant under
change of coordinates to better describe the resolvent Sh,λ.

The proper use of pseudodifferential calculus allows us to prove in Theorem
17.10.1 that in the proper sense, for h small enough, Sh,λ is an operator
of order −2/3, which improves on the hypoelliptic estimates which were
obtained in Theorems 15.5.1 and 15.6.1, where the gain of regularity was
only 1/4. Moreover, as explained before, we show in Theorem 17.15.3 that
P±Sh,λi± is a semiclassical pseudodifferential operator of order −1 on X .
These refined estimates are needed in the proof of the proper convergence of
the resolvent (Lc − λ)−1

as h→ 0.
Now we describe the organization of this chapter in more detail.
Section 17.1 is devoted to elementary computations on (2, 2) matrices.
In section 17.2, we apply formally these computations to the evaluation of

(Lc − λ)−1 as a (2, 2) matrix.
Sections 17.3-17.15 are devoted to the semiclassical analysis of the operator

Lc.
In section 17.3, we introduce the semiclassical Poisson bracket on smooth

functions on the total space of P (T ∗X ⊕R), in which only the base coor-
dinate is rescaled by the factor h. When h → 0, this semiclassical Poisson
bracket converges to the fiberwise Poisson bracket along the fibers T ∗X .

In section 17.4, we introduce semiclassical Sobolev norms. Their construc-
tion is adapted from section 15.3, where the case of a fixed h was considered.

In section 17.5, uniform hypoelliptic estimates on the operator Ph are
established with respect to the semiclassical Sobolev norms, which extend
the corresponding estimates in section 15.4. To establish these estimates, the
proper algebra of semiclassical pseudodifferential operators on P (T ∗X ⊕R)
are introduced.

In section 17.6, corresponding estimates are established for P 0
h , and the

associated resolvent Sh,λ is considered for λ ∈ R. The resolvent is shown to
be an operator of order −1/4.

In section 17.7, the resolvent is extended to λ ∈ C. In particular it is
shown that a domain to the left of a curve with a cusp is included in the
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resolvent set.
In sections 17.8-17.11, we develop pseudodifferential operator techniques

to improve on these estimates.
In section 17.8, classes of semiclassical symbols Sd,kρ,δ,c on X with values in

operators along the fiber T ∗X are introduced. Let Pd,kρ,δ,c be the corresponding
classes of operators. The (d, ρ, δ) refer to the corresponding parameters in
the classical Hörmander’s classes Sdρ,δ. The parameters k, c = (c0, c1) refer
to the growth as |p| → +∞ of these symbols.

In section 17.9, when λ ∈ R, with Reλ bounded above, the full semi-
classical symbol Q0

h (x, ξ) − λ of Ph − λ is considered, as well as its inverse
e0,h,λ (x, ξ). It is shown to lie in one of the above classes, with d = −2/3.

In section 17.10, under the same conditions on λ, a parametrix is obtained
for Sh,λ, whose principal symbol is shown to be e0,h,λ (x, ξ). In particular,
in a given coordinate chart, we show that it lies in one of the above classes
with d = −2/3, which improves on the above −1/4.

In section 17.11, we show that the parametrix is local overX in the proper
sense as h→ 0.

In sections 17.12 and 17.13, we show that P±Sh,λ and Sh,λP± lie in a
better class of operators, whose order is −5/6.

In section 17.14, the above results are extended to the set of λ ∈ C to the
left of a cusp-shaped curve.

In section 17.15, we prove that P±Sh,λi± is a semiclassical elliptic pseu-
dodifferential operator over X of order −1, whose principal symbol can be
easily expressed in terms of the function J0 (y, λ), whose properties were
studied in chapter 16.

In section 17.16, we study the analytic properties of the operator Θh,λ

introduced in (17.0.1) by expressing it in terms of Sh,λ.
In section 17.17, using the results which were obtained on Θh,λ, we study

the properties of the operator Th,λ defined in (17.0.7). In particular we ob-
tain in Theorem 17.17.4 a key formula for Th,λ which shows that Th,λ is a
pseudodifferential operator on X of order −1. The principal symbol of Th,λ
is expressed in terms of the functions J0, J1, J2 of chapter 16.

Sections 17.18-17.20 are devoted to the study of the asymptotics of Th,h2λ

as h → 0. Part of the difficulty lies in the fact that we have to describe
precisely in what sense this family of operators of order 1 converges to the
operator �

X/2 which is of order 2.
In section 17.18, we introduce the operator (J1/J0)

(
hDX/

√
2, λ
)
, which

we will use to approximate Th,h2λ.
In section 17.19 we express Th,h2λ − λ in terms of an operator Uh,h2λ,

whose asymptotics as h → 0 is studied in detail. The refined properties of
the function J0, J1, J2 which were established in chapter 16 play a key role
in our estimates.

In section 17.20, the asymptotics as h→ 0 of the operator
(
Th,h2λ − λ

)−1

is obtained.
In section 17.21, we obtain uniform estimates on the resolvent (Lc − λ)−1
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as h→ 0, using at the same time ordinary and semiclassical norms, and we
study its convergence as h→ 0 at the level of the corresponding kernels.

Finally, in section 17.22, we obtain corresponding results on the resolvent(
ǫ2Lc − λ

)−1
which are uniform as ǫ ∈]0, 1].

We use the same notation as in chapter 15. In particularH still denotes the
Hilbert space of square integrable sections of π∗ (Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂π∗F

)

on T ∗X , and | | is the corresponding L2 norm on H .

17.1 PRELIMINARIES IN LINEAR ALGEBRA

Let E = E0⊕E1 be a Z2-graded vector space. Let u ∈ End (E). We write u
in matrix form with respect to the splitting of E as

u =

[
A B
C D

]
. (17.1.1)

Assume that u is invertible. We will give a matrix expression for the inverse
u−1 of u under the assumption that D is invertible. When writing this ma-
trix expression, we will assume implicitly that other matrix expressions are
invertible as well. These implicit assumptions will be obvious in the formula
anyway.

Set

H = A−BD−1C. (17.1.2)

We have the following easy formula:

u−1 =

[
H−1 −H−1BD−1

−D−1CH−1 D−1 +D−1CH−1BD−1

]
. (17.1.3)

Let P, P⊥ be the projectors on E0, E1. We extend operators acting on E0

or E1 by the 0 operator on E1 or E0. From (17.1.3), we get

D−1 = u−1 − u−1
(
Pu−1P

)−1
u−1. (17.1.4)

In fact if D is invertible, the invertibility of u is equivalent to the invert-
ibility of A−BD−1C. In the finite dimensional case, this is obvious by the
formula

detu = det (D) det
(
A−BD−1C

)
. (17.1.5)

If u is invertible, the invertibility of D is equivalent to the invertibility
Pu−1P .

17.2 A MATRIX EXPRESSION FOR THE RESOLVENT

Recall that b ∈ R∗
+ and that c = ±1/b2. We will consider again the operator

Lc = 2A′2
φb,±H as in equation (15.1.2). The operators α±, β±, γ± were defined

in (2.3.12) and in (15.1.3). By (15.1.4),

Lc =
α±
b2

+
β±
b

+ γ±. (17.2.1)
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Here we take b0 ∈]0, 1] small enough, and we assume that b ∈]0, b0]. In the
sequel, we will set

h = b. (17.2.2)

This is because h is a standard notation for a semiclassical parameter.
Let Ph be the operator

Ph = α± + hβ± + h2γ±, (17.2.3)

so that

Lc =
Ph
h2
. (17.2.4)

Note that Ph is different from Pc in (15.4.5).
Let kerα⊥

± be the orthogonal subspace to kerα± in H with respect to the
standard Hermitian product of H , so that with the notation in (2.3.14),

ker α⊥
± = Imα±. (17.2.5)

Then we have the splitting

H = kerα± ⊕ kerα⊥
±, (17.2.6)

which is just the one in (2.3.14).
As was observed in section 2.3, β± maps kerα± into kerα⊥

±. In the sequel,
we will write the considered operators in matrix form with respect to the
above splitting. So we get

α± =

(
0 0
0 α

)
, β± =

(
0 β2

β3 β4

)
, γ± =

(
γ1 γ2

γ3 γ4

)
(17.2.7)

Set

L1 = γ1, L2 = β2 + hγ2, (17.2.8)

L3 = β3 + hγ3, L4 = α+ hβ4 + h2γ4.

By (17.2.1)-(17.2.8), we obtain

Lc =

(
L1

L2

h
L3

h
L4

h2

)
. (17.2.9)

Let λ ∈ C be such that Lc − λ is invertible. Set

H = L1 − λ− L2

(
L4 − h2λ

)−1
L3. (17.2.10)

There is no risk of confusion between the operator H and the Hilbert space
H . Put

D4 = L4 − h2λ. (17.2.11)

By (17.1.3), at least formally, we can write (Lc − λ)−1 in matrix form as

(Lc − λ)−1 =

[
H−1 −hH−1L2D

−1
4

−hD−1
4 L3H

−1 h2D−1
4 + h2D−1

4 L3H
−1L2D

−1
4

]
.

(17.2.12)
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The remainder of this chapter is devoted to the analysis of equation (17.2.12).
As we already saw in section 2.3 after equation 2.3.13, the fiberwise kernel

of the operator α± restricted to fiberwise forms is 1-dimensional. If F = R,

the kernel of α+ is spanned by the Gaussian exp
(
− |p|2 /2

)
and the kernel

of α− restricted to fiberwise forms is spanned by exp
(
− |p|2

)
η, where η is

a fiberwise volume form.
Let P± be the fiberwise orthogonal projector from H on kerα±. Set

P⊥
± = 1− P±. (17.2.13)

If u ∈ Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F , let Q+u (resp. Q−u) be the orthogonal pro-
jection of u on Λ· (T ∗X) ⊗̂F (resp. on Λ· (T ∗X) ⊗̂Λn (TX) ⊗̂F ). Then one
has the obvious formula

P±u = π−n/2e−|p|2/2
∫

T∗X
e−|q|2/2Q±u (q) dvT∗X (q) . (17.2.14)

17.3 THE SEMICLASSICAL POISSON BRACKET

We use the notation of section 15.3. Recall that Y is the total space of
P (T ∗X ⊕R). Let i : T V Y → TY be the vector subbundle TY which con-
sists of tangent vectors to the fibers P (T ∗X ⊕R), and let T V ∗Y be its dual.
We have the obvious exact sequences which are dual to each other,

0→ T V Y
i→ TY → π∗TX → 0, (17.3.1)

0→ π∗T ∗X → T ∗Y
i∗→ T V ∗Y → 0.

Given h > 0, we denote by T ∗Ysc ⊂ T ∗Y ⊕ T V ∗Y the graph of the mor-
phism i∗/h. Then T ∗Ysc is a vector bundle on Y×]0, 1]. The Grassmann
graph construction asserts that T ∗Ysc extends to a smooth vector bundle
over Y × [0, 1]. In particular,

T ∗Ysc|Y×{0} = π∗T ∗X ⊕ T V ∗Y. (17.3.2)

Denote by THY ⊂ TY a horizontal vector bundle on Y , so that T Y =
THY ⊕ T V Y . The corresponding dual splitting is T ∗Y = π∗T ∗X ⊕ T V ∗Y .
A smooth trivialization of T ∗Ysc is given by

(α, β) ∈ π∗T ∗X ⊕ T V ∗Y → (π∗α+ hβ, i∗β) ∈ T ∗Ysc. (17.3.3)

Also observe that over Y×]0, 1], the map γ ∈ T ∗Y → (hγ, i∗γ) ∈ T ∗Ysc

identifies the two vector bundles.
We have obvious morphisms

T V ∗Y
k←− T ∗Ysc

j−→ T ∗Y. (17.3.4)

Then over ]0, 1], j identifies T ∗Ysc and T ∗Y .
Recall that T ∗Y is a symplectic manifold. Let ωT

∗Y be the corresponding
symplectic form. The symplectic form ωT

∗Y on T ∗Y pulls back to a closed
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2-form j∗ωT
∗Y on the manifold T ∗Ysc. The restriction of the form j∗ωT

∗Y

to the h-fibers for h ∈]0, 1] is a symplectic form.

Let { }T
∗Y ∈ Λ2 (TT ∗Y ) be the Poisson bracket on T ∗Y , i.e., the 2-form

on T ∗T ∗Y which is dual to the symplectic form ωT
∗Y . For h ∈]0, 1], set

{ }T
∗Ysc = h2j∗ { }T

∗Y
. (17.3.5)

One verifies easily that { }T
∗Ysc extends smoothly at h = 0.

Let { }T
V ∗Y ∈ Λ2

(
T V T V ∗Y

)
be the Poisson bracket along the fibers

of T V ∗Y . By (17.3.2), { }T
V ∗Y

can be considered a Poisson bracket on
T ∗Ysc|h=0. Then one verifies easily that

{ }T
∗Ysc |h=0 = { }T

V ∗Y . (17.3.6)

Let f, g : T ∗Ysc → R be two smooth functions. Note here that these two
functions also depend implicitly on h. Set

{f, g}sc = {df, dg}T
∗Ysc . (17.3.7)

Equation (17.3.7) defines the semiclassical Poisson bracket. By (17.3.6),
(17.3.7), we get

{f, g}sc|h=0
= {f, g}T

V ∗Y
|h=0 . (17.3.8)

17.4 THE SEMICLASSICAL SOBOLEV SPACES

We use the Littlewood-Paley decomposition of elements of S· (T ∗X,π∗F )
similar to the one in section 15.2. As in (15.2.16), (15.2.18), we now have

Uj (x, p) = δj (u)
(
x, 2jp

)
, u(x, p) =

∞∑

j=0

Uj(x, 2
−jp). (17.4.1)

We will now define semiclassical Sobolev norms with small parameter h,
while keeping track of the explicit dependence on the spectral parameter
λ ∈ C.

Recall that in section 15.3, we introduced the vector space S, the Laplacian
∆Y acting on S, and the operator S in (15.3.1). Let ∆Y,V be the fiberwise
Laplacian along the fibers P (T ∗X ⊕R).

Definition 17.4.1. Let Ssc be the second order self-adjoint positive operator
acting on S,

Ssc = h2S−∆Y,V + 1. (17.4.2)

For j ∈ N, λ ∈ C, set

Λλ,sc,j =
(

Ssc + 24j + 2−2j |λ|2
)1/2

. (17.4.3)

This weight is closely related to the one in (15.6.7).
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For s ∈ R, U ∈ S, let |U |λ,sc,j,s be the semiclassical Sobolev norm of U
given by

|U |λ,sc,j,s = 2jn/2
∣∣Λsλ,sc,jU

∣∣ . (17.4.4)

If u(x, p) ∈ S, set

‖u‖2λ,sc,s =

∞∑

j=0

|Uj |2λ,sc,j,s , ‖u‖2sc,s = ‖u‖20,sc,s . (17.4.5)

Remark 17.4.2. For given h > 0, λ ∈ C, the completion of S with respect to
the norm ‖ ‖λ,sc,s is the vector space Hs defined in Definition 15.3.1, but for
a given λ ∈ C, the norms ‖ ‖λ,sc,s and ‖ ‖s are not uniformly equivalent as

h→ 0, except when s = 0, where both are equivalent to the usual L2 norm
on H .

Notice that ‖u‖2λ,sc,1 is equivalent to

∣∣∣∣
(
< p >2 +

|λ|
< p >

)
u

∣∣∣∣
2

+ h2 |∇u|2 +
∣∣∣< p > ∇̂u

∣∣∣
2

,

and this uniformly for h > 0, λ ∈ C.

17.5 UNIFORM HYPOELLIPTIC ESTIMATES FOR Ph

Lemma 17.5.1. Recall that P± is given by (17.2.14). For any s ∈ R, P±
maps Hs into itself. Given s ∈ R, there exist Cs > 0 such that for any
h ∈]0, 1], λ ∈ C, u ∈ S,

‖P±u‖λ,sc,s ≤ Cs ‖u‖λ,sc,s . (17.5.1)

Proof. This is an obvious consequence of (17.2.14).

Now we establish an obvious uniform analogue of Theorems 15.5.1 and
15.6.1.

Theorem 17.5.2. There exist h0 > 0, λ0 > 0 such that if h ∈]0, h0], λ ∈
C,Reλ ≤ −λ0, s ∈ R, u ∈ S′· (T ∗X,π∗F ∗), if (Ph − λ)u ∈ Hs, then u ∈
Hs+1/4. Moreover, there exist constants C > 0, Cs > 0 such that if h, λ, s, u
are taken as before,

‖u‖sc,s+1/4 ≤ Cs ‖(Ph + λ0)u‖sc,s , (17.5.2)

|λ|1/6 ‖u‖sc,0 + ‖u‖sc,1/4 ≤ C ‖(Ph − λ) u‖sc,0 .

Proof. Comparing with Theorems 15.5.1 and 15.6.1, the main point here is
to check that the constants C,Cs in (17.5.2) are uniform in h ∈]0, h0].

We will closely follow the proofs of Theorems 15.4.2, 15.5.1, and 15.6.1. If
λ ∈ C, put

Ph,λ = Ph − λ. (17.5.3)
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As in (15.6.5), if λ0 > 0, α > 0, β ∈ R, set

λ = −λ0 − α+ iβ. (17.5.4)

In the sequel, λ0 will be precisely determined.
For τ ∈]0, 1], set

Ph,λ,τ = Kτ−1Ph,λKτ . (17.5.5)

We define α±,τ , β±,τ , γ±,τ as in (15.4.2). Then α±,τ is self-adjoint with re-
spect to the standard Hermitian product on H , and β±,τ is skew-adjoint. By
(17.2.3), (17.5.4), (17.5.5), we get

Ph,λ,τ = α±,τ + λ0 + α− iβ + hβ±,τ + h2γ±,τ . (17.5.6)

Let Q′
h,λ,τ , Q

′′
h,λ,τ be the self-adjoint and skew-adjoint parts of Ph,λ,τ , so that

Ph,λ,τ = Q′
h,λ,τ +Q′′

h,λ,τ . (17.5.7)

Note that α±,τ appears only in Q′
h,λ,τ , and β±,τ appears only in Q′′

h,λ,τ .
To keep in line with (17.4.3), set

Λλ,sc =
(
Ssc + τ−4 + τ2 |λ|2

)1/2

. (17.5.8)

As in chapter 15, we will make τ = 2−j, j ∈ N.
Take U ∈ S· (T ∗X,π∗F ) with support in the annulus R. By proceeding

as in (15.6.14), we find for h0 > 0 small enough, if λ0 > 0 is large enough,
there exists C > 0 such that for h ∈]0, h0] and λ taken as in (17.5.4),

∣∣∣∇̂U
∣∣∣
2

+ τ−4 |U |2 + ατ−2 |U |2 ≤ C
〈
Q′
h,λ,τU, τ

−2U
〉
, (17.5.9)

∣∣∣∇̂U
∣∣∣
2

+ τ−4 |U |2 + ατ−2 |U |2 ≤ C |Ph,λ,τU |2 .
Also (17.5.9) still holds when τ = 1, and the support of U is included in B.
From now on h0 > 0, λ0 > 0 will be chosen so that (17.5.9) holds.

We will use semiclassical pseudodifferential operators on the total space
Y of P (T ∗X ⊕R) with weight Λ. In particular, as in the proof of Theorem
15.6.1, we incorporate the spectral parameter λ in the weight. Recall that π
denotes the projection T ∗X → X or Y → X .

If U ∈ S· (T ∗X,π∗F ), and if U has compact support, if s ∈ R, set

|U |λ,sc,s =
∣∣Λsλ,scU

∣∣ . (17.5.10)

In a local coordinate system onX , and using the appropriate trivialization,
the map π : Y → X is written as y = (x, p) → x with (x, p) varying in a
compact subset of R2n. In the given coordinate system, then T ∗Y ≃ R2n.
In the above coordinate system, ζ = (ξ, η) ∈ T ∗Ysc corresponds to ξ

h + η ∈
T ∗Y ≃ R2n.

By definition, a symbol of degree d is a smooth function a (y, ζ, h, τ, λ)
defined on T ∗Ysc×]0, 1] × C with values in End

(
Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F

)
,

which is such that for any multiindices α, β, there exist Cα,β > 0 for which if
Reλ ≤ −λ0, and all other variables vary in their natural domain of definition,

∣∣∣∂αy ∂βζ a (y, ζ, h, τ, λ)
∣∣∣ ≤ Cα,β

(
τ−4 + τ2|λ|2 + |ζ|2

) d−|β|
2 . (17.5.11)
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We denote by Sd the set of symbols of degree d. When a (y, ζ, h, τ, λ) is
defined also for h = 0, then (17.5.11) should also be valid for h = 0.

A smoothing operator on Y is a family of operatorsB(h, τ, λ), where h, τ, λ
are taken as before, such that for any s, t ∈ R, there exist Cs,t > 0 with

|B (h, τ, λ)U |λ,sc,s ≤ Cs,t |U |λ,sc,t . (17.5.12)

We quantify a symbol a into an operator A = Op (a) by the formula

A (x, p, hDx, Dp, h, τ, λ)U (x, p)

= (2π)−2n h−n
∫

R2n

e
i
h 〈x,ξ〉+i〈p,η〉a (x, p, ξ, η, h, τ, λ) Û

(
ξ

h
, η

)
dξdη,

(17.5.13)

where Û (ξ, η) is the Fourier transform of U in the variables x, p.
Let Ed be the associated set of pseudodifferential operators of degree d

on Y . Then A ∈ Ed if, for any small compact subset K ⊂ Y , for any cutoff
function θ (y) with support included in a small neighborhood of K, there
exists a cutoff function θ′ equal to 1 near the support of θ, such that in the
appropriate coordinate system, there exists a ∈ Sd and B smoothing such
that

A (τ) θ = θ′Op(a) θ +B (h, τ, λ) . (17.5.14)

For A ∈ Ed, the principal symbol σ (A) of A is the class of a in the quotient
space Sd/Sd−1.

If Ed ∈ Ed, Ed′ ∈ Ed
′
, then EdEd′ ∈ Ed+d

′
, σ (EdEd′) = σ (Ed) σ (Ed′).

Moreover, if Ed = Op(e) , Ed′ = Op(e′), then

[Ed, Ed′ ]−Op

(
[e, e′] +

1

i
{e, e′}sc

)
∈ Ed+d′−2. (17.5.15)

Elements of E0 are uniformly bounded operators on H, and moreover
Λλ,sc, h∇ei ,∇bei , τ−2 ∈ E1.

As should be clear from (17.5.13), the above class of semiclassical operators
is naturally associated to what is known in the literature as the adiabatic
limit [BeB94, MaMe90, Wi85]. Indeed consider the projection π : Y → X .
The adiabatic limit refers to a situation where the metric on Y is of the form
gTY + π∗gTX/h2. Let gT

V Y be the metric induced by gTY on T V Y , and let

gT
V ∗Y be the dual metric on T V ∗Y . As h → 0, the principal symbol of the

Laplacian ∆Y
h is such that

σ
(
−∆Y

h

)
= |i∗ξ|2gT Y +O

(
h2
)
|ξ|2gT∗Y (17.5.16)

Let θ0 (p) be a smooth radial cutoff function with values in [0, 1], which is
equal to 1 near the ball B0, and which vanishes for |p|2 ≥ 6. Set

R = θ0Ph,λ,τθ0. (17.5.17)

Let R = R′ + R′′ be the decomposition of R into its self-adjoint and skew-
adjoint parts. The explicit forms of these operators can be obtained via
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equations (15.4.2) and (17.5.6). Then α±,τ does not appear in R′′, and β±,τ
does not appear in R′.

Note that

θ0h∇Λ·(T∗T∗X)b⊗F,u
Y H θ0 ∈ E1. (17.5.18)

Using the explicit formula for R, we get

[R,Ed] ∈ τEd∇̂+ τ−2Ed,
[R,Ed] ∈ τ2Ed∇̂+ τ−1Ed if σ (Ed) is scalar, (17.5.19)

τR′′ ∈ E1.

As in the proof of Lemmas 15.4.3 and 15.4.4, for any U ∈ S· (T ∗X,π∗F )
with support in the ball B if j = 0, and in the annulus R otherwise,

|R′′U |λ,sc,−1/2 ≤ Cτ1/2 |RU |λ,sc,0 , |U |λ,sc,1/4 ≤ Cτ3/4 |RU |λ,sc,0 .
(17.5.20)

As in the proof of Theorem 15.4.2, from (17.5.20), we derive the following
analogue of (15.4.62):
∣∣∣∇̂U

∣∣∣
2

λ,sc,s
+ τ−4 |U |2λ,sc,s + τ−3/2 |U |2λ,sc,s+1/4 + τ5/4

∣∣∣∇̂U
∣∣∣
2

λ,sc,s+1/8

≤ C|RU |2λ,sc,s + Csτ
4
∣∣∣∇̂U

∣∣∣
2

λ,sc,s
+ Csτ

−2 |U |2λ,sc,s + Csτ
5/4 |U |2λ,sc,s+1/8 .

(17.5.21)

Note here that it is essential that the constant C in the second line of
(17.5.21) does not depend on s.

We shall now deduce from (17.5.21) conclusions similar to the ones we
obtained in equation (15.4.6) in Theorem 15.4.2 for nonnegative values of s.
Namely, we will show that for s ≥ 0, there exists Cs > 0 such that for any
τ = 2−j , h ∈]0, h0],Reλ ≤ −λ0, U ∈ S, with the same support conditions as
before,

τ−4 |U |2λ,sc,s +
∣∣∣∇̂U

∣∣∣
2

λ,sc,s
+ τ−3/2 |U |2λ,sc,s+1/4

+ τ5/4
∣∣∣∇̂U

∣∣∣
2

λ,sc,s+1/8
≤ Cs|RU |2λ,sc,s. (17.5.22)

To establish (17.5.22), we use our usual contradiction argument. Suppose
that for some s ≥ 0, equation (17.5.22) does not hold. Then there exist
sequences τk = 2−jk , hk, λk = −λ0 + αk + iβk, Uk such that the left-hand
side of (17.5.22) is equal to 1 and limk→+∞ |R (hk, τk, λk)Uk|λk,sc,s

= 0. By
(17.5.21), the sequence jk is necessarily bounded, so we may suppose that
jk = j is constant, i.e., τ = 2−jk remains constant.

By (17.5.8), for µ ≥ 0, if µ = µ′ + µ′′, with µ′ ≥ 0, µ′′ ≥ 0, then

Λµ ≥ τ−2µ′+µ′′ |λ|µ
′′
. (17.5.23)

By (17.5.23), we get in particular

Λµ ≥ |λ|2µ/3 . (17.5.24)
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By (17.5.24), we get

|V |λ,sc,s ≤ Cµ |λ|
−2µ/3 |V |λ,sc,s+µ . (17.5.25)

Then if |λk| → +∞, it would follow from (17.5.21) and (17.5.25) that
(17.5.22) would hold.

Therefore, we can also assume that the sequence λk converges to λ ∈ C,
so that ultimately we can forget about the dependence on λ.

Set

|||U |||2sc,s = |U |2λ,sc,s+1/8 +
∣∣∣∇̂U

∣∣∣
2

λ,sc,s
. (17.5.26)

The norm |||U |||sc,s still depends on the parameter h. By (17.5.21), we get

|||Uk|||2sc,s+1/8 ≤ Cs
(
|RUk|2λ,sc,s + |||Uk|||2sc,s

)
. (17.5.27)

For s ∈ R, ε > 0, there exists Cs,ε > 0 such that

|||U |||sc,s ≤ ε|||U |||sc,s+1/8 + Cs,ε |U | . (17.5.28)

By (17.5.9), (17.5.27), (17.5.28), for s ≥ 0, we obtain

|||Uk|||sc,s+1/8 ≤ Cs |RUk|λ,sc,s . (17.5.29)

Now we made the assumption that as k → +∞, the right-hand side of
(17.5.29) tends to 0. Therefore the left-hand side of (17.5.29) also tends to
0, which contradicts the fact that the left-hand side of (17.5.22) is equal to
1.

Now we follow the proof of Theorem 15.5.1. Let v = (Ph − λ) u, and let
Uj , Vj be associated to u, v by (15.2.16). To make our notation simpler, we
will write |Vj |λ,sc,t instead of |Vj |λ,sc,j,t as in (17.4.4). As in (15.5.13), for
s ∈ R, we get

∣∣Ph,λ,2−jUj
∣∣
λ,sc,s

≤ C |Vj |λ,sc,s + Cs2
−j ∑

|j′−j|≤1

|Uj′ |λ,sc,s

+ Cs2
−2j

∑

|j′−j|≤1

∣∣∣∇̂Uj
∣∣∣
λ,sc,s

. (17.5.30)

As in (15.5.16), set

βj,s = 23j/4 |Uj|λ,sc,s+1/4 + 2−5j/8
∣∣∣∇̂Uj

∣∣∣
λ,sc,s+1/8

. (17.5.31)

As in (15.5.17), (15.5.18), we deduce from (17.5.30) that

βj,s ≤ C |Vj |λ,sc,s + Cs2
−11j/8

∑

|j′−j|≤1

βj′,s−1/8. (17.5.32)

We define the auxiliary norm |||u|||λ,sc,s by the formula

|||u|||λ,sc,s = |βj,s|ℓ2 . (17.5.33)

When s = 0, ||u||λ,sc,s does not depend on λ. With the conventions in
(17.4.5), this is just ‖u‖sc,0, which is equivalent to the usual L2 norm.
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By (17.5.32), for s ∈ R, we get

|||u|||λ,sc,s ≤ Cs
(
||v||λ,sc,s + |||u|||λ,sc,s−1/8

)
. (17.5.34)

Given ε > 0, s ∈ R, there exists Cε,s > 0 such that

|||u|||λ,sc,s−1/8 ≤ ε|||u|||λ,sc,s + Cε,s ‖u‖sc,0 . (17.5.35)

Moreover, by (17.5.9),

‖u‖sc,0 ≤ C ‖v‖sc,0 . (17.5.36)

Finally, for s ≥ 0,

‖v‖sc,0 ≤ ‖v‖λ,sc,s . (17.5.37)

By (17.5.34)-(17.5.37), for s ≥ 0, we obtain

|||u|||λ,sc,s ≤ Cs||v||λ,sc,s. (17.5.38)

Now we use again equation (15.6.9), which asserts that

τ2|λ|2 + τ−4 ≥ C|λ|4/3. (17.5.39)

By proceeding as in the proof of equation (15.6.1) in Theorem 15.6.1, that
is, using (17.5.38) with s = 0 (instead of (15.6.11)) and (17.5.39), we get
the second inequality in (17.5.2). For s ≥ 0, we obtain the first inequality in
(17.5.2) from (17.5.38) with λ = −λ0. In particular, since the adjoint P ∗

h of
Ph has the same structure as Ph, we find that for h ∈]0, h0], s ≥ 0, Ph + λ0

is one to one from {u ∈ Hs, Phu ∈ Hs} into Hs, and that there exist Cs > 0
such that ∥∥∥(Ph + λ0)

−1
v
∥∥∥

sc,s
≤ Cs ‖v‖sc,s . (17.5.40)

Also (17.5.40) still holds for P ∗
h , and so by duality, we get (17.5.40) for any

s ∈ R.
By (17.5.21), for any s ∈ R, by the same argument of contradiction as the

one we used to derive (17.5.22) from (17.5.21),

|||u|||λ,sc,s ≤ Cs
(
||v||λ,sc,s + ‖u‖λ,sc,s

)
. (17.5.41)

Using (17.5.41) with λ = λ0 and (17.5.40), we find that the first equation in
(17.5.2) still holds for s < 0. The proof of our theorem is completed.

17.6 THE OPERATOR P0
h AND ITS RESOLVENT Sh,λ FOR

λ ∈ R

Set

P 0
h = Ph + P±. (17.6.1)

By (17.2.3), (17.6.1), we obtain

P 0
h = α± + hβ± + h2γ± + P±. (17.6.2)

Now we will extend Theorem 17.5.2 to the operator P 0
h .
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Theorem 17.6.1. There exist h0 > 0, λ1 > 0 such that for h ∈]0, h0], λ ∈
C,Reλ ≤ λ1, s ∈ R, u ∈ S′· (T ∗X,π∗F ∗), if

(
P 0
h − λ

)
u ∈ Hs, then u ∈

Hs+1/4. Moreover, there exist constants C > 0, Cs > 0 such that

‖u‖sc,s+1/4 ≤ Cs||
(
P 0
h − λ1

)
u||sc,s, (17.6.3)

|λ|1/6 ‖u‖sc,0 + ‖u‖sc,1/4 ≤ C||
(
P 0
h − λ

)
u||sc,0.

Proof. By (15.1.3), (17.6.2), we get

Re
〈(
P 0
h − λ

)
u, u

〉
= Re 〈(α± + P±)u, u〉 − Re λ |u|2 + h2Re 〈γ±u, u〉 .

(17.6.4)
By (15.1.3),

|γ±| ≤ C
(
|p|2 + 1

)
. (17.6.5)

By (15.1.3), (17.6.4), (17.6.5), if h0 > 0, λ1 > 0 are small enough, for h ∈
]0, h0], λ ∈ C,Reλ ≤ λ1,

‖u‖sc,0 ≤ C||
(
P 0
h − λ

)
u||sc,0. (17.6.6)

By Lemma 17.5.1 and by Theorem 17.5.2, for s ∈ R, we obtain

‖u‖sc,s+1/4 ≤ Cs
(
||
(
P 0
h − λ1

)
u||sc,s + ‖u‖sc,s

)
, (17.6.7)

|λ|1/6 ‖u‖sc,0 + ‖u‖sc,1/4 ≤ C
(
||
(
P 0
h − λ

)
u||sc,0 + ‖u‖sc,0

)
.

Also given ǫ > 0, there exists Cs,ε > 0 such that

‖u‖sc,s ≤ ε ‖u‖sc,s+1/4 + Cs,ǫ ‖u‖sc,0 . (17.6.8)

Using (17.6.6)-(17.6.8), we get the second inequality in (17.6.3), and also
the first one when s ≥ 0. In particular, as in the proof of Theorem 17.5.2,
P 0
h − λ1 is one to one from {u ∈ Hs, P 0

hu ∈ Hs} into Hs, and also if s ≥ 0,
there exists Cs > 0 such that

||
(
P 0
h − λ1

)−1
v||sc,s ≤ Cs||v||sc,s. (17.6.9)

Also the formal adjoint Q0∗
h of P 0

h has the same properties as P 0
h , and so

it verifies similar estimates. By duality, we find that (17.6.9) holds for any
s ∈ R, which together with (17.6.7) implies the first inequality in (17.6.3)
for any s ∈ R. The proof of our theorem is complete.

Definition 17.6.2. For λ ∈ C,Reλ ≤ λ1, set

Sh,λ =
(
P 0
h − λ

)−1
. (17.6.10)

Let ϕ = (ϕ1 (x) , ..., ϕN (x)) be a family of smooth real functions on X .
Let AdNϕ S be the iterated commutator,

AdNϕ Sh,λ = [ϕN , ...[ϕ2, [ϕ1, Sh,λ]]...]. (17.6.11)

Clearly,

[ϕ1, Sh,λ] = −Sh,λ
[
ϕ1, P

0
h

]
Sh,λ = ∓hSh,λ (∇Y Hϕ1)Sh,λ. (17.6.12)

By (17.6.11), (17.6.12), we get

AdNϕ Sh,λ = (∓h)N
∑

σ∈SN

Sh,λ (∇YHϕσ1 )Sh,λ . . . Sh,λ (∇YHϕσN )Sh,λ.

(17.6.13)
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Theorem 17.6.3. If N ∈ N, a ∈ R, s ∈ R, there exist Ca,s > 0, Cs > 0
such that for λ ∈ C,Reλ ≤ λ1, h ∈]0, h0], the operator < p >a Sh,λ < p >−a

is bounded from Hs to Hs+1/4, the operator
(
P 0
h − λ

)
AdNϕ (Sh,λ) is bounded

from Hs to Hs+N/5, and moreover if v ∈ S· (T ∗X,π∗F ),

|| < p >a Sh,λv||λ,sc,s+1/4 ≤ Ca,s|| < p >a v||λ,sc,s, (17.6.14)

||
(
P 0
h − λ

)
AdNϕ Sh,λv||λ,sc,s+N/5 ≤ CshN ||v||λ,sc,s.

Proof. We establish the first inequality in (17.6.14). Put u = Sh,λv. Then

v = (Ph − (λ− λ0 − λ1))u+ (P± − λ0 − λ1)u. (17.6.15)

By (17.5.1), we get

‖ (P± − λ0 − λ1)u‖λ,sc,s ≤ C ‖u‖λ,sc,s . (17.6.16)

With the notation of the proof of Theorem 17.5.2, set

γj,s = 22j |Uj |λ,sc,s + 23j/4 |Uj |λ,sc,s+1/4 + 2−5j/8
∣∣∣∇̂Uj

∣∣∣
λ,sc,s+1/8

. (17.6.17)

Put

||||u||||λ,sc,s = |γj,s|ℓ2 (17.6.18)

Recall that the norm |||u|||λ,sc,s was defined in (17.5.33). We have the trivial
inequalities

‖u‖λ,sc,s+1/4 ≤ |||u|||λ,sc,s ≤ ||||u||||λ,sc,s. (17.6.19)

Observe that under the given conditions on λ ∈ C, λ − λ0 − λ1 verifies the
conditions given in Theorem 17.5.2 for λ. By (17.5.22), (17.5.30), (17.6.15),
(17.6.16), and the first inequality in (17.6.19), we get for s ≥ 0,

||||u||||λ,sc,s ≤ Cs
(
||v||λ,sc,s + |||u|||λ,sc,s−1/8

)
. (17.6.20)

Using (17.5.35) and (17.6.20), we get

||||u||||λ,sc,s ≤ Cs
(
‖v‖λ,sc,s + ‖u‖sc,0

)
. (17.6.21)

Moreover, by (17.6.3),

‖u‖sc,0 ≤ C ‖v‖sc,0 . (17.6.22)

Also for s ≥ 0,

‖v‖sc,0 ≤ ‖v‖λ,sc,s . (17.6.23)

By (17.6.21)-(17.6.23), we find that for s ≥ 0,

||||u||||λ,sc,s ≤ Cs ‖v‖λ,sc,s . (17.6.24)

By (17.6.19) and (17.6.24), for s ≥ 0, we get

‖u‖λ,sc,s+1/4 ≤ Cs ‖v‖λ,sc,s , (17.6.25)

which is just the first inequality in (17.6.14) with a = 0.
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To obtain this equation for s ≥ 0 and arbitrary a ∈ R, we just use the
same proof as before, replacing γλ,sc,t,j by 2jaγλ,sc,t,j.

For 1 ≤ i ≤ N , put

w = − (∇YHϕ) u. (17.6.26)

The index i has not been written in w,ϕ to avoid complicating the notation.
Recall that w grows linearly in p. We get

|Wj |λ,sc,s ≤ Cs2j |Uj |λ,sc,s . (17.6.27)

Clearly there is C > 0 such that for t > 0, b > 0,

bt1/4 +
1

t
≥ Cb4/5. (17.6.28)

By (17.6.28), we get

Λ1/5 ≤ C
(
τ1/4Λ1/4 + τ−1

)
. (17.6.29)

By (17.6.27), (17.6.29), we obtain

|Wj |λ,sc,s+1/5 ≤ 2j |Wj |λ,sc,s + 2−j/4 |Wj |λ,sc,s+1/4

≤ Cs
(
22j |Uj |λ,sc,s + 23j/4 |U |λ,sc,s+1/4

)
. (17.6.30)

By comparing (17.6.17) with the right-hand side of (17.6.30), and using
(17.6.24), for s ≥ 0, we get

‖w‖λ,sc,s+1/5 ≤ Cs ‖v‖λ,sc,s . (17.6.31)

Using the first equation in (17.6.14) and (17.6.13), (17.6.31), we obtain
the second equation in (17.6.14) for s ≥ 0.

We get analogous estimates when replacing P 0
h by its formal adjoint P 0∗

h .
We find that for s ≥ 0, a ∈ R,

∥∥< p >a S∗
h,λv

∥∥
λ,sc,s+1/4

≤ C ‖< p >a v‖λ,sc,s , (17.6.32)
∥∥S∗

h,λ∇Y Hϕv
∥∥
λ,sc,s+1/5

≤ C ‖v‖λ,sc,s .
By duality, we conclude that the estimates in (17.6.14) still hold for s ≤
−1/4. By interpolation, we find that they hold for arbitrary s ∈ R. The
proof of our theorem is completed.

Lemma 17.6.4. Let K be a compact subset of X, and ϕ (x) ∈ C∞
0 (X \K).

Given s, t ∈ R, N ∈ N, there exists Cs,t,N > 0 such that for h ∈]0, h0], λ ∈
C,Reλ ≤ λ1, if v ∈ Hs, if the support of v ∈ Hs is included in π−1 (K),
then

‖ϕSh,λv‖λ,sc,t ≤ Cs,t,NhN ‖v‖λ,sc,s . (17.6.33)

Proof. Let ψ ∈ C∞
0 (X \K), which is equal to 1 on the support of ϕ, so that

ϕ = ϕψ, ψv = 0. Then

ϕSh,λv = ϕAdNψ Sh,λv = ϕSh,λ
(
P 0
h − λ

)
AdNψ Sh,λv. (17.6.34)

Using (17.6.14) in Theorem 17.6.3 and (17.6.34), we get (17.6.33).
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17.7 THE RESOLVENT Sh,λ FOR λ ∈ C

Definition 17.7.1. For λ1 > 0, c0 > 0, set

V =
{
λ ∈ C, λ = µ+ ν,Reµ ≤ λ1, ν ∈ R, |ν| ≤ c0 |µ|1/6

}
. (17.7.1)

The definition of V should be compared with the definition of U given in
(15.7.2) with λ0, c0 replaced by −λ′0, c′0, which we repeat. Namely,

U =
{
λ = λ′0 + σ + iτ, σ, τ ∈ R, σ ≤ c′0 |τ |1/6

}
. (17.7.2)

Note that if λ ∈ U ,

λ = λ′0 + σ − c′0 |τ |1/6 + iτ + c′0 |τ |1/6 , (17.7.3)

so that if λ1 = λ′0, c0 = c′0, then U ⊂ V .
Conversely assume that λ ∈ V . There are a ≥ 0, τ ∈ R such that

µ = λ1 − a+ iτ, (17.7.4)

and so if σ = ν − a,
λ = λ1 + σ + iτ. (17.7.5)

If σ ≥ 0, then a ≤ ν, so that

a ≤ c0 |µ|1/6 . (17.7.6)

By (17.7.4), (17.7.6), we get

a ≤ C
(
1 + |τ |1/6

)
, (17.7.7)

with C depending only on c0, λ1. By (17.7.4), (17.7.7),

|µ| ≤ C′ (1 + |τ |) . (17.7.8)

From (17.7.8), we deduce that since λ ∈ V ,

σ ≤ C′′
(
1 + |τ |1/6

)
. (17.7.9)

By (17.7.5), we get

λ = λ1 + C′′ + (σ − C′′) + iτ. (17.7.10)

By (17.7.10), we find that if λ′0 = λ1 + C′′, c′0 = C′′, then λ ∈ U . Finally,
note that if σ < 0, then λ ∈ U .

Theorem 17.7.2. There exists λ1 > 0, c0 > 0 such that for h ∈]0, h0], Sh,λ
extends as a holomorphic function of λ ∈ V, and moreover the conclusions
of Theorem 17.6.3 and Lemma 17.6.4 remain valid when λ ∈ V.

Proof. We take λ0 > 0 as in Theorem 17.5.2, and λ1 as in Theorem 17.6.3
If λ = µ+ ν ∈ V is taken as in (17.7.1), for s ∈ R, the norms ‖ ‖λ,sc,s and

‖ ‖µ,sc,s are uniformly equivalent. Also note that if
(
P 0
h − λ

)
u = v, then

(
P 0
h − µ

)
u = v + νu. (17.7.11)
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By (17.6.14) in Theorem 17.6.3, we deduce from (17.7.11) that given s ∈
R, there is Cs > 0 such that

‖u‖µ,sc,s+1/4 ≤ Cs
(
‖v‖µ,sc,s + |ν| ‖u‖µ,sc,s

)
. (17.7.12)

Moreover, by (17.5.24),

‖u‖µ,sc,s ≤ |µ|
−1/6 ‖u‖µ,sc,s+1/4 . (17.7.13)

By (17.7.12), (17.7.13) we conclude that given s ∈ R, if c0 > 0 is small
enough and λ ∈ V , then

‖u‖µ,sc,s+1/4 ≤ C′
s ‖v‖µ,sc,s . (17.7.14)

Now we will show that for c0 > 0 small enough, (17.7.14) is valid for any
s ∈ R. Given λ ∈ C, we still define Rλ as in (17.5.17), that is

Rλ = θ0Ph,λ,τθ0. (17.7.15)

First we concentrate on the proof that for c0 > 0 small enough, for s ∈ R,
the analogue of (17.5.22) holds for any λ ∈ V , with R replaced by Rλ, the
constant Cs > 0 depending only on s.

Indeed if λ = µ+ ν ∈ V , set

µ′ = µ− λ0 − λ1, (17.7.16)

so that

Reµ′ ≤ −λ0. (17.7.17)

By (17.7.16), (17.7.17), we get

|µ| ≤ C |µ′| . (17.7.18)

If U verifies the same support conditions as in (17.5.22), then θ20U = U ,
and so

Rµ′U = RλU + (λ0 + λ1 + ν)U. (17.7.19)

Therefore

|Rµ′U |µ′,sc,s ≤ |RλU |µ′,sc,s + (λ0 + λ1 + |ν|) |U |µ′,sc,s . (17.7.20)

Using (17.5.24), (17.7.18), and (17.7.1), we get

|ν| |U |µ′,sc,s ≤ C
|ν|
|µ|1/6

|U |µ′,sc,s+1/4 ≤ Cc0 |U |µ′,sc,s+1/4 . (17.7.21)

By (17.7.20), (17.7.21), we obtain

|Rµ′U |µ′,sc,s ≤ |RλU |µ′,sc,s + (λ0 + λ1) |U |µ′,sc,s + Cc0 |U |µ′,sc,s+1/4 .

(17.7.22)
Now because of (17.7.17), we can use the inequality (17.5.21), in which λ

is replaced by µ′, and R by Rµ′ . By combining this inequality with (17.7.22),
we get
∣∣∣∇̂U

∣∣∣
2

µ′,sc,s
+ τ−4 |U |2µ′,sc,s + τ−3/2 |U |2µ′,sc,s+1/4 + τ5/4

∣∣∣∇̂U
∣∣∣
2

µ′,sc,s+1/8

≤ C|RλU |2µ′,sc,s + Csτ
4
∣∣∣∇̂U

∣∣∣
2

µ′,sc,s
+ Csτ

−2 |U |2µ′,sc,s + Csτ
5/4 |U |2µ′,sc,s+1/8

+ C (λ0 + λ1) |U |µ′,sc,s + Cc0 |U |µ′,sc,s+1/4 . (17.7.23)
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Using (17.7.23) and also the fact that the constant C does not depend on
s, we find by taking c0 > 0 small enough and independent of s, a strict
analogue of equation (17.5.21) with respect to the norms indexed by µ′ and
with R replaced by Rλ.

Now given s ∈ R, the norms indexed by λ or by µ′ are uniformly equiva-
lent. This means that given s ∈ R, we derive a strict analogue of (17.5.22)
for λ ∈ V , in which the original norms indexed by λ are considered, and
R = Rλ. This proves the claim we made after (17.7.15).

It is now easy to continue our proof along the lines of the proof of Theorem
17.5.2, so as to obtain the analogue of this theorem. The proof of the analogue
of Lemma 17.6.4 is now strictly similar to the proof of the lemma itself. The
proof of our theorem is completed.

17.8 A TRIVIALIZATION OVER X AND THE SYMBOLS Sd,k
ρ,δ,c

Let x0 ∈ X and let x =
(
x1, . . . , xn

)
be the geodesic coordinate system

centered at x0 on a small open neighborhood U of x0. We trivialize TX on
U by parallel transport with respect to the connection ∇TX along geodesics
centered at x0, and we trivialize F by parallel transport with respect to the
connection ∇F along these geodesics. Therefore Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F has
been identified to

(
Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F

)
x0

by parallel transport along

geodesics centered at x0 with respect to the connection ∇Λ·(T∗T∗X)b⊗F .
Set

V =
(
Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F

)
x0
. (17.8.1)

Note that over U , T ∗X has been identified to T ∗Xx0 by the above metric
preserving trivialization. In particular

T ∗X |U ≃ U × T ∗
x0
X. (17.8.2)

Let d be the obvious trivial connection on T ∗
x0
X . Then the Levi-Civita

connection ∇T∗X is given by

∇T∗X = d+ ΓT
∗X , (17.8.3)

so that ΓT
∗X is a 1-form valued in antisymmetric elements of End

(
T ∗
x0
X
)
.

If x ∈ U , let σx : T ∗
x0
X → T ∗

xX be the identification which is obtained by

parallel transport with respect to ∇T∗X along the geodesic connecting x0

and x. Then σx is an isometry. The canonical 1-form θ on T ∗X is given by
σxp. In our coordinate system, the symplectic form ω is given by

ω = dσxp. (17.8.4)

Let dx be the Euclidean volume form on Tx0X , let dp be the Euclidean
volume form on T ∗

x0
X . Let k (x) be the smooth positive function on U such

that in the given coordinates,

dvX (x) = k (x) dx. (17.8.5)
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By the above, the symplectic volume form on T ∗X is given over U by
dvX (x) dp.

In the above coordinate system, the vector field Y H is given by

Y H (x, p) =
(
gTX

)−1
σp− ΓT

∗X
((
gTX

)−1
σp
)
p. (17.8.6)

The right-hand side of (17.8.6) gives the canonical splitting of Y H as the sum
of a horizontal and a vertical vector field in the (x, p) coordinates. Note that
since ΓT

∗X takes its values in antisymmetric matrices, both components of
Y H in (17.8.6) preserve the function |p|2. This is compatible with the fact

that the Hamiltonian vector field Y H preserves H = |p|2 /2.
We denote by S the Schwartz space of functions of p ∈ T ∗

x0
X with values

in V .
Recall that λ1 > 0 was obtained in Theorem 17.6.1. In the sequel, we still

denote by λ1 a positive real number, possibly smaller than the one found in
Theorem 17.6.1.

Clearly, in our given coordinate system, T ∗U ≃ U × Rn. For technical
reasons, in the sequel, we have to distinguish T ∗

x0
X from Rn. Indeed here p

varies in T ∗
x0
X , while ξ ∈: Rn.

For p, ξ ∈ T ∗
x0
X , set

A (ξ, p, λ) =< p >2 +
|2λ1 − λ|
< p >

+ < ξ >, (17.8.7)

B (ξ, p, λ) =

( |2λ1 − λ|
< p >

+ < ξ >

)2/3

.

To keep in line with the notation already used, if τ ∈]0, 1], p, ξ ∈ T ∗
x0
X , set

Aτ (ξ, λ) = τ−2 + τ |2λ1 − λ|+ < ξ >, (17.8.8)

Bτ (ξ, λ) = (τ |2λ1 − λ|+ < ξ >)
2/3

.

It will be convenient to choose an isometric identification of T ∗
x0
X with

Rn.
For u ∈ S, we consider again the Littlewood-Paley decomposition of U as

in (17.4.1). In particular, we still have the identity

u (p) =
+∞∑

j=0

Uj
(
2−jp

)
. (17.8.9)

Let ∆V be the Laplacian on T ∗
x0
X . Let Jτ be the positive self-adjoint

operator

Jτ (ξ, λ) =
(
−∆V +A2

τ (ξ, λ)
)1/2

. (17.8.10)

For s ∈ R, u ∈ S, set

|U |p,s,j = 2jn/2|Js2−jU |L2, ‖u‖2p,s =

∞∑

j=0

|Uj |2p,s,j . (17.8.11)



BismutLebeauGlob June 16, 2008

THE LIMIT OF A′2
φb,±H AS b→ 0 285

Given s ∈ R, the norms in (17.8.11) depend on ξ, and for a given ξ, they are
mutually equivalent. We denote by Hp,s the completion of S for the norm
‖ ‖p,s. Note that Hp,s does not depend on the choice of ξ.

In the sequel we will write that two norms are related by the equivalence
sign ≃ if they are uniformly equivalent with respect to the given family of
parameters.

Observe that for k ∈ N,

2−jn/2 |Uj|p,k,j ≃
∑

|β|+l≤k
Al2−j

∣∣∂βpUj
∣∣
L2 . (17.8.12)

Let θj (ξ, p) , j ∈ N be a family of smooth radial functions of p ∈ Rn

depending on the parameter ξ ∈ Rn for which, given any multiindex β,
there exists Cβ > 0 such that if j ∈ N, p ∈ B0,

|∂βp θj | ≤ CβA|β|
2−j . (17.8.13)

By (17.8.12) and (17.8.13), if s ∈ N,

|θjUj |p,s,j ≤ Cs |Uj|p,s,j , (17.8.14)

with a constant Cs depending only on the Cβ for |β| ≤ s. By duality and
interpolation, we find that (17.8.14) is still valid for any s ∈ R.

Let m (ξ, r, h, λ) be a positive function, which is smooth in r ∈ [1,+∞[,
with parameters ξ, h, λ, such that for any k ∈ N, there exist Ck > 0 for
which ∣∣∣∣

∂k

∂rk
m

∣∣∣∣ ≤ Ckm. (17.8.15)

For τ ∈]0, 1], set

mτ (ξ, h, λ) = m
(
ξ, τ−1, h, λ

)
. (17.8.16)

We assume that there exists C > 0 such that if p ∈ B for j = 0, or for p ∈ R
for j ≥ 1,

1

C
m2−j (ξ, h, λ) ≤ m

(
ξ,< 2jp >, h, λ

)
≤ Cm2−j (ξ, h, λ) . (17.8.17)

If m1,m2 verify (17.8.15) and (17.8.17), if a ∈ R, the functions m1 +
m2, m1m2,m

a
1 verify the same equations.

Set

θj =
m
(
ξ,< 2jp >, h, λ

)

m2−j (ξ, h, λ)
. (17.8.18)

Observe that 22j ≤ A2−j . Using the weaker 2j ≤ A2−j and also (17.8.15),
(17.8.17), we find that θj verifies (17.8.13).

If u ∈ S, we can define the function m (ξ,< p >, h, λ)u (p), which we
denote mu for simplicity.

Using (17.8.9), we get

mu =

∞∑

j=0

m (ξ,< p >, h, λ)Uj
(
2−jp

)
. (17.8.19)
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By (17.8.14), (17.8.15), and using the fact that as we just saw, 1/m verifies
the same assumptions as m, there exists Cs > 0 such that

1

Cs
m2−j |Uj |p,s,j ≤

∣∣m
(
ξ,< 2jp >, h, λ

)
Uj
∣∣
p,s,j
≤ Csm2−j |Uj |p,s,j .

(17.8.20)
By (17.8.17), there exists C (ξ, h, λ) > 0,M ∈ N such that

|m (ξ, r, h, λ)| ≤ C (ξ, h, λ) (1 + r)
M
. (17.8.21)

By (17.8.15), similar inequalities hold for the ∂k

∂rkm. It follows that for given
h, λ, ξ, then mu ∈ S. From (17.8.20), we deduce that for any ξ, h ∈]0, h0], λ ∈
C, u ∈ S,

1

Cs

∞∑

j=0

m2
2−j |Uj |2p,s,j ≤ ||mu||2p,s ≤ Cs

∞∑

j=0

m2
2−j |Uj|2p,s,j . (17.8.22)

Note that by the above, (17.8.22) contains only finite expressions.
One verifies easily that the functions r, Ar−1 (ξ, λ) , Br−1 (ξ, λ) verify the

conditions in (17.8.15), (17.8.17). Therefore if N, a, b ∈ R, any monomial
rNAar−1Bbr−1 also verifies these conditions. Using (17.8.22), given a, b,N ∈ R,
we get the equivalence of norms,

∥∥< p >N AaBbu
∥∥2

p,s
≃

∞∑

j=0

22jNA2a
2−jB2b

2−j |Uj |2p,s,j . (17.8.23)

Now we will introduce a class of pseudodifferential operators on U with
values in operators acting on S. Our classes extend the classes Smρ,δ defined
in [Hör85, section 18.1].

Definition 17.8.1. Let e (x, ξ, h, λ) be a function which is smooth in x ∈
Rn, ξ ∈ Rn, holomorphic in λ ∈ C,Reλ ≤ λ1, which depends also on
h ∈]0, h0], and which takes its values in the set of linear continuous operators
acting on S.

Let 0 ≤ δ < ρ ≤ 1 ∈ R, c = (c0, c1) ∈ R2, and d, k ∈ R. The function e

will be said to be a symbol in the class Sd,kρ,δ,c if for any s ∈ R, N ∈ N, for
any multiindices α, β, there exists Cs,N,α,β > 0 such that if u ∈ S,
∥∥∥< p >N ∂αx ∂

β
ξ e (x, ξ, h, λ) u

∥∥∥
p,s

≤ Cs,N,α,β
∥∥∥< p >N+k+c0|α|+c1|β| u

∥∥∥
p,s+d+δ|α|−ρ|β|

. (17.8.24)

Here, if e, e′ are symbols taken as above, we denote by ee′ the pointwise
product of e and e′. This is not the product of the symbols in any class of

pseudodifferential operators. If e ∈ Sd,kρ,δ,c, e′ ∈ S
d′,k′

ρ,δ,c , then ee′ ∈ Sd+d
′,k+k′

ρ,δ,c .

Moreover, if e is taken as before, ∂αx ∂
β
ξ e ∈ S

d+δ|α|−ρ|β|,k+c0|α|+c1|β|
ρ,δ,c . If c =

(c0, c1) is such that c0 ≥ 0, any smooth function ϕ (x) with bounded deriva-
tives of any order lies in S0,0

ρ,δ,c. Also note that tautologically, ∂x, ∂ξ, < p >
commute, so that the order of the operators in (17.8.24) is irrelevant.
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If e ∈ Sd,kρ,δ,c, the L2-adjoint e∗,p of e in the variable p also lies in Sd,kρ,δ,c.
If the support of u (x, ·) ∈ S is compact, the partial Fourier transform

û (ξ, p) of u (x, p) in the variable x is given by the obvious formula

û (ξ, p) =

∫

Rn

e−i〈x,ξ〉u (x, p) dx. (17.8.25)

Definition 17.8.2. Let Pd,kρ,δ,c be the set of semiclassical pseudodifferen-
tial operators E (x, hDx, h, λ) with values in operators acting on the space
S, such that if u ∈ S, and if the support of u (x, ·) is compact, there is

e (x, ξ, h, λ) ∈ Sd,kρ,δ,c such that

E (x, hDx, h, λ)u (x, p) = (2πh)
−n
∫

Rn

e
i
h 〈x,ξ〉 (e (x, ξ, h, λ) û)

(
ξ

h
, p

)
dξ.

(17.8.26)

Let E1 (x, hDx, h, λ) ∈ Pd1,k1ρ,δ,c and E2 (x, hDx, h, λ) ∈ Pd2,k2ρ,δ,c be compactly
supported in x. Then one has the classical formula for E1E2,

E1E2 = E3, (17.8.27)

with E3 associated to e3 given by the following formula [Hör85, chapter 18]:

e3 (x, ξ, h, λ) =
∑

|β|≤M

(h/i)
|β|

β!
∂βξ e1∂

β
x e2

+ (h/i)
M+1

(M + 1)
∑

|β|=M+1

RM,β

β!
, (17.8.28)

RM,β = (2π)
−n
∫ 1

0

(1− t)M dt

∫

Rn×Rn

e−iuθ∂βξ e1 (x, ξ + thθ)

× ∂βxe2 (x+ u, ξ) dudθ = (2π)
−n
∫ 1

0

(1− t)M dt

∫

Rn×Rn

e−iuθ
(1−△u)L

(1 + |θ|2)L

× ∂βξ e1 (x, ξ + thθ) ∂βxe2 (x+ u, ξ) dudθ.

In general, the symbol e3 does not lie in any of the above classes, because of
a lack of control in the powers of p. The purpose of many of the manipulations
which follow is to circumvent this difficulty. Equivalently, the classes P ·,·

ρ,δ,c

do not form an algebra under composition, except when c = (0, 0).

Moreover, if E (x, hDx, h, λ) ∈ Pd,kρ,δ,c is compactly supported in x, its
adjoint E∗ is associated to the symbol e∗ given by

e∗ (x, ξ, h, λ) =
∑

|β|≤M

(h/i)
|β|

β!
∂βx∂

β
ξ e

∗,p + (h/i)
M+1

(M + 1)
∑

|β|=M+1

R∗,M,β

β!
,

(17.8.29)

R∗,M,β = (2π)
−n
∫ 1

0

(1− t)M dt

∫
e−iuθ∂βx∂

β
ξ e

∗,p (x+ u, ξ + thθ) dudθ.

From (17.8.28), (17.8.29), one can get estimates on RM,β, R∗,M,β .
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Remark 17.8.3. Observe that (17.8.24) indicates that the operators consid-
ered above induce a loss in the control at infinity in the variable p. Note that
the condition ρ > δ is essential in guaranteeing that the operators considered
above can be composed.

In the sequel we will not insist on the fact that the classes of symbols we
consider be invariant under change of coordinates, even though the operators
we will consider are globally defined on T ∗X , i.e., are themselves invariant
under these changes.

Let ψ : Rn → Rn be a diffeomorphism. The action of ψ on smooth real

functions f (ξ) is given by f (ξ) → f
(
ψ̃′−1 (x) ξ

)
. More generally ψ also

acts on S ⊗ V by an action Kψ, which incorporates the action of ψ on
Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F . Given our choice of trivialization, the actions of ψ
on the ξ and p variables do not coincide.

Let E (x, hDx, h, λ) be a properly supported operator whose symbol is
denoted e (x, ξ, h, λ). Under ψ, e (x, ξ, h, λ) is changed into eφ (y, η, h, λ), with

eψ (ψ (x) , η, h, λ) = e−i〈ψ(x),η〉/hKψe (x, hDx, h, λ) e
i〈ψ(x),η〉/hK−1

ψ .
(17.8.30)

From these considerations, we see that operators of the type ξ∂ξ have
to satisfy estimates which are compatible with the corresponding estimate
involving ∂x. The fact that the estimates with ξ∂ξ should be compatible with
those with ∂x leads to the inequalities

c0 ≥ c1, ρ+ δ ≥ 1. (17.8.31)

Note that the second condition in (17.8.31) is exactly the one which appears
in [Hör85, section 18.1, p. 94] for the pseudodifferential operators associated
to symbols in Smρ,δ.

In the sequel, we use the notation

Sdρ,δ = Sd,0ρ,δ,(0,0), Pdρ,δ = Sd,0ρ,δ,(0,0), (17.8.32)

Sd,k = Sd,k2/3,1/3,(2,2), Pd,k = Sd,k2/3,1/3,(2,2).

Lemma 17.8.4. Let K ⊂ Rn be compact. Let E (x, hDx, h, λ) ∈ Pd,kρ,δ,c be
such that its symbol e (x, ξ, h, λ) vanishes for x /∈ K. For s ∈ R, N ∈ N,
there exist Ms > 0, Cs,N > 0 such that for u (x, ·) with support included in
K,

∥∥< p >N Eu
∥∥
λ,sc,s

≤ Cs,N
∥∥< p >N+Ms u

∥∥
λ,sc,s+d

. (17.8.33)

Proof. Peetre’s inequality asserts that if a ∈ R∗
+, ξ, η ∈ Rn,

(
a+ |ξ + η|2

)
≤ 2

a

(
a+ |ξ|2

)(
a+ |η|2

)
. (17.8.34)

In particular if a ≥ 1,
(
a+ |ξ + η|2

)
≤ 2

(
1 + |η|2

)(
a+ |ξ|2

)
. (17.8.35)
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By (17.8.35), we get

1

Cs
< η >−|s| ‖u‖p,s,ξ ≤ ‖u‖p,s,ξ+η ≤ Cs < η >|s| ‖u‖p,s,ξ . (17.8.36)

By (17.8.28), (17.8.29) and (17.8.36), we find that if E1 ∈ Pd1ρ,δ and E2 ∈
Pd2ρ,δ are compactly supported in the variable x, then E1E2 ∈ Pd1+d2ρ,δ , and

also that if E∗
1 is the adjoint of E1, then E∗

1 ∈ Pd1ρ,δ. In this argument we use
explicitly the fact that δ < ρ. Note that stability under composition comes
from the fact that, as explained in Remark 17.8.3, when c = (0, 0), there
is no loss in powers of p in the definition of the composition in (17.8.27),
(17.8.29).

By using the same arguments as in the proof in [Hör85, Theorem 18.1.11]
of the continuity of the pseudodifferential operators of order 0 acting on L2,
we find that given d ∈ R, s ∈ R, there exists Ls ∈ N such that if the symbol
e (x, ξ, h, λ) of E verifies the estimates in (17.8.24) with k = 0, c = (0, 0)
when |α|+ |β| ≤ Ls, for any N ∈ N, there is Cs,N > 0 such that

|| < p >N Eu||λ,sc,s ≤ Cs,N || < p >N u||λ,sc,s+d. (17.8.37)

To complete the proof, we observe that given s ∈ R and E (x, hDx, h, λ) ∈
Pd,kρ,δ,c, there exists M ∈ N such that e (x, ξ, h, λ) < p >−M verifies precisely
the above assumptions. This completes the proof of (17.8.33).

17.9 THE SYMBOL Q0
h (x, ξ)− λ AND ITS INVERSE e0,h,λ (x, ξ)

In this section, we take x0 ∈ X as in section 17.8, and we use the cor-
responding notation. In particular, we use the trivialization of the various
vector bundles which was considered there. So we may as well consider U as
an open set in Rn.

The operator P 0
h is considered as an operator acting on smooth sections

of V over π−1U . It will be more convenient to view P 0
h as acting on smooth

sections of S ⊗ V over U .
Take (x, ξ) ∈ T ∗U ≃ U ×Rn. In our semiclassical setting, we define the

semiclassical symbol Qh (x, ξ) of Ph to be given by

Qh (x, ξ) = e−i〈x,ξ〉/hPhe
i〈x,ξ〉/h. (17.9.1)

We define the symbol Q0
h (x, ξ) of P 0

h by a similar formula.
Recall that Ph is given by (17.2.3). By using (17.8.6), we get

Qh (x, ξ) = α± ∓
(
i
〈(
gTX

)−1
σp, ξ

〉
− h

〈
ΓTX

((
gTX

)−1
σp
)
ei, ej

〉

(
eiiej + êiibej

)
)
± h∇̂ΓT∗X((gT X)−1σp)p −

h

2
ω
(
∇F , gF

)
(ei)∇bei + h2γ±.

(17.9.2)
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Of course all the matrix operators in (17.9.2) are evaluated in the considered
trivializations. Moreover,

Q0
h (x, ξ) = Qh (x, ξ) + P±. (17.9.3)

It is fundamental to observe that in our trivialization, the operators α±
and P± are constant, i.e., they do not depend on x ∈ U . Also as we saw after
(17.8.6),

∇̂ΓT∗X((gT X )−1σp)p |p|
2

= 0. (17.9.4)

Let L2 be the vector space of square integrable sections of V in the variable
p ∈ Rn. If u ∈ L2, we denote by ‖u‖ the norm of u in L2. We still denote

by ∇̂ differentiation along the vertical Rn, and by ∆V the corresponding
Laplacian in the variable p.

Given x, ξ, we consider Q0
h (x, ξ) as an unbounded operator acting on L2

with domain

D0
h (x, ξ) = {u ∈ L2, Q0

h (x, ξ)u ∈ L2}. (17.9.5)

The graph of Q0
h (x, ξ) in L2×L2 is closed. We equip D0

h (x, ξ) with the norm
of the graph induced by L2 × L2.

Recall that the functions A (ξ, p, λ) , B (ξ, p, λ) were defined in (17.8.7).
First we state a fundamental theorem which gives L2-estimates for Q0

h (x, ξ).
In the sequel, we use the notation

λ′ = 2λ1 − λ, (17.9.6)

so that if Reλ ≤ λ1, then Reλ′ ≥ λ1.

Let U ′ ⊂ U be an open set such that U
′ ⊂ U . In what follows, ‖ ‖ denotes

the standard L2 norm.

Theorem 17.9.1. Given λ1 ∈]0, 1/2[, there exist h0 ∈]0, 1] such that for
h ∈]0, h0], (x, ξ) ∈ T ∗U ′, λ ∈ C,Reλ ≤ λ1, then Q0

h (x, ξ) − λ is one to one
from D0

h (x, ξ) into L2, and moreover C∞
0 (Rn, V ) is dense in D0

h (x, ξ).
For any a, b ∈ R, there exist Ca > 0, Cb > 0 such that if λ ∈ C is taken

as before, if u, v ∈ L2, and
(
Q0
h (x, ξ)− λ

)
u = v, then

∥∥∥< p >a ∇̂u
∥∥∥+

∥∥< p >a+1 u
∥∥ ≤ Ca

∥∥< p >a−1 v
∥∥ , (17.9.7)

∥∥< p >b
(
|∆V u|+B (ξ, p, λ) |u|

)∥∥ ≤ Cb
∥∥< p >b (1 + h < p >) v

∥∥ .

Proof. Set

L = α± + P± − 2λ1. (17.9.8)

Observe that the operator L is self-adjoint and positive for λ1 < 1/2.
In the sequel we fix λ1 such that 0 < λ1 < 1/2. Then there exists C > 0

such that

〈Lu, u〉 ≥ C
∫

Rn

(
|∇̂u|2+ < p >2 |u|2

)
dp. (17.9.9)
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Recall that λ′ was defined in (17.9.6). Let θ (p) be a radial smooth com-
pactly supported function, and let u ∈ D0

h (x, ξ). Since Qh (x, ξ) is a second
order elliptic operator, then u ∈ H2

loc. Using the specific form of β±, γ± in
(15.1.3) and also (17.9.2), we find that there exists C > 0 such that

Re
〈(
Q0
h (x, ξ) − λ

)
u, θ2u

〉
≥ Re

〈
(L+ λ′)u, θ2u

〉

− Ch
∫

Rn

(
< p >2

∣∣∣∇̂θ2
∣∣∣ |u|2 + θ2

(
< p > |u|2 +

∣∣∣∇̂u
∣∣∣ |u|

))
dp

− Ch2

∫

Rn

< p >2 θ2 |u|2 dp. (17.9.10)

Moreover, by (17.9.9), we get

Re
〈
(L+ λ′) u, θ2u

〉
= Re 〈(L+ λ′) θu, θu〉+ Re 〈[θ, L]u, θu〉

≥ C
∫

Rn

θ2
(∣∣∣∇̂u

∣∣∣
2

+ < p >2 |u|2
)
dp+ Reλ′

∫

Rn

θ2 |u|2 dp

− C′
∫

Rn

(∣∣∣∇̂θ
∣∣∣
2

+
∣∣θ∆V θ

∣∣
)
|u|2 dp− ‖θu‖ ‖[P±, θ]u‖ . (17.9.11)

Using the fact that if Reλ ≤ λ1, then Reλ′ ≥ λ1, by (17.9.10), (17.9.11),
for h0 > 0 small enough and h ∈]0, h0], we get

Re
〈(
Q0
h (x, ξ) − λ

)
u, θ2u

〉
≥ C

∫

Rn

θ2
(
|∇̂u|2+ < p >2 |u|2

)
dp

+ λ1

∫

Rn

θ2|u|2 dp− C′
(
h

∫

Rn

< p >2 |∇̂θ2||u|2 dp

+

∫

Rn

(∣∣∣∇̂θ
∣∣∣
2

+
∣∣θ∆V θ

∣∣
)
|u|2dp

)
− ‖θu‖ ‖[P±, θ]u‖ . (17.9.12)

Take θ (p) = γ (< p >) ρ (εp), where γ is a power of < p >, and ρ is a
smooth compactly supported radial function which is equal to 1 near p = 0.
We choose first deg (γ) = −1/2. As ε → 0, the negative terms in the right-
hand side of (17.9.12) are easily controlled. By making ε → 0 in (17.9.12),
we find that < p >1/2 u ∈ L2. The same argument with different choices of
deg γ ∈ [0, 1] show that if u ∈ D0

h (x, ξ), then < p >2 u ∈ L2, < p > ∇̂u ∈
L2.

In particular, when taking θ = 1 in (17.9.12) and using Cauchy-Schwarz,
we obtain ∥∥∥∇̂u

∥∥∥+ ‖< p > u‖ ≤ C
∥∥(Q0

h (x, ξ) − λ
)
u
∥∥ . (17.9.13)

By taking deg γ = 1 and using (17.9.13) to control ‖θu‖ ‖[P±, θ]u‖, we get∥∥∥< p > ∇̂u
∥∥∥+

∥∥< p >2 u
∥∥ ≤ C

∥∥(Q0
h (x, ξ)− λ

)
u
∥∥ . (17.9.14)

If u ∈ D0
h (x, ξ), if uε = ρ (εp)u, then uε ∈ D0

h (x, ξ), and from (17.9.14),
we find that as ε→ 0,

‖
[
Q0
h (x, ξ) , ρ (εp)

]
u‖ → 0. (17.9.15)
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Therefore, as ε→ 0,

‖uε − u‖+
∥∥Q0

h (x, ξ) (uε − u)
∥∥ = 0. (17.9.16)

By (17.9.16), we deduce easily that C∞
0 (Rn, V ) is dense in D0

h (x, ξ). In
particular the adjoint Q0∗

h (x, ξ) of Q0
h (x, ξ) is equal to the formal adjoint

of Q0
h (x, ξ) with domain D0∗

h (x, ξ) = {u ∈ L2, Q0∗
h (x, ξ) u ∈ L2}. Observe

that Q0
h (x, ξ) and Q0∗

h (x, ξ) have the same structure. By (17.9.14), both are
injective with closed range, so that Q0

h (x, ξ) is one to one from D0
h (x, ξ) into

L2.
Using now (17.9.12) with a symbol θ =< p >a, and noting that for any

b, c ∈ R, < p >c P± < p >b is a bounded operator, we get the first part of
(17.9.7).

Now we establish the second part of (17.9.7). Assume that u ∈ D0
h (x, ξ),

and set
(
Q0
h (x, ξ)− λ

)
u = v. Put

v′ =

(
−1

2
∆V ∓ i

〈(
gTXx

)−1
σxp, ξ

〉
+ λ′

)
u. (17.9.17)

Note that by (15.1.3) and (17.9.2), we can give an explicit formula for v′

in terms of u and v. By using the first inequality in (17.9.7) with a = 0, 1, 2,
we get

‖v′‖ ≤ C (‖v‖+ h ‖< p > v‖) . (17.9.18)

Incidentally observe that

‖(1 + h < p >) v‖ ≤ ‖v‖+h ‖< p > v‖ ≤
√

2 (‖(1 + h < p >) v‖) . (17.9.19)

By (17.9.18), we find that to establish the second part of (17.9.7) with
b = 0, we only need to establish the inequalities

∥∥∆V u
∥∥+ |ξ|2/3 ‖u‖ ≤ C ‖v′‖ ,

∥∥∥∥∥

( |λ′|
< p >

)2/3

u

∥∥∥∥∥ ≤ C ‖(1 + h < p >) v‖ .

(17.9.20)

First we assume that ξ = 0. Observe that since Reλ′ ≥ λ1 > 0, the

operator −∆V

−∆V +2λ′ acts as a bounded operator on L2. Therefore the first
inequality in (17.9.20) follows from (17.9.17). Using (17.9.17) again and the
inequality we just proved, we get

|λ′| ‖u‖ ≤ C ‖v′‖ , (17.9.21)

which combined with (17.9.18), (17.9.19) also leads to a proof of the second
inequality in (17.9.20).

Now we prove (17.9.20) with ξ 6= 0. Set

k (x) = ±σ̃x
(
gTXx

)−1
ξ. (17.9.22)

By (17.9.2), the ξ dependent part of Q0
h (x, ξ) is given by ∓i 〈k, p〉. By

making an x dependent rotation of the coordinates p, we may and we will
assume that k = ± (|k| , 0, . . . , 0). Recall that for a ∈ R, Kau (p) = u (ap).
Set

u′ = K|k|−1/3u, w = |k|−2/3
K|k|−1/3v′, µ = |k|−2/3

λ′. (17.9.23)
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Then equation (17.9.17) can be written in the form

w =

(
−1

2
∆V + µ− ip1

)
u′. (17.9.24)

Then the first inequality in (17.9.20) is equivalent to the inequality
∥∥∆V u′

∥∥+ ‖u′‖ ≤ C ‖w‖ . (17.9.25)

We concentrate on the proof of (17.9.25).
We denote by û′ (η) the Fourier transform of u′ in the variable p. Then

equation (17.9.24) is equivalent to

ŵ =

(
∂

∂η1
+ µ+

1

2
|η|2
)
û′. (17.9.26)

Now we write η =
(
η1, η′

)
, with η′ ∈ Rn−1. Since û′ is a tempered distribu-

tion, by (17.9.26), we can express it in the form

û′
(
η1, η′

)
=

∫ +∞

0

e−(µ+|η|2/2)s+η1s2/2−s3/6ŵ
(
η1 − s, η′

)
ds. (17.9.27)

For s ≥ 0,

η1,2s− η1s2 ≥ −s3/4, (17.9.28)

and so

|η|2s− η1s2 + s3/3 ≥ s|η′|2 + s3/12. (17.9.29)

In the sequel, we write

µ = µr + iµi, µr ∈ R+, µi ∈ R. (17.9.30)

Clearly,
∫ +∞

0

e−(µr+|η′|2/2)s−s3/24 ds ≤ C 1

1 + µr + |η′|2/2 . (17.9.31)

Estimating (17.9.27) by a convolution and using (17.9.29) and (17.9.31), we
obtain

‖û′ (., η′) ‖L2(η1) ≤
C

1 + µr + |η′|2 ‖ŵ (., η′) ||L2(η1). (17.9.32)

Set p = (p1, p
′). Let ∆V

p′ be the Laplacian in the variable p′. By (17.9.32),
we deduce that

∥∥∆V
p′u

′∥∥+ (1 + µr) ‖u′‖ ≤ C ‖w‖ . (17.9.33)

Remember that our goal is to establish (17.9.25). In view of (17.9.33) we
are now reduced to a 1-dimensional problem on the variable p1. Set

L = −1

2

∂2

∂p2
1

− i (p1 − µi) , w′ = w +

(
1

2
∆V
p′ − µr

)
u′. (17.9.34)

We rewrite (17.9.24) as an equation of Airy type,

Lu′ = w′. (17.9.35)
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Clearly,

|Re 〈Lu′, u′〉| ≤ ‖u′‖ ‖w′‖ . (17.9.36)

From (17.9.33), (17.9.34), (17.9.36), we get
∥∥∥∥
∂u′

∂p1

∥∥∥∥ ≤ C ‖w‖ . (17.9.37)

Moreover,

‖Lu′‖2 =

∥∥∥∥
1

2

∂2u′

∂p2
1

∥∥∥∥
2

+ ‖(p1 − µ1)u
′‖2 + i

〈
∂u′

∂p1
, u′
〉
. (17.9.38)

By (17.9.33), (17.9.35), (17.9.37), (17.9.38), we get
∥∥∥∥

1

2

∂2u′

∂p2
1

∥∥∥∥+ ‖(p1 − µ1)u
′‖ ≤ C ‖w‖ . (17.9.39)

By (17.9.33), (17.9.39), we find that (17.9.25) holds.
By (17.9.18), (17.9.19), (17.9.23), (17.9.33) and (17.9.39), we get

∥∥∆V u
∥∥+

(
|k|2/3 + Reλ′

)
‖u‖+ ‖|〈k, p〉 − Imλ′|u‖ ≤ C ‖(1 + h < p >) v‖ .

(17.9.40)
Also observe that

|k|2/3 + Reλ′ + |〈k, p〉 − Imλ′| ≥ C′
( |λ′|
< p >

)2/3

. (17.9.41)

Indeed (17.9.41) is trivially true if |k| |p| ≤ 1
2 |Imλ′|. If not, then |k| ≥ C Imλ′

<p> ,

and (17.9.41) also holds. By (17.8.7), (17.9.40) and (17.9.41), we get the
second identity in (17.9.20). Thus we have established the second identity in
(17.9.7) when b = 0.

Now we establish the second identity in (17.9.7) for arbitrary b ∈ R. We
have the obvious identity
(
Q0
h (x, ξ)− λ

)
< p >b u =< p >b v +

[
Q0
h (x, ξ) , < p >b

]
u. (17.9.42)

Using the considerations we made after (17.8.6) and also (17.9.2), (17.9.3),
we get

[
Q0
h (x, ξ) , < p >b

]
= −1

2

[
∆V + hω

(
∇F , gF

)
(ei)∇bei , < p >b

]

+
[
P±, < p >b

]
. (17.9.43)

Using now the first inequality in (17.9.7) and the second inequality in (17.9.7)
with b = 0 applied to < p >b u, we obtain this second inequality for arbitrary
b. The proof of our theorem is completed.

By Theorem 17.9.1, we know that Q0
h (x, ξ)−λ is one to one from D (x, ξ)

into L2.



BismutLebeauGlob June 16, 2008

THE LIMIT OF A′2
φb,±H AS b→ 0 295

Remark 17.9.2. The estimates in the second line of (17.9.7) are much more
precise than those we would get using the classical hypoelliptic estimates

of chapter 15. Indeed, because B (ξ, p, λ) ≥ |ξ|2/3, we gain 2/3 derivatives
in the variable x when passing from v to u, instead of the classical gain of
1/4 which was obtained in Theorem 17.5.2. Also a simple scaling argument
shows that 2/3 is indeed optimal. Still the factor h < p > in the right-hand
side of the second line of (17.9.7) is certainly not optimal. In the right-hand

side of equation (17.9.2), the term ±h∇̂ΓT∗X((gT X )−1σp)p is responsible for

the appearance of h < p >.

Definition 17.9.3. Let e0,h,λ (x, ξ) : L2 → D0
h (x, ξ) be the inverse of

Q0
h (x, ξ)− λ.
If ρ ∈ R, set

c1 (ρ) =
9

2
ρ− 1. (17.9.44)

We take λ1 ∈]0, 1/2[.

Theorem 17.9.4. Take ρ ∈]1/3, 2/3] and assume that h ∈]0, h0],Reλ ≤ λ1.
For any v ∈ S, the function (x, ξ) → u (x, ξ) = e0,h,λ (x, ξ) v is smooth as
a function of (x, ξ) with values in S ⊗ V . The symbol e0,h,λ (x, ξ) lies in

S−2/3,1
ρ,1/3,(2,c1(ρ))

. In particular, e0,h,λ (x, ξ) ∈ S−2/3,1.

Proof. Note that for ρ = 2/3, then c1 (ρ) = 2, so that S−2/3,1
ρ,1/3,(2,c1(ρ))

=

S−2/3,1. To establish our theorem, we just have to prove that e0,h,λ (x, ξ) ⊂
S−2/3,1
ρ,1/3,(2,c1(ρ))

. Comparing with (17.8.24), we have to show that for any mul-

tiindices α, β, for s ∈ R, N ∈ N, there exists Cs,N,α,β > 0 such that
∥∥∥< p >N ∂αx ∂

β
ξ u
∥∥∥
p,s

≤ Cs,N,α,β
∥∥∥< p >N+1+2|α|+c1(ρ)|β| v

∥∥∥
p,s−2/3+|α|/3−ρ|β|

. (17.9.45)

Set

Ms,N (u) =

∥∥∥∥< p >N
(
< p >2 +

B (ξ, p, λ)

1 + h < p >

)
u

∥∥∥∥
p,s

+
∥∥∥< p >N+1 ∇̂u

∥∥∥
p,s

+

∥∥∥∥< p >N
∆V u

1 + h < p >

∥∥∥∥
p,s

. (17.9.46)

For h ∈]0, h0], we have the obvious
∥∥< p >N u

∥∥
p,s
≤ CMs−2/3,N+1 (u) , (17.9.47)

and so (17.9.45) will be a consequence of the estimate

Ms,N

(
∂αx ∂

β
ξ u
)
≤ Cs,N,α,β

∥∥∥< p >N+2|α|+c1(ρ)|β| v
∥∥∥
p,s+|α|/3−ρ|β|

.

(17.9.48)
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To establish (17.9.48), we will argue by induction on k = |α|+ |β|.
We will obtain the case where k = 0 as a consequence of Theorem 17.9.1.

Let Uj , Vj be associated to u, v as in (17.4.1). Set

Ds,j (Uj) = 22j |Uj|p,s,j + |∇̂Uj |p,s,j +
2−2j |∆V Uj|p,s,j +B2−j |Uj |p,s,j

1 + h2j
.

(17.9.49)
The definition of Ds,j (Uj) should be compared with the one of Ms,N (u) in
(17.9.46), at least when N = 0. The scaling by Kτ accounts for the apparent
discrepancy.

For τ ∈]0, 1], set

Qh,τ (x, ξ) = Kτ−1Qh (x, ξ)Kτ , Q0
h,τ (x, ξ) = Kτ−1Q0

h (x, ξ)Kτ .

(17.9.50)

We define P±,τ by a similar formula. Then

Q0
h,τ (x, ξ) = Qh,τ (x, ξ) + P±,τ . (17.9.51)

By (17.2.14), we get

P±,τu = π−n/2τ−ne−|p|2/2τ2

∫

Rn

e−|q|2/2τ2

Q±u (q) dq. (17.9.52)

By (17.9.2), we obtain

Q0
h,τ (x, ξ) = α±,τ ∓ τ−1

(
i
〈(
gTX

)−1
σp, ξ

〉
−

h
〈
ΓTX

((
gTX

)−1
σp
)
ei, ej

〉(
eiiej + êiibej

)
)

± hτ−1∇̂ΓT∗X((gT X)−1σp)p −
hτ

2
ω
(
∇F , gF

)
(ei)∇bei + h2γ±,τ + P±,τ .

(17.9.53)

The following lemma plays a crucial role in the proof of (17.9.48) in the
case k = 0.

Lemma 17.9.5. For any s ∈ R, there exists Cs > 0 such that for u ∈ S, j ∈
N, ∣∣∣∇̂Uj

∣∣∣
p,s,j

+ 22j |Uj |p,s,j ≤ Cs
∥∥∥K2−j

(
Q0
h,2−j (x, ξ) − λ

)
Uj

∥∥∥
p,s
,

2−2j
∣∣∆V Uj

∣∣
p,s,j

+B2−j |Uj |p,s,j ≤ Cs (1 + h/τ) (17.9.54)
∥∥∥K2−j

(
Q0
h,2−j (x, ξ)− λ

)
Uj

∥∥∥
p,s
.

For any s ∈ R, there exists a rapidly decreasing function Γs for which if
u, v ∈ S are such that

(
Q0
h (x, ξ)− λ

)
u = v, then

Ds,j (Uj) ≤
+∞∑

k=0

Γs

(
2|j−k|

)
|Vk|p,s,k . (17.9.55)
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Proof. We still use the notation in (17.8.8)-(17.8.11). Also we will often write
Qh, Q

0
h, Qh,τ , Q

0
h,τ instead of Qh (x, ξ) , Q0

h (x, ξ) , Qh,τ (x, ξ) , Q0
h,τ (x, ξ). Set

|U |s = τ−n/2 |JsτU |L2 , (17.9.56)

so that if τ = 2−j, then |U |p,s,j = |U |s.
Let Sd be the set of symbols of degree d in the variable p with values

in End (V ), with parameters x, ξ, h, τ, λ which are associated to the weight
Jτ . Let η be the variable dual to p. If a (x, ξ, h, τ, λ, p, η) ∈ Sd, for any
multiindices α, β,

∣∣∂αp ∂βη a (x, ξ, h, τ, λ, p, η)
∣∣ ≤ C

(
|η|2 +A2

τ (ξ, λ)
) d−|β|

2

. (17.9.57)

The class of symbols Sd coincides with the class Sd1,0 which was considered
in [Hör85, section 18.1] with large parameter Aτ (ξ, λ).

Let û (η) be the Fourier transform in the variable p of u ∈ S. The quan-
tification A = Op(a) of a is such that

A (x, ξ, h, τ, λ, p,Dp)u (q) = (2π)−n
∫

Rn

ei〈p,η〉 a (x, ξ, h, τ, λ, p, η) û (η) dη.

(17.9.58)
Let Ed be the corresponding class of pseudodifferential operators over Rn.
Then ∇̂, Aτ (ξ, λ) ∈ E1.

Let θ0 (p) be a smooth cutoff function which is equal to 1 on the ball B0.
Set

Rh,τ = θ0 (Qh,τ − λ) θ0. (17.9.59)

If the principal symbol of Ed ∈ Ed is scalar, as in (17.5.19), we get

[Rh,τ , Ed] ∈ τ2Ed∇̂+ τ−1Ed. (17.9.60)

In the sequel, we omit the index j, and we replace 2−j by τ . Set

Y =
(
Q0
h,τ − λ

)
U. (17.9.61)

We denote by | | the standard L2 norm. By equation (17.9.7) in Theorem
17.9.1, for any U with support in B and in the annulus R for j ≥ 1,

∣∣∣∇̂U
∣∣∣+ τ−2 |Uj | ≤ C |Y | , (17.9.62)

τ2
∣∣∆V U

∣∣+ |BτU | ≤ C |(1 + h < p/τ >)Y | .
Let C0 > 0 be a large constant. We first observe that if τ−1 +Bτ ≤ C0, by

(17.8.8), the parameters τ−1, < ξ >, |λ′| are bounded. Therefore for s ∈ R,
in the above range of parameters, τn/2 |U |p,s is uniformly equivalent to the
usual s Sobolev norm U . In this range of parameters, we claim that the
inequalities in (17.9.54) follow from (17.9.62). Indeed let θ (p) ∈ C∞

0 (Rn)
be a radial cutoff function which is equal to 1 near B for j = 0, and near the
annulus R for j ≥ 1, and vanishes near 0 also in that case.

Equation (17.9.61) is equivalent to the equation

(Qh,τ − λ)U = θ (Y − P±,τU) . (17.9.63)
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Note that Qh,τ −λ is a second order elliptic operator in the variable p ∈ Rn

with uniformly bounded coefficients (indeed |ξ| is uniformly bounded), and
that Π0,τ is a smoothing operator. From (17.9.63), we find that given s, s′ ∈
R,

|U |p,s+2 ≤ Cs,s′
(
|θY |p,s + |U |p,s′

)
. (17.9.64)

Note that in (17.9.64), Cs,s′ depends implicitly on C0.
Since τ−1 remains uniformly bounded, we have the obvious inequality

|θY |p,s ≤ C |KτY |p,s . (17.9.65)

By (17.9.64) and (17.9.65), we obtain

|U |p,s+2 ≤ Cs,s′
(
|KτY |p,s + |U |p,s′

)
. (17.9.66)

Using the injectivity of Q0
h,τ , (17.9.62), (17.9.66) and the familiar contradic-

tion argument, we get

|U |p,s+2 ≤ C |KτY |p,s . (17.9.67)

Therefore we have established (17.9.54) under the conditions which were
given above.

Now we will consider the case where τ is small. Let ψ be a radial cutoff
function which has the same properties as θ before, and which also vanishes
near 0 for j ≥ 1. If Ed ∈ Ed, N ∈ N, using (17.9.57), (17.9.58) and integration
by parts, we get

∣∣< p >N (1− ψ)EdU
∣∣
p,0
≤ CN |U |p,−N , (17.9.68)

|[ψ,Ed]U |p,0 ≤ CN |U |p,−N .
Recall that Jτ was defined in (17.8.10). By (17.9.60), replacing U by ψJsτU

in (17.9.62), and using (17.9.68), we get

∣∣∣∇̂U
∣∣∣
p,s

+ τ−2 |U |p,s ≤ Cs
(
|ψJsτY |p,0 + τ2

∣∣∣∇̂U
∣∣∣
p,s

+ τ−1 |U |p,s

+ |[P±,τ , ψJ
s]U |p,0

)
, (17.9.69)

τ2
∣∣∆V U

∣∣
p,s

+Bτ |U |p,s ≤ Cs (1 + h/τ)

(
|ψJsτY |p,0 + τ2

∣∣∣∇̂U
∣∣∣
p,s

+ τ−1 |U |p,s

)
+ Cs |(1 + h < p/τ >) [P±,τ , ψJ

s
τ ]U |p,0 .

Since the operator < p > P± acts as a bounded operator on L2,

|(1 + h < p/τ >)P±,τψJ
s
τU |p,0 ≤ C |U |p,s . (17.9.70)

Set

eτ (p) =
1

πn/4τn/2
e−|p|2/2τ2

. (17.9.71)
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By (17.9.52), (17.9.71), we get

JsτP±,τu = Jsτ eτ (p)

∫

Rn

eτ (q)Q±u (q) dq. (17.9.72)

By (17.9.72), using the fact that p remains bounded on the support of ψ,

|(1 + h < p/τ >)ψJsP0,τU |p,0 ≤ C (1 + h/τ) τn |Jsτ eτ |p,0
∣∣J−s
τ eτ

∣∣
p,0
|U |p,s .

(17.9.73)
Note that the factor τn in the right-hand side of (17.9.73) comes from the
conventions used in (17.8.11). Using the Fourier transform, we get

τn |Jsτ eτ |2p,0 = 2nπn/2
∫

Rn

(
4π2 |p|2

τ2
+A2

τ

)s
exp

(
−4π2 |p|2

)
dp. (17.9.74)

Now by noting that Aτ ≥ τ−2, and using the fact that

4π2 |p|2
τ2

+A2
τ =

(
4π2 |p|2

A2
ττ

2
+ 1

)
A2
τ , (17.9.75)

we find that given s ∈ R, as τ → 0,

τn |Jsτ eτ |2p,0 ≃ CsA2s
τ . (17.9.76)

By (17.9.70), (17.9.73), (17.9.76), we get

|[P±,τ , ψJ
s
τ ]U |p,0 ≤ Cs |U |p,s , (17.9.77)

|(1 + h < p/τ >) [P±,τ , ψJ
s
τ ]U |p,0 ≤ Cs ((1 + h/τ) |U |p,s .

By combining (17.9.69) and (17.9.77), we obtain

∣∣∣∇̂U
∣∣∣
p,s

+ τ−2|U |p,s ≤ Cp,s
(
|ψJsτV |p,0 + τ2

∣∣∣∇̂U
∣∣∣
p,s

+ τ−1 |U |p,s
)
,

τ2
∣∣∆V U

∣∣
p,s

+Bτ |U |p,s ≤ Cs (1 + h/τ) (17.9.78)
(
|ψJsτV |p,0 + τ2

∣∣∣∇̂U
∣∣∣
p,s

+ τ−1 |U |p,s
)
.

Given s ∈ R, if τ0 ∈]0, 1] is small enough, if τ ∈]0, τ0], by (17.9.78), we get
∣∣∣∇̂U

∣∣∣
p,s

+ τ−2 |U |p,s ≤ Cp,s |ψJsτY |p,0 , (17.9.79)

τ2
∣∣∆V U

∣∣
p,s

+Bτ |U |p,s ≤ Cs (1 + h/τ) |ψJsτY |p,0 .

Moreover,

|ψJsτY |p,0 ≤ Cs ‖KτY ‖p,s . (17.9.80)

From (17.9.79), (17.9.80), we deduce that for τ ∈]0, τ0], (17.9.54) holds.
Observe that there exists Cs > 0 such that for ε > 0, s ∈ R,

∣∣∣∇̂U
∣∣∣
p,s
≤ C

(
ε
∣∣∆V U

∣∣
p,s

+
1

ε
|U |p,s

)
. (17.9.81)
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For τ ≥ τ0, and Bτ ≥ C0 > 0, if C0 is large enough, from the second
inequality in (17.9.78) and from (17.9.81), we get∣∣∆V U

∣∣
p,s

+Bτ |U |p,s ≤ Cs |ψJsτVj |p,0 . (17.9.82)

Using (17.9.80) and (17.9.82), we find that if C0 > 0 is large enough, the
second inequality in (17.9.79) still holds. Using again (17.9.81) and this sec-
ond inequality, we also get the first inequality in (17.9.79). Combining with
(17.9.80), we get again the estimates in (17.9.54). This concludes the proof
of these inequalities in full generality.

Now we will establish (17.9.55). We use the notation

χτ (p) = χ (τ < p/τ >) . (17.9.83)

We will proceed as in (15.5.5)-(15.5.11). Recall that Y was defined in
(17.9.61). Set

W = Kτ−1

[
Q0
h, χ (τ < p >)

]
u. (17.9.84)

Since
(
Q0
h − λ

)
u = v, as in (15.5.6), we get

Y = V +W. (17.9.85)

Put

W ′ = Kτ−1 [Qh, χ (τ < p >)]u, W ′′ = [P±,τ , χτ ]Kτ−1u. (17.9.86)

By (17.9.84), (17.9.86), we get

W = W ′ +W ′′. (17.9.87)

By (15.1.3), (17.9.2) and (17.9.4), we get

[Qh, χ (τ < p >)] =
1

2

(
−∆V χ (τ < p >)− 2 (∇beiχ (τ < p >))∇bei

)

− h

2
ω
(
∇F , gF

)
(ei)∇beiχ (τ < p >) . (17.9.88)

By (17.9.88), we obtain

Kτ−1 [Qh, χ (τ < p >)]Kτ =
1

2

(
−Kτ−1

(
∆V χ (τ < p >)

)

−2Kτ−1 (∇beiχ (τ < p >)) τ∇bei

)
−h

2
ω
(
∇F , gF

)
(ei)Kτ−1∇beiχ (τ < p >) .

(17.9.89)

As in (15.5.10), we write (17.4.1) in the form

u =
∑

Kτ ′U ′. (17.9.90)

From (17.9.86), (17.9.89), (17.9.90), we get, as in (15.5.11),

W ′ =

(
1

2

(
−Kτ−1

(
∆V χ (τ < p >)

)
− 2Kτ−1 (∇beiχ (τ < p >)) τ∇bei

)

− h

2
ω
(
∇F , gF

)
(ei)Kτ−1∇beiχ (τ < p >)

)∑
Kτ ′/τU

′. (17.9.91)
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Now the considerations we made after (15.5.11) show that if τ = 2−j , τ ′ =
2−j

′
, given j ∈ N, the nonzero terms in (17.9.91) appear only with |j′ − j| ≤

1.
By (17.9.49), (17.9.54), (17.9.85), (17.9.87), (17.9.91), we get

Ds,j (Uj) ≤ Cs
(
|Vj |p,s,j

+
∑

|j′−j|≤1

(∣∣∣2−2j∇̂Uj′
∣∣∣
p,s,j′

+
(
2−2j + h2−j

)
|Uj′ |p,s,j′

)

+
∥∥[P±, χ

(
2−j < p >

)]
u
∥∥
p,s

)
. (17.9.92)

We claim that there exist C > 0, σ > 0 such that in the given range of
parameters,

(
|η|2 +A2

τ

) σ
2 (

1 + τ2 < η > +hτ
)
≤ C

(
τ−2 + |η|+ τ2|η|2 +Bτ

1 + h/τ

)
.

(17.9.93)
Indeed,

τ−2 + |η|+ τ2|η|2 +Bτ
1 + h/τ

≥ τ−2 + |η|+ 1

2

(
τ3 |η|2 + τBτ

)
. (17.9.94)

Also there is C > 0 such that

τ−2 +
1

2
τ3 |η|2 ≥ C |η|6/5 , τ−2 +

1

2
τBτ ≥ CB2/3

τ . (17.9.95)

By (17.9.94), (17.9.95), we obtain

τ−2 + |η|+ τ2|η|2 +Bτ
1 + h/τ

≥ C
(
τ−2 +B2/3

τ + |η|6/5
)
. (17.9.96)

Using equations (17.8.8) for Aτ , Bτ , we deduce from (17.9.96) that there
exists C > 0, σ > 0 such that
(
|η|2 +A2

τ

)σ/2
(1+ < η >) ≤ C

(
τ−2 + |η|+ τ2|η|2 +Bτ

1 + h/τ

)
. (17.9.97)

Since τ, hτ ∈]0, 1], (17.9.93) follows from (17.9.97).
By making τ = 2−j in the right-hand side of (17.9.93), we obtain precisely

the weight that was used in the definition of Ds,j (Uj) in (17.9.49).
Using (17.9.93), we get

|Uj |p,s,j ≤ CDs−σ,j (Uj) ,

∑

|j′−j|≤1

(
2−2j

∣∣∣∇̂Uj′
∣∣∣
p,s,j′

+
(
2−2j + h2−j

)
|Uj′ |p,s,j′

)
(17.9.98)

≤ C
∑

|j′−j|≤1

Ds−σ,j′ (Uj′) .
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By (15.2.14), we get

∥∥χ
(
2−j < p >

)
u
∥∥
p,s
≤

∑

|j′−j|≤1

|Uj′ |p,s,j′ . (17.9.99)

By (17.9.98) and (17.9.99), we get

∥∥χ
(
2−j < p >

)
u
∥∥
p,s
≤ Cs

∑

|j′−j|≤1

Ds−σ,j′ (Uj′) . (17.9.100)

Using an obvious modification of inequality (17.5.1) in Lemma 17.5.1 and
(17.9.100), we obtain

∥∥P±χ
(
2−j < p >

)
u
∥∥
p,s
≤ Cs

∑

|j′−j|≤1

Ds−σ,j′ (Uj′) . (17.9.101)

Let θ(p) ∈ C∞
0 (Rn) be a radial cutoff function which has the same prop-

erties as the function θ which was considered after (17.9.62). Since the choice
of θ depends on whether j = 0 or j ≥ 1, we will write θj instead of θ, even
though we only pick θ0 and θ1. In particular there is ǫ > 0 such that if
|p| ≤ ǫ, then θ1 (p) = 0. By (17.2.14) and using the notation in (17.9.72), we
get

∥∥χ
(
2−j < p >

)
P±u

∥∥
p,s
≤ 2−jn/2 |θje2−j |p,s,j

∣∣∣∣
∫

Rn

e1(p)u(p)dp

∣∣∣∣ .
(17.9.102)

Moreover, using (17.4.1), we have
∣∣∣∣
∫

Rn

e1(p)u(p)dp

∣∣∣∣ ≤
+∞∑

k=0

2kn/2
∣∣∣∣
∫

Rn

e2−k(p)Uk(p)dp

∣∣∣∣ . (17.9.103)

By (17.9.102), (17.9.103), we obtain
∥∥χ
(
2−j < p >

)
P±u

∥∥
p,s

≤ Cs2−jn/2|θje2−j |p,s,j
+∞∑

k=0

2−kn/2 |θke2−k |p,−s,k |Uk|p,s,k . (17.9.104)

Clearly,

2−jn |θje2−j |2p,s,j ≤ C
∫

Rn

(
|η|2 +A2

2−j

)s ∣∣∣θ̂je2−j

∣∣∣
2

(η)dη. (17.9.105)

By construction, there is ǫ > 0 such that θ1 (p) vanishes for |p| ≤ ε.
Therefore,

θ̂1eτ (η) = π−n/4τ−n/2 exp
(
−ε2/4τ2

)
∫

Rn

e−i〈η,p〉θ1 (p) exp

(
− 1

2τ2

(
|p|2 − ε2/2

))
dp. (17.9.106)

We claim that there is a rapidly decreasing function Γ (η) such that∣∣∣∣
∫

Rn

e−i〈η,p〉θ1 (p) exp

(
− 1

2τ2

(
|p|2 − ε2/2

))
dp

∣∣∣∣ ≤ Γ (η) . (17.9.107)
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This is indeed obtained using the support property of θ1 and integration by
parts.

By (17.9.106), (17.9.107), we find that there exists c > 0 such that
∣∣∣θ̂1eτ

∣∣∣ (η) ≤ Γ(η)e−cτ
−2

. (17.9.108)

By (17.9.105), (17.9.108), we get for any s ∈ R,

2−jn/2 |θje2−j |p,s,j ≤ CsAs2−je−c2
2j

. (17.9.109)

Also given s ∈ R, c > 0, there exists C > 0, c′ > 0 such that for τ, τ ′ ∈]0, 1],
(
Aτ
Aτ ′

)s
exp

(
−c
(
τ−2 + τ ′−2

))
≤ C exp

(
−c′

(
τ−2 + τ ′−2

))
. (17.9.110)

By (17.9.98), (17.9.104), (17.9.109) and (17.9.110), we obtain

∥∥χ(2−j < p >)P±u
∥∥
p,s
≤ Cs

+∞∑

k=0

e−c(2
2j+22k)Ds−σ,k(Uk). (17.9.111)

By (17.9.92), (17.9.98), (17.9.101), (17.9.111), we find that for any s, there
exists Cs > 0 such that

Ds,j(Uj) ≤ Cs
(
|Vj |p,s,j +

∑

|j′−j|≤1

Ds−σ,j′ (Uj′)

+ e−c2
2j

+∞∑

k=0

e−c2
2k

Ds−σ,k (Uk)

)
. (17.9.112)

For N ∈ Z, put

|||u|||2s,N =

+∞∑

j=0

22jND2
s,j(Uj), ‖v‖2s,N =

+∞∑

j=0

22jN |Vj |2p,s,j . (17.9.113)

By (17.9.112), we get

|||u|||s,N ≤ Cs,N
(
‖v‖s,N + |||u|||s−σ,N

)
. (17.9.114)

By Theorem 17.9.1, Q0
h (x, ξ)−λ is injective. By the familiar contradiction

argument, we get, from (17.9.114),

|||u|||s,N ≤ Cs,N ‖v‖s,N . (17.9.115)

By (17.9.115), we get (17.9.55). The proof of Lemma 17.9.5 is complete.

Now we will finish the proof of equation (17.9.48) in the case k = 0. For
N ∈ N, put

γj = 2jNDs,j(Uj), δj = 2jN |Vj |p,s,j . (17.9.116)

Using (17.8.23) and the comments we made after equation (17.9.49), we get

Ms,N(u) ∼ ‖γ‖ℓ2 ,
∥∥< p >N v

∥∥
p,s
∼ ‖δ‖ℓ2 . (17.9.117)
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Moreover, since Γs is rapidly decreasing, given N ∈ N, there is a rapidly
decreasing function Γs,N such that for any j, k ∈ N,

2jNΓs(2
|j−k|) ≤ Γs,N (2|j−k|)2kN . (17.9.118)

By (17.9.55) and (17.9.118), one gets

‖γ‖ℓ2 ≤ 2 ‖Γs,N (2·)‖ℓ1 ‖δ‖ℓ2 . (17.9.119)

Note that the factor 2 in (17.9.119) comes from the absolute value in 2|j−k|.
By (17.9.117), (17.9.119), we get (17.9.48) for α = 0, β = 0, that is, for
k = 0.

We establish inequality (17.9.48) for arbitrary k ∈ N by recursion. We
will assume that it has been proved for k′ ≤ k − 1, and we will establish it
for k.

We will use the notation

uα,β = ∂αx ∂
β
ξ u. (17.9.120)

Recall that v depends only on p and not on (x, ξ). We will take derivatives
in x, ξ of the equation

(
Q0
h − λ

)
u = v. For k = |α|+ |β| ≥ 1, and taking into

account the fact that Q0
h is an affine function of ξ, we get

(
Q0
h − λ

)
uα,β =

∑
Sα1uα2,β +

∑
Tν,β2uν,β2 . (17.9.121)

In (17.9.121), the operators Sα1 are proportional to ∂α1
x Q0

h, the operators
Tν,β2 involve just one derivative in ξ of Q0

h, and derivatives of Q0
h in X of

order lower than α, and moreover

α1 + α2 = α, α2 < α, ν ≤ α, |β2|+ 1 = |β|. (17.9.122)

In particular, in (17.9.122),

|ν|+ |β2| ≤ k − 1. (17.9.123)

By (17.9.2), for 1 ≤ i ≤ n,

T0,i = ±i
〈(
gTX

)−1
σp, ei

〉
. (17.9.124)

By the already proved equation (17.9.48) with k = 0, we get

Ms,N (uα,β) ≤ Cs,N
∥∥< p >N

(
Q0
h (x, ξ)− λ

)
uα,β

∥∥
p,s
. (17.9.125)

Observe that for ρ ∈]1/3, 2/3] and with c1(ρ) = 9ρ/2−1, there exist C > 0
such that

τ−1
(
|η|2 + A2

τ

)ρ/2 ≤ Cτ−c1(ρ)

(
τ−2 + |η|+ Bτ + τ2|η|2

1 + h/τ

)
. (17.9.126)

In fact we will prove the stronger inequality,

τ−1
(
|η|2 +A2

τ

)ρ/2 ≤ Cτ−c1(ρ)
(
τ−2 + |η|+ τBτ

)
. (17.9.127)

Now using the definition Aτ , Bτ in (17.8.8), we get
(
|η|2 +A2

τ

)ρ/2
≃ |η|ρ + τ−2ρ +B3ρ/2

τ . (17.9.128)
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Therefore to establish (17.9.127), we only need to verify the inequalities

τ−1 |η|ρ + τ−(1+2ρ) ≤ Cτ−c1(ρ)
(
τ−2 + |η|

)
, (17.9.129)

τ−1B3ρ/2
τ ≤ Cτ−c1(ρ)

(
τ−2 + τBτ

)
.

Now the first inequality in (17.9.129) is trivial since for |η| ≤ τ−2, it reduces
to 1 + 2ρ ≤ c1 (ρ) + 2 = 9

2ρ + 1, and for |η| ≥ τ−2, it comes from the fact

that τ−1 |η|ρ ≤ τ−c1(ρ) |η|, which is itself a consequence of the inequality
2 (1− ρ) ≥ 1− c1 (ρ) = 2− 9

2ρ.
Also since c1 (ρ) = 9

2ρ− 1, if x = τ−1, we can write the second inequality
in (17.9.129) in the form

B3ρ/2
τ ≤ C

(
x9ρ/2 + x9ρ/2−3Bτ

)
. (17.9.130)

Now (17.9.130) is obvious for ρ = 2/3. Moreover, for ρ ∈]1/3, 2/3[, the
minimum in x ∈ R+ of the right-hand side of (17.9.130) is attained for

x ≃ B
1/3
τ , for which we get again (17.9.130). This completes the proof of

(17.9.126).
Comparing (17.9.46) with (17.9.126), we get∥∥< p >N+1 u

∥∥
p,s+ρ

≤ CMs,N+c1(ρ)u. (17.9.131)

So using (17.9.48) for k − 1, (17.9.122)-(17.9.125), and (17.9.131), we get

|| < p >N Tν,β2uν,β2 ||p,s ≤ Cs,α|| < p >N+1 uν,β2 ||p,s
≤ Cs,N,αMs−ρ,N+c1(ρ)(uν,β2)

≤ Cs,N,α,β|| < p >N+2|α|+c1(ρ)|β| v||p,s+|α|/3−ρ|β|. (17.9.132)

As was already pointed out, the operators α±, P± do not depend on x, and
so they do not contribute to Sα1 . Therefore Sα1 is essentially of the same
type as the contribution to Q0

h of hβ± + h2γ±.
We claim that
(
τ−1 < ξ > +hτ−1 |η|+ h2τ−2

)

≤ C
(
|η|2 +A2

τ

)1/6

τ−2

(
τ−2 + |η|+ Bτ + τ2 |η|2

1 + h/τ

)
. (17.9.133)

The last two terms in the left-hand side of (17.9.133) are easy to control. To
control the first term, it is enough to show that

< ξ >≤ A1/3
τ Bτ , (17.9.134)

which is obvious since < ξ >≤ Aτ , < ξ >2/3≤ Bτ .
By (17.9.133), we get

|| < p >N Sα1u||p,s ≤ CMs+1/3,N+2 (u) . (17.9.135)

Using the estimate (17.9.48) for k′ < k, (17.9.122), and (17.9.135),
∥∥< p >N Sα1(uα2,β)

∥∥
p,s
≤ CMs+1/3,N+2(uα2,β)

≤ Cs,N,α,β
∥∥∥< p >N+2|α|+c1(ρ)|β| v

∥∥∥
p,s+|α|/3−ρ|β|

. (17.9.136)

By (17.9.121)-(17.9.125), (17.9.135), and (17.9.136), we get (17.9.48) for
arbitrary k ∈ N.

The proof of Theorem 17.9.4 is complete.
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17.10 THE PARAMETRIX FOR Sh,λ

Recall that Sh,λ and e0,h,λ (x, ξ) were respectively defined in Definitions
17.6.2 and 17.9.3. In the sequel, we will write e0 instead of e0,h,λ (x, ξ).

We define c1 (ρ) as in (17.9.44). If x0 ∈ X , we still use the coordinate
system and the trivializations which were defined in sections 17.8 and 17.9.
The class of symbols and operators which were defined in section 17.8 refer
to this particular trivialization.

Now we will obtain a parametrix for Sh,λ.

Theorem 17.10.1. Take ρ ∈]1/3, 2/3]. Let x0 ∈ X, let K,U ⊂ X be
small neighborhoods of x0, with K ⊂ U , K compact and U open, and let
ϕ (x) ∈ C∞

0 (U) be a cutoff function which is equal to 1 near K. There ex-

ists E0 ∈ P−2/3,1
ρ,1/3,(2,c1(ρ))

, whose symbol is exactly e0 ∈ S−2/3,1
ρ,1/3,(2,c1(ρ))

, and

E1 ∈ P−1/3,4
ρ,1/3,(2,c1(ρ))

with symbol e1 ∈ S−1/3,4
ρ,1/3,(2,c1(ρ))

compactly supported in

x ∈ U , such that for u ∈ S· (T ∗X,π∗F ) with support in π−1K, and M ∈ N,
then

Sh,λu =
∑

0≤j<M
hjϕE0E

j
1u+ hMSh,λE

M
1 u. (17.10.1)

In particular,

E0 ∈ P−2/3,1, E1 ∈ P−1/3,4. (17.10.2)

Proof. Let û (ξ, p) be the Fourier transform of u (x, p) in the variable x. Let
E0 (x, hDx, h, ν) be the pseudodifferential operator associated to e0,h,λ (x, ξ)
as in (17.8.26), i.e.,

E0 (x, hDx, h, λ)u(x, p) = (2πh)−n
∫

Rn

e
i
h 〈x,ξ〉e0,h,λ(x, ξ)û

(
ξ

h
, p

)
dξ.

(17.10.3)

By Theorem 17.9.4, we know that E0 ∈ P−2/3,1
ρ,1/3,(2,c1(ρ))

.

Let U,K be taken as in Theorem 17.10.1, and let ϕ (x) ∈ C∞
0 (U) be equal

to 1 near K. By (15.1.3), (17.6.2), and (17.8.6),

[
P 0
h , ϕ

]
= ∓h

〈(
gTX

)−1
σp, dxϕ

〉
. (17.10.4)

Assume that the support of u(x, ·) is included in K. Set

E1(x, hDx, h, λ)u(x, p)

= ±(2πh)−n
∫

Rn

e
i
h 〈x,y〉

〈(
gTX

)−1
σp, dx (ϕe0,h,λ) (x, ξ) û

(
ξ

h
, p

)〉
dξ.

(17.10.5)

Using the fact that e0,h,λ (x, ξ) is the inverse of Q0
h (x, ξ)− λ and (17.10.4),

we get
(
P 0
h − λ

)
ϕE0u = u− hE1u. (17.10.6)
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By the considerations we made after Definition 17.8.1, by Theorem 17.9.4,
and by (17.10.5), noting that −2/3 + 1/3 = −1/3, 1 + 2 = 3, we get

E1 ∈ P−1/3,4
ρ,1/3,(2,c1(ρ))

. (17.10.7)

Note that the fact that 3 is changed into 4 in (17.10.7) reflects the extra
linear dependence on p in the right-hand side of (17.10.5).

Recall that Sh,λ =
(
P 0
h − λ

)−1
. Replacing u by

∑
0≤j<M hjEj1u in equa-

tion (17.10.6), for M ≥ 1, we get

Sh,λu =
∑

0≤j<M
hjϕE0E

j
1u+ hMSh,λE

M
1 u, (17.10.8)

which is just (17.10.1). By using the same argument as in the beginning of
the proof of Theorem 17.9.4, we get (17.10.2). The proof of our theorem is
completed.

17.11 A LOCALIZATION PROPERTY FOR E0,E1

We now state a lemma on the local properties in the variable x of the oper-
ators E0, E1 which appear in (17.10.1).

Lemma 17.11.1. Let K a compact subset of U , and let ϕ(x) ∈ C∞
0 (U \K).

Then for any s ∈ R, t ∈ R, N ∈ N, there exists Cs,t,N > 0 such that
for h ∈]0, h0], λ ∈ C,Reλ ≤ λ1, and u ∈ S· (T ∗X,π∗F ) whose support is
included in π−1K, for j = 0, 1,

‖ϕEju‖λ,sc,t ≤ Cs,t,NhN ‖u‖λ,sc,s . (17.11.1)

Proof. For m ∈ N, and j = 0, 1, we have

ϕEj(x, hDx, h, λ)u(x, p)

= h2m(2πh)−n
∫

Rn

e
i
h 〈x−y,ξ〉 (−∆V

ξ

)m
ej(x, ξ, h, λ)

ϕ(x)u(y, .)

|x− y|2m dydξ.

(17.11.2)

Using the properties listed after (17.8.24) and also Theorem 17.10.1, for
ρ ∈]1/3, 2/3], (

−∆V
ξ

)m
(e0) ∈ S−2/3−2mρ,1+2mc1(ρ)

ρ,1/3,(2,c1(ρ))
, (17.11.3)

(
−∆V

ξ

)m
(e1) ∈ S−1/3−2mρ,4+2mc1(ρ)

ρ,1/3,(2,c1(ρ))
.

By (17.8.8) and (17.8.24), for a > 0,

Sd,kρ,δ,(2,c1(ρ)) ⊂ S
d+a,k−2a
ρ,δ,(2,c1(ρ))

. (17.11.4)

Given ρ ∈]1/3, 2/5[, then c1(ρ) = 9ρ/2 − 1 < 2ρ. Take σ ∈]c1 (ρ) , 2ρ[. By
(17.11.4), for m ∈ N,

Sd−2mρ,k+2mc1(ρ)
ρ,δ,(2,c1(ρ))

⊂ Sd−2mρ+mσ,k+2mc1(ρ)−2mσ
ρ,δ,(2,c1(ρ))

. (17.11.5)

Now observe that given d, k, ρ, σ taken as before, for m ∈ N large enough,
d − 2mρ+mσ and k + 2mc1 (ρ) − 2mσ become arbitrarily negative. Using
equation (17.8.33) in Lemma 17.8.4, (17.11.2),(17.11.3), and the above, we
obtain our lemma.
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17.12 THE OPERATOR P±Sh,λ

Let L2
X (resp. DX , resp. D′

X) be the space of square integrable (resp. smooth,
resp. distribution) sections over X of Λ·(T ∗X)⊗̂F in the + case, and of
Λ· (T ∗X) ⊗̂F ⊗̂o (TX) in the − case. We identify L2

X to kerα± ∈ H0 by the
isometric embedding i± described before Theorem 2.3.2. In fact, if u ∈ L2

X ,
then

i+u = π∗u exp
(
− |p|2 /2

)
/πn/4, i−u = π∗s exp

(
− |p|2 /2

)
∧ η/πn/4.

(17.12.1)

In (17.12.1), η is a unit volume form in T ∗X .
For s ∈ R, let Hs

X be the Sobolev space of sections of Λ· (T ∗X) ⊗̂F on X
in the + case, of Λ· (T ∗X) ⊗̂F ⊗̂o (TX) in the − case. For any s ∈ R, the
map i± maps Hs

X into Hs ∩ kerα±.

Theorem 17.12.1. There exists λ1 > 0 such that if s ∈ R, there is Cs > 0
for which if λ ∈ C,Reλ ≤ λ1, for u ∈ S· (T ∗X,π∗F ) ∩ kerα±, then

‖Sh,λu‖λ,sc,s+5/6 ≤ Cs ‖u‖λ,sc,s , (17.12.2)

and for u ∈ S· (T ∗X,π∗F ),

‖P±Sh,λu‖λ,sc,s+5/6 ≤ Cs ‖u‖λ,sc,s . (17.12.3)

Proof. Notice that the structure of S∗
h,λ = ((P 0

h )∗−λ)−1 is similar to the one
of Sh,λ. By duality and interpolation, we only need to establish (17.12.3).
Using partition of unity on X , we may and we will assume that the support
of u is included in π−1K, where the open set U and the compact subset
K ⊂ U are taken as in Theorem 17.10.1. Let ψ(x) ∈ C∞

0 (U) be a cutoff
function which is equal to 1 near K. We will show that

‖ψP±Sh,λu‖λ,sc,s+5/6 ≤ Cs ‖u‖λ,sc,s . (17.12.4)

Combining Lemma 17.6.4 with the above estimate then leads to a proof of
(17.12.3).

We use the coordinate system and the trivializations of vector bundles
which were described at the beginning in section 17.8. Also the notation will
be the same as in the proof of Theorem 17.10.1. We may and we will assume
that ψϕ = ψ.

By (17.2.14), given N,L, α, β, there exists Cs,N,L,α,β > 0 such that in the
given range of parameters,

∥∥∥< p >N ∇̂αP± < p >L ∇̂βu
∥∥∥
λ,sc,s

≤ Cs,N,L,α,β ‖u‖λ,sc,s . (17.12.5)

Note that (17.12.5) gives an extension of (17.5.1).
By (17.10.1) in Theorem 17.10.1, we get

ψP±Sh,λu =
∑

0≤j<M
hjψP±E0E

j
1u+ hMψP±Sh,λE

M
1 u. (17.12.6)
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By (17.6.14) in Theorem 17.6.3, by (17.8.33) in Lemma 17.8.4, by (17.10.2)
in Theorem 17.10.1, and by (17.12.5), if M ′ ∈ N is the integer associated to
EM1 and to s− 1/4 as in (17.8.33), we get

∥∥ψP±Sh,λE
M
1 u
∥∥
λ,sc,s

≤ Cs
∥∥∥< p >−M ′

Sh,λE
M
1 u
∥∥∥
λ,sc,s

≤ Cs
∥∥∥< p >−M ′

EM1 u
∥∥∥
λ,sc,s−1/4

≤ Cs ‖u‖λ,sc,s−1/4−M/3 . (17.12.7)

Using again Lemma 17.8.4 and (17.10.2) in Theorem 17.10.1, and proceed-
ing as in (17.12.7), we find that for 0 ≤ j < M ,∥∥∥ψP±E0E

j
1u
∥∥∥
λ,sc,s

≤ C ‖u‖λ,sc,s−2/3−j/3 . (17.12.8)

Therefore in order to prove (17.12.4), we just have to prove the stronger
inequality than (17.12.8) for j = 0,

‖ψP±E0u‖λ,sc,s+5/6 ≤ C ‖u‖λ,sc,s . (17.12.9)

Remark 17.12.2. The fact that we obtain the better 5/6 instead of 2/3 in
(17.12.2) and (17.12.3) will play a crucial role in the sequel. Indeed otherwise,
the proof of Theorem 17.16.3 would lead to replacing −1/6 in (17.16.10) by
−1/3, which would not be enough to establish the crucial Theorem 17.21.3.

17.13 A PROOF OF EQUATION (17.12.9)

By (17.10.3), we have the identity

P±E0(x, hDx, h, λ)u(x, p) = (2πh)−n
∫

Rn

e
i
h 〈x,ξ〉P±e0,h,λ(x, ξ)û

(
ξ

h
, p

)
dξ.

(17.13.1)
Equation (17.13.1) just says that the operator P±E0 is associated to the
symbol P±e0.

To establish (17.12.9), we will show in Proposition 17.13.4 that for any
L ∈ N, < p >L P±e0 < p >L∈ S−5/6,0, and then we will use Lemma 17.8.4
to conclude.

First, we give a refinement of the estimate (17.9.20) in the proof of Theo-
rem 17.9.1.

If θ(p) ∈ S,M ∈ N, set

‖θ‖M =
∑

|α|+|β|≤M

∥∥pα∂βp θ
∥∥
L∞ . (17.13.2)

Lemma 17.13.1. There exists C > 0 for which if a > 0, u ∈ S are such
that ∥∥∆V u

∥∥
L2 + a ‖p1u‖L2 ≤ 1, (17.13.3)

then

‖u‖L2 ≤ Ca−2/3,

∣∣∣∣
∫

Rn

θ(p)u(p)dp

∣∣∣∣ ≤ Ca−5/6

∫

R

∥∥∥θ̂(η1, .)
∥∥∥
L2(η′)

dη1.

(17.13.4)
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There exist C > 0,M ∈ N for which if b ∈ R, k ∈ Rn, u ∈ S are such that

‖u‖L2 +
∥∥∆V u

∥∥
L2 + ‖(b− 〈k, p〉)u‖L2 ≤ 1, (17.13.5)

then ∥∥∥∥∥

(
< k > +

|b|
< p >

)2/3

u

∥∥∥∥∥
L2

≤ C, (17.13.6)

∣∣∣∣
∫

Rn

θ(p)u(p)dp

∣∣∣∣ ≤ C (< k > + |b|)−5/6 ‖θ‖M .

Proof. Take u, v ∈ S. Consider the equation

v =

(
−1

2
∆V − iap1

)
u. (17.13.7)

We denote by û the Fourier transform of u in the variable p. Then (17.13.7)
is equivalent to

v̂ =

(
a
∂

∂η1
+

1

2
|η|2
)
û. (17.13.8)

By proceeding as in (17.9.24), (17.9.27), we get

û(η1, η′) =
1

a

∫ +∞

0

e−
1
a (|η|2s/2−η1s2/2+s3/6)v̂(η1 − s, η′) ds. (17.13.9)

Observe that for s ≥ 0, η1 ∈ R,

η1,2s/2− η1s2/2 + s3/6 ≥ s3/24. (17.13.10)

For a > 0, η′ ∈ Rn−1, set

ϕa,η′(s) = 1s≥0
1

a
e
− 1

a

“
|η′|2s/2+s3/24

”

. (17.13.11)

There exists C > 0 such that for any a > 0, η′ ∈ Rn−1,

‖ϕa,η′‖L1 ≤ Ca−2/3, ‖ϕa,η′‖L2 ≤ Ca−5/6. (17.13.12)

By (17.13.9)-(17.13.11),

∣∣û
(
η1, η′

)∣∣ ≤
∫ +∞

0

ϕa,η′(s)
∣∣v̂
(
η1 − s, η′

)∣∣ ds. (17.13.13)

By (17.13.13), we get

‖û(., η′)‖L2(η1) ≤ ‖ϕa,η′‖L1 ‖v̂(., η′)‖L2(η1) . (17.13.14)

When (17.13.3) holds, by (17.13.12), (17.13.14), we get the first inequality
in (17.13.4).

Clearly,
∫

Rn

θ (p)u (p) dp = (2π)
n
∫

Rn

û (η) v̂ (η) dη. (17.13.15)
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By (17.13.13), (17.13.15), we get

∣∣∣∣
∫

Rn

θ (p)u (p) dp

∣∣∣∣ ≤ C
∫

Rn

∣∣∣θ̂ (η)
∣∣∣
(∫ +∞

0

ϕa,η′(s)
∣∣v̂
(
η1 − s, η′

)∣∣ ds
)
dη

≤ C
∫ ∣∣∣θ̂(η)

∣∣∣ ‖ϕa,η′‖L2 ‖v̂(., η′)‖L2(η1) dη

≤ Ca−5/6 ‖v‖L2

∫ ∥∥∥θ̂(η1, .)
∥∥∥
L2(η′)

dη1, (17.13.16)

which gives the second inequality in (17.13.4) under (17.13.3).
Now we establish (17.13.6). These inequalities are obvious for < k >

+|b| ≤ 1 and also for k = 0.
For k 6= 0, by a rotation in the variable p, we may and we will assume that

k = (|k|, 0, ..., 0), so 〈k, p〉 − b = |k|(p1 − b
|k| ). Since the Fourier transform of

θ(p1 − b
|k| , p

′) is equal to e−i
bη1

|k| θ̂(η), by (17.13.4), we get

∥∥∥< k >2/3 u
∥∥∥
L2
≤ C, (17.13.17)

∣∣∣∣
∫

Rn

θ(p)u(p)dp

∣∣∣∣ ≤ C < k >−5/6

∫ ∥∥∥θ̂(η1, .)
∥∥∥
L2(η′)

dη1.

We claim that there exists C > 0 such that

< k >2/3 + |b− 〈k, p〉 | ≥ C
(
< k > +

|b|
< p >

)2/3

. (17.13.18)

The proof is similar to the proof of (17.9.41). Indeed (17.13.18) is true if
|b − 〈k, p〉| ≥ 1

2 |b|. If not, then |b| / < p >≤ 2 |k|, and (17.13.18) still holds.
By using (17.13.5), (17.13.17), and (17.13.18), we get the first inequality

in (17.13.6). For a given C′ > 0, if |b| ≤ C′ < k >, the second estimate in
(17.13.6) also follows from (17.13.17). To establish this second estimate in
full generality, we may and we will assume b ≥ C′ < k >, where C′ is a large
positive constant.

Let ψ ∈ C∞
0 (]− 1/2, 1/2[) be equal to 1 on [−1/4, 1/4]. Set

u1 = ψ

(
1− 〈k, p〉

b

)
u, u2 =

(
1− ψ

(
1− 〈k, p〉

b

))
u. (17.13.19)

Since b ≥ C′ < k >, the functions u1, u2 verify bounds similar to the bounds
in (17.13.5) for u, possibly with a bound which is larger than 1.

First we study the contribution of u2 to the second inequality in (17.13.6).
Observe that |b− 〈k, p〉| ≥ b

4 on the support of u2, and so by (17.13.5), we
get

‖u2‖L2 ≤ C

|b| . (17.13.20)

Since b ≥ C′ < k >, by (17.13.20), we derive a bound on
∣∣∫

Rn θ (p)u2 (p)
∣∣ dp

which is compatible with the second estimate in (17.13.6).
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We still make a rotation on p so that 〈k, p〉 = |k| p1. Set

v = Kb/|k|u1. (17.13.21)

Then the support of v is included in the set of p such that |1− p1| ≤ 1/2.
As we saw before, u1 verifies an estimate similar to (17.13.5). This estimate
can be written in the form

‖v‖L2 +
|k|2
b2

∥∥∆V v
∥∥
L2 + b ‖(1 − p1)v‖L2 ≤

( |k|
b

)n/2
. (17.13.22)

Let ϕ ∈ C∞
0 ([1/4, 5/4]) be equal to 1 on [1/2, 3/2]. Set

θ1 (p) =

(
b

|k|

)n/2
ϕ (p1) θ

(
bp

|k|

)
, w (p) =

(
b

|k|

)n/2−2

v (p) . (17.13.23)

Clearly,
∫

Rn

θ (p)u1 (p) dp =
b2

|k|2
∫

Rn

θ1 (p)w (p) dp. (17.13.24)

Now by (17.13.22), (17.13.23), we get

∥∥∆Vw
∥∥
L2 +

b2

|k|2 b ‖(1− p1)w‖L2 ≤ 1. (17.13.25)

Using (17.13.3), the second estimate in (17.13.4), (17.13.24), (17.13.25), we
obtain

∣∣∣∣
∫

Rn

θ (p)u1 (p) dp

∣∣∣∣ ≤ C
(
b

|k|

)1/3

b−5/6

∫

R

∥∥∥θ̂1
(
η1, ·

)∥∥∥
L2(η′)

dη1.

(17.13.26)
Now observe that since the support of ϕ is included in [1/4, 5/4], given

M,M ′ ∈ N, there exists CM,M ′ > 0 such that

‖θ1‖M ′ ≤ CM,M ′

∣∣∣∣
|k|
b

∣∣∣∣
M

. (17.13.27)

By (17.13.26), (17.13.27), we find that the contribution of u1 to the integral in
the second inequality in (17.13.6) is also compatible with the corresponding
estimate. The proof of our lemma is completed.

A smooth function ϕ (x, p) with values in End (V ) is said to be a symbol
if there is d ∈ R such that

∣∣∂αx ∂βpϕ (x, p)
∣∣ ≤ Cα,β < p >d−|β| . (17.13.28)

If e, e′ are symbols, we denote by ee′ their pointwise product, i.e., we use the
same notation as after (17.8.24).

Lemma 17.13.2. Given a multiindex α, there is cα,β ∈ S
|α−β|

3 +2/3,|α−β|−1

and c′α,β ∈ S
|α−β|

3 ,|α−β| such that
[
e0, ∂

α
p

]
=
∑

β<α

∂βp e0cα,βe0, e0∂
α
p =

∑

β≤α
∂βp e0c

′
α,β. (17.13.29)
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If k ∈ N,

e0 < p >k ∈
∑

0≤j≤k
< p >j e0S0,0. (17.13.30)

Given multiindices α, β, there exist aα,β,γ ∈ S
|α|−|γ|

3 −2/3|β|,0 and symbols
ϕα,β,γ such that

∂αx ∂
β
ξ e0 =

∑

|γ|≤|α|
∂γpϕα,β,γe0aα,β,γ. (17.13.31)

Proof. As we saw after (17.8.24), with respect to the pointwise product of
symbols, Sd,kSd′,k′ ⊂ Sd+d′,k+k′ . Since e0 ∈ S−2/3,1, by taking c′α,β = cα,βe0
for |β| < |α| and c′α,α = 1, the second identity in (17.13.29) follows from the
first one. By multiplication on the left and on the right by Q0

h, this first
identity is equivalent to

∂αp
(
Q0
h − λ

)
=
(
Q0
h − λ

)

∂αp +

∑

β<α

∂βp e0cα,β


 . (17.13.32)

To establish (17.13.32), we will argue by induction on k = |α|, the case
k = 0 being obvious. By (15.1.3), (17.9.2), and (17.9.3), for β 6= 0, the iter-

ated commutator Adβ∂p
Q0
h is a linear combination with coefficients smooth

functions in x of the operators

ξi, pi
∂

∂pj
,

∂

∂pi
, piM(x), M(x), Adβ∂p(P±), (17.13.33)

where M(x) denotes a smooth matrix operator. Incidentally note that for
|β| ≥ 3, only the last operator in (17.13.33) still appears. The operators in
(17.13.33) lie in S1,0. Note in particular that this is the case for pi

∂
∂pj

since

this operator is scale-invariant, so that we may ultimately exploit the fact
that |p| is bounded on the ball B0.

For multiindices α, γ such that β < α, let gα,β be a symbol which is a
linear combination with integer coefficients of the operators Adµ∂p

Q0
h with

|µ| = |α− β|. By the above, gα,β ∈ S1,0. By recursion, we see that given α,
there are gα,β such that

∂αp
(
Q0
h − λ

)
=
(
Q0
h − λ

)
∂αp +

∑

β<α

∂βp gα,β. (17.13.34)

To the left of the second sum in the right-hand side of (17.13.34), we may as
well introduce the factor

(
Q0
h − λ

)
e0 = 1. Also since |β| < |α|, by recursion

we can replace e0∂
β
p by the expression in the right-hand side of the first

identity in (17.13.29). We get

∂αp
(
Q0
h − λ

)
=
(
Q0
h − λ

)

∂αp +

∑

β<α

∂βp e0 gα,β +
∑

γ<β<α

∂γp e0cβ,γe0gα,β


 .

(17.13.35)
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By (17.13.35), we find that (17.13.32) holds with

cα,β = gα,β +
∑

β<γ<α

cγ,β e0 gα,γ . (17.13.36)

From known results on e0, gα,β and using recursion on the cβ,γ , we obtain
the required result on cα,β .

By (17.9.46), (17.9.48), we get

< p >2 e0 ∈ S0,0, < p > ∂p e0 ∈ S0,0, ∂2
p e0 ∈ S0,1. (17.13.37)

Let ϕ(x, p) be a symbol of degree d. By (15.1.3), (17.9.2), and (17.9.3), we
get

[Qh, ϕ] ∈ O
(
∂pϕ

(
∂p+ < p >2

)
+ ∂2

pϕ
)
. (17.13.38)

Moreover,

[e0, ϕ] = −e0
[
Q0
h, ϕ

]
e0. (17.13.39)

By (17.13.37), (17.13.39), we find that [e0, ϕ] ∈ e0S0,d−1. If E ∈ S0,d−1, then
< p >1−d E ∈ S0,0. We can then proceed by recursion and obtain (17.13.30).

We will establish (17.13.31) by recursion on k = |α| + |β|. Equation
(17.13.31) is obvious for k = 0. For any L ∈ R,

S0,0 < p >L=< p >L S0,0 = S0,L. (17.13.40)

By (17.13.40), it is enough to establish (17.13.31) with aα,β,γ(x, ξ, h, λ) ∈
S |α−γ|

3 −2/3|β|,∗, where ∗ denotes an unspecified real number.
Put

eα,β0 = ∂αx ∂
β
ξ e0. (17.13.41)

By (17.9.121), we get

eα,β0 =
∑

e0 Sα1e
α2,β
0 +

∑
e0Tν,β2 e

ν,β2

0 . (17.13.42)

The sum in (17.13.42) is submitted to the conditions in (17.9.122) and
(17.9.123). Moreover, by (17.9.124), Tν,β2 depends linearly on p, and so it is
a symbol of degree 1.

For a symbol ϕ(d)(x, p) of degree d,

∂αp ϕ
(d) =

∑

β≤α
ψ

(d−|α−β|)
α,β ∂βp , (17.13.43)

where ψ
(d−|α−β|)
α,β is a symbol of degree d − |α − β|. In what follows we will

often use the same notation for different symbols.
Using (17.13.29), (17.13.31), (17.13.43), and also recursion, we get

e0Tν,β2e
ν,β2

0 =
∑

|γ|≤|ν|
e0ϕ∂

γ
pϕν,β2,γe0aν,β2,γ

=
∑

|γ|≤|ν|
γ1≤γ

e0∂
γ1
p ϕν,β2,γe0aν,β2,γ ⊂

∑

|γ|≤|ν|
σ≤γ1≤γ

∂σp e0S
|γ1−σ|

3 ,∗ϕe0aν,β2,γ .

(17.13.44)
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The last term in (17.13.44) is of the required form in the right-hand side of
(17.13.31) (with 0 replaced by ∗), because by (17.9.122),

S
|γ1−σ|

3 ,∗ϕe0aν,β2,γ ⊂ S
|γ1|−|σ|

3 −2/3+
|ν|−|γ|

3 −2/3|β2|,∗ ⊂ S |α|−|σ|
3 −2/3|β|,∗.

(17.13.45)
We proceed in the same way to deal with the terms containing Sα1 in

(17.13.42). The structure of Sα1 was described after (17.9.132). First we
study the contribution of the ξ linear component of Sα1 which is bilinear in
ξ, p. Using recursion, we get

e0ξφe
α2,β
0 =

∑

|γ|≤|α2|
ξe0ϕ∂

γ
pϕα2,β,γe0aα2,β,γ

=
∑

|γ|≤|α2|γ1≤γ
ξe0∂

γ1
p ϕα2,β,γe0aα2,β,γ

⊂
∑

|γ|≤|α2|
σ≤γ1≤γ

∂σp e0S
|γ1−σ|

3 ,∗ξϕ e0 aα2,β,γ. (17.13.46)

Using again (17.9.122), we get

S
|γ1|−|σ|

3 ,∗ξϕe0aα2,β,γ ⊂ S
|γ1|−|σ|

3 +1/3+
|α2|−|γ|

3 −2/3|β|,∗ ⊂ S |α|−|σ|
3 −2/3|β|,∗,

(17.13.47)
which takes care of the term in (17.13.46).

What remains in Sα1 are either matrix values symbols, which can be dealt
with as above, or a term containing just one differential in the p variable,
with a matrix coefficient. Now note that

e0∂pe
α2,β
0 =

∑

|γ|≤|α2|+1

e0∂
γ
pϕα2,β,γe0aα2,β,γ

⊂
∑

|γ|≤|α2|+1
σ≤γ

∂σp e0S
|γ−σ|

3 ,∗ϕe0aα2,β,γ. (17.13.48)

Using again (17.9.122), we get

S |γ−σ|
3 ,∗ϕe0aα2,β,γ ∈ S

|γ−σ|
3 −2/3+

|α2|−|γ|
3 −2/3|β|,∗ ⊂ S |α|−|σ|

3 −1−2/3|β|,∗.
(17.13.49)

We find that (17.13.48), (17.13.49) are compatible with (17.13.31).
The proof of our lemma is complete.

Remark 17.13.3. Since e0 ∈ S−2/3,1, by the considerations which follow
(17.8.24), we get ∂xe0 ∈ S−1/3,3. We will briefly show that

[p∂p, e0] ∈ S−1/3,3. (17.13.50)

By (17.13.50), we find that the estimates on ∂xe0 and [p∂p, e0] are compat-
ible. Now e0 is a symbol which is globally defined. As explained in Remark
17.8.3, the above compatibility indicates that our computations are indeed
consistent.
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To establish (17.13.50), note that

[p∂p, e0] = p [∂p, e0] + [p, e0] ∂p. (17.13.51)

By (17.13.29) in Lemma 17.13.2, [∂p, e0] ∈ S−1/3,2, and so p [∂p, e0] ∈
S−1/3,3. Moreover, by (17.13.39),

[p, e0] = e0
[
Q0
h, p
]
e0. (17.13.52)

The term P± in the expression (17.9.3) for Q0
h is easily dealt with. By

(17.13.38),

[Qh, p] ∈ O
(
∂p+ < p >2

)
. (17.13.53)

Now note that ∂p ∈ S1,−1, the −1 coming from the presence of < p >2 in
the expression for A (ξ, p, λ) in (17.8.7). Therefore

e0 < p >2 e0∂p ∈ S−1/3,3. (17.13.54)

Also

e0∂pe0∂p = e0∂
2
pe0 + e0∂p [e0, ∂p] . (17.13.55)

By (17.13.37), ∂2
pe0 ∈ S0,1, and so e0∂

2
pe0 ∈ S−2/3,3. Also by using (17.13.37)

again, ∂pe0 ∈ S0,−1. By noting that our classes of operators are invariant
when taking adjoints, we thus find that e0∂p ∈ S0,−1. Moreover, [e0, ∂p] ∈
S−1/3,2, and so

e0∂p [e0, ∂p] ∈ S−1/3,1 ⊂ S−1/3,3. (17.13.56)

By (17.13.51)-(17.13.56), we find that indeed [p∂p, e0] ∈ S−1/3,3.

Proposition 17.13.4. For any L ∈ N, then

< p >L P±e0 < p >L∈ S−5/6,0 (17.13.57)

Proof. In our trivialization, P± and < p > do not depend on x, and so

∂αx ∂
β
ξ < p >L P±e0 < p >L=< p >L P±∂

α
x ∂

β
ξ e0 < p >L . (17.13.58)

Using the defining equation (17.8.24) and (17.13.58), our proposition will be
a consequence of the inequality
∥∥∥< p >N P±∂

α
x ∂

β
ξ e0 < p >L u

∥∥∥
p,s+5/6

≤ ‖u‖p,s+1/3|α|−2/3|β| . (17.13.59)

We may temporarily assume that dimF = 1. Observe that the operator
in the left-hand side of (17.13.59) has rank 1. By (17.13.30) and (17.13.31)
in Lemma 17.13.2, and integration by part in p, we see that it is sufficient
to prove that for θ ∈ S, s ∈ R, there exists C > 0 such that

∣∣∣∣(< ξ > + |λ|)s+5/6
∫

Rn

θ (p) e0udp

∣∣∣∣ ≤ C ‖u‖p,s . (17.13.60)

By interpolation, we just have to verify (17.13.60) for s ∈ Z.
First we prove (17.13.60) when s ∈ N. By (17.8.8), for τ ∈]0, 1],

Aτ ≥ τ (< ξ > + |2λ1 − λ|) . (17.13.61)
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By (17.13.61), we find that if s ∈ N,∥∥< p >−s u
∥∥
L2 ≤ Cs (< ξ > +|λ|)−s ‖u‖p,s . (17.13.62)

By (17.13.30) and (17.13.62), we find that to establish (17.13.60) for s ∈ N,
we only need to show that

(< ξ > + |λ|)5/6
∣∣∣∣
∫

Rn

θ (p) e0udp

∣∣∣∣ ≤ ‖< p > u‖L2 . (17.13.63)

Using the inequalities (17.9.7) in Theorem 17.9.1 with a = 2, b = 0 allows us
to dominate the norms ‖u‖L2 ,

∥∥∆V e0u
∥∥
L2 in terms of ‖< p > u‖L2 . Recall

that Qh (x, ξ) is given by (17.9.2). Using this formula, we can dominate

|Reλ| ‖u‖L2 and ‖(Imλ± 〈k, p〉)u‖L2 , with k = σ̃
(
gTX

)−1
ξ in terms of

‖< p > u‖L2 . By using Lemma 17.13.1, we get (17.13.63).
To establish (17.13.60) for s ∈ Z, s ≤ 0, we just have to show that for
|α| ≤ |s|,∣∣∣∣(< ξ > +|λ|)5/6−|α|

∫

Rn

θe0∂
α
p udp

∣∣∣∣ ≤ Cs ‖u‖L2 . (17.13.64)

Using (17.13.29), we find that to establish (17.13.64), we only need to show
that for k ∈ N, a ∈ Sk/3,∗ (with ∗ ∈ R),∣∣∣∣(< ξ > +|λ|)5/6−k

∫

Rn

θe0audp

∣∣∣∣ ≤ C ‖u‖L2 . (17.13.65)

We argue by induction on k. Indeed the case k = 0 was already considered.

For a ∈ S k+1
3 ,∗, there exist a1 ∈ S(k−2)/3,∗, a2 ∈ Sk/3,∗ such that

a = ∂pa1 + (< ξ > + |λ|)1/3 a2. (17.13.66)

Indeed if c = − < p > ∆V < p > +A2
τ ∈ S2,0, then c−1a ∈ S k−5

3 ,∗, and
moreover,

a = − < p > ∆V < p > c−1a+ (< ξ > + |λ|)1/3 (< ξ > + |λ|)−1/3
A2
τ c

−1a.
(17.13.67)

Then (17.13.67) is a form of (17.13.66).
Using (17.13.66), we get

e0a = ∂pe0a1 + e0
[
∂p, Q

0
h

]
e0a1 + e0 (< ξ > +|λ|)1/3 a2. (17.13.68)

Recursion and integration by parts takes care of the contribution of the first
and last terms in (17.13.68) to (17.13.65). Moreover, using (15.1.3) and equa-
tion (17.9.2) for Qh, we find that the ξ-linear part of

[
∂p, Q

0
h

]
is compatible

with (17.13.65). The only terms of
[
∂p, Q

0
h

]
which remain to be controlled

are of the form p or p∂p. Using (17.13.30), we may as well replace p∂p by ∂p.
Now note that

e0∂pe0a1 = ∂pe0e0a1 + e0
[
∂p, Q

0
h

]
e0e0a1. (17.13.69)

Using the fact that e0 ∈ S−2/3,1 and the form of Q0
h, we get

[
∂p, Q

0
h

]
e0e0 ∈

S−1/3,∗. By recursion, we find that the contribution of (17.13.69) is also
compatible with (17.13.64). As to the terms of the form p, they can be
handled using (17.13.30). The proof of Proposition 17.13.4 is complete.
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Now we establish (17.12.9). As we saw in (17.13.1), the symbol of ψE0 is
just ψe0. Then (17.12.9) follows from Lemma 17.8.4 and Proposition 17.13.4.
This completes the proof of Theorem 17.12.1.

17.14 AN EXTENSION OF THE PARAMETRIX TO λ ∈ V

Finally, we investigate the holomorphic extension of the resolvent Sh,λ to
λ ∈ V , where V is defined in (17.7.1). Recall that in Theorem 17.7.2, we
showed that the resolvent Sh,λ extends to λ ∈ V and verifies corresponding
uniform estimates. Now we will extend the results we obtained using the
construction of the parametrix to such λ. Recall that V depends on λ1 >
0, c0 > 0.

Theorem 17.14.1. There exist λ1 ∈]0, 1/2[, c0 > 0, such that Sh,λ extends
as a holomorphic function of λ ∈ V, and Theorems 17.9.1, 17.9.4, 17.10.1,
and 17.12.1 as well as Lemma 17.13.2 and Proposition 17.13.4 still hold.

Proof. We use the notation λ = µ+ ν as in equation (17.7.1). As we already
observed in the proof of Theorem 17.7.2, in the given range of parameters,
the norms ‖ ‖λ,sc,s and ‖ ‖µ,sc,s are equivalent. Using Theorem 17.7.2, and
following the same strategy as we did before, the only point to verify is that
Theorem 17.9.1 extends to λ ∈ V . Thus we must show that if

(
Q0
h − λ

)
u = v,

the estimates in (17.9.7) still hold. Note that
(
Q0
h − µ

)
u = v + νu. (17.14.1)

By (17.14.1), we get the inequalities (17.9.7) in Theorem 17.9.1 in which λ
is replaced by µ and v is replaced by v + νu.

Moreover, for x > 0,

x+
|µ|2/3
x5/6

≥ C |µ|4/11 , (17.14.2)

so that when c0 ∈]0, 1],

< p >2 +

( |µ|
< p >

)2/3
1

< p >
≥ C < µ >4/11≥ C < λ >1/6 . (17.14.3)

Using the form of the inequalities (17.9.7) which was described before and
(17.14.3), we get

|λ|1/6 ‖< p >a u‖L2 ≤ Ca ‖< p >a (v + νu)‖L2 . (17.14.4)

Now recall that if λ ∈ V , then |ν| ≤ c0 |µ|1/6. The constants Ca are uniformly
bounded as long as a varies in a compact set of R. From (17.14.4), we find
that when a varies in such a compact domain, we can choose c0 ∈]0, 1] small
enough so that

‖< p >a νu‖L2 ≤ C ‖< p >a v‖L2 . (17.14.5)
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From (17.14.5), we get the inequalities in (17.9.7) when a remains bounded.
However, by proceeding as in the proof of Theorem 17.9.1, we find that once
our inequalities have been established bounded a, b, they extend to arbitrary
a, b.

The proof of Theorem 17.14.1 is complete.

17.15 PSEUDODIFFERENTIAL ESTIMATES FOR P±Sh,λi±

We still use the embedding of L2
X into H0 which was described at the be-

ginning of section 17.12. Other spaces of distributions are embedded as well.

Recall that �
X =

(
dX + dX∗)2 is the Hodge Laplacian, which acts on DX

and on D′
X .

Definition 17.15.1. If s ∈ R, λ ∈ C, u ∈ Hs
X , set

‖u‖X,s =
∥∥∥
(
1 + �

X
)s/2

u
∥∥∥
L2

X

,

‖u‖X,λ1/2,s =
∥∥∥
(
1 + |λ|+ �

X
)s/2

u
∥∥∥
L2

X

, (17.15.1)

‖u‖X,h,λ,s =
∥∥∥
(
1 + |λ|2 + h2

�
X
)s/2

u
∥∥∥
L2

X

.

By comparing (17.4.3) and (17.15.1), one finds easily that given s ∈ R,
the norms ‖u‖X,h,λ,s and ‖u‖λ,sc,s are uniformly equivalent, the constants
in the equivalence not depending on h, λ.

Recall that Wδ was defined in (16.4.1). Namely,

Wδ =
{
λ ∈ C,Reλ ≤ δ0 + δ1 |Imλ|δ2

}
. (17.15.2)

Moreover, V was defined in (17.7.1) and depends on λ1 > 0, c0 > 0. We claim
that when taking δ0 = λ1, δ1 = c0, δ2 = 1/6, then

Wδ ⊂ V . (17.15.3)

Indeed if λ = a+ ib, λ ∈ Wδ, if a ≤ λ1, then λ ∈ V . If a > λ1, then

λ = λ1 + ib+ a− λ1, (17.15.4)

and moreover 0 ≤ a− λ1 ≤ δ1 |b|1/6, so that again λ ∈ V .
To simplify the exposition, many statements will only be given in the +

case. However, the corresponding statement in the − case will be obtained
simply by replacing F by F ⊗ o (TX).

We fix temporarily δ = (δ0, δ1, δ2). The precise value of δ will be deter-
mined later.

Take x0 ∈ X . Let U ⊂ X be a small open neighborhood of x0, and
let x1, . . . , xn be a coordinate system on U . Consider a trivialization of
Λ· (T ∗X) ⊗̂F on U . In the + case, a symbol a(x, ξ, h, λ) of degree d is a
smooth function of (x, ξ) with values in End

(
Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F

)
x0

,
which is holomorphic in the parameter λ ∈ Wδ and also depends on h ∈
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]0, h0], such that for any α, β, there exists Cα,β > 0 such that for x ∈
Rn, h ∈]0, h0], λ ∈ Wδ,∣∣∣∂αx ∂βξ a(x, ξ, h, λ)

∣∣∣ ≤ Cα,β (1 + |λ|+ |ξ|)d+1/3|α|−2/3|β| . (17.15.5)

We denote by Sdδ,h the set of symbols of degree d. Note that Sdδ,h is simply

a semiclassical version of the Hörmander class Sd2/3,1/3 defined in [Hör85,

section 18.1].
A smoothing operator on X is a family of operators B(h, λ), depending

holomorphically on λ ∈ Wδ, and also depending on h ∈]0, h0], such that if
s ∈ R, t ∈ R, N ∈ N, there exists Cs,t,N > 0 such that if u ∈ DX ,

‖B(h, λ)u‖X,h,λ,s ≤ Cs,t,N hN ‖u‖X,h,λ,t . (17.15.6)

Note in particular that because N is arbitrary in (17.15.6), if B (h, λ) is
smoothing, it is also a uniformly regularizing family of operators in the
classical sense, which converges to 0 as h→ 0.

In the above coordinate system, if u is a smooth section of Λ· (T ∗X) ⊗̂F
with support included in U , let û (ξ) denote its Fourier transform. We quan-
tify a symbol a into an operator A = Op(a) by the usual formula

A (x, hDx, h, λ)u(x) = (2πh)−n
∫

Rn

e
i
h 〈x,ξ〉a(x, ξ, h, λ)û

(
ξ

h

)
dξ. (17.15.7)

Let Edδ,h be the associated set of pseudodifferential operators of degree d on

X . If A ∈ Edδ,h, if K ⊂ X is a small compact set, if ϕ (x) is a cutoff function
with support in a small neighborhood of K, there is a cutoff function ϕ′

equal to 1 near the support of ϕ, a symbol a ∈ Sdδ,h and a smoothing operator
B (h, λ) such that in the given local coordinates and trivializations,

Aϕ = ϕ′Op(a)ϕ+B(h, λ). (17.15.8)

For A ∈ Edδ,h, we denote by σd(A) the semiclassical principal symbol of A.

Namely, if A = Op(a), σd(A) is the class of a in the quotient space Sdδ,h/hSdδ,h.

If Ed ∈ Edδ,h, Ed′ ∈ Ed
′
δ,h, then EdEd′ ∈ Ed+d

′

δ,h , σ(EdEd′) = σ(Ed)σ(Ed′ ).
Moreover, if Ed = Op(a), Ed′ = Op(a′), then

[Ed, Ed′ ]−Op([a, a′] +
h

i
{a, a′}) ∈ h2Ed+d

′−2/3
δ,h . (17.15.9)

Operators in E0
δ,h act as a family of uniformly bounded operators on L2

X .

We will denote by Sdδ,h,0 and Edδ,h,0 the classes of symbols and correspond-
ing operators, where the estimates in (17.15.5) are replaced by the stronger
estimates ∣∣∣∂αx ∂βξ a(x, ξ, h, λ)

∣∣∣ ≤ Cα,β (1 + |λ|+ |ξ|)d−|β|
. (17.15.10)

An operator A ∈ Edδ,h is said to be elliptic if there exist h1 ∈]0, h0] and
C > 0 such that if h ∈]0, h1], λ ∈ Wδ such that

|σd(A)(x, ξ, h, λ)| ≥ C (1 + |λ|+ |ξ|)d . (17.15.11)
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If A ∈ Edδ,h is elliptic, then for h0 small enough, there exist B ∈ E−d
δ,h such

that AB = 1, BA = 1.
Recall that e0,h,λ (x, ξ) was defined in Definition 17.9.3 as the inverse of

Q0
h (x, ξ)− λ.

Definition 17.15.2. For λ ∈ R, λ < 1 or λ /∈ R, let e00,λ (x, ξ) be the inverse

of Q0
0 (x, ξ) − λ. In the sequel, we will often use the notation e00 instead of

e00,λ.

We have the obvious

e00,λ = e0,0,λ. (17.15.12)

Therefore the estimates which were proved for e0 are also valid for e00.
In the sequel we will often write e00 instead of e00,λ.

Observe that P±Sh,λi± maps DX into itself. Note that a0
0 (ξ) was defined

in (16.5.1). An explicit formula for a0
0 (ξ) was given in (16.5.11). In particular

a0
0 (ξ) depends only on |ξ|.

Theorem 17.15.3. There exists δ′ = (δ′0, δ
′
1, δ

′
2) with δ′0 ∈]0, 1[, δ′1 > 0, δ′2 =

1/6 such that P±Sh,λi± ∈ E−1
δ′,h. Moreover, this operator is elliptic, and its

principal symbol is given by

σ−1 (P±Sh,λi±) = a0
0. (17.15.13)

Given a, b, c, d ∈ R, then

P±∂
a
pp
bSh,λp

c∂dp i± ∈ E−1
δ′,h. (17.15.14)

Proof. We take δ′ = δ, with δ as in (17.15.3). By Lemma 17.6.4, by Theorem
17.7.2, and by (17.15.3), our problem is local on X . As in the proof of The-
orem 17.12.1, we will work in a small open neighborhood U of a given point
x0 ∈ X , and we use the corresponding coordinate system and trivialization.

Let K be a compact subset of U , and let ϕ,ϕ′ ∈ C∞
0 (U) be cutoff functions

with ϕ equal to 1 near K and ϕ′ equal to 1 near the support of ϕ. By
equation (17.10.1) in Theorem 17.10.1, by Theorem 17.14.1, and by (17.15.3),
if λ ∈ Wδ′ ,

ϕ′ P±Sh,λi±ϕu =
∑

0≤j<M
hjϕP± E0E

j
1i±ϕu + hMϕ′P±Sh,λE

M
1 i±ϕu.

(17.15.15)
Moreover, by (17.10.2) in Theorem 17.10.1 and by proceeding as in the proof
of Lemma 17.8.4, if L ∈ N, we get

Ej1P±ϕ ∈ P−j/3,−L, E0E
j
1P±ϕ ∈ P−2/3−j/3,−L. (17.15.16)

Note here that the fact that P± appears in (17.15.16) overcomes the fact
that the Pd,k do not form an algebra under composition.

We claim that

ϕ′P±Sh,λi±ϕ ∈ ϕ′P±E0i±ϕ+ hE−1
δ′,h. (17.15.17)
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In fact by using Theorems 17.6.3 and 17.7.2, Lemma 17.8.4, Theorem 17.10.1,
and the considerations we made after (17.15.1), we get∥∥ϕ′P±Sh,λE

M
1 i±ϕu

∥∥
X,h,λ,s+1/4+M/3

≤ CM,s ‖u‖X,h,λ,s . (17.15.18)

Since (17.15.15) and (17.15.18) are valid for any M ∈ N, it is a classical
result that ϕ′ P±Sh,λi±ϕ ∈ E−1

δ′,h. By (17.15.15), we obtain (17.15.17).

We already know that ϕP±E0i±ϕ ∈ E−1
δ′,h. By (17.15.17), to establish our

theorem, we only need to prove that this is an elliptic operator on K, whose
principal symbol is given by (17.15.13).

Set

Qh (x, ξ) =
1

h
(Qh −Q0) (x, ξ) . (17.15.19)

By (17.9.2), (17.9.3),

Q0
h = Q0

0 + hQh. (17.15.20)

Moreover, Qh is a differential operator of degree 1 along the fibers T ∗X ,
whose coefficients are polynomials of degree at most 2 in p.

Clearly,

e0 = e00 − he0Qh e
0
0. (17.15.21)

By equation (17.13.29) in Lemma 17.13.2,
[
∂p, e

0
0

]
∈ S−1/3,1. Using the

considerations we made on Qh, we find that for any L ∈ N, Qhe
0
0P± ∈

S−1/3,−L. Then the same arguments show that for any L ∈ N,

P±e0Qhe
0
0i± ∈ S−1,−L. (17.15.22)

Let E0
0 ∈ P−2/3,1 be associated to e00 as in (17.8.26). By (17.15.21),

(17.15.22), and replacing the symbols by the corresponding operators, we
get

ϕP±E0i±ϕ ∈ ϕP±E
0
0 i±ϕ+ hE−1

δ′,h. (17.15.23)

To establish the first part of our theorem, what remains to prove is that
P±e00i± is an elliptic symbol of degree −1. By using the notation of sections
16.1 and 16.4, and comparing equations (15.1.3) and (17.9.2) with (16.2.1),
we get in the + case,

e00 =
(
B
(
iσ̃x

(
gTXx

)−1
ξ
)

+ P+ +NV − λ
)−1

. (17.15.24)

In the − case, NV should be replaced by n−NV , P+ by P−, and ξ by −ξ.
Now observe that kerα+ is concentrated in vertical degree 0 and kerα− in
vertical degree n. Moreover, the operator B (iξ) is scalar, so that it does not
change the vertical degree. Recall that the operator P was defined in section
16.5. By (17.15.24), we obtain

P±e
0
0P± = P

(
B
(
±iσ̃x

(
gTXx

)−1
ξ
)

+ P − λ
)−1

P. (17.15.25)

By (16.5.1), and taking into account the fact that a0
0 is a radial function of

ξ, we get

P±e
0
0P± = a0

0

(
σ̃x
(
gTXx

)−1
ξ, λ
)
. (17.15.26)
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Now we can use Proposition 16.5.1 to control the derivatives in the ξ variable
of the right-hand side of (17.15.26), and we obtain the estimates in (17.15.10).
Incidentally note that since we take δ2 = 1 in Theorem 16.4.1, the domain in
which these final estimates are valid is bigger than our Wδ′ . The derivatives
in the variable x are also easy to control by using Proposition 16.5.1 and
by (17.15.24). Finally, since a0

0 is a globally defined symbol, we may as well
evaluate (17.15.26) at x = x0, so that we get equation (17.15.13). This
completes the proof of the first part of our theorem.

To establish the second part of our theorem, note that P±∂app
bSh,λp

c∂dp i±
is a linear combination of operators of the form P±pcSh,λpc

′
i±. Using the

same arguments as above, we see that to establish the second part of our
theorem, we must show that P±pbe00p

ci± is a symbol of degree −1. Of course
we can instead replace the pa by corresponding Hermite polynomials. Then
we use Proposition 16.5.1 for the aβα and (17.15.24) to complete the proof of
our theorem.

17.16 THE OPERATOR Θh,λ

In the sequel, if an operator acts on kerα⊥
±, we extend it to an operator acting

on H by making it act like the 0 map on kerα±. Recall that P⊥
± = 1− P±.

Definition 17.16.1. Set

Θh,λ = P⊥
± (Ph − λ)P⊥

± . (17.16.1)

Then Θh,λ acts on kerα⊥
±.

Recall that the orthogonal projection operator P was defined in section
16.5 and that P⊥ = 1− P .

Theorem 17.16.2. There exists δ′ = (δ′0, δ
′
1, δ

′
2) with δ′0 ∈]0, 1[, δ′1 > 0, δ′2 =

1/6, such that for h0 > 0 small enough and h ∈]0, h0], λ ∈ Wδ′ , the operator
Θh,λ is one to one from kerα⊥

± into itself. Moreover, we have the identity of
operators acting on H,

Θ−1
h,λ = Sh,λ − Sh,λ (P±Sh,λi±)

−1
Sh,λ. (17.16.2)

If a, b, c, d ∈ R, then

P±p
a∂bpP

⊥
± Θ−1

h,λP
⊥
± p

c∂dp i± ∈ E−1
δ′,h. (17.16.3)

Moreover,

σ−1

(
P±p

a∂bpP
⊥
± Θ−1

h,λP
⊥
± p

c∂dp i±
)

= Ppa∂bp
(
P⊥ (B (iξ)− λ)P⊥)−1

pc∂dp i±.

(17.16.4)

Proof. By Theorems 17.6.1 and 17.7.2 and by choosing δ′ = δ as in (17.15.3),
the operator P 0

h − λ is invertible with inverse Sh,λ. By Theorem 17.15.3, for
h small enough and λ ∈ Wδ′ , the operator P±Sh,λi± acts as an invertible
operator on ker α±. Equation (17.16.2) now follows from (17.1.4).
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By Theorem 17.15.3, P±Sh,λi± ∈ S−1
δ′,h. Therefore for h small enough,

(P±Sh,λi±)
−1 ∈ E1

δ′,h. Using (17.16.2), we find that to establish (17.16.3),
we only need to show that the operators

P±p
a∂bpP

⊥
± Sh,λi±, P±Sh,λP

⊥
± p

c∂dp i±, P±p
a∂bpP

⊥
± Sh,λP

⊥
± p

c∂dp i±
(17.16.5)

lie in E−1
δ′,h. Since P⊥

± = 1− P±, this is a consequence of Theorem 17.15.3.
By equation (17.10.1) for Sh,λ in Theorem 17.10.1 and by (17.16.2), we

get

P±p
a∂bpP

⊥
± Θ−1

h,λP
⊥
± p

c∂dp i±

= P±p
a∂bpP

⊥
±
(
E0 − E0 (P±E0i±)

−1
E0

)
P⊥
± p

c∂dp i± mod hE−1
δ′,h. (17.16.6)

By Theorem 17.10.1, e0 is the principal symbol of E0, and by Theorem
17.15.3, P±e00i± is the principal symbol of P±Si±. To find the principal
symbol of the operator in the left-hand side of (17.16.6), we only need to
evaluate

P±p
a∂bpP

⊥
±
(
e0 − e0

(
P±e

0
0i±
)−1

e0

)
P⊥
± p

c∂dp i±. (17.16.7)

Now we use the notation in (17.15.19), the identity (17.15.21) By the above,
we find that the principal symbol of the operator in (17.16.3) is given by

P±p
a∂bpP

⊥
±
(
e00 − e00

(
P±e

0
0i±
)−1

e00

)
P⊥
± p

c∂dp i±. (17.16.8)

Equation (17.1.4) shows that (17.16.8) is just the right-hand side of (17.16.4)
with B (iξ) replaced by B (iξ) + P . Since Q0

0 = Q0 + P±, we may indeed
replace Q0

0 by Q0. The proof of our theorem is completed.

Theorem 17.16.3. For s ∈ R, there exists Cs > 0 such that for h ∈
]0, h0], λ ∈ Wδ′ , u ∈ Hs,

∥∥∥Θ−1
h,λu

∥∥∥
λ,sc,s+1/4

≤ Cs ‖u‖λ,sc,s . (17.16.9)

For s ∈ R, there exists Cs > 0 such that if h ∈]0, h0], λ ∈ Wδ′ , if u ∈
kerα± ∩Hs, v ∈ Hs,

∥∥∥Θ−1
h,λhL3u

∥∥∥
λ,sc,s−1/6

≤ Cs ‖u‖λ,sc,s , (17.16.10)

∥∥∥hL2Θ
−1
h,λv

∥∥∥
λ,sc,s−1/6

≤ Cs ‖v‖λ,sc,s .

Proof. By Theorem 17.15.3, for h small enough, P±Sh,λi± ∈ E−1
δ′,h is in-

vertible, and so (P±Sh,λi±)−1 ∈ E1
δ′,h. By equation (17.16.2) in Theorem

17.16.2, we can express Θ−1
h,λ in terms of Sh,λ.

First we establish (17.16.9). Indeed by Theorems 17.6.3 and 17.7.2,

‖Sh,λu‖λ,sc,s+1/4 ≤ Cs ‖u‖λ,sc,s . (17.16.11)
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Moreover, by Theorems 17.12.1, 17.14.1, and 17.15.3, we obtain
∥∥∥Sh,λ (P±Sh,λi±)

−1
Sh,λu

∥∥∥
λ,sc,s+2/3

≤ C ‖u‖λ,sc,s . (17.16.12)

By (17.16.2), (17.16.11), (17.16.12) we get (17.16.9).
Now we establish the second equation in (17.16.10). By (17.2.8),

hL2Θ
−1
h,λ = P±

(
hβ± + h2γ±

)
P⊥
± Θ−1

h,λ. (17.16.13)

Also we have the trivial

P± (α± + P± − λ)P⊥
± = 0. (17.16.14)

By (17.2.3), (17.6.1), (17.16.13), (17.16.14), we obtain

hL2Θ
−1
h,λ = P±

(
P 0
h − λ

)
Θ−1
h,λ. (17.16.15)

We write Θ−1
h,λ in terms of Sh,λ as in (17.16.2) and we use (17.6.10) and

(17.16.15). We obtain

hL2Θ
−1
h,λ = P± − P± (P±Sh,λi±)

−1
Sh,λ. (17.16.16)

Using again Theorems 17.12.1, 17.14.1, and 17.15.3, we get
∥∥∥(P±Sh,λi±)

−1
Sh,λv

∥∥∥
λ,sc,s−1/6

≤ Cs ‖v‖λ,sc,s . (17.16.17)

The second inequality in (17.16.10) follows from equation (17.5.1) in Lemma
17.5.1, from (17.16.16), and from (17.16.17). The first inequality in (17.16.10)
can be established by the same method. The proof of our theorem is com-
pleted.

Remark 17.16.4. The inequalities in (17.16.12) can be established in a dif-
ferent way, in which (17.16.14), (17.16.15) are not used. By (15.1.3) and
(17.16.2), the only possible difficulty comes from

P±h∇Λ·(T∗T∗X)b⊗F,u
YH Sh,λ (P±Sh,λi±)

−1
Sh,λu.

Clearly

P±h∇Λ·(T∗T∗X)b⊗F,u
YH Sh,λ (P±Sh,λi±)

−1
Sh,λu

= ∇Λ·(T∗T∗X)b⊗F,u
ei

P±piSh,λP± (P±Sh,λi±)
−1
Sh,λu. (17.16.18)

By Theorem 17.15.3,

P±piSh,λP± (P±Sh,λi±)−1 ∈ E0
δ′,h. (17.16.19)

By (17.16.18) and (17.16.19), we get the second inequality in (17.16.10). We
can prove the first inequality along the same lines.
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17.17 THE OPERATOR Th,λ

By [B05, eq. (3.67)],

P+γ+P+ = −1

4

〈
RTX (ei, ej) ek, el

〉
eiejiek

iel

+
1

2

(〈
SXei, ej

〉
−∇Fei

ω
(
∇F , gF

)
(ej)

)
eiiej . (17.17.1)

By proceeding as in [B05], P−γ−P− is obtained from the right-hand side of
(17.17.1) by adding the term 1

2∇eiω
(
∇F , gF

)
(ei).

Definition 17.17.1. For h ∈]0, h0], λ ∈ Wδ′ , set

Th,λ = P±γ±P± − P± (β± + hγ±)Θ−1
h,λ (β± + hγ±)P±. (17.17.2)

With the notation in (17.2.8), we get

Th,λ = L1 − L2 (L4 − λ)−1 L3. (17.17.3)

The operator Th,λ acts on DX . Let T ∗
h,λ denote the formal adjoint of Th,λ.

Theorem 17.17.2. The following identity holds:

T ∗
h,λ = Th,λ. (17.17.4)

Proof. As we saw after (2.1.25), by [B05, Theorem 2.30], the operator A′
φ,Hc

is self-adjoint with respect to the Hermitian form hΩ·(T∗X,π∗F ) defined in
(2.1.24). By (15.1.2)-(15.1.4), it follows that the operators α±, β±, γ± are
self-adjoint with respect to hΩ·(T∗X,π∗F ). By (17.2.3) or (17.2.4), Ph is also
hΩ·(T∗X,π∗F ) self-adjoint. Also observe that kerα± is r∗-invariant. More pre-
cisely, r∗ acts like the identity on kerα± for c > 0 or when c < 0 and n is
even, and like −1 for c < 0 and n is odd.

If C is an operator, we denote by C† its hΩ·(T∗X,π∗F ) adjoint. By the above
we get

Θ†
h,λ = Θh,λ. (17.17.5)

By (17.17.2), (17.17.5), we obtain

T †
h,λ = Th,λ. (17.17.6)

When restricted to kerα±, gΩ·(T∗X,π∗F ) and hΩ·(T∗X,π∗F ) are proportional,
the constant of proportionality being ±1. Also the restriction of gΩ·(T∗X,π∗F )

to kerα± ≃ DX is just the L2 Hermitian product of DX . Since Th,λ acts on
kerα±, (17.17.4) and (17.17.6) are equivalent. The proof of our theorem is
completed.
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Definition 17.17.3. For h ∈ [0, h0], λ ∈ Wδ′ , set

Ah,λ = P±pΘ
−1
h,λpi±,

Bh,λ = ±P±pΘ
−1
h,λ

(
1

2
ω
(
∇F , gF

)
(ei)∇bei − hγ±

)
i±, (17.17.7)

B′
h,λ = ±P±

(
1

2
ω
(
∇F , gF

)
(ei)∇bei − hγ±

)
Θ−1
h,λpi±,

Ch,λ = −P±

(
1

2
ω
(
∇F , gF

)
(ei)∇bei − hγ±

)
Θ−1
h,λ

(
1

2
ω
(
∇F , gF

)
(ei)∇bei − hγ±

)
i±.

By Theorem 17.16.2, for h ∈]0, h0], λ ∈ Wδ′ , Θh,λ is indeed well-defined.
Including h = 0 in the definition is harmless.

Let π1, π2 be the first and second projections of T ∗X × T ∗X on X , or
from X × X on X . By Lemma 17.8.4 and by Theorem 17.16.2, Θ−1

h,λ is an

operator on sections of π∗ (Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F
)

over the total space of

T ∗X . The kernel Θ−1
h,λ (·, ·) is a distribution on T ∗X × T ∗X with values in

π∗
1

(
Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F

)
⊗̂π∗

2

(
Λ· (T ∗X) ⊗̂Λ· (TX) ⊗̂F

)∗
.

Recall that we identified TX and T ∗X by the metric gTX . By Theorem
(17.16.2), we find that Ah,λ is a distribution on X ×X .

In the sequel, we use the notation A∗ to denote the adjoint of an operator
A acting on Ω· (X,F ) or on Ω· (X,F ⊗ o (TX)) with respect to the standard
L2 Hermitian product.

Given a smooth section Y of TX over X , one associates the operator

∇Λ·(T∗X)b⊗F,u
Y . It is such that ∇Λ·(T∗X)b⊗F,u∗

Y = −∇Λ·(T∗X)b⊗F,u
Y − div (Y ).

In the + case, the operator ∇Λ·(T∗X)b⊗Fu,∗A+∇Λ·(T∗X)b⊗F,u is a well de-
fined pseudodifferential operator. A more explicit expression for this opera-
tor can be obtained as follows. Take x0, y0 ∈ X . Let e1, . . . , en be smooth
orthonormal basis of TX near x0, let e′1, . . . , e

′
n be a smooth orthonormal

basis of TX near y0. We denote with a superscript the corresponding dual
bases. The distribution kernel for ∇Λ·(T∗X)b⊗Fu,∗A+∇Λ·(T∗X)b⊗F,u near x0, y0
is given by

∇Λ·(T∗X)b⊗F,u∗A+∇Λ·(T∗X)b⊗F,u

= ∇Λ·(T∗X)b⊗F,u∗
ei

P+

〈
p, ei

〉
Θ−1
h,λ

〈
p, ej

〉
P+∇Λ·(T∗X)b⊗F,u

ej
. (17.17.8)

Similar formulas also hold in the − case.
We will use the notation in sections 16.1 and 16.4. In particular 1 denotes

the canonical generator of kerN , P is the orthogonal projection on kerN ,
and P⊥ = 1− P . Also recall that Sdδ was defined in section 16.5.

Theorem 17.17.4. We have

Ah,λ,Bh,λ,B
′
h,λ,Ch,λ ∈ E−1

δ′,h, (17.17.9)

A∗
h,λ = Ah,λ, B∗

h,λ = −B′
h,λ
, C∗

h,λ = Ch,λ.
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Moreover,

Th,λ = ∇Λ·(T∗X)b⊗F,u∗Ah,λ∇Λ·(T∗X)b⊗F,u +∇Λ·(T∗X)b⊗F,u∗Bh,λ

− B′
h,λ∇Λ·(T∗X)b⊗F,u + P±γ±P± + Ch,λ. (17.17.10)

The principal symbol a (ξ, λ) of Ah,λ is such that if ζ ∈ T ∗X,

〈aζ, ζ〉 =
1

2

〈(
P⊥ (B (iξ)− λ)P⊥)−1

a∗ (ζ) 1, a∗ (ζ) 1
〉

=
1

2
(J0 − J1)

(
|ξ| /
√

2, λ
)
|ζ|2 +

1

4

(
J2

1

J0
− J2

)(
|ξ| /
√

2, λ
)
〈ξ, ζ〉2 .
(17.17.11)

Moreover,

〈aξ, ξ〉 − λ =
〈
(B (iξ)− λ)−1

1, 1
〉−1

= J−1
0

(
|ξ| /
√

2, λ
)
, (17.17.12)

〈aξ, ξ〉 = |ξ|
2

2

J1

J0

(
|ξ| /
√

2, λ
)
.

Finally,

T0,0 =
1

2
�
X . (17.17.13)

Proof. The inclusions in (17.17.9) follow from (17.16.3) in Theorem 17.16.2.
The same arguments as in the proof of Theorem 17.17.2 lead immediately to
the identities in (17.17.9). Note in particular that the fact that p is an odd
function explains the minus sign in the identity B∗

h,λ = −B′
h,λ

.

We claim that (17.17.10) follows from (15.1.3) and from (17.17.2). The

main point is to explain the contribution of ∇Λ·(T∗T∗X)b⊗F,u
Y H to the right-

hand side of (17.17.10). If e1, . . . , en is a locally defined orthonormal basis
of TX , then

∇Λ·(T∗T∗X)b⊗F,u
Y H =

〈
p, ei

〉
∇Λ·(T∗T∗X)b⊗F,u
ei

. (17.17.14)

Since Y H is divergence free,

∇Λ·(T∗X)b⊗F,u∗
Y H = −∇Λ·(T∗T∗X)b⊗F,u

YH . (17.17.15)

From (17.17.14), (17.17.15), we get

∇Λ·(T∗T∗X)b⊗F,u
Y H = −∇Λ·(T∗T∗X)b⊗F,u∗

ei

〈
p, ei

〉
. (17.17.16)

Using (17.17.14), (17.17.16), we get (17.17.10).
By equation (17.16.4) in Theorem 17.16.2, we get

〈aζ, ζ〉 = P 〈p, ζ〉
(
P⊥ (B (iξ)− λ)P⊥)−1 〈p, ζ〉P. (17.17.17)

Using (16.1.5) and (17.17.17), we get the first equality in (17.17.11).
Set

S = (B (iξ)− λ)−1
. (17.17.18)
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By (17.1.4), we get
(
P⊥ (B (iξ)− λ)P⊥)−1

= S−S (PSP )
−1

S. (17.17.19)

Using (16.4.66), the first identity in (17.17.11), and (17.17.19), we get
easily

〈aζ, ζ〉 =
1

2

(
ψijζiζj −

1

ψ0
0

ψ0
i ψ

j
0ζiζj

)
. (17.17.20)

By (16.4.67)-(16.4.69), we get

ψ0
0 = J0

(
|ξ| /
√

2, λ
)
,

ψ0
i = J1

(
|ξ| /
√

2, λ
)
iξi/
√

2, (17.17.21)

ψi0 = J1

(
|ξ| /
√

2, λ
)
iξi/
√

2,

ψij = (J0 − J1)
(
|ξ|
√

2, λ
)
δ′ij −

1

2
J2

(
|ξ| /
√

2, λ
)
ξiξj .

By (17.17.20), (17.17.21), we obtain the second part of (17.17.11).
By (17.17.11), we get

〈aξ, ξ〉 = 1

2

〈
a (ξ)

(
P⊥ (B (iξ)− λ)P⊥)−1

a∗ (ξ) 1, 1
〉
. (17.17.22)

Comparing (17.17.22) with (16.5.12), we get

〈aξ, ξ〉 = Tξ,λ. (17.17.23)

The first line in (17.17.12) follows from (16.3.14), from equation (16.5.13) in
Proposition 16.5.4, and from (17.17.23). The second line in (17.17.12) also
follows from (17.17.23) and (16.5.13).

By the result in [B05, Theorem 3.14], which was stated in Theorem 2.3.2,
we get (17.17.13). The proof of our theorem is completed.

Remark 17.17.5. More generally, one can give an explicit formula for T0,λ

which extends (17.17.13). Indeed P±γ±P± was evaluated in (17.17.1). More-
over, inspection of the proof of [B05, Theorem 3.14] shows that with respect
to T0,0, the contribution of the second term in the right-hand side of (17.17.2)
will be simply scaled by 1− λ. So we get

T0,λ =
1

1− λ

(
−λP±γ±P± +

1

2
�
X

)
. (17.17.24)

17.18 THE OPERATOR (J1/J0)
(
hDX/

√
2, λ

)

We take δ = (δ0, δ1, δ2) as in Theorem 16.4.1.
By Theorem 17.9.5, given y ∈ R, the poles of J0 (y, ·) are simple and given

by y2 + N. Moreover, by (16.4.4) and (16.4.5) in Theorem 17.9.5, we get∣∣∂kyJ0 (y, λ)
∣∣ ≤ Ck (1 + |y|+ |λ|)−k−1 , (y, λ) ∈ R×Wδ, |y|+ |λ| ≥ 1,

(17.18.1)
∣∣J−1

0 (y, λ)
∣∣ ≤ C (1 + |y|+ |λ|) , (y, λ) ∈ R×Wδ.
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Recall that the class of symbols Sdδ was defined in section 16.5. By (17.18.1),
J−1

0 ∈ S1
δ and by (16.5.15), J1

J0
∈ S−1

δ . Note if y2 < δ0, y
2 is a pole of J0 (y, λ)

in Wδ. Therefore, we will not write that J0 ∈ S−1
δ .

By (1.2.2),

DX = dX + dX,∗. (17.18.2)

By the above, if h ∈]0, 1], λ ∈ Wδ/h
2\Sp�

X/2, J0

(
hDX/

√
2, h2λ

)
is a pseu-

dodifferential operator of order −1, and this operator is invertible. Moreover,

J0

(
hDX/

√
2, h2λ

)∗
= J0

(
hDX/

√
2, h2λ

)
. (17.18.3)

Also note that by (16.3.16) or (16.4.3), we may as well replace DX by
√

�X .

Now we fix h ∈]0, 1]. If λ ∈ Wδ/h
2,
(
h2J0

)−1 (
hDX/

√
2, h2λ

)
is a pseudod-

ifferential operator of order 1, and J1

J0

(
hDX/

√
2, h2λ

)
is a pseudodifferential

operator of order −1. By (16.4.63), if λ ∈ Wδ,

(
h2J0

)−1
(
hDX/

√
2, h2λ

)
+ λ =

�
X

2

J1

J0

(
hDX/

√
2, h2λ

)
. (17.18.4)

Also since J1

J0
∈ S−1

δ , J1

J0

(
hDX/

√
2, λ
)
∈ E−1

δ,h,0.
In the next proposition, we consider the operators B (iξ) in the case where

n = 1.

Proposition 17.18.1. If h ∈]0, 1], λ ∈ Wδ,

J1

J0

(
hDX/

√
2, λ
)

= Pa (1)
(
P⊥ (B

(
ihDX

)
− λ
)
P⊥)−1

a∗ (1)P. (17.18.5)

Moreover,

σ−1

(
J1

J0

(
hDX/

√
2, λ
))

=
J1

J0

(
|ξ| /
√

2, λ
)
. (17.18.6)

Proof. By (16.5.12), (16.5.13),

J1

J0
(y, λ) = Pa (1)

(
P⊥

(
B
(
i
√

2y
)
− λ
)
P⊥
)−1

a∗ (1)P. (17.18.7)

By (17.18.7), we get (17.18.5).
First we consider the + case. To evaluate the principal symbol of the

operator in (17.18.5), we take a coordinate system on an open neighborhood
U of x0 ∈ X as in section 17.8 and we use the corresponding notation. In
particular Λ· (T ∗X) ⊗̂F is trivialized as indicated there. Let ΓΛ·(T∗X)b⊗F,u

be the connection form for ∇Λ·(T∗X)b⊗F,u in this trivialization. Let e1, . . . , en
be an orthonormal basis of Tx0X . By (1.2.11), in the above trivialization,
DX can be written in the form

DX =

n∑

1

c (ei)
(
∇eσ−1

x ei
+ ΓΛ·(T∗X)b⊗F,u (σ̃−1

x ei
))

− 1

2

n∑

1

ĉ (ei)ω
(
∇F , gF

) (
σ̃−1
x ei

)
. (17.18.8)
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By (17.18.8), we find that DX is a first order differential operator whose
principal symbol σ

(
DX

)
is given by

σ
(
DX

)
= ic

(
σ−1
x ξ

)
. (17.18.9)

The semiclassical symbol hDX of hDX is obtained from the right-hand
side of (17.18.8) by multiplication by h and by replacing ∂xj by iξj/h. The
semiclassical symbol of J1

J0

(
hDX/

√
2, λ
)

is then just J1

J0

(
hDX , λ

)
. It follows

from the above that

σ−1

(
J1

J0

(
hDX/

√
2, λ
))

=
J1

J0

(
ihc
(
σ−1
x ξ

)
/
√

2, λ
)
. (17.18.10)

Also J1

J0
(y, λ) is a function of y2. Moreover, since σx : T ∗

x0
X → T ∗

xX is an
isometry,

c
(
iσ−1
x ξ

)2
= |ξ|2x . (17.18.11)

By (17.18.10), (17.18.11), we get (17.18.6). The proof of our proposition is
completed.

17.19 THE OPERATOR Uh,λ

If h ∈]0, h0], h
2λ ∈ Wδ, using (17.18.4), we get

Th,h2λ−λ =
(
h2J0

)−1
(
hDX/

√
2, h2λ

)
+Th,h2λ−

�
X

2

J1

J0

(
hDX/

√
2, h2λ

)
.

(17.19.1)
If λ ∈ Wδ \ h2Sp�

X/2, as we saw before, for a given h > 0, the operator
h2J0

(
hDX/

√
2, λ
)

is a well-defined pseudodifferential operator of order −1.
Set

Uh,λ = h2J0

(
hDX/

√
2, λ
)(

Th,λ −
�
X

2

J1

J0

(
hDX/

√
2, λ
))

. (17.19.2)

We can then rewrite (17.19.1) in the form

Th,h2λ − λ =
(
h2J0

)−1
(
hDX/

√
2, h2λ

) (
1 + Uh,h2λ

)
. (17.19.3)

We will use the notation in (16.4.41) with respect to S = Sp�
X/2. In

particular the function ρ (λ) is defined as in (16.4.41).

Theorem 17.19.1. There exists δ′ = (δ′0, δ
′
1, δ

′
2), with δ′0 ∈]0, 1[, δ′1 > 0, δ′2 =

1/6 and there exists C > 0 such that for h ∈]0, h0], λ ∈ Wδ′/h
2, if u ∈

Ω· (X,F ), then
∥∥Uh,h2λu

∥∥
L2 ≤ Chρ (λ) ‖u‖L2 . (17.19.4)

Proof. We may and we will assume that ‖u‖L2 = 1. Set

Vh,λ = Th,λ −
�
X

2

J1

J0

(
hDX/

√
2, λ
)
. (17.19.5)
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We use Theorem 17.17.4, particularly equations (17.17.12) and (17.17.13),
and also equation (17.18.6) in Proposition 17.18.1. We find in particular that
for h ∈]0, h0], the operator Vh,h2λ is a pseudodifferential operator of order 1.

We consider the first term in the right-hand side of (17.17.10). First, as we
explained after (17.15.6), the contribution of a semiclassical smoothing oper-
ator in Ah,h2λ will be uniformly smoothing, and its corresponding norm will
decay faster as h → 0 than any hN , N ∈ N. Moreover, since Ah,λ ∈ E−1

h,δ′ ,
when replacing Ah,h2λ by the operator associated to the semiclassical prin-
cipal symbol a (ξ, λ) of Ah,λ, this introduces at the level of operators an
error whose classical symbol can be dominated by Ch/

(
1 + h |ξ|+ h2 |λ|

)
.

Using the bound (16.4.45) in Proposition 16.4.2, we find that when estimat-
ing (17.19.4), this replacement introduces an error which can be dominated
at the level of symbols by

Cρ (λ)
1 + h2 |λ|+ h |ξ|

1 + |λ|+ |ξ|2
h

1 + h2 |λ|+ h |ξ|
(
1 + |ξ|2

)
≤ Chρ (λ) , (17.19.6)

which is compatible with (17.19.4).
We will then replace Ah,h2λ by a

(
hξ, h2λ

)
, which we identify to the corre-

sponding operator as in (17.15.7). In what follows, it should be clear that in
the local coordinates centered at x0, ∂xj = iξj , 1 ≤ j ≤ n. Using the notation
in Theorem 17.17.4, the operator to be considered is

∇Λ·(T∗X)b⊗F,u∗a
(
hξ, h2λ

)
∇Λ·(T∗T∗X)b⊗F,u. (17.19.7)

Equation (17.19.7) is an expression for the composition of several operators.

A priori we cannot commute ∇Λ·(T∗X)b⊗F,u∗ with a
(
hξ, h2λ

)
. Now we ex-

plain how to handle such commutations. Incidentally observe that although
the expression (17.19.7) seems to be coordinate-invariant, the underlying
operator is not.

We use equation (17.17.11) for the semiclassical principal symbol a (ξ, λ)
of Ah,λ. By (16.4.62), the functional equation (16.4.39) for J0 extends to the
equation

(J0 − J1) (y, λ) = J0 (y, λ− 1) . (17.19.8)

By Theorem 16.4.1, J0 (y, λ− 1) ∈ S−1
δ . From (17.19.8), we find that J0 −

J1 ∈ S−1
δ .

By (16.4.63) with k = 0 and k = 1, we get(
J2

1

J0
− J2

)
=

1

y2

(
J1

J0
− J0 + J1

)
. (17.19.9)

Moreover, J1

J0
− J0 + J1 ∈ S−1

δ .
We will now use the above considerations to write (17.19.7) in a more

explicit form. Namely, we will push the operators ξ to the very left of the
considered expression. Incidentally note that a

(
hξ, h2λ

)
is normally ordered,

that is, the operators ξ should be thought of as being to the right of whatever
function of x appears. Using (17.17.11), we find that a first contribution to
(17.19.7) is given by

−1

2
∇Λ·(T∗X)b⊗F,u,∗ (J0 − J1)

(
h |ξ| /

√
2, h2λ

)
∇Λ·(T∗T∗X)b⊗F,u. (17.19.10)



BismutLebeauGlob June 16, 2008

THE LIMIT OF A′2
φb,±H AS b→ 0 333

In (17.19.10), there is an implicit trace which is taken via the metric gTX .
Now using standard pseudodifferential calculus, we find that if K ∈ S−1

δ ,
then[
∇Λ·(T∗X)b⊗F,u,∗,K

(
h |ξ| /

√
2, h2λ

)]
≃ h

(
1 + h2 |λ|+ h |ξ|

)−2
(1 + |ξ|) .
(17.19.11)

The sign ≃ means here that at the level of symbols, the operator in the right-
hand side is of the order of the right-hand side. Note that the first term in
the right-hand side of (17.19.11) appears because of differentiation in the ξ
variable of K

(
|ξ| /
√

2, h2λ
)
, the other two terms appearing because of the

Lie bracket. Ultimately the contribution of the commutator to (17.19.4) can
be dominated as in (17.19.6), that is, it is compatible with the estimate we
want to prove. Therefore we can replace the expression in (17.19.10) by

−1

2
(J0 − J1)

(
h |ξ| /

√
2, h2λ

)
∆H,u. (17.19.12)

Using (17.19.9), we find that the contribution of the second term in the
right-hand side of (17.19.7) is given by

1

2
∇Λ·(T∗X)b⊗F,u,∗
ξ∗

(
J1

J0
− J0 + J1

)(
h |ξ| /

√
2, h2λ

) 1

|ξ|2
∇Λ·(T∗T∗X)b⊗F,u
ξ∗ .

(17.19.13)
In (17.19.13), ξ∗ is dual to ξ by the metric gTX . The expression involving

the ξ is again normally ordered. Besides, in ∇Λ·(T∗X)b⊗F,u,∗
ξ∗ , ξ∗ should be

understood as being to the right of ∇Λ·(T∗X)b⊗F,u,∗, while in ∇Λ·(T∗X)b⊗F,u
ξ∗ ,

it is to the left of ∇Λ·(T∗X)b⊗F,u.
Take again K ∈ S−1

δ . By using the same notation as in (17.19.11), we find
that if K ∈ S−1

δ ,
[
∇Λ·(T∗X)b⊗F,u,∗
ξ∗ ,K

(
h |ξ| /

√
2, h2λ

)]
≃ h

(
1 + h2 |λ|+ h |ξ|

)−2
(
1 + |ξ|2

)
.

(17.19.14)
Still using the bound (16.4.45), we find that the contribution of the commu-
tator (17.19.14) to the estimation of (17.19.4) can be dominated for |ξ| ≥ 1
by

Cρ (λ)
1 + h2 |λ|+ h |ξ|

1 + |λ|+ |ξ|2
h
(
1 + |ξ|2

)

(1 + h2 |λ|+ h |ξ|)2
≤ Chρ (λ) . (17.19.15)

By (17.17.11) and by (17.19.10), (17.19.12), (17.19.13), (17.19.15), we get

∇Λ·(T∗X)b⊗F,u∗a
(
hξ, h2λ

)
∇Λ·(T∗T∗X)b⊗F,u

≃ −1

2
(J0 − J1)

(
h |ξ| /

√
2, h2λ

)
∆H,u

+
1

2

(
J1

J0
− J0 + J1

)(
h |ξ| /

√
2, h2λ

)
∇Λ·(T∗X)b⊗F,u∗

ξ∗
1

|ξ|2
∇Λ·(T∗T∗X)b⊗F,u
ξ∗ .

(17.19.16)
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Since J1

J0
∈ S−1

δ , by the same arguments as before, we find that

1

2

J1

J0

(
hDX/

√
2, h2λ

)
∆H,u ≃ 1

2

J1

J0

(
h |ξ| /

√
2, h2λ

)
∆H,u. (17.19.17)

By (17.19.16), (17.19.17), (17.19.9), we obtain

∇Λ·(T∗X)b⊗F,u∗a
(
hξ, h2λ

)
∇Λ·(T∗T∗X)b⊗F,u +

1

2

J1

J0

(
hDX/

√
2, h2λ

)
∆H,u

≃ 1

2

(
J1

J0
− J0 + J1

)(
h |ξ| /

√
2, h2λ

)

(
∆H,u +∇Λ·(T∗X)b⊗F,u∗

ξ∗
1

|ξ|2
∇Λ·(T∗T∗X)b⊗F,u
ξ∗

)
. (17.19.18)

Set

A = ∆H,u +∇Λ·(T∗X)b⊗F,u∗
ξ∗

1

|ξ|2
∇Λ·(T∗T∗X)b⊗F,u
ξ∗ . (17.19.19)

We claim that A is a classical pseudodifferential operator of order 0. To
prove this, we necessarily have to use local coordinates. To do this, we will
just take X = Rn. Let e1, . . . , en be the canonical basis of Rn. The metric
gTX is then given by gx which is an (n, n) self-adjoint matrix which depends
smoothly on x. The corresponding matrix elements are denoted by gi,j , 1 ≤
i, j ≤ n. The matrix elements of the dual metric gT

∗X = g−1
x are denoted

gi,j , 1 ≤ i, j ≤ n.
Let ΓTX be the connection form of the Levi-Civita connection ∇TX with

respect to the trivialization TX ≃ Rn, and let ΓΛ·(T∗X) be the corresponding
connection form on Λ· (T ∗X). Given a trivialization of F , let ΓF,u be the
connection form for ∇F,u. Let Γ be the corresponding connection form on
Λ· (T ∗X) ⊗̂F . We denote by Γi, 1 ≤ i ≤ n the components of Γ. Let η be
the 1-form

η =
1

2
d log det g. (17.19.20)

We will now write the full symbol of the operator, so that in particular
ξj = −i∂xj . Also we will use the notation ∗ to indicate a product in the
algebra of pseudodifferential operators, as opposed to the pointwise product.

Clearly,

∆H,u = − (ξi − iηi − iΓi) ∗ gij ∗ (ξj − iΓj) . (17.19.21)

By definition,

∇Λ·(T∗X)b⊗F,u,∗
ξ∗ = −i (ξi − iηi − iΓi) ∗

(
gikξk

)
, (17.19.22)

∇Λ·(T∗X)b⊗F,u
ξ∗ = i

(
gjlξl

)
∗ (ξj − iΓj) .

Finally,

|ξ|2 = gpqξpξq. (17.19.23)
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By (17.19.19), (17.19.21)-(17.19.23),

A = (ξi − iηi − iΓi) ∗
(
−gij +

(
gikξk

)
(gpqξpξq)

−1 (
gjlξl

))

∗ (ξj − iΓj) . (17.19.24)

Now observe that
(
gj,lξl

)
∗ ξj = gj,lξlξj . (17.19.25)

By (17.19.24), (17.19.25), we get

A = (ηi + Γi) g
ijΓj − (ηi + Γi)

(
gikξk

)
(gpqξpξq)

−1 (
gjlξl

)
∗ Γj

+ iξi ∗
(
gijΓj

)
− iξi ∗

(
gikξk

)
(gpqξpξq)

−1 (
gjlξl

)
∗ Γj . (17.19.26)

Now the operator in the first line of (17.19.26) is a classical pseudodifferential
operator of order 0. Let B be the operator in the second line of (17.19.26).
Then B is a pseudodifferential operator of order 1. Its classical principal
symbol is obtained by deleting the ∗. When doing this, we find that the
principal symbol of B vanishes. Therefore B is also a classical pseudodiffer-
ential operator of order 0.

We conclude from the above that A is indeed a classical pseudodifferential
operator of order 0.

By (16.4.39),

J0 (y, λ− 1) =
1

y2 − λ+ 1
+

y2

y2 − λ+ 1
J0 (y, λ− 2) . (17.19.27)

By (17.19.27), we deduce that

J0 (y, λ− 1)− 1 = − y2 − λ
y2 − λ+ 1

+
y2

y2 − λ+ 1
J0 (y, λ− 2) . (17.19.28)

We claim that by taking δ′0 ∈]0, 1[, δ′1 > 0 small enough, there exists C > 0
such that for λ ∈ Wδ′ ,

∣∣y2 − λ+ 1
∣∣ ≥ C

(
1 + |λ|+ y2

)
. (17.19.29)

Set λ = a+ ib, a, b ∈ R. For a ≤ 0, (17.19.29) is trivial. For a ≥ 0,
∣∣y2 − λ+ 1

∣∣ ≥ y2 − a+ 1 + |b| . (17.19.30)

Moreover, for 0 < C < 1,

y2 − a+ 1 + |b| − C
(
1 + y2 + a+ |b|

)
= (1− C)

(
1 + y2

)
+ (1− C) |b|

− (1 + C) a ≥ 1− C + (1− C) |b| − (1 + C)
(
δ′0 + δ′1 |b|1/6

)
. (17.19.31)

By taking δ′0, δ
′
1, C small enough, for any b ∈ R, the right-hand side of

(17.19.31) is nonnegative. Therefore we have established (17.19.29).
Note that if λ ∈ Wδ, then λ− 1 ∈ Wδ. Using (16.4.40), if λ ∈ Wδ,

|J0 (y, λ− 2)| ≤ C (1 + |y|+ |λ|)−1
. (17.19.32)
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By (17.19.8), (17.19.28), (17.19.29) and (17.19.32), if λ ∈ Wδ′ ,

|(J0 − J1) (y, λ)− 1| ≤ C y2 + |λ|
1 + |λ|+ y2

. (17.19.33)

By (16.4.45), (17.19.33), we find that if h ∈]0, h0], y
2 ∈ S, h2λ ∈ Wδ′ ,∣∣h2J0

(
hy, h2λ

) (
(J0 − J1)

(
hy, h2λ

)
− 1
)∣∣

≤ Cρ (λ)
1 + h2 |λ|+ h |y|

1 + |λ|+ y2
h2 y2 + λ

1 + h2 |λ|+ h2y2
≤ Cρ (λ) h2. (17.19.34)

The estimate (17.19.34) indicates that in the right-hand side of (17.19.18),
we may as well replace J1 − J0 by 1.

In the right-hand side of (17.19.18), we should then estimate the contri-
bution of J1

J0

(
h |ξ| /

√
2, h2λ

)
− 1.

By (16.4.40) and (17.19.8), if λ ∈ Wδ,

|(J1 − J0) (y, λ)| ≤ C

1 + |y|+ |λ| . (17.19.35)

By (17.19.35), we find that if y2 ∈ S, h2λ ∈ Wδ,∣∣∣∣h2J0

(
hy, h2λ

)(J1

J0

(
hy, h2λ

)
− 1

)∣∣∣∣ ≤ Ch2. (17.19.36)

The estimate (17.19.36) takes care of the difference J1

J0
− 1 in the right-hand

side of (17.19.18).
Now we inspect the other terms in the right-hand side of (17.17.10). First

we replace Bh,h2λ,B
′
h,h2λ,Ch,h2λ by their semiclassical principal symbol. In-

deed the same argument as before shows that the contribution of the differ-

ence to Uh,h2λ can be dominated by Cρ (λ)h 1+|ξ|
1+|λ|+|ξ|2 . In the sequel, we will

also use without further mention the same commutation arguments as the
ones outlined after (17.19.7).

As we saw in equation (17.16.4) in Theorem 17.16.2, the semiclassical
symbols of Bh,λ,B

′
h,λ,Ch,λ are given by

Bξ,λ = ±Pp
(
P⊥ (B (iξ)− λ)P⊥)−1 1

2
ω
(
∇F , gF

)
(ei)∇beiP,

B
′
ξ,λ = ±P 1

2
ω
(
∇F , gF

)
(ei)∇bei

(
P⊥ (B (iξ)− λ)P⊥)−1

pP, (17.19.37)

Cξ,λ = −P 1

2
ω
(
∇F , gF

)
(ei)∇bei

(
P⊥ (B (iξ)− λ)P⊥)−1

1

2
ω
(
∇F , gF

)
(ei)∇beiP.

Using the identity (17.17.11) in Theorem 17.17.4, we can rewrite (17.19.37)
in the form

Bξ,λ = ∓1

2
a (ξ, λ)ω

(
∇F , gF

)
,

B
′
ξ,λ = ±1

2
a (ξ, λ)ω

(
∇F , gF

)
, (17.19.38)

Cξ,λ =
1

4

〈
a (ξ, λ)ω

(
∇F , gF

)
, ω
(
∇F , gF

)〉
.
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When F is of dimension 1, the interpretation of (17.19.38) is clear. In general
ω
(
∇F , gF

)
is a section of T ∗X ⊗ End (F ). If e1, . . . , en is an orthonormal

basis of TX , the interpretation of the last identity is that

Cξ,λ =
1

4
〈a (ξ, λ) ei, ej〉ω

(
∇F , gF

)
(ei)ω

(
∇F , gF

)
(ej) . (17.19.39)

We already know J1

J0
and J0 − J1 lie in S−1

δ . By (17.17.11) and (17.19.9),

we conclude that for any ζ, 〈a (ξ, λ) ζ, ζ〉 ∈ S−1
δ .

We take a system of local coordinates on X and trivializations as we
did after (17.19.19). We identify a

(
hξ, h2λ

)
to the corresponding classical

pseudodifferential operator. By the above, it follows that[
∇Λ·(T∗T∗X)b⊗F,u, a

(
hξ, h2λ

)]
≃ hξ

(1 + h2 |λ|+ h |ξ|)2
. (17.19.40)

By proceeding as in (17.19.6), we find that (17.19.40) is irrelevant in our
estimates.

We also identify Bhξ,h2λ,B
′
hξ,h2λ to the associated classical pseudodiffer-

ential operators. By (17.19.38)-(17.19.40), we get

∇Λ·(T∗X)⊗F,u∗Bhξ,h2λ − B
′
hξ,h2λ∇Λ·(T∗X)⊗F,u

≃ ±1

2

〈
a
(
hξ, h2λ

)
ei, ej

〉
∇F,uei

ω
(
∇F , gF

)
(ej) , (17.19.41)

Chξ,h2λ ≃
〈
a
(
hξ, h2λ

)
ei, ej

〉 1

4
ω
(
∇F , gF

)
(ei)ω

(
∇F , gF

)
(ej) .

Now recall that by (1.2.10),∇F,uU ω
(
∇F , gF

)
(V ) is a symmetric tensor. Using

equation (17.17.11) in Theorem 17.17.4 and (17.19.41), we obtain

∇Λ·(T∗X)⊗F,u∗Bhξ,h2λ − B
′
hξ,h2λ∇Λ·(T∗X)⊗F,u

= ±1

4
(J0 − J1)

(
h |ξ| /

√
2, h2λ

)
∇F,uei

ω
(
∇F , gF

)
(ei)

± 1

4

(
J1

J0
− J0 + J1

)(
h |ξ| /

√
2, h2λ

) 1

|ξ|2
∇F,uξ ω

(
∇F , gF

)
(ξ) , (17.19.42)

Chξ,h2λ =
1

8
(J0 − J1)

(
h |ξ| /

√
2, h2λ

)
ω
(
∇F , gF

)
(ei)

2

+
1

8

(
J1

J0
− J0 + J1

)(
h |ξ| /

√
2, h2λ

) ω
(
∇F , gF

)2
(ξ)

|ξ|2
.

The same arguments as in (17.19.18)-(17.19.36) show that in (17.19.42),
we can replace J1 − J0 and J1

J0
by 1.

Using now equation (1.2.14) for �
X , equation (17.17.1) for P+γ+P+, and

the considerations which follow, we finally get (17.19.4). The proof of our
theorem is completed.

17.20 ESTIMATES ON THE RESOLVENT OF Th,h2λ

For r > 0, h > 0, set

Wδ′,h,r =
{
λ ∈ Wδ′/h

2, r (Reλ+ 1) ≤ |Imλ|
}
. (17.20.1)
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In the sequel we take δ′ as in Theorem 17.19.1.

Theorem 17.20.1. There exists C > 0 such that if h ∈]0, h0], λ ∈ C, λ ∈
Wδ′/h

2 \ Sp�
X/2 are such that hρ (λ) ≤ C, for any s ∈ R, the operator(

Th,h2λ − λ
)−1

maps Hs
X into Hs+1

X , and moreover there exists Cs > 0 such
that if u ∈ Ω· (X,F ) in the + case, or u ∈ Ω· (X,F ⊗ o (TX)) in the − case,
then
∥∥∥∥
(
Th,h2λ − λ

)−1
(

1

2
�
X − λ

)
u− u

∥∥∥∥
X,λ1/2,s

≤ Csh
∥∥∥
(
ρ (λ) + �

X,1/2
)
u
∥∥∥
X,λ1/2,s

. (17.20.2)

For any r > 0, there exists hr ∈]0, h0] such that for h ∈]0, hr], λ ∈ Wδ′,h,r,

the operator
(
Th,h2λ − λ

)−1
exists. Moreover, given s ∈ R, there exist Cr >

0, Cs > 0 such that if h, λ are taken as before,
∥∥∥
(
Th,h2λ − λ

)−1
u
∥∥∥
X,λ1/2,s+1

≤ Cs
(
h+ Cr (1 + |λ|)−1/2

)
‖u‖X,λ1/2,s .

(17.20.3)

Proof. If A ∈ End
(
L2
X

)
, we denote by ‖A‖ the norm of A. By Theorem

17.19.1, it is clear that if hρ (λ) is small enough, the operator 1 + Uh,h2λ

is invertible when acting on H0
X = L2

X , and that its inverse is uniformly
bounded.

We will show that under the same conditions, given s ∈ R, there exists
Cs > 0 such that

∥∥∥
(
1 + Uh,h2λ

)−1
u
∥∥∥
X,λ1/2,s

≤ Cs ‖u‖X,λ1/2,s , (17.20.4)
∥∥∥
((

1 + Uh,h2λ

)−1 − 1
)
u
∥∥∥
X,λ1/2,s

≤ Cshρ (λ) ‖u‖X,λ1/2,s .

As we just saw, this is true for s = 0.
Set

Λ =
(
1 + |λ|+ �

X
)1/2

. (17.20.5)

Then

‖u‖X,λ1/2,s = ‖Λsu‖ . (17.20.6)

If v =
(
1 + Uh,h2λ

)−1
u, then

Λsv =
(
1 + Uh,h2λ

)−1 (
Λsu−

[
Λs, Uh,h2λ

]
v
)
. (17.20.7)

By Theorem 17.19.1, there exists C > 0 such that for hρ (λ) small enough,
for any s ∈ R,

∥∥∥
(
1 + Uh,h2λ

)−1
Λsu

∥∥∥ ≤ C ‖u‖X,Λ1/2,s . (17.20.8)

We claim that given s ∈ R, there is Cs > 0 such that
∥∥[Λs, Uh,h2λ

]
w
∥∥ ≤ Cs

(
hρ (λ) + h2ρ2 (λ)

)
‖w‖X,λ1/2,s−1/3 . (17.20.9)
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The proof of (17.20.9) will be delayed. By (17.20.7)-(17.20.9), for hρ (λ) small
enough, we get

‖v‖X,λ1/2,s ≤ Cs
(
‖u‖X,λ1/2,s + ‖v‖X,λ1/2,s−1/3

)
. (17.20.10)

By (17.20.10), we deduce that the first equation in (17.20.4) holds for s ≥ 0.
Since the formal adjoint of Uh,h2λ has the same structure as Uh,h2λ, the above
proof also leads to a proof of the first equation in (17.20.4) for arbitrary
s ∈ R. A similar argument allows us to also obtain the second equation in
(17.20.4) for any s ∈ R.

Now we concentrate on the proof of (17.20.9). The idea is to go along the
proof of Theorem 17.19.1 and check that the corresponding estimates can
be safely “commuted” with Λs.

Moreover, recall that all the functions of DX which we considered are in
fact functions of �

X . As an aside , let us observe that DX and �
X commute

anyway. By (17.19.2), (17.19.5), we get

[
Λs, Uh,h2λ

]
= h2J0

(
hDX/

√
2, h2λ

) [
Λs, Vh,h2λ

]
. (17.20.11)

We will evaluate the commutator in the right-hand side of (17.20.9) using
equation (17.17.10) in Theorem 17.17.4. We will use the arguments we al-
ready gave in the proof of Theorem 17.19.1.

First we consider the contribution of the first term in the right-hand side of
(17.17.10) for Th,h2λ. As we already explained in (17.19.18)-(17.19.36), once
Ah,h2λ is replaced by its semiclassical principal symbol a

(
hξ, h2λ

)
, there is an

approximate cancellation with the term −J1

J0

(
hDX/

√
2, h2λ

)
∆H,u

2 which is

compatible with the above estimates. Commuting Λs with ∇Λ·(T∗X)⊗F,u∗ or
∇Λ·(T∗T∗X)b⊗F,u does not raise any special difficulty, the above cancellations
still occurring. The only potential difficulty consists in controlling the com-
mutator of Λs with an operator of the type ∇Λ·(T∗X)⊗F,u∗hB∇Λ·(T∗X)⊗F,u,
where B is itself a semiclassical pseudodifferential operator which lies in E−1

δ,h.
Apart from a smoothing semiclassical operator, whose contribution is irrele-
vant by (17.15.6), we can as well assume that B = Op (b), where b ∈ S−1

δ,h. For

h small enough, the classical symbol of B is given by b
(
x, hξ, h, h2λ

)
. When

commuting Λs with B, we can then use the classical rules of composition of
pseudodifferential operators, where the parameter λ is incorporated. Using
the bounds in (17.15.5) with d = −1, we get

[
Λs (x, ξ) , hb

(
x, hξ, h, h2λ

)]

≃ h
(
1 + |λ|1/2 + |ξ|

)s−1 (
1 + h2 |λ|+ h |ξ|

)−2/3

− h2
(
1 + |λ|1/2 + |ξ|

)s (
1 + h2 |λ|+ h |ξ|

)−5/3
. (17.20.12)

Incidentally observe that mixing classical and semiclassical pseudodifferen-
tial operators produces terms with different homogeneities. By (17.20.12),



BismutLebeauGlob June 16, 2008

340 CHAPTER 17

we get

Cρ (λ)
1 + h2 |λ+ h |ξ||

1 + |λ|+ |ξ|2
∣∣[Λs (x, ξ) , hb

(
x, hξ, h, h2λ

)]∣∣
(
1 + |ξ|2

)

≤ Chρ (λ)



(
1 + |λ|1/2 + |ξ|

)s−7/3

+ h

(
1 + |λ|1/2 + |ξ|

)s−2

(1 + h2 |λ|+ h |ξ|)2/3



(
1 + |ξ|2

)

≤ Chρ (λ)
(
1 + |λ|1/2 + |ξ|

)s−1/3

, (17.20.13)

which fits with (17.20.9).
Establishing the corresponding bounds for the other terms in the right-

hand side of (17.17.10) follows the same principle as before. So we get
(17.20.9).

By (16.4.4), (17.19.3), and (17.20.4), the first part of our theorem is now
obvious. By (16.4.6), we get

∣∣h2J0

(
hy, h2λ

) (
y2 − λ

)
− 1
∣∣ ≤ Ch |y| . (17.20.14)

By (17.19.3), (17.20.4), (17.20.14), we get (17.20.2).
Now we will establish (17.20.3). Indeed given r > 0, there exists Cr > 0

such that if λ ∈ Wδ′,h,r, then ρ (λ) ≤ Cr, and so by the above, there is hr ∈
]0, h0] such that for h ∈]0, hr], the operator

(
Th,h2λ − λ

)−1
is well defined.

Using the first identity in (16.4.44), (17.19.3), and (17.20.4), we get (17.20.3).
The proof of our theorem is completed.

17.21 THE ASYMPTOTICS OF (Lc − λ)−1

Take h0 > 0 small enough. We take h ∈]0, h0]. Here we make c = ±1/h2.
Put

Rh,λ =
(
Th,h2λ − λ

)−1
. (17.21.1)

By (17.2.12), we have the formal equality

(Lc − λ)−1

=

[
Rh,λ −hRh,λL2Θ

−1
h,h2λ

−hΘ−1
h,h2λL3Rh,λ h2Θ−1

h,h2λ + Θ−1
h,h2λhL3Rh,λhL2Θ

−1
h,h2λ

]
. (17.21.2)

To analyze the action of pseudodifferential operators which lie in the
class Edδ,h on the chain of Hilbert spaces which is associated to the norms
‖ ‖X,λ1/2,s, we introduce a new norm. Indeed set

Λ =
(
1 + |λ|+ �

X
)1/2

, Λ′
h =

(
1 +

∣∣h2λ
∣∣2 + h2

�
X
)1/2

. (17.21.3)

Let Hs1,s2
X,h,λ be the Sobolev space Hs1+s2

X equipped with the norm

‖u‖λ,s1,s2 =
∥∥Λs1Λ′s2

h u
∥∥
L2 . (17.21.4)
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By (17.15.1), (17.21.4), we get

‖u‖X,λ1/2,s = ‖u‖λ,s,0 , ‖u‖X,h,h2λ,s = ‖u‖λ,0,s . (17.21.5)

From the considerations we made after (17.15.1), using (17.21.5), we find
that given s ∈ R, the norms ‖ ‖h2λ,sc,s and ‖ ‖λ,0,s are uniformly equivalent
in the considered range of parameters h, λ.

If E ∈ Edδ,λ, we denote by Eh the operator E in which λ has been replaced

by h2λ, so that Eh is defined for λ ∈ Wδ/h
2.

Proposition 17.21.1. If B is an operator which is a polynomial of degree

p in |λ|1/2 ,∇ei , 1 ≤ i ≤ n, for s1, s2 ∈ R, there exists Cs1,s2 > 0 such that
if u ∈ DX ,

‖Bu‖λ,s1,s2 ≤ Cs1,s2 ‖u‖λ,p+s1,s2 . (17.21.6)

Moreover, given E ∈ Edδ,h and any s1, s2 ∈ R, there exists Cs1,s2 > 0 such
that if u ∈ DX ,

‖Ehu‖λ,s1,s2 ≤ Cs1,s2 ‖u‖λ,s1,s2+d . (17.21.7)

Proof. Using duality and interpolation, it is enough to establish our result
when s1, s2 ∈ 2N.

Equation (17.21.6) is true when s2 = 0. To establish this equation in full
generality, it is enough to prove it for B = ∇ei . If s2 = 2ℓ2, ℓ2 ∈ N, there is
a partial operator Q (∂x) of degree 2ℓ2 such that

[
∇ei ,Λ

′2ℓ2
h

]
= Q (h∂x) . (17.21.8)

Therefore,

‖∇eiu‖λ,2ℓ1,2ℓ2 =
∥∥Λ′2ℓ2∇eiu

∥∥
λ,2ℓ1,0

≤
∥∥∇eiΛ

′2ℓ2u
∥∥
λ,2ℓ1,0

+ ‖Q (h∂x)u‖λ,2ℓ1,0
≤ Cℓ1,ℓ2 ‖u‖λ,2ℓ1+1,2ℓ2

. (17.21.9)

So we have established (17.21.6).
Clearly (17.21.7) holds when s1 = 0. Moreover, by (17.15.5), if E ∈ Edδ,h,

then

[∇ei , E] ∈ E
d+1/3
δ,h . (17.21.10)

So if A is a polynomial in |λ|1/2 ,∇ei of total degree 2ℓ1,

[A,E] ∈
∑

1≤j≤2ℓ1

E
d+j/3
δ,h Aj , (17.21.11)

where the Aj are themselves polynomials in |λ|1/2 ,∇ei of degree ≤ 2ℓ1 − j.
Using (17.21.6), (17.21.7) with s1 = 0 and (17.21.11) with A = Λℓ1 , we get

‖Ehu‖λ,2ℓ1,s2 ≤ Cℓ1,s2


‖u‖λ,2ℓ1,s2+d +

∑

1≤j≤2ℓ1

‖u‖λ,2ℓ1−j,s2+d+j/3


 .

(17.21.12)
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Also for 0 ≤ j ≤ 2ℓ1, we have the trivial

‖u‖λ,2ℓ1−j,s2+d+j/3 ≤ Cℓ1,s2 ‖u‖λ,2ℓ1,s2+d . (17.21.13)

Then (17.21.7) follows from (17.21.12) and (17.21.13). The proof of our
proposition is completed.

We will extend the estimate (17.20.3) in Theorem 17.20.1, taking into
account the refined norms ‖ ‖λ,s1,s2 .
Proposition 17.21.2. For r > 0, s1 ∈ R, s2 ∈ R, there exists hr > 0, Cr >
0, Cr,s1,s2 > 0 such that for h ∈]0, hr], λ ∈ Wδ′,h,r, u ∈ DX ,∥∥∥
(
Th,h2λ − λ

)−1
u
∥∥∥
λ,s1+1,s2

≤ Cr,s1,s2
(
h+ Cr (1 + |λ|)−1/2

)
‖u‖λ,s1,s2 .

(17.21.14)

Proof. By equation (17.20.3) in Theorem 17.20.1 and by (17.21.5), we get
(17.21.14) when s2 = 0.

By duality and interpolation, it is enough to establish (17.21.14) for s2 =
d > 0. We will show that given a > 0, if (17.21.14) holds for d ∈ [0, a],
then it still holds for d ∈ [0, a+ 2/3]. Recall that Edδ,h,0 was defined via the

inequalities in (17.15.10). Let E ∈ Edδ,h,0 with symbol e = ed + hed−1, ei ∈
Siδ,h,0 for i = d−1, d, so that ed is scalar. If A ∈ Esδ,h, by (17.15.5), (17.15.10),
we get

[E,A] ∈ hE
d+s−2/3
δ,h . (17.21.15)

Using Theorem 17.17.4 and in particular (17.17.9) and (17.17.10), we get

[E, Th,λ] ∈
∑

E
d−2/3
δ,h ∇ei + E

d−2/3
δ,h . (17.21.16)

Also,∥∥∥
(
Th,h2λ − λ

)−1
u
∥∥∥
λ,s1,d

=
∥∥∥Λ′d

h

(
Th,h2λ − λ

)−1
u
∥∥∥
λ,s1,0

. (17.21.17)

Moreover,

Λ′d
h

(
Th,h2λ − λ

)−1
=
(
Th,h2λ − λ

)−1
Λ′d
h

+
(
Th,h2λ − λ

)−1 [
Th,h2λ,Λ

′d
h

] (
Th,h2λ − λ

)−1
. (17.21.18)

Put

m = h+ Cr (1 + |λ|)−1/2
. (17.21.19)

By Proposition 17.21.1, by (17.21.14) with s2 = 0, and using also (17.21.16)-
(17.21.18), we obtain

∥∥∥
(
Th,h2λ − λ

)−1
u
∥∥∥
λ,s1+1,d

≤ Cs1m
(
∥∥Λ′d

h u
∥∥
λ,s1,0

+
∥∥∥
[
Th,h2λ,Λ

′d
h

] (
Th,h2λ − λ

)−1
u
∥∥∥
λ,s1,0

)

≤ Cs1,dm
(
‖u‖λ,s1,d +

∥∥∥
(
Th,h2λ − λ

)−1
u
∥∥∥
λ,s1+1,d−2/3

)
. (17.21.20)
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By (17.21.20), we obtain the announced recursion on d. The proof of our
proposition is completed.

Let Qℓ be the set of differential operators with smooth coefficients in
x ∈ X , which are polynomials in |λ|1/2,∇ei ,∇bei , pj∇bei , pi, pipj which are of
total degree at most ℓ. Let Rℓ be a finite family of operators which generate
Qℓ over C∞ (X,R).

We will denote by HX,ℓ the associated Sobolev space with the norm

‖u‖2ℓ =
∑

Q∈Rℓ

‖Qu‖2L2
X
. (17.21.21)

We denote by HX,−ℓ the vector space which is dual to HX,ℓ.
If A ∈ L

(
L2
X

)
, let ‖A‖ be the norm of A. In the case where A extends to

a bounded operator from H−ℓ into Hℓ, set

‖A‖ℓ =
∑

Q,Q′∈Rℓ

‖QAQ′‖ . (17.21.22)

Recall that H is the standard L2 space over T ∗X . If B ∈ End (H), we still
denote by ‖B‖ the norm of B.

Theorem 17.21.3. There exist h0 > 0, δ′ = (δ′0, δ
′
1, δ

′
2) with δ′0 ∈]0, 1[, δ′1 >

0, δ′2 = 1
6 , such that for any r > 0,

• For h ∈]0, h0], λ ∈ Wδ′,h,r, the resolvent (Lc − λ)−1
exists and is given

by equation (17.21.2). There exists C > 0 such that if b, λ are taken as
before, then

∥∥∥(Lc − λ)−1
∥∥∥ ≤ C,

∥∥∥i±
(
Th,h2λ − λ

)−1
P±
∥∥∥ ≤ C, (17.21.23)

∥∥∥(Lc − λ)−1 − i±
(
Th,h2λ − λ

)−1
P±
∥∥∥ ≤ Ch.

• Let v ∈]0, 1[. For any ℓ ∈ N, for N ∈ N∗ large enough, there exists
CN > 0 such that if h, λ are taken as before, then

∣∣∣(Lc − λ)−N
∥∥∥
ℓ
≤ CN ,

∥∥∥i±
(
Th,h2λ − λ

)−N
P±
∥∥∥
ℓ
≤ CN , (17.21.24)

∥∥∥(Lc − λ)−N − i±
(
Th,h2λ − λ

)−N
P±
∥∥∥
ℓ
≤ CNhv.

Proof. We take δ′ as in Theorem 17.20.1. If λ ∈ Wδ′,h,r, by equation (17.20.3)
in Theorem 17.20.1, we get the second estimate in (17.21.23), and we also

find that the operators L2

(
Th,h2λ − λ

)−1
,
(
Th,h2λ − λ

)−1
L3 are uniformly

bounded when acting on H = L2. By (17.16.9),
∥∥∥Θ−1

h,h2λu
∥∥∥
h2λ,sc,s+1/4

≤ Cs ‖u‖h2λ,sc,s . (17.21.25)
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In particular Θ−1
h,h2λ is uniformly bounded as an operator acting on L2.

By Proposition 17.21.2, we find that given s1, s2 ∈ R,
∥∥∥
(
Th,h2λ − λ

)−1
L2u

∥∥∥
λ,s1,s2

≤ Cs1,s2 ‖L2u‖λ,s1−1,s2
. (17.21.26)

Recall that L2 is given by (17.2.8). Also in the + case,

P+∇Λ·(T∗T∗X)b⊗F,u
YH u = ∇Λ·(T∗T∗X)b⊗F,u

ei
P+piu. (17.21.27)

By (17.21.27), we find easily that

‖L2u‖λ,s1−1,s2
≤ Cs1,s2

∥∥∥P±
(
1 + |p|2

)
u
∥∥∥
λ,s1,s2

. (17.21.28)

Using the considerations after (17.21.5), and also (17.21.26), (17.21.28)
with s1 = 0, s2 = s, we get

∥∥∥
(
Th,h2λ − λ

)−1
L2u

∥∥∥
h2λ,sc,s

≤ Cs ‖u‖h2λ,sc,s . (17.21.29)

The same arguments as in the proof of (17.21.29) also show that
∥∥∥L3

(
Th,h2λ − λ

)−1
u
∥∥∥
h2λ,sc,s

≤ Cs ‖u‖h2λ,sc,s . (17.21.30)

Set

A = Θ−1
h,h2λhL3

(
Th,h2λ − λ

)−1
L2Θ

−1
h,h2λ. (17.21.31)

We claim that A acts on L2 as a uniformly bounded operator. Indeed by
Theorem 17.16.3 and by (17.21.29) with s = 1/6, since 1/6− 1/4 = −1/12,
we get

‖Au‖ ≤ C
∥∥∥
(
Th,h2λ − λ

)−1
L2Θ

−1
h,h2λu

∥∥∥
h2λ,sc,1/6

≤ C
∥∥∥Θ−1

h,h2λu
∥∥∥
h2λ,sc,1/6

≤ C ‖u‖h2λ,sc,−1/12 ≤ C ‖u‖ . (17.21.32)

Incidentally note that it is here that the critical −1/6 is used in our proof.
Using (17.21.2) and the above estimates, we deduce that the resolvent

(Lc − λ)−1
is indeed given by (17.21.2) and moreover that (17.21.23) holds.

The second equation in (17.21.24) follows from equation (17.20.3) in The-
orem 17.20.1. By (17.21.23), we find that for any N ∈ N,

∥∥∥(Lc − λ)−N − i±
(
Th,h2λ − λ

)−N
P±
∥∥∥ ≤ CNh. (17.21.33)

We will now show that the third estimate in (17.21.24) follows from the
first two. Take v ∈]0, 1[, and let p ∈ N such that 1 − 1/p ≥ v. Put ℓ′ =
pℓ. Assume that N ∈ N is such that the first two identities in (17.21.24)
hold with respect to ℓ′. Using these two estimates, (17.21.33), and classical
interpolation, we get

∥∥∥(Lc − λ)−N − i±
(
Th,h2λ − λ

)−N
P±
∥∥∥
ℓ
≤ Ch1−1/p, (17.21.34)

which implies the third identity in (17.21.24).
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Therefore, we only need to establish the first estimate in (17.21.24). Recall
that Rh,λ was defined in (17.21.1). Set

R =

[
0 −Rh,λL2Θ

−1
h,h2λ

−Θ−1
h,h2λL3Rh,λ hΘ−1

h,h2λ

(
1 + L3Rh,λL2Θ

−1
h,h2λ

)
]
, (17.21.35)

J = i±
(
Th,h2λ − λ

)−1
P±.

By (17.21.2),

(Lc − λ)−1
= J + hR. (17.21.36)

Take σ = 1/12. We claim that for s ∈ R, there exists Cs > 0 such that if
h ∈]0, h0], λ ∈ Wδ′,h,r,

‖Ru‖h2λ,sc,s+σ ≤ Cs ‖u‖h2λ,sc,s , ‖Ju‖h2λ,sc,s+σ ≤ Cs ‖u‖h2λ,sc,s .

(17.21.37)

Indeed since σ ≤ 1/2, by proceeding as in (17.21.13) and (17.21.14), we get
∥∥∥
(
Th,h2λ − λ

)−1
u
∥∥∥
λ,0,s+σ

≤ Cs ‖u‖λ,−1,s+σ ≤ C′
s ‖u‖λ,0,s . (17.21.38)

The second inequality in (17.21.37) follows the considerations we made after
(17.21.5) and from (17.21.38).

Since σ ≤ 1/4, we can use (17.21.29), (17.21.30), and the same arguments
as in the proof of (17.21.32) to show that

∥∥∥
(
Th,h2λ − λ

)−1
L2Θ

−1
h,h2λu

∥∥∥
h2λ,sc,s+σ

≤ Cs ‖u‖h2λ,sc,s , (17.21.39)
∥∥∥Θ−1

h,h2λL3

(
Th,h2λ − λ

)−1
u
∥∥∥
h2λ,sc,s

≤ Cs ‖u‖h2λ,sc,s .

Similarly, since σ = 1/12, the same arguments as in (17.21.32) show that
∥∥∥Θ−1

h,h2λhL3

(
Th,h2λ − λ

)−1
L2Θ

−1
h,h2λu

∥∥∥
h2λ,sc,s+σ

≤ Cs
∥∥∥
(
Th,h2λ − λ

)−1
L2Θ

−1
h,h2λu

∥∥∥
h2λ,sc,s+σ+1/6

≤ Cs ‖u‖h2λ,sc,s .

(17.21.40)

By (17.16.9), (17.21.35), (17.21.39), (17.21.40), we get the first inequality of
(17.21.37), which completes the proof of (17.21.37).

By (17.21.36), we obtain

(Lc − λ)−N =
∑

hN2J i1Rj1 . . . J iqRjq (17.21.41)

where the nonzero indices are such that
∑q
k=1 ik = N1,

∑q
k=1 jk = N2, N1 +

N2 = N . By (17.21.37), (17.21.41), we get
∥∥J i1Rj1 . . . J iqRjq

∥∥
h2λ,sc,−l+Nσ ≤ C ‖u‖h2λ,sc,−l . (17.21.42)

Clearly, for j ∈ N,

|λ|1/2 ≤ 1

2

(
2−j |λ|+ 2j

)
. (17.21.43)
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By (17.4.3), (17.4.4), and (17.21.43), we get for ℓ ∈ N,

‖u‖ℓ ≤ Cℓh−ℓ ‖u‖h2λ,sc,ℓ , (17.21.44)

and so

‖u‖h2λ,sc,−ℓ ≤ Cℓh−ℓ ‖u‖−ℓ . (17.21.45)

Using (17.21.37) and (17.21.41)-(17.21.45), we find that to prove the first
estimate in (17.21.24), the only potentially annoying terms are the ones with
N2 < 2ℓ. Since N2 ≥ q, we may assume that q < 2ℓ. This is what we will do
now.

We claim that there exists Mℓ ∈ N∗ such that for any Q ∈ Rℓ, then

JQ =
∑

Q′∈Rℓ

Q′JQ′ , QJ =
∑

Q′∈Rℓ

J ′
Q′Q′, (17.21.46)

RQ =
∑

Q′∈Rℓ

Q′RQ′ , QR =
∑

Q′∈Rℓ

R′
Q′Q′.

so that in (17.21.46), the sums are finite, and moreover we should have the
estimates

‖JQ′u‖h2λ,sc,s +
∥∥J ′

Q′u
∥∥
h2λ,sc,s

≤ Cs ‖u‖h2λ,sc,s , (17.21.47)

‖RQ′u‖h2λ,sc,s +
∥∥R′

Q′u
∥∥
h2λ,sc,s

≤ Cs ‖u‖h2λ,sc,s+Mℓ
.

First we establish the required properties for J . Recall that Λ was defined
in (17.21.3). If Q ∈ Rℓ,

QJ =
(
QJΛ−ℓ)Λℓ. (17.21.48)

By Proposition 17.21.2,
∥∥ΛℓJΛ−ℓu

∥∥
λ,s1,s2

≤ Cs1,s2 ‖u‖λ,s1−1,s2
. (17.21.49)

By (17.21.49), we obtain
∥∥QJΛ−ℓu

∥∥
λ,s1,s2

≤ Cs1,s2 ‖u‖λ,s1−1,s2
. (17.21.50)

Using the considerations we made after (17.21.5) and by making s1 = 0 in
(17.21.50), we get

∥∥QJΛ−ℓu
∥∥
h2λ,sc,s

≤ Cs ‖u‖h2λ,sc,s . (17.21.51)

By (17.21.48), (17.21.51), we get the second identity in (17.21.46). To obtain
the first identity, instead of (17.21.48), we write

JQ = Λℓ
(
Λ−ℓJQ

)
, (17.21.52)

and we proceed as before.
Now we establish the commutation relations in (17.21.46), (17.21.47) for

R. Note that if R1, R2 are operators such that the estimates in (17.21.46),
(17.21.47) hold with R = R1 and R = R2 with a given M , then R1 + R2

verifies similar estimates with the same M , and R1R2 with M replaced
by 2M . Using equation (17.21.35) for R and also the estimates for J in
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(17.21.47), we need to prove only estimates similar to (17.21.46), (17.21.47)
with R replaced by Θ−1

h,h2λ. To do this we will use again equation (17.16.2)

for Θ−1
h,λ.

By Theorem 17.15.3, we know that (P±Sh,λi±)
−1 ∈ E1

δ′,h. Therefore if

λ ∈ Wδ′,h,r, the commutators of
(
P±Sh,h2λi±

)−1
with Q can be easily eval-

uated using the pseudodifferential calculus. So we only need to prove the
relevant estimates for Sh,h2λ. By Lemma 17.6.4 and by Theorem 17.7.2, the
evaluation of the commutators

[
Q,Sh,h2λ

]
can be reduced to the evaluation

of the commutators [E0, Q] , [E1, Q], where E0, E1 appear in the parametrix
formula (17.10.1) in Theorem 17.10.1.

By Theorem 17.10.1, the symbol of E0 is e0, where e0 was defined in
Definition 17.9.3. We use equation (17.10.5) for E1 together with Lemma
17.13.2, in order to evaluate the commutators of E0, E1 with pi,∇bej

,∇ei .
The results on the commutators with the Q follow easily.

Now we come back to the estimation of the finite number of terms in the
right-hand side of (17.21.41) such that N2, q < 2ℓ, which is the final point
needed in the proof of the first estimate in (17.21.24). We only need to show
that if Q,Q′ ∈ Rℓ,

∥∥QJ i1Rj1 . . . J iqRjqQ′u
∥∥
L2 ≤ C ‖u‖L2 . (17.21.53)

Now N1 ≥ N − 2ℓ, and so at least one of the ij is such that

ij ≥
N1

q
≥ N

2ℓ
− 1. (17.21.54)

By (17.21.46), (17.21.47), we only need to check that given l,M ′ ∈ N, for
N ′ ∈ N large enough,

∥∥∥QJN ′
Q′
∥∥∥
h2λ,sc,M ′

≤ CN ′ ‖u‖h2λ,sc,−M ′ , (17.21.55)

which is itself a consequence of equation (17.20.3) in Theorem 17.20.1. The
proof of our theorem is completed.

LetK ((x, p) , (x′, p′)) be the kernel of an operatorK. For ℓ ∈ N, let |||K|||ℓ
be the least upper bound of the norms of the kernels QKQ′ ((x, p) , (x′, p′)),
with Q,Q′ ∈ Rℓ.

By Sobolev’s inequalities, if n = dimX ,

|||K|||ℓ ≤ Cℓ ‖K‖ℓ+3n+1 . (17.21.56)

where the right-hand side is defined as in (17.21.22).

Proposition 17.21.4. Take v ∈]0, 1[, ℓ ∈ N. For N ∈ N∗ large enough,
there exists CN > 0 such that for h ∈]0, h0], λ ∈ Wδ′,h,r, then

∣∣∣
∣∣∣
∣∣∣(Lc − λ)−N

∣∣∣
∣∣∣
∣∣∣
ℓ
≤ CN , (17.21.57)

∣∣∣
∣∣∣
∣∣∣(Lc − λ)−N − i±

(
Th,h2λ − λ

)−N
P±
∣∣∣
∣∣∣
∣∣∣
ℓ
≤ CNhv.
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Proof. This is an obvious consequence of (17.21.24) and of (17.21.56).

Theorem 17.21.5. Take v ∈]0, 1[, ℓ ∈ N. For N ∈ N∗ large enough, there
exists CN > 0 such that for h ∈]0, h0], λ ∈ Wδ′,h,r, then

∣∣∣∣∣

∣∣∣∣∣

∣∣∣∣∣(Lc − λ)
−N − i±

(
1

2
�
X − λ

)−N
P±

∣∣∣∣∣

∣∣∣∣∣

∣∣∣∣∣
ℓ

≤ CNhv. (17.21.58)

Proof. Set

A =
(
Th,h2λ − λ

)−1
, B =

(
1

2
�
X − λ

)−1

. (17.21.59)

As we saw after (17.20.14), given r > 0, there is Cr > 0 such that if λ ∈
Wδ′,h,r, then ρ (λ) ≤ Cr.

By (17.20.2) in Theorem 17.20.1 and by (17.21.5),

‖(A−B) u‖λ,s,0 ≤ Csh ‖u‖λ,s−1,0 . (17.21.60)

Moreover,

‖Bu‖λ,s,0 ≤ C ‖u‖λ,s−2,0 , (17.21.61)

By (17.21.60), (17.21.61), we obtain
∥∥(AN −BN

)
u
∥∥
λ,s,0

≤ Cs,Nh ‖u‖λ,s−N,0 . (17.21.62)

By (17.21.57) and (17.21.62), we get (17.21.58). The proof of our theorem is
completed.

Remark 17.21.6. Recall that the function ρ (λ) defined in (16.4.41) is associ-
ated here to S = Sp�

X/2. Let K be a compact subset of C, not containing
0, and such that

K ∩ Sp�
X/2 = ∅. (17.21.63)

Then the function ρ (λ) is bounded on S. The results of Theorem 17.20.1 are
obviously valid for λ ∈ K, as long as h > 0 is small enough. It follows that
the results contained in Propositions 17.21.1, 17.21.2, in Theorem 17.21.3,
in Proposition 17.21.4, and in Theorem 17.21.5 are also valid when λ ∈ K.
In particular, by Theorem 17.21.3, we find that for h > 0 small enough,

SpLc ∩K = ∅. (17.21.64)

17.22 A LOCALIZATION PROPERTY

Observe that by (13.2.4), for ε ∈]0, 1[, h > 0, for c = ±1/h2,

ǫ2Lc/ε2 =
α±
h2

+
ǫβ±
h

+ ǫ2γ±. (17.22.1)

Comparing with (13.2.4), we see that ε2Lc/ǫ2 is obtained from Lc by scaling
β±, γ± by the factors ǫ, ǫ2 respectively.
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Let us denote explicitly the dependence of Lc on the metric gTX , i.e.,

we write Lg
T X

c instead of Lc. Then one verifies easily that up to a trivial
conjugation,

Lg
T X/ε2

c = ε2Lg
T X

c/ε2 . (17.22.2)

Incidentally observe (17.22.2) is also a consequence of the identities in (2.8.8)
in degree 0.

In the sequel, it will often be convenient to use the notation

h = ǫb, c = ±1/b2. (17.22.3)

Also for notational convenience, we set b0 = h0.
By (17.21.1), (17.21.2), we have the formal equality

(
ǫ2Lc/ǫ2 − λ

)−1
=

[
ǫ−2Rǫb,λ/ǫ2 −bǫ−2Rǫb,λ/ǫ2ǫL2Θ

−1
ǫb,b2λ

−bΘ−1
ǫb,b2λǫL3ǫ

−2Rǫb,λ/ǫ2 b2
(
Θ−1
ǫb,b2λ + Θ−1

ǫb,b2λL3Rǫb,λ/ǫ2L2Θ
−1
ǫb,b2λ

)
]
.

(17.22.4)

Proposition 17.22.1. Let v ∈]0, 1[. For any ℓ ∈ N, for N ∈ N∗ large
enough, there exists CN > 0 such that for b ∈]0, b0], ǫ ∈]0, 1], λ ∈ Wδ′,b,r,
then

∣∣∣∣∣

∣∣∣∣∣

∣∣∣∣∣
(
ǫ2Lc/ǫ − λ

)−N − i±
(
ǫ2

2
�
X − λ

)−N
P±

∣∣∣∣∣

∣∣∣∣∣

∣∣∣∣∣
ℓ

≤ Cǫ−Nhv. (17.22.5)

Proof. Note that if λ ∈ Wδ′,b,r, then λ/ǫ2 ∈ Wδ′,h,r. Our proposition now
follows from Theorem 17.21.5.

Given ℓ ∈ N, we define the family of operators Qℓǫ as the family Qℓ, by
simply replacing the ∇ei by ǫ∇ei . We define corresponding norms ‖ ‖ǫ,ℓ as
in (17.21.21).

Theorem 17.22.2. Let K be a compact subset of X, and let φ(x) ∈ C∞
0 (X\

K). Given N ∈ N,M ∈ N, there exists b0 ∈]0, 1], ǫ0 ∈]0, 1], CM,N > 0 such
that for b ∈]0, b0], ǫ ∈]0, ǫ0], λ ∈ Wδ′,b,r, if the support of u is included in
π−1 (K), then

∥∥∥φ (x)
(
ǫ2Lc/ǫ2 − λ

)−1
u
∥∥∥
M
≤ CM,N ǫ

N ‖u‖−M . (17.22.6)

Proof. For the moment, we only consider the parameter h as in the previous
sections, and we take λ ∈ Wδ′,h,r. Take φ1(x), φ2(x) ∈ C∞

0 (X) with disjoint
supports. By Lemma 17.6.4 and by Theorems 17.7.2, 17.15.3, and 17.16.2,
we find that for any s ∈ R, t ∈ R, N ∈ N, there exists C > 0 such that

∥∥∥φ1Θ
−1
h,h2λφ2u

∥∥∥
h2λ,sc,t

≤ Cs,t,NhN ‖u‖h2λ,sc,s . (17.22.7)
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Since s, t,N are arbitrary, from (17.22.7), we deduce that for any M ∈
N, N ∈ N, there exists CM,N > 0 such that

∥∥∥φ1Θ
−1
h,h2λφ2u

∥∥∥
M
≤ CM,Nh

N ‖u‖−M . (17.22.8)

Moreover, by commuting Θ−1
ǫb,b2λ with operators in Qℓ as in the proof of

Theorem 17.21.3, from (17.21.46), (17.21.47), we find that given ℓ ∈ Z, there
exists ℓ′ ∈ Z, C > 0 such that

∥∥∥Θ−1
h,h2λu

∥∥∥
ℓ
≤ C ‖u‖ℓ′ . (17.22.9)

We claim that if M ∈ N, N ∈ N, there exists CM,N > 0 such that under
the conditions stated in our theorem,

∥∥∥φ1i±
(
ǫ2Tǫb,b2λ − λ

)−1
P±φ2u

∥∥∥
M
≤ CM,N ǫ

N ‖u‖−M . (17.22.10)

By (17.21.56), (17.22.4), (17.22.8)-(17.22.10), we get (17.22.6), i.e., we get a
proof of Theorem 17.22.2.

Now we concentrate on the proof of (17.22.10). If θ = (θ1 (x) , . . . , θN (x))
is a family of smooth real functions on X , we use the notation AdθT as in
(17.6.11).

Assume that θ1, . . . , θN are smooth real functions which are equal to 1 on
the support of ϕ1 and equal to 0 on the support of ϕ2. Then if λ ∈ Wδ′,h,r,

ϕ1i± (Th,λ − λ)−1
P±ϕ2 = i±ϕ1AdNθ (Th,λ − λ)−1

φ2P±. (17.22.11)

Also we have the identity

AdNθ (Th,λ − λ)−1

= (−1)
N
∑

(Th,λ − λ)−1
Adi1θ (Th,λ) (Th,λ − λ)−1

. . .

Ad
ip
θ (Th,λ) (Th,λ − λ)−1 , (17.22.12)

with ij ≥ 1, i1 · · ·+ ip = N .
We claim that for i ≥ 1,

AdiθTh,λ ∈
∑

1≤i≤n
E
−2/3
δ′,h ∇ei + E

−2/3
δ′,h . (17.22.13)

To establish (17.22.13), we use equation (17.17.10) for Th,λ. Observe that
in the right-hand side of (17.17.10), P±γ±P± does not contribute to the
commutator in (17.22.13). By Theorem 17.17.4, Ah,λ ∈ E−1

δ,h. By (17.15.5)
and (17.15.9), we find that

[θ1,Ah,λ] ∈ hE
−5/3
δ′,h . (17.22.14)

By (17.22.14), we get

∇Λ·(T∗X)b⊗F,u,∗ [θ1,Ah,λ] ∈ hE
−2/3
δ′,h . (17.22.15)
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The other commutators with θ1 in the right-hand side of (17.17.10) can be
handled in the same way. A recursion argument then leads to the proof of
(17.22.13).

Observe that given r > 0, for h ∈]0, 1], y ∈ R, λ ∈ Wδ′,h,r,∣∣λ− y2
∣∣ ≥ C

(
1 + |λ|+ y2

)
. (17.22.16)

By (17.22.16), if λ ∈ Wδ′,h,r,∥∥∥∥∥

(
�
X

2
− λ
)−1

u

∥∥∥∥∥
λ,s,0

≤ Cs ‖u‖λ,s−2,0 . (17.22.17)

By equation (17.20.2) in Theorem 17.20.1, by (17.21.5), and by (17.22.17),
for λ ∈ Wδ′,h,r, we get

∥∥∥
(
Th,h2λ − λ

)−1
u
∥∥∥
λ,s,0

≤ Cs
(
‖u‖λ,s−2,0 + h ‖u‖λ,s−1,0

)
. (17.22.18)

So using equation (17.21.7) in Proposition 17.21.1, (17.22.13), and (17.22.18),
we get

∥∥∥
(
Th,h2λ − λ

)−1 (
AdiθTh,h2λ

)
u
∥∥∥
λ,s,0

≤ Cs
(
∥∥(AdiθTh,h2λ

)
u
∥∥
λ,s−2,0

+ h

∥∥∥∥∥∥

(
AdiθTh,h2λ

)∥∥∥∥∥
λ,s−1,0


 ≤ Cs

(
‖u‖λ,s−1,−2/3 + h ‖u‖λ,s,−2/3

)
.

(17.22.19)

Now we use the notation in (17.21.3). Clearly,

Λ ≤ Λ′
h

h
, (17.22.20)

so that

‖u‖s,−2/3 ≤ h−2/3 ‖u‖s−2/3,0 . (17.22.21)

By (17.22.19), (17.22.21), we obtain
∥∥∥
(
Th,h2λ − λ

)−1
AdiθTh,h2λu

∥∥∥
s,0
≤ Cs ‖u‖s−2/3,0 . (17.22.22)

Then inequality (17.22.10) with ǫ = 1 follows from (17.22.11), (17.22.12) and
(17.22.22).

Recall that by (17.22.3), h = ǫb. Take λ ∈ Wδ′,b,r. Set µ = λ/ǫ2 ∈ Wδ′,h,r.
Then

(
ǫ2Th,h2µ − λ

)−1
= ǫ−2

(
Th,h2µ − µ

)−1
. (17.22.23)

By (17.22.10) with ǫ = 1, we get
∥∥∥
(
1 + |µ|+ �

X/2
)M/2

φ1i±
(
Th,h2µ − µ

)−1
P±φ2u

∥∥∥
L2

≤ CM
∥∥∥
(
1 + |µ|+ �

X/2
)−M/2

u
∥∥∥
L2
. (17.22.24)
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By (17.22.24), we obtain

∥∥∥
(
ǫ2 + |λ|+ ǫ2�X/2

)M/2
φ1i±

(
ǫ2Th,h2µ − λ

)−1
P±φ2u

∥∥∥
L2

≤ CM ǫ2M−2
∥∥∥
(
ǫ2 + |λ|+ ǫ2�X/2

)−M/2
u
∥∥∥
L2
. (17.22.25)

Moreover, there exists c > 0 such that for b ∈]0, b0], λ ∈ Wδ′,b,r, then |λ| ≥ c.
By (17.22.25) we obtain

∥∥∥
(
1 + |λ|+ ǫ2�X/2

)M/2
φ1i±

(
ǫ2Th,h2µ − µ

)−1
P±φ2u

∥∥∥
L2
≤

CM ǫ
2M−2

∥∥∥
(
1 + |λ|+ ǫ2�X/2

)−M/2
u
∥∥∥
L2
. (17.22.26)

By (17.22.26), if λ ∈ Wδ′,b,r, we get
∥∥∥φ1

(
ǫ2Th,h2µ − λ

)−1
P±φ2u

∥∥∥
ǫ,M
≤ CM ǫ2M−2 ‖u‖ǫ,−M . (17.22.27)

By (17.22.27), we get (17.22.10).
This completes the proof of our theorem.

Remark 17.22.3. Given N ∈ N∗, it is possible to replace
(
ǫ2Lc/ǫ2−λ

)−1
by(

ǫ2Lc/ǫ2−λ
)−N

. We still get the obvious analogue of Theorem 17.22.2. Indeed
by proceeding as in the proof of (17.22.9), we find that given ℓ ∈ Z, there
exists ℓ′ ∈ Z, C such that

∥∥∥
(
ǫ2Lc/ǫ2−λ

)−1
u
∥∥∥
ℓ
≤ C ‖u‖ℓ′ . (17.22.28)

By combining (17.22.6) in Theorem 17.22.2 with (17.22.28), we get the cor-

responding statement for
(
ǫ2Lc/ǫ2−λ

)−N
.
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Hörmander’s theorem. In Stochastic integrals (Proc. Sympos.,
Univ. Durham, Durham, 1980), volume 851 of Lecture Notes in
Math., pages 85–109. Springer, Berlin, 1981.

[B81b] J.-M. Bismut. Martingales, the Malliavin calculus and hypoellip-
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[B94] J.-M. Bismut. Equivariant short exact sequences of vector bundles
and their analytic torsion forms. Compositio Math., 93(3):291–
354, 1994.

[B95] J.-M. Bismut. Equivariant immersions and Quillen metrics. J.
Differential Geom., 41(1):53–157, 1995.

[B97] J.-M. Bismut. Holomorphic families of immersions and higher
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[Hör85] L. Hörmander. The analysis of linear partial differential operators.
III. Pseudodifferential operators. Volume 274 of Die Grundlehren
der mathematischen Wissenschaften. Springer-Verlag, Berlin,
1985.
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