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## Foreword

The two papers contained in this volume provide results on which a series of subsequent papers will be based, starting with [JoL 92b], [JoL 92d] and [JoL 93]. Each of the two papers contains an introduction dealing at greater length with the mathematics involved.

The two papers were first submitted in 1992 for publication in $J$. reine angew. Math. A referee emitted the opinion: "While such generalized products are of interest, they are not of such central interest as to justify a series of long papers in expensive journals." The referee was cautious, stating that this "view is subjective", and adding that he "will leave to the judgement of the editors whether to pass on this recommendation to the authors". The recommendation, in addition not to publish "in expensive journals", urged us to publish a monograph instead. In any case, the editors took full responsibility for the opinion about the publication of our series "in expensive journals". We disagree very strongly with this opinion. In fact, one of the applications of the complex analytic properties of regularized products contained in our first paper is to a generalization of Cramér's theorem, which we prove in great generality, and which appears in Math. Annalen [JoL 92b]. The referee for Math. Ann. characterized this result as "important and basic in the field".

Our papers were written in a self-contained way, to provide a suitable background for an open-ended series. Thus we always considered the possible alternative to put them in a Springer Lecture Note, and we are very grateful to the SLN editors and Springer for publishing them.

Acknowledgement: During the preparation of these papers, the first author received support from the NSF Postdoctoral Fellowship DMS-89-05661 and from NSF grant DMS-93-07023. The second author benefited from his visits at the Max Planck Institut in Bonn.
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## Part I

## Some Complex Analytic Properties of Regularized Products and Series

## Introduction

We shall describe how parts of analytic number theory and parts of the spectral theory of certain operators (differential, pseudodifferential, elliptic, etc.) are being merged under a more general analytic theory of regularized products of certain sequences satisfying a few basic axioms. The most basic examples consist of the sequence of natural numbers, the sequence of zeros with positive imaginary part of the Riemann zeta function, and the sequence of eigenvalues, say of a positive Laplacian on a compact manifold. The resulting theory applies to the zeta and $L$-functions of number theory, or representation theory and modular forms, to Selberg-like zeta functions in spectral theory, and to the theory of regularized determinants familiar in physics and other parts of mathematics.

Let $\left\{\lambda_{k}\right\}$ be a sequence of distinct complex numbers, tending to infinity in a sector contained in the right half plane. We always put $\lambda_{0}=0$ and $\lambda_{k} \neq 0$ for $k \geq 1$. We are also given a sequence $\left\{a_{k}\right\}$ of complex numbers. We assume the routine conditions that the Dirichlet series

$$
\sum_{k=1}^{\infty} \frac{a_{k}}{\lambda_{k}^{\sigma}} \quad \text { and } \quad \sum_{k=1}^{\infty} \frac{1}{\lambda_{k}^{\sigma}}
$$

converge absolutely for some $\sigma>0$. If $a_{k} \in \mathbf{Z}_{\geq 0}$ for all $k$, we view $a_{k}$ as a multiplicity of $\lambda_{k}$, and we call this the spectral case. We may form other functions, namely:

The theta series $\theta(t)=\sum_{k=0}^{\infty} a_{k} e^{-\lambda_{k} t} \quad$ for $t>0 ;$
The zeta function $\zeta(s)=\sum_{k=1}^{\infty} a_{k} \lambda_{k}^{-s} ;$
The Hurwitz zeta function $\zeta(s, z)=\sum_{k=0}^{\infty} a_{k}\left(z+\lambda_{k}\right)^{-s}$;
The xi function $\xi(s, z)=\Gamma(s) \zeta(s, z)$, which can be written as
the Laplace-Mellin transform of the theta function, that is

$$
\xi(s, z)=\int_{0}^{\infty} \theta(t) e^{-z t} t^{s} \frac{d t}{t}=\mathbf{L M} \theta(s, z)
$$

For the sequence $\left\{\lambda_{k}\right\}$ with $a_{k}=1$ for all $k$, consider the derivative

$$
\zeta^{\prime}(s)=\sum_{k=1}^{\infty} \frac{-\log \lambda_{k}}{\lambda_{k}^{s}}
$$

Putting $s=0$ formally, as Euler would do (cf. [Ha 49]), we find

$$
\zeta^{\prime}(0)=\sum_{k=1}^{\infty}-\log \lambda_{k}
$$

Therefore if the zeta function has an analytic continuation at $s=0$, then

$$
\exp \left(-\zeta^{\prime}(0)\right)=\prod_{k=1}^{\infty} \lambda_{k}
$$

may be viewed as giving a value for the meaningless infinite product on the right. Similarly, using the sequence $\left\{\lambda_{k}+z\right\}$ instead of $\left\{\lambda_{k}\right\}$, we would obtain a value for the meaningless infinite product

$$
\mathbf{D}(z)=\exp \left(-\zeta^{\prime}(0, z)\right)=\prod_{k=1}^{\infty}\left(\lambda_{k}+z\right)
$$

where the derivative here is the partial derivative with respect to the variable $s$. To make sense of this procedure in the spectral case, under certain conditions one shows that the sequence $\left\{\lambda_{k}\right\}$ also determines:

The regularized product

$$
D(z)=e^{P(z)} E(z)
$$

where $P$ is a normalizing polynomial, and $E(z)$ is a standard Weierstrass product having zeros at the numbers $-\lambda_{k}$ with multiplicity $a_{k}$. The degree of $P$ and the order of the Weierstrass
product will be characterized explicitly below in terms of the sequence $\left\{\lambda_{k}\right\}$ and appropriate conditions.

We keep in mind the following four basic examples of the spectral case.

Example 1. The gamma function. Let $\lambda_{k}=k$ range over the natural numbers. Then the zeta function is the Riemann zeta function $\zeta_{\mathbf{Q}}$, and the Hurwitz zeta function is the classical one (whence the name we have given in the general case). The theta function is simply

$$
\theta(t)=\sum_{k=0}^{\infty} e^{-k t}=\frac{1}{1-e^{-t}}
$$

The corresponding Weierstrass product is that of the gamma function.

Example 2. The Dedekind zeta function. Let $F$ be an algebraic number field. The Dedekind zeta function is defined for $\operatorname{Re}(s)>1$ by the series

$$
\zeta_{F}(s)=\sum \mathrm{Na}^{-s}
$$

where $\mathfrak{a}$ ranges over the (non-zero) ideals of the ring of algebraic integers of $F$, and Na is the absolute norm, in other words, the index $\mathrm{Na}=(\mathfrak{o}: \mathfrak{a})$. Then

$$
\theta(t)=\sum_{k=0}^{\infty} a_{k} e^{-k t}
$$

where $a_{k}$ is the number of ideals $\mathfrak{a}$ such that $\mathbf{N a}=k$. This theta function is different from the one which occurs in Hecke's classical proof of the functional equation of the Dedekind zeta functions (cf. [La 70], Chapter XIII). Of course, this example extends in a natural way to Dirichlet, Hecke, Artin, and other $L$-series classically associated to number fields. In these extensions, $a_{k}$ is usually not an integer.

Zeta functions arising from representation theory and the theory of automorphic functions constitute an extension of the present example, but we omit here further mention of them to avoid having to elaborate on their more complicated definitions.

Example 3. Regularized determinant of an operator. In this case, we let $\left\{\lambda_{k}\right\}$ be the sequence of eigenvalues of an operator. In the most classical case, the operator is the positive Laplacian on a compact Riemannian manifold, but other much more complicated examples also arise naturally, involving possibly non-compact manifolds or pseudo differential operators. Suitably normalized, the function $D(z)$ is viewed as a regularized determinant (generalizing the characteristic polynomial in finite dimensions).

Example 4. Zeros of the zeta function. Let $\left\{\rho_{k}\right\}$ range over the zeros of the Riemann zeta function with positive imaginary part. Let $a_{k}$ be the multiplicity of $\rho_{k}$, conjecturally equal to 1 . Put $\lambda_{k}^{\prime}=\rho_{k} / i$. The sequence $\left\{\lambda_{k}^{\prime}\right\}$ is thus obtained by rotating the vertical strip to the right, so that it becomes a horizontal strip. A theorem of Cramér [Cr 19] gives a meromorphic continuation (with a logarithmic singularity at the origin) for the function

$$
2 \pi i V(z)=\sum a_{k} e^{\rho_{k} z}=\sum a_{k} e^{-\lambda_{k}^{\prime} t}
$$

which amounts to a theta function in this case (after the change of variables $z=i t$ ).

This fourth example generalizes as follows. Suppose given a sequence $\left\{\lambda_{k}\right\}$ such that the corresponding zeta function has an Euler product and functional equation whose fudge factors are of regularized product type. (These notions will be defined quite generally in [JoL 92b].) We are then led to consider the sequence $\left\{\lambda_{k}^{\prime}\right\}$ defined as above. From §7, one sees that a regularized product exists for the sequence $\left\{\lambda_{k}\right\}$. We will show in [JoL 92b] that a regularized product also exists for the sequence $\left\{\lambda_{k}^{\prime}\right\}$. Passing from $\left\{\lambda_{k}\right\}$ to $\left\{\lambda_{k}^{\prime}\right\}$ will be called climbing the ladder in the hierarchy of regularized products.

Basic Formulas. The example of the gamma function provides a basic table of properties which can be formulated and proved under some additional basic conditions which we shall list in a moment. The table includes:

The multiplication formula
The Lerch formula
The (other) Gauss formula
The Stirling formula
The Hankel formula
The Mellin inversion formula
The Parseval formula.

The multiplication formula may be viewed as a special case of the Artin formalism treated in [JoL 92d]. The Parseval formula, which determines the Fourier transform of $\Gamma^{\prime} / \Gamma$ as a distribution on a vertical line will be addressed in the context of a general result in Fourier analysis in [JoL 92c]. Here we show that the other formulas can be expressed and proved in a general context, under certain axioms (covering all four examples and many more complicated analogues). We shall find systematically how the simple expression $1 /\left(1-e^{-t}\right)$ is replaced by theta functions throughout the formalism developed in this part. More generally, whenever the above expression occurs in mathematics, one should be on the lookout for a similar more general structure involving a theta function associated to a sequence having a regularized product.

The Asymptotic Expansion Axiom. The main axiom is a certain asymptotic expansion of the theta function at the origin, given as AS 2 in $\S 1$; namely, we assume that there exists a sequence of complex numbers $\{p\}$ whose real parts tend to infinity, and polynomials $B_{p}$ such that

$$
\theta(t) \sim \sum_{p} B_{p}(\log t) t^{p}
$$

The presence of log terms is essential for some applications.
In Example 1, the asymptotic expansion of the theta function is immediate, since $\theta(t)=1 /\left(1-e^{-t}\right)$. In Example 2, this expansion follows from the consideration of $\S 7$ of the present part. In both Examples 1 and $2, B_{p}$ is constant for all $p$, so we say that there are no $\log$ terms.

In the spectral theory of Example 3, Minakshisundaram-Pleijel [MP 49] introduced the zeta function formed with the sequence of eigenvalues $\lambda_{k}$, and Ray-Singer introduced the so-called analytic torsion [RS 73], namely $\zeta^{\prime}(0)$. Voros [Vo 87] and Cartier-Voros [CaV 90] gave further examples and results, dealing with a sequence of numbers whose real part tends to infinity. We have found their axiomatization concerning the corresponding theta function useful. However, both articles [Vo 87] and [CaV 90] leave some basic questions open in laying down the foundations of regularized products. Voros himself states: "In the present work, we shall not be concerned with rigorous proofs, which certainly imply additional regularity properties for the sequence $\left\{\lambda_{k}\right\}$." Furthermore, Cartier-Voros have only certain specific and special applications in
mind (the Poisson summation formula and the Selberg trace formula in the case of compact Riemann surfaces). Because of our more general asymptotic expansion for the theta function, the theory becomes applicable to arbitrary compact manifolds with arbitrary Riemannian metrics and elliptic pseudo-differential operators where the log terms appear starting with [DuG 75], and continuing with [ BrS 85 ], $[\mathrm{Gr} \mathrm{86]}$ and $[\mathrm{Ku} \mathrm{88]}$ for the spectral theory. In this case, the theta function is the trace of the heat kernel, and its asymptotic expansion is proved as a consequence of an asymptotic expansion for the heat kernel itself.

In Example 4 for the Riemann zeta function, the asymptotic expansion follows as a corollary of Cramér's theorem. A log term appears in the expansion. The generalization in [JoL 92b] involves some extra work. Some of the arguments used to prove the asymptotic expansion AS 2 are given in $\S 5$ of the present part (especially Theorem 5.11), because they are directly related to those used to prove Stirling's formula. Indeed, the Stirling formula gives an asymptotic expansion for the log of a regularized product at infinity; in [JoL 92b] we require in addition an asymptotic expansion for the Laplace transform of the log of the regularized product in a neighborhood of zero.

Normalization of the Weierstrass Product by the Lerch Formula. We may now return to describe more accurately our normalization of the Weierstrass product. When the Hurwitz zeta function $\zeta(s, z)$ is holomorphic at $s=0$, and all numbers $a_{k}$ are positive integers, there is a unique entire functions $\mathbf{D}(z)$ whose zeros are the numbers $-\lambda_{k}$ with multiplicities $a_{k}$, with a normalized Weierstrass product such that the Lerch formula is valid, namely

$$
\log \mathbf{D}(z)=-\zeta^{\prime}(0, z)
$$

where the derivative on the right is with respect to the variable $s$.
As to the Weierstrass order of $\mathbf{D}$, let $p_{0}$ be a leading exponent in the asymptotic expansion for $\theta(t)$, i.e. $\operatorname{Re}\left(p_{0}\right) \leq \operatorname{Re}(p)$ for all $p$ such that $B_{p} \neq 0$. Let $M$ be the largest integer $<-\operatorname{Re}\left(p_{0}\right)$. Then $M+1$ is the order of $\mathbf{D}$.

In the general case with the log terms present in the asymptotic expansion, the Hurwitz zeta function $\zeta(s, z)$ may be meromorphic at $s=0$ instead of being holomorphic, and we show in $\S 3$ how to make the appropriate definitions so that a similar formula is valid.

In Example 1, this formula is the classical Lerch formula. In Example 2, and various generalizations to $L$-functions of various
types, the formula is new as far as we know. In Example 3, the formula occurs in many special cases of the theory of analytic torsion of Ray-Singer and in Voros [Vo 87], formula (4.1). In Example 4, the formula specializes to a formula discovered by Deninger for the Riemann zeta function $\zeta_{\mathbf{Q}}$ (see [De 92], Theorem 3.3).

Applications. Aside from developing a formalism which we find interesting for its own sake, we also give systematically fundamental analytic results which are used in the subsequent series of parts, including not only the generalization of Cramér's theorem mentioned above, but for instance our formulation of general explicit formulas analogous to those of analytic number theory (see [JoL 93]). These particular applications deal with cases when the zeta function has an Euler product and functional equation. Such cases may arise from a regularized product by a change of variables $z=s(s-1)$. The Selberg zeta function itself falls in this category. However, so far the Euler product does not play a role. A premature change of variables $z=s(s-1)$ obscures the basic properties of the regularized product and Dirichlet series which do not depend on the Euler product.

Although, as we have pointed out, some special cases of our formulas are known, many others are new. Our results and formulas concerning regularized products are proved in sufficient generality to apply in several areas of mathematics where zeta functions occur, e.g. analytic number theory, representation theory, spectral theory, ergodic theory and dynamical systems, etc. For example, our Lerch formula is seen to apply to Selberg type zeta functions not only for Riemann surfaces but for certain higher dimensional manifolds as well.

Furthermore, our general principle of climbing the ladder of regularized products applies to the scattering determinant associated to a non-compact hyperbolic Riemann surface of finite volume. In [JoL 92b] we shall use results of Selberg to show that the scattering determinant satisfies our axioms, and hence is of regularized product type. As a second application of our Cramer's theorem, we then conclude that the Selberg zeta function in the non-compact case is also of regularized product type. These facts were not known previously.

Our theory also applies to Ruelle type zeta functions arising in ergodic theory and dynamical systems (for example, see [Fr 86] and references given in that part).

Therefore, we feel that it is timely to deal systematically with
the theory of regularized products, which we find central in mathematics.

For the convenience of the reader, a table of notation is included at the end of this part.

## §1. Laplace-Mellin Transforms

We first recall some standard results concerning Laplace-Mellin transforms. The Mellin transform of a measurable function $f$ on $(0, \infty)$ is defined by

$$
\mathbf{M} f(s)=\int_{0}^{\infty} f(t) t^{s} \frac{d t}{t}
$$

The Laplace transform is defined to be

$$
\mathrm{L} f(z)=\int_{0}^{\infty} f(t) e^{-z t} \frac{d t}{t}
$$

The Laplace-Mellin transform combines both, with the definition

$$
\mathbf{L M} f(s, z)=\int_{0}^{\infty} f(t) e^{-z t} t^{s} \frac{d t}{t}
$$

We now worry about the convergence conditions. The next lemma is standard and elementary.

Lemma 1.1. Let $I$ be an interval of real numbers, possibly infinite. Let $U$ be an open set of complex numbers, and let $f=f(t, z)$ be a continuous function on $I \times U$. Assume:
(a) For each compact subset $K$ of $U$ the integral

$$
\int_{I} f(t, z) d t
$$

is uniformly convergent for $z \in K$.
(b) For each $t$ the function $z \mapsto f(t, z)$ is holomorphic.

Let

$$
F(z)=\int_{I} f(t, z) d t
$$

Then the second partial $\partial_{2} f$ satisfies the same two conditions as $f$, the function $F$ is holomorphic on $U$, and

$$
F^{\prime}(z)=\int_{I} \partial_{2} f(t, z) d t
$$

For a proof, see [La 85], Chapter XII, §1. We then have immediately:

Lemma 1.2. Special Case. Let $z$ be such that $\operatorname{Re}(z)>0$ and let $b_{p} \in \mathbf{C}$. Then for $\operatorname{Re}(s)>0$ we have

$$
\int_{0}^{\infty} b_{p} e^{-z t} t^{s} \frac{d t}{t}=b_{p} \frac{\Gamma(s)}{z^{s}}
$$

the integral being absolutely convergent, uniformly for

$$
\operatorname{Re}(z) \geq \delta_{1}>0 \text { and } \operatorname{Re}(s) \geq \delta_{2}>0
$$

General Case. For any polynomial $B$, let $B\left(\partial_{s}\right)$ be the associated constant coefficient differential operator. For $\operatorname{Re}(z)>0$, $p \in \mathbf{C}$ and $\operatorname{Re}(s+p)>0$ we have

$$
\int_{0}^{\infty} e^{-z t} B(\log t) t^{s+p} \frac{d t}{t}=B\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right]
$$

The proof of Lemma 1.2 follows directly from an interchange of differentiation and integration, which is valid for $z$ and $s$ in the above stated region.

At this point let us record several very useful formulas. For any $z$ with $\operatorname{Re}(z)>0$ and any $s$ with $\operatorname{Re}(s)>0$,

$$
\int_{1}^{\infty} e^{-z t} t^{s} \frac{d t}{t}=\frac{1}{z^{s}} \int_{1 / z}^{\infty} e^{-u} u^{s} \frac{d u}{u}=\frac{\Gamma(s)}{z^{s}}-\int_{0}^{1} e^{-z t} t^{s} \frac{d t}{t}
$$

where the path of integration in the second integral is such that $u / z$ is real. By expanding $e^{-z t}$ in a power series about the origin, we have

$$
\int_{0}^{1} e^{-z t} t^{s} \frac{d t}{t}=\sum_{k=0}^{\infty} \frac{(-z)^{k}}{k!} \frac{1}{s+k}
$$

which shows that the given integral can be meromorphically continued to all $s \in \mathbf{C}$ and all $z \in \mathbf{C}$. The integration by parts formula

$$
s \int_{0}^{1} e^{-z t} t^{s} \frac{d t}{t}=e^{-z}+z \int_{0}^{1} e^{-z t} t^{s+1} \frac{d t}{t}
$$

also provides a meromorphic continuation of the given integral.
The next lemma shows how an asymptotic expression for a function $f(t)$ near $t=0$ gives a meromorphic continuation and an asymptotic expansion at infinity for the Laplace-Mellin transform of $f(t)$. We first consider a special case.

Lemma 1.3. Special Case. Let $f$ be piecewise continuous on $(0, \infty)$. Assume:
(a) $f(t)$ is bounded for $t \rightarrow \infty$.
(b) $f(t)=b_{p} t^{p}+O\left(t^{\operatorname{Re}(q)}\right)$ for some $b_{p} \in \mathbf{C}, p, q \in \mathbf{C}$ such that $\operatorname{Re}(p)<\operatorname{Re}(q)$, and $t \rightarrow 0$.

Then for $\operatorname{Re}(s)=\sigma>-\operatorname{Re}(p)$ and $\operatorname{Re}(z)>0$ the Laplace-Mellin integral

$$
\mathbf{L M} f(s, z)=\int_{0}^{\infty} f(t) e^{-z t} t^{s} \frac{d t}{t}
$$

converges absolutely, and for $\operatorname{Re}(s)>-\operatorname{Re}(q)$ the function $\mathbf{L M} f$ has a meromorphic continuation such that

$$
\mathbf{L M} f(s, z)=b_{p} \frac{\Gamma(s+p)}{z^{s+p}}+g(s, z)
$$

where for fixed $z, s \mapsto g(s, z)$ is holomorphic for $\operatorname{Re}(s)>-\operatorname{Re}(q)$. The only possible poles in $s$ of $\mathrm{LM} f$ when $\operatorname{Re}(z)>0$ and when $\operatorname{Re}(s+q)>0$ are at $s=-p-n$ with $n \in \mathbf{Z}_{\geq 0}$. All poles are simple, and the residue at $s=-p$ is $b_{p}$.
Proof. We decompose the integral into a sum:
$\mathbf{L M} f(s, z)=\int_{0}^{\infty}\left(f(t)-b_{p} t^{p}\right) e^{-z t} t^{s} \frac{d t}{t}+\int_{0}^{\infty} e^{-z t} b_{p} t^{s+p} \frac{d t}{t}$

$$
=\int_{0}^{1}\left(f(t)-b_{p} t^{p}\right) e^{-z t} t^{s} \frac{d t}{t}
$$

$$
+\int_{1}^{\infty}\left(f(t)-b_{p} t^{p}\right) e^{-z t} t^{s} \frac{d t}{t}+b_{p} \frac{\Gamma(s+p)}{z^{s+p}}
$$

The second integral, from 1 to $\infty$, is entire in $s$, and converges uniformly for all $z$ such that $\operatorname{Re}(z) \geq \delta>0$, and for all $s$ such that $\operatorname{Re}(s)$ is in a finite interval of $\mathbf{R}$. Also, we have

$$
b_{p} \frac{\Gamma(s+p)}{z^{s+p}}=\frac{b_{p}}{s+p}-b_{p}(\gamma+\log z)+O(s+p)
$$

since

$$
\Gamma(s)=\frac{1}{s}-\gamma+O(s) .
$$

So there remains to analyze the first integral, from 0 to 1 . More generally, let $q \in \mathbf{C}$, and let $g$ be piecewise continuous on $(0,1]$ satisfying

$$
g(t)=O\left(t^{\operatorname{Re}(q)}\right) \quad \text { for } t \rightarrow 0
$$

Then the integral

$$
I_{1}(s, z)=\int_{0}^{1} g(t) e^{-z t} t^{s} \frac{d t}{t} .
$$

is obviously holomorphic in $z \in \mathbf{C}$ and $\operatorname{Re}(s)>-\operatorname{Re}(q)$, by Lemma 1.1. This concludes the proof of Lemma 1.3.

We are now going to show the effect of introducing logarithmic terms. For $p \in \mathbf{C}$, we let $B_{p}$ denote a polynomial with complex coefficients and we put

$$
b_{p}(t)=B_{p}(\log t) .
$$

We then let $B\left(\partial_{s}\right)$ be the corresponding constant coefficient partial differential operator.

Lemma 1.3. General Case. Let $f$ be piecewise continuous on $(0, \infty)$. Assume:
(a) $f(t)$ is bounded for $t \rightarrow \infty$.
(b) $f(t)=b_{p}(t) t^{p}+O\left(t^{\operatorname{Re}(q)}|\log t|^{m}\right)$ for some function

$$
b_{p}(t)=B_{p}(\log t) \in \mathbf{C}[\log t],
$$

such that $\operatorname{Re}(p)<\operatorname{Re}(q), m \in \mathbf{Z}_{\geq 0}$, and $t \rightarrow 0$.

Then for $\operatorname{Re}(s)=\sigma>-\operatorname{Re}(p)$ and $\operatorname{Re}(z)>0$ the Laplace-Mellin integral

$$
\mathbf{L M} f(s, z)=\int_{0}^{\infty} f(t) e^{-z t} t^{s} \frac{d t}{t}
$$

converges absolutely, and for $\operatorname{Re}(s)>-\operatorname{Re}(q)$ the function $\mathbf{L M} f$ has a meromorphic continuation such that

$$
\mathbf{L M} f(s, z)=B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right]+g(s, z)
$$

where for fixed $z, s \mapsto g(s, z)$ is holomorphic for $\operatorname{Re}(s)>-\operatorname{Re}(q)$. The only possible singularity of $\mathbf{L M} f$ when $\operatorname{Re}(z)>0$ and $\operatorname{Re}(s+q)>0$ are poles of order at most $\operatorname{deg} B_{p}+1$ at $s=-p-n$ with $n \in \mathbf{Z}_{\geq 0}$.

The proof is the same as in the special case invoking Lemma 1.1.
In brief, the presence of the logarithmic term $b_{p}(t)$ introduces a pole at $s=-p$ of order $\operatorname{deg} B_{p}+1$, and Lemma 1.3 explicitly describes the polar part of the expansion of the Laplace-Mellin integral near $s=-p$.

The preceding lemmas give us information for

$$
g(t)=O\left(t^{\operatorname{Re}(q)}|\log t|^{m}\right)
$$

We end our sequence of lemmas by describing more precisely the behavior due to the term $b_{p}(t) t^{p}$.

Lemma 1.4. Let $f$ be piecewise continuous on $(0, \infty)$. Assume:
(a) There is some $c \in \mathbf{R}$ such that $f(t)=O\left(e^{c t}\right)$ for $t \rightarrow \infty$.
(b) $f(t)=b_{p}(t) t^{p}+O\left(t^{\operatorname{Re}(q)}|\log t|^{m}\right)$ with $b_{p}(t)=B_{p}(\log t)$, $\operatorname{Re}(p)<\operatorname{Re}(q), m \in \mathbf{Z}_{\geq 0}$ and $t \rightarrow 0$.

Then $\mathbf{L M} f(s, z)$ is meromorphic in each variable for

$$
\operatorname{Re}(z)>c \quad \text { and } \quad \operatorname{Re}(s)>-\operatorname{Re}(q)
$$

except possibly for poles at $s=-(p+n)$ with $n \in \mathbf{Z}_{\geq 0}$ of order at most $\operatorname{deg} B_{p}+1$.

Proof. We split the integral:

$$
\int_{0}^{\infty} f(t) e^{-z t} t^{s} \frac{d t}{t}=I_{1}(s, p, z)+I_{2}(s, p, z)+I_{3}(s, z)
$$

where

$$
\begin{equation*}
I_{1}(s, p, z)=\int_{0}^{1}\left(f(t)-b_{p}(t) t^{p}\right) e^{-z t} t^{s} \frac{d t}{t} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
I_{2}(s, p, z)=\int_{0}^{1} B_{p}(\log t) e^{-z t} t^{s+p} \frac{d t}{t} \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
I_{3}(s, z)=\int_{1}^{\infty} f(t) e^{-z t} t^{s} \frac{d t}{t} \tag{3}
\end{equation*}
$$

The specified poles in $s$ are going to come only from $I_{2}$. That is:
$I_{1}(s, p, z)$ is holomorphic for $z \in \mathbf{C}$ and $\operatorname{Re}(s)>-\operatorname{Re}(q)$.
$I_{2}(s, p, z)$ has a meromorphic continuation given by expanding $e^{-z t}$ in its Taylor series and integrating term by term to get

$$
I_{2}(s, p, z)=\sum_{n=0}^{\infty}(-1)^{n} \frac{z^{n}}{n!} B_{p}\left(\partial_{s}\right)\left[\frac{1}{n+p+s}\right] .
$$

$I_{3}(s, z)$ is holomorphic for $\operatorname{Re}(z)>c$ and all $s \in \mathbf{C}$. The theorem follows.

We now consider an infinite sequence $L=\left\{\lambda_{k}\right\}$ of distinct complex numbers satisfying:

DIR 1. For every positive real number $c$, there is only a finite number of $k$ such that $\operatorname{Re}\left(\lambda_{k}\right) \leq c$.
We use the convention that $\lambda_{0}=0$ and $\lambda_{k} \neq 0$ for $k \geq 1$. Under condition DIR 1 we delete from the complex plane $\mathbf{C}$ the horizontal half lines going from $-\infty$ to $-\lambda_{k}$ for each $k$, together,
when necessary, the horizontal half line going from $-\infty$ to 0 . We define the open set:
$\mathbf{U}_{L}=$ the complement of the above half lines in $\mathbf{C}$.
If all $\lambda_{k}$ are real and positive, then we note that $\mathbf{U}_{L}$ is simply $\mathbf{C}$ minus the negative real axis $\mathbf{R}_{\leq 0}$.

We also suppose given a sequence $A=\left\{a_{k}\right\}$ of distinct complex numbers. With $L$ and $A$, we form the asymptotic exponential polynomials for integers $N \geq 1$ :

$$
Q_{N}(t)=a_{0}+\sum_{k=1}^{N-1} a_{k} e^{-\lambda_{k} t}
$$

Throughout we shall also write

$$
a_{k}=a\left(\lambda_{k}\right) .
$$

Similarly, we are given a sequence of complex numbers

$$
\{p\}=\left\{p_{0}, \ldots, p_{j}, \ldots\right\}
$$

with

$$
\operatorname{Re}\left(p_{0}\right) \leq \operatorname{Re}\left(p_{1}\right) \leq \cdots \leq \operatorname{Re}\left(p_{j}\right) \leq \ldots
$$

increasing to infinity. To every $p$ in this sequence, we associate a polynomial $B_{p}$ and, as before, we set

$$
b_{p}(t)=B_{p}(\log t)
$$

We then define the asymptotic polynomials at 0 to be

$$
P_{q}(t)=\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)} b_{p}(t) t^{p} .
$$

In many, perhaps most, applications the exponents $p$ are real. Because there are significant cases when the exponents are not necessarily real, we lay the foundations in appropriate generality. We define

$$
m(q)=\max \operatorname{deg} B_{p} \quad \text { for } \quad \operatorname{Re}(p)=\operatorname{Re}(q) .
$$

Let $\mathbf{C}\langle T\rangle$ be the algebra of polynomials in $T^{p}$ with arbitrary complex powers $p \in \mathbf{C}$. Then, with this notation,

$$
P_{q}(t) \in \mathbf{C}[\log t]\langle t\rangle .
$$

We let $f$ be a piecewise continuous function on $(0, \infty)$ satisfying the following asymptotic conditions at infinity and zero.

AS 1. Given a positive number $C$ and $t_{0}>0$, there exists $N$ and $K>0$ such that

$$
\left|f(t)-Q_{N}(t)\right| \leq K e^{-C t} \text { for } t \geq t_{0}
$$

AS 2. For every $q$, we have

$$
f(t)-P_{q}(t)=O_{q}\left(t^{\operatorname{Re}(q)} \mid \log t^{m(q)}\right) \text { for } t \rightarrow 0,
$$

where, as indicated, the implied constant depends on $q$.
Often we will write AS 2 as

$$
f(t) \sim \sum_{p} b_{p}(t) t^{p} .
$$

Also, we will write $P_{q}(t)=P_{q} f(t)$ to denote the dependence on $f$. The crucial condition is AS 2 and, in practice, is the most difficult to verify.

Let $p_{0}$ be an exponent of the asymptotic expansion AS 2 with smallest (negative) value of $\operatorname{Re}\left(p_{0}\right)$. Let $M$ be the largest integer $<-\operatorname{Re}\left(p_{0}\right)$. We call $M$ the reduced order of the sequence $\left\{\lambda_{k}\right\}$. For instance, the sequence $\mathbf{Z}_{\geq 0}$ has reduced order 0 .

The case when all $a_{k}$ are non-negative integers will be called the spectral case. In such a situation one can view the coefficients $a_{k}$ as determining a multiplicity in which the element $\lambda_{k}$ appears in the sequence $L$.

The case when all the polynomials $B_{p}$ are either 0 or constants, denoted by $b_{p}$, will be called the special case. In such a situation $P_{q}$ is a polynomial with complex exponents and without the log terms.

Define $n(q)$ to be

$$
n(q)=\max _{\operatorname{Re}(p)<\operatorname{Re}(q)} \operatorname{deg} B_{p}
$$

Throughout we will use $p^{\prime}$ to denote an element in the sequence $\{p\}$ with next largest real part for which $B_{p^{\prime}}$ is not zero. In particular, this means that

$$
n\left(q^{\prime}\right)=\max _{\operatorname{Re}(p) \leq \operatorname{Re}(q)} \operatorname{deg} B_{p}
$$

Theorem 1.5. Let $f$ satisfy AS 1 and AS 2. Then LM $f$ has a meromorphic continuation for $s \in \mathbf{C}$ and $z \in \mathbf{U}_{L}$. For each $z$, the function $s \mapsto \mathbf{L} \mathbf{M}(s, z)$ has poles only at the points $-(p+n)$ with $b_{p} \neq 0$ in the asymptotic expansion of $f$ at 0 . A pole at $-(p+n)$ has order at most $n(p)+1$. In the special case when the asymptotic expansion at 0 has no log terms, the poles are simple.

Proof. We first do the analytic continuation in $z$, for $\operatorname{Re}(s)$ large. We subtract an exponential polynomial $Q_{N}$ from $f(t)$, using the asymptotic axiom AS 1, to write

$$
\begin{aligned}
\int_{0}^{\infty} f(t) e^{-z t} t^{s} \frac{d t}{t}= & \int_{0}^{\infty}\left[f(t)-Q_{N}(t)\right] e^{-z t} t^{s} \frac{d t}{t}+\int_{0}^{\infty} Q_{N}(t) e^{-z t} t^{s} \frac{d t}{t} \\
= & \int_{0}^{\infty}\left[f(t)-Q_{N}(t)\right] e^{-z t} t^{s} \frac{d t}{t} \\
& +a_{0} \int_{0}^{\infty} e^{-z t} t^{s} \frac{d t}{t}+\sum_{k=1}^{N-1} a_{k} \int_{0}^{\infty} e^{-\lambda_{k} t} e^{-z t} t^{s} \frac{d t}{t} \\
= & \int_{0}^{\infty}\left[f(t)-Q_{N}(t)\right] e^{-z t} t^{s} \frac{d t}{t} \\
& +a_{0} \frac{\Gamma(s)}{z^{s}}+\sum_{k=1}^{N-1} a_{k} \frac{\Gamma(s+p)}{\left(z+\lambda_{k}\right)^{s+p}}
\end{aligned}
$$

It is immediate that the terms involving the gamma function have the above stated meromorphy properties. In particular, note that the appearance of the term

$$
\sum_{k=1}^{N-1} a_{k} \frac{\Gamma(s+p)}{\left(z+\lambda_{k}\right)^{s+p}}
$$

requires us to restrict $z$ to $\mathrm{U}_{L}$. So, at this time, it remains to study the integral involving $f-Q_{N}$. Since $f$ satisfies AS 2, then so does $f-Q_{N}$, and the integral

$$
\int_{0}^{\infty}\left[f(t)-Q_{N}(t)\right] e^{-z t} t^{s} \frac{d t}{t}
$$

is absolutely convergent for $\operatorname{Re}(s)>-\operatorname{Re}\left(p_{0}\right)$ and $\operatorname{Re}(z)>-C$ if

$$
f(t)-Q_{N}(t)=O\left(e^{-C t}\right) \text { for } t \rightarrow \infty
$$

By taking $N$ sufficiently large, one can make $C$ arbitrarily large, so this process shows how to meromorphically continue $\mathbf{L M} f(s, z)$ as a function of $z$. Next we show how to continue meromorphically in $s$.

For this we can apply Lemma 1.4 to $f-Q_{N}$, which shows that for $\operatorname{Re}(z)>-C$ the function

$$
s \mapsto \mathbf{L M} f(s, z)
$$

is meromorphic in C. In addition, Lemma 1.4 shows that the only possible poles are as described in the statement of the theorem. Note that the set of these poles is discrete, because the values $p+n$ tend to infinity. This completes the proof of the theorem.

We shall use a systematic notation for the coefficients of the Laurent expansion of $\mathbf{L M} f(s, z)$ near $s=s_{0}$. Namely we let $R_{j}\left(s_{0} ; z\right)$ be the coefficient of $\left(s-s_{0}\right)^{j}$, so that

$$
\mathbf{L M}_{f}(s, z)=\sum R_{j}\left(s_{0} ; z\right)\left(s-s_{0}\right)^{j}
$$

We shall be particularly interested when $s_{0}=0$ or $s_{0}=1$. Also, when necessary, we will express the dependence of the coefficients on the function $f$ by writing

$$
R_{j, f}\left(s_{0} ; z\right)=R_{j}\left(s_{0} ; z\right)
$$

Theorem 1.6. Let $f$ satisfy AS 1 and AS 2. Then for every $z \in \mathbf{U}_{L}$ and $s$ near 0, the function $\mathbf{L M} f(s, z)$ has a pole at $s=0$ of order at most $n\left(0^{\prime}\right)+1$, and the function $\mathbf{L M} f(s, z)$ has the Laurent expansion
$\mathbf{L M} f(s, z)=\frac{R_{-n\left(0^{\prime}\right)-1}(0 ; z)}{s^{n\left(0^{\prime}\right)+1}}+\cdots+R_{0}(0 ; z)+R_{1}(0 ; z) s+\ldots$
where, for each $j<0, R_{j}(0 ; z) \in \mathbf{C}$ is a polynomial of degree $\leq-\operatorname{Re}\left(p_{0}\right)$.
Proof. For any $C>0$, choose $N$ as in AS 1 so that $f-Q_{N}$ is bounded as $t \rightarrow \infty$. Since

$$
\begin{aligned}
\mathbf{L M} f(s, z) & =\mathbf{L M}\left[f-Q_{N}\right](s, z)+\mathbf{L M} Q_{N}(s, z) \\
& =\mathbf{L M}\left[f-Q_{N}\right](s, z)+a_{0} \frac{\Gamma(s)}{z^{s}}+\sum_{k=1}^{N-1} a_{k} \frac{\Gamma(s+p)}{\left(z+\lambda_{k}\right)^{s+p}},
\end{aligned}
$$

it suffices to prove the theorem for $f-Q_{N}$, or, equivalently, assume that $f(t)$ is bounded as $t \rightarrow \infty$.

Let

$$
P_{0^{\prime}}(t)=\sum_{\operatorname{Re}(p) \leq 0} b_{p}(t) t^{p},
$$

so we include $\operatorname{Re}(p)=0$ in the sum. We decompose the integral into a sum:

$$
\begin{aligned}
\mathbf{L M} f(s, z)= & \int_{0}^{\infty} f(t) e^{-z t} t^{s} \frac{d t}{t} \\
= & \int_{0}^{\infty}\left[f(t)-P_{0^{\prime}}(t)\right] e^{-z t} t^{s} \frac{d t}{t} \\
& +\int_{1}^{\infty} f(t) e^{-z t} t^{s} \frac{d t}{t}+\int_{0}^{1} P_{0^{\prime}}(t) e^{-z t} t^{s} \frac{d t}{t}
\end{aligned}
$$

The first two integrals are holomorphic at $s=0$ and $\operatorname{Re}(z)>0$.

By Lemma 1.2, the third integral is simply

$$
\sum_{\operatorname{Re}(p) \leq 0} B_{p}\left(\partial_{s}\right) \int_{0}^{1} e^{-z t} t^{s+p} \frac{d t}{t}
$$

$$
\begin{aligned}
& =\sum_{\operatorname{Re}(p) \leq 0} \sum_{k=0}^{\infty} \frac{(-z)^{k}}{k!} B_{p}\left(\partial_{s}\right)\left[\frac{1}{s+p+k}\right] \\
& =\sum_{\operatorname{Re}(p)+k=0} \frac{(-z)^{k}}{k!} B_{p}\left(\partial_{s}\right)\left[\frac{1}{s}\right]+h_{0}(z)+O(s)
\end{aligned}
$$

where $h_{0}(z)$ is entire in $z$. This proves the theorem, and (4) gives us an explicit determination of the polynomials $R_{j}(0 ; z)$ for $j<0$.

The constant term $R_{0}\left(s_{0} ; z\right)$ is so important that we give it a special notation; namely, for a meromorphic function $G(s)$ we let $\mathrm{CT}_{s=s_{0}} G(s)=$ constant term in the Laurent expansion

$$
\text { of } G(s) \text { at } s=s_{0}
$$

That is,

$$
\mathrm{CT}_{s=0} \mathbf{L M} f(s, z)=R_{0}(0 ; z)
$$

Corollary 1.7. Define

$$
\zeta_{f}(s, z)=\frac{1}{\Gamma(s)} \mathbf{L} \mathbf{M} f(s, z) \quad \text { and } \quad \xi_{f}(s, z)=\mathbf{L} \mathbf{M} f(s, z)
$$

Then, in the special case, $\zeta_{f}(s, z)$ is holomorphic at $s=0$ for $z \in \mathbf{U}_{L}$ and

$$
\zeta_{f}^{\prime}(0, z)=\mathrm{CT}_{s=0} \xi_{f}(s ; z)+\gamma R_{-1, f}(0 ; z)
$$

Proof. In the special case $n\left(0^{\prime}\right)=0$, so $\mathbf{L} \mathbf{M} f(s, z)$ has a pole at $s=0$ of order at most 1 . Since

$$
\frac{1}{\Gamma(s)}=s+\gamma s^{2}+O\left(s^{3}\right)
$$

we have

$$
\begin{aligned}
\zeta_{f}(s, z) & =\frac{1}{\Gamma(s)} \xi_{f}(s, z) \\
& =R_{-1, f}(0 ; z)+\left(\mathrm{CT}_{s=0} \xi_{f}(s, z)+\gamma R_{-1, f}(0 ; z)\right) s+O\left(s^{2}\right)
\end{aligned}
$$

from which the corollary follows.

Theorem 1.8. The function $\mathbf{L M} f$ satisfies the equation

$$
\partial_{z} \mathbf{L} \mathbf{M} f(s, z)=-\mathbf{L} \mathbf{M} f(s+1, z), \quad \text { for } s \in \mathbf{C} \text { and } z \in \mathbf{U}_{L} .
$$

Proof. This is immediate by differentiating under the integral sign for $\operatorname{Re}(s)$ and $\operatorname{Re}(z)$ sufficiently large, and follows otherwise by analytic continuation.

Corollary 1.9. For any integer $j$, we have

$$
\partial_{z} R_{j}\left(s_{0} ; z\right)=-R_{j}\left(s_{0}+1, z\right)
$$

In particular, for the constant terms, we have

$$
\partial_{z} R_{0}(0 ; z)=-R_{0}(1, z)
$$

Corollary 1.10. The Mellin transform

$$
\xi_{f}(s)=\mathbf{M} f(s)
$$

has a meromorphic continuation to $s \in \mathbf{C}$ whose only possible poles are at $s=-p$ such that $b_{p} \neq 0$.

Proof. Write $f=f_{0}+f_{1}$ with $f_{0}=Q_{N}$ and $f_{1}=f-Q_{N}$ with $N$ sufficiently large so that we can apply AS 1 to $f_{1}$ with $C>0$. Then $\mathbf{M} f_{0}$ is entire in $s$. As for $f_{1}$, we have, for any $q$,

$$
\begin{aligned}
\mathbf{M} f_{1}(s)= & \int_{0}^{1}\left[f_{1}(t)-P_{q}(t)\right] t^{s} \frac{d t}{t} \\
& +\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)} B_{p}\left(\partial_{s}\right)\left[\frac{1}{s+p}\right]+\int_{1}^{\infty} f_{1}(t) t^{s} \frac{d t}{t}
\end{aligned}
$$

The first integral in (5) is holomorphic for $\operatorname{Re}(s)>-\operatorname{Re}(q)$, by Lemma 1.4. By the construction of $f_{1}$, the second integral in (5) is entire in $s$. The sum in (6) is meromorphic for all $s \in \mathbf{C}$ with possible poles at $s=-p$. With all this, the proof is complete.

Given the sequences $A$ and $L$ as defined in AS 1, one can consider:
a Dirichlet series

$$
\zeta_{L, A}(s)=\zeta(s)=\sum_{k=1}^{\infty} a_{k} \lambda_{k}^{-s},
$$

a theta series

$$
\theta_{L, A}(t)=\theta(t)=a_{0}+\sum_{k=1}^{\infty} a_{k} e^{-\lambda_{k} t}
$$

a reduced theta series

$$
\theta_{L, A}^{(1)}(t)=\theta^{(1)}(t)=\sum_{k=1}^{\infty} a_{k} e^{-\lambda_{k} t},
$$

and, more generally, for each positive integer $N$,

## a truncated theta series

$$
\theta_{L, A}^{(N)}(t)=\theta^{(N)}(t)=\sum_{k=N}^{\infty} a_{k} e^{-\lambda_{k} t}
$$

We shall assume throughout that the theta series converges absolutely for $t>0$. From DIR 1 it follows that the convergence of the theta series is uniform for $t \geq \delta>0$ for every $\delta$. We shall apply the above results to $f=\theta$ with the associated sequence of exponential polynomials $Q_{N} \theta$ being the natural ones, namely

$$
Q_{N} \theta(t)=a_{0}+\sum_{k=1}^{N-1} a_{k} e^{-\lambda_{k} t}
$$

Note that the above notation leads to the formula

$$
\theta(t)-Q_{N} \theta(t)=\theta^{(N)}(t)
$$

The absolute convergence of the theta series $\theta(t)$ describes a type of convergence of $\theta^{(N)}$ near infinity that is uniform for all $N$. The following condition describes a type of uniformity of the asymptotics of $\theta(t)$ near $t=0$.

AS 3. Given $\delta>0$, there exists an $\alpha>0$ and a constant $C>0$ such that for all $N$ and $0<t \leq \delta$ we have

$$
\left|\theta^{(N)}(t)\right|=\left|\theta(t)-Q_{N}(t)\right| \leq C / t^{\alpha} .
$$

We shall see that the three conditions AS 1, AS 2 and AS 3 on the theta series correspond to conditions on the zeta function describing the growth of the sequence $\left\{\lambda_{k}\right\}$ and also the sequence $\left\{a_{k}\right\}$. The condition DIR 1 simply states that the sequence $\left\{\lambda_{k}\right\}$ converges to infinity, in some weak sense. The following condition gives a slightly stronger convergence requirement.

DIR 2.
(a) The Dirichlet series

$$
\sum_{k} \frac{a_{k}}{\lambda_{k}^{\sigma}}
$$

converges absolutely for some real $\sigma$. Equivalently, we can say that there exists some $\sigma_{0} \in \mathbf{R}_{>0}$ such that

$$
\left|a_{k}\right|=O\left(\left|\lambda_{k}\right|^{\sigma_{0}}\right) \text { for } k \rightarrow \infty .
$$

(b) The Dirichlet series

$$
\sum_{k} \frac{1}{\lambda_{k}^{\sigma}}
$$

converges absolutely for some real $\sigma$. Specifically, let $\sigma_{1}$ be a real number for which

$$
\sum_{k} \frac{1}{\left|\lambda_{k}\right|^{\sigma_{1}}}<\infty
$$

Theorem 1.11. Assume that the theta series

$$
\theta(t)=\sum_{k=1}^{\infty} a_{k} e^{-\lambda_{k} t}
$$

satisfies AS 1, AS 2 and AS 3, and assume that $\operatorname{Re}\left(\lambda_{k}\right)>0$ for all $k>0$. Then for $\operatorname{Re}(s)>\alpha$,

$$
\xi(s)=\mathbf{M} \theta(s)=\Gamma(s) \sum_{k=1}^{\infty} \frac{a_{k}}{\lambda_{k}^{s}}
$$

in the sense that the series on the right converges absolutely, to $\mathbf{M} \theta(s)$. In particular, the convergence condition DIR 2(a) is satisfied for the Dirichlet series

$$
\sum_{k=1}^{\infty} \frac{a_{k}}{\lambda_{k}^{s}}
$$

Proof. For $\sigma=\operatorname{Re}(s)>\alpha$, we have
$\xi(s)-\Gamma(s) \sum_{k=1}^{N-1} \frac{a_{k}}{\lambda_{k}^{s}}=\int_{0}^{1}\left[\theta(t)-Q_{N} \theta(t)\right] t^{s} \frac{d t}{t}+\int_{1}^{\infty}\left[\theta(t)-Q_{N} \theta(t)\right] t^{s} \frac{d t}{t}$.
From AS 1 we have

$$
\left|\int_{1}^{\infty}\left[\theta(t)-Q_{N} \theta(t)\right] t^{s} \frac{d t}{t}\right| \leq K \int_{1}^{\infty} e^{-C t} t^{\sigma} \frac{d t}{t},
$$

which goes to zero as $C \rightarrow \infty$. Similarly, by AS 3 we have that

$$
\left|\int_{0}^{1}\left[\theta(t)-Q_{N} \theta(t)\right] t^{s} \frac{d t}{t}\right| \leq C \int_{0}^{1} t^{\sigma-\alpha} \frac{d t}{t},
$$

which is uniformly bounded if $\sigma>\alpha$. Therefore, we have that for $\sigma \geq \alpha+\epsilon>\alpha$, the difference

$$
\xi(s)-\Gamma(s) \sum_{k=1}^{N-1} \frac{a_{k}}{\lambda_{k}^{s}}
$$

is uniformly bounded for all $N$. By letting $N$ approach $\infty$, we can interchange limit and integral, by dominated convergence, to show that for $\sigma \geq \alpha+\epsilon>\alpha$,

$$
\lim _{N \rightarrow \infty}\left[\xi(s)-\Gamma(s) \sum_{k=1}^{N-1} \frac{a_{k}}{\lambda_{k}^{s}}\right]=0
$$

which completes the proof of the theorem.
Remark 1. If $-\operatorname{Re}\left(p_{0}\right)$ is an integer, then $M+2$ is the smallest integer $m$ for which the Dirichlet series

$$
\sum_{1}^{\infty} \frac{\left|a_{k}\right|}{\left|\lambda_{k}\right|^{m}}<\infty
$$

converges. If $-\operatorname{Re}\left(p_{0}\right)$ is not an integer, then $M+1$ is the smallest such $m$. In any event, we let $m_{0}$ be the smallest such $m$. The exponent $\operatorname{Re}\left(p_{0}\right)$, which comes from AS 2, is not independent of the integer $m_{0}$, which comes from DIR 2. In fact

$$
\begin{equation*}
m_{0}-1 \leq-\operatorname{Re}\left(p_{0}\right)<m_{0} . \tag{6}
\end{equation*}
$$

Indeed

$$
\begin{aligned}
\xi(s) & =\Gamma(s) \sum_{k=1}^{\infty} a_{k} \lambda_{k}^{-s} \\
& =\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)} \int_{0}^{1} b_{p}(t) t^{p+s} \frac{d t}{t}+\int_{1}^{\infty}\left[\theta(t)-P_{q}(t)\right] t^{s} \frac{d t}{t} .
\end{aligned}
$$

The second integral on the right is holomorphic for

$$
\operatorname{Re}(s)>-\operatorname{Re}(q) .
$$

The first integral on the right has its first pole at $s+p_{0}=0$, so at $-p_{0}$, whence $m_{0}>-\operatorname{Re}\left(p_{0}\right)$. The first inequality in (6) follows from the minimality of $m_{0}$ since $\operatorname{Re}\left(p_{0}\right) \leq 0$.

The following condition on the sequence $L$ requires that, beyond what is stated in the convergence condition DIR 1, the sequence $\lambda_{k}$ approaches infinity in a sector.

DIR 3. There is a fixed $\epsilon>0$ such that for all $k$ sufficiently large, we have

$$
-\frac{\pi}{2}+\epsilon \leq \arg \left(\lambda_{k}\right) \leq \frac{\pi}{2}-\epsilon .
$$

Equivalently, there exists positive constants $C_{1}$ and $C_{2}$ such that for all $k$ sufficiently large,

$$
C_{1}\left|\lambda_{k}\right| \leq \operatorname{Re}\left(\lambda_{k}\right) \leq C_{2}\left|\lambda_{k}\right| .
$$

Theorem 1.12. Let $(L, A)$ be sequences for which the associated Dirichlet series

$$
\sum_{k=1}^{\infty} \frac{a_{k}}{\lambda_{k}^{s}}
$$

satisfies the three convergence conditions DIR 1, DIR 2 and DIR 3. Then the theta series

$$
\theta(t)=\sum_{k=1}^{\infty} a_{k} e^{-\lambda_{k} t}
$$

satisfies AS 1 and AS 3.
Proof. Let us first show how AS 3 follows. Directly from DIR 2 and DIR 3 we have, for some constants $c_{1}$ and $c_{2}$, the inequalities

$$
\begin{aligned}
\left|\theta(t)-Q_{N} \theta(t)\right| & \leq\left|\sum_{k=N}^{\infty} a_{k} e^{-\lambda_{k} t}\right| \\
& \leq \sum_{k=N}^{\infty}\left|a_{k}\right| e^{-\operatorname{Re}\left(\lambda_{k}\right) t} \\
& \leq c_{1} \sum_{k=N}^{\infty}\left|\lambda_{k}\right|^{\sigma_{0}} e^{-c_{2}\left|\lambda_{k}\right| t}
\end{aligned}
$$

Note that for any $x \geq 0$, there is a constant $c=c\left(\sigma_{0}+\sigma_{1}\right)$ such that

$$
x^{\sigma_{0}+\sigma_{1}} e^{-x} \leq c .
$$

Let us apply this inequality to $x=c_{2}\left|\lambda_{k}\right| t$ and then sum for $k \geq N$ to obtain, for any $t>0$,

$$
\begin{align*}
\left|\theta(t)-Q_{N} \theta(t)\right| & \leq c_{1} \sum_{k=N}^{\infty}\left|\lambda_{k}\right|^{\sigma_{0}} e^{-c_{2}\left|\lambda_{k}\right| t} \\
& \leq c_{1} \cdot c\left(c_{2} t\right)^{-\sigma_{0}-\sigma_{1}} \sum_{k=N}^{\infty}\left|\lambda_{k}\right|^{-\sigma_{1}} . \tag{7}
\end{align*}
$$

Now if we let

$$
\alpha=\sigma_{0}+\sigma_{1},
$$

and

$$
C=c_{1} c\left(c_{2}\right)^{-\alpha} \sum_{k=1}^{\infty}\left|\lambda_{k}\right|^{-\sigma_{1}},
$$

then (7) becomes

$$
\left|\theta(t)-Q_{N} \theta(t)\right| \leq C / t^{\alpha},
$$

which establishes the asymptotic condition AS 3.
In order to establish AS 1, we need some preliminary calculations. First, note that by choosing $c_{3}<c_{2}$, we can write

$$
\left|\theta(t)-Q_{N} \theta(t)\right| \leq\left|\sum_{k=N}^{\infty} a_{k} e^{-\lambda_{k} t}\right| \leq c_{1}^{\prime} \sum_{k=N}^{\infty} e^{-c_{3}\left|\lambda_{k}\right| t}
$$

Now let

$$
C_{N}=\min \left\{c_{3}\left|\lambda_{k}\right|\right\} \quad \text { for } k \geq N
$$

and

$$
\begin{equation*}
t_{0}^{(N)}=\max \left\{\frac{\log \left|\lambda_{k}\right| \sigma_{1}}{c_{3}\left|\lambda_{k}\right|-\frac{1}{2} C_{N}}\right\} \quad \text { for } k \geq N \tag{8}
\end{equation*}
$$

By DIR 1 and DIR 3 we have

$$
\lim _{N \rightarrow \infty} C_{N}=\infty
$$

and since

$$
\frac{1}{2} C_{N} \leq \frac{1}{2} c_{3}\left|\lambda_{k}\right| \text { for } k \geq N
$$

we can write

$$
c_{3}\left|\lambda_{k}\right|-\frac{1}{2} C_{N} \geq c_{3}\left|\lambda_{k}\right|-\frac{1}{2} c_{3}\left|\lambda_{k}\right|=\frac{1}{2} c_{3}\left|\lambda_{k}\right|>0 .
$$

Therefore,

$$
\begin{equation*}
\frac{\log \left|\lambda_{k}\right| \sigma_{1}}{c_{3}\left|\lambda_{k}\right|-\frac{1}{2} C_{N}} \leq \frac{\log \left|\lambda_{k}\right|}{\left|\lambda_{k}\right|} \cdot \frac{2 \sigma_{1}}{c_{3}} \text { for } k \geq N \tag{9}
\end{equation*}
$$

By combining (8) and (9) we conclude that

$$
t_{0}^{(N)} \leq \max \left\{\frac{\log \left|\lambda_{k}\right|}{\left|\lambda_{k}\right|}\right\} \cdot \frac{2 \sigma_{1}}{c_{3}} \text { for } k \geq N
$$

so, in particular,

$$
\lim _{N \rightarrow \infty} t_{0}^{(N)}=0
$$

Therefore, there exists $t_{0}<\infty$ such that

$$
t_{0}^{(N)} \leq t_{0} \quad \text { for all } N
$$

Note that for $t>t_{0}$ and any $k \geq N$ we have

$$
\begin{aligned}
\left(c_{3}\left|\lambda_{k}\right|-\frac{1}{2} C_{N}\right) t & \geq\left(c_{3}\left|\lambda_{k}\right|-\frac{1}{2} C_{N}\right) t_{0} \\
& \geq\left(c_{3}\left|\lambda_{k}\right|-\frac{1}{2} C_{N}\right) t_{0}^{(N)} \\
& \geq \frac{c_{3}\left|\lambda_{k}\right|-\frac{1}{2} C_{N}}{c_{3}\left|\lambda_{k}\right|-\frac{1}{2} C_{N}} \log \left|\lambda_{k}\right| \sigma_{1} \\
& \geq \log \left|\lambda_{k}\right| \sigma_{1}
\end{aligned}
$$

Therefore, for $t>t_{0}$,

$$
e^{-\left(c_{3}\left|\lambda_{k}\right|-\frac{1}{2} C_{N}\right) t} \leq\left|\lambda_{k}\right|^{-\sigma_{1}}
$$

which gives the bound

$$
\begin{aligned}
\left|\theta(t)-Q_{N} \theta(t)\right| & \leq c_{1}^{\prime} e^{-\frac{1}{2} C_{N} t} \sum_{k=N}^{\infty} e^{-\left(c_{3}\left|\lambda_{k}\right|-\frac{1}{2} C_{N}\right) t} \\
& \leq c_{1}^{\prime} e^{-\frac{1}{2} C_{N} t} \sum_{k=N}^{\infty}\left|\lambda_{k}\right|^{-\sigma_{1}}
\end{aligned}
$$

which shows that AS 1 holds, and completes the proof of the theorem.

Remark 2. The convergence condition DIR 1 is assumed as part of the asymptotic condition AS 1. Theorem 1.11 asserts that if the theta series

$$
\theta(t)=\sum_{k=1}^{\infty} a_{k} e^{-\lambda_{k} t}
$$

satisfies the asymptotic conditions AS 1, AS 2 and AS 3, then

$$
\xi(s)=\mathbf{M} \theta(s)=\Gamma(s) \cdot \sum_{k=1}^{\infty} \frac{a_{k}}{\lambda_{k}^{s}} .
$$

Further, the sequences $(L, A)$ satisfies the convergence condition DIR 2(a) and, by Corollary $1.10, \xi(s)$ has a meromorphic continuation to all $s \in \mathbf{C}$. Theorem 1.12 states that if the two sequences $(L, A)$ satisfy the three convergence conditions DIR 1, DIR 2 and DIR 3, then the corresponding theta series satisfies the asymptotic conditions AS 1 and AS 3. As previously stated, the condition AS 2 is quite delicate and, in practice, is the most difficult to verify. In $\S 7$ we will show, under additional meromorphy and growth condition hypothesis on $\xi$, AS 2 follows from the three convergence conditions DIR 1, DIR 2 and DIR 3.

## §2. Laurent expansion at $s=0$, Weierstrass product, and the Lerch formula

In this section, we consider the case when $a_{k}$ is a non-negative integer for all $k$, which we define to be the spectral case. The corresponding Dirichlet series is then also called spectral, or the spectral zeta function. We develop some ideas of Voros [Vo 87], especially about his formula (4.1) which we formulate in a general context below as Theorem 2.1. Our arguments are somewhat different from those of Voros, who makes "no pretence of rigour". Basically, we want to make sense out of an infinite product of a sequence of complex numbers $L=\left\{\lambda_{k}\right\}$, counted with multiplicities $A=\left\{a_{k}\right\}$, which satisfies certain conditions. The results in $\S 1$ and the above definitions establish a line of investigation via a zeta function. In this section we indicate the line along Weierstrass products, and we show how the two approaches connect.

We recall the construction of a Weierstrass product. Let $\lambda$ be a non-zero complex number, let $m$ be an integer $\geq m_{0}$, and let

$$
E_{m}(z, \lambda)=\left(1-\frac{z}{\lambda}\right) \exp \left(\frac{z}{\lambda}+\frac{1}{2}\left(\frac{z}{\lambda}\right)^{2}+\ldots+\frac{1}{m-1}\left(\frac{z}{\lambda}\right)^{m-1}\right)
$$

or also

$$
\log E_{m}(z, \lambda)=-\sum_{n=m}^{\infty} \frac{1}{n}\left(\frac{z}{\lambda}\right)^{n}
$$

We shall work under the assumptions DIR 2 and DIR 3, and, for $m \geq m_{0}$, we define the Weierstrass product

$$
D_{m, L}(z)=z^{a_{0}} \prod_{k=1}^{\infty} E_{m}\left(z,-\lambda_{k}\right)^{a_{k}}
$$

By the elementary theory of Weierstrass products, $D_{m, L}(z)$ is an entire function of strict order $\leq m$, that is

$$
\log \left|D_{m, L}(z)\right|=O\left(|z|^{m}\right) \text { for }|z| \rightarrow \infty .
$$

We use the adjective "strict" to avoid putting an $\varepsilon$ in the exponent on the right hand side.

Let $D(z)$ be an entire function of strict order $\leq m$ with the same zeros as $D_{m, L}(z)$, counting multiplicities. Then there exists a polynomial $P_{D}(z)$ of degree $\leq m$ such that

$$
D(z)=e^{P_{D}(z)} D_{m, L}(z)
$$

We shall describe conditions that determine the polynomial $P_{D}$ uniquely.

Suppose the three convergence conditions DIR 1, DIR 2 and DIR 3 are satisfied, so we have the spectral zeta function and the numbers

$$
\zeta(n)=\sum_{k=1}^{\infty} \frac{a_{k}}{\lambda_{k}^{n}} \quad \text { for } \quad n \geq m
$$

We then have the power series of $D(z)$ at the origin coming from the expansion

$$
\begin{align*}
\log D(z) & =a_{0} \log z+P_{D}(z)+\sum_{n=m}^{\infty}(-1)^{n-1} \zeta(n) \frac{z^{n}}{n}  \tag{1}\\
& =a_{0} \log z+c_{0}+\sum_{n=1}^{\infty}(-1)^{n-1} c_{n} \frac{z^{n}}{n}
\end{align*}
$$

where the coefficients $c_{n}$ satisfy

$$
c_{n}=\zeta(n) \text { for } n \geq m+1
$$

If $D(0) \neq 0$, meaning $a_{0}=0$, then $D(0)=e^{c_{0}}$, and we have

$$
\begin{equation*}
-\log [D(z) / D(0)]=\sum_{n=1}^{\infty}(-1)^{n} c_{n} \frac{z^{n}}{n} \tag{2}
\end{equation*}
$$

From this we see that the coefficients of $P_{D}(z)$ can be determined from the expansion (2) and the numbers

$$
\zeta\left(m_{0}\right), \ldots, \zeta(m)
$$

Since $D_{m_{0}, L}(z)$ is an entire function, the logarithmic derivative

$$
\frac{d}{d z} \log D_{m_{0}, L}(z)=D_{m_{0}, L}^{\prime} / D_{m_{0}, L}(z)
$$

is meromorphic, and further derivatives $(d / d z)^{r} \log D_{m_{0}, L}(z)$ are also meromorphic, immediately expressible as sums that are of Mittag-Leffler type as follows. For an integer $r \geq 1$ let us define

$$
T_{r, L}(z)=T_{r}(z)=\frac{(-1)^{r-1}}{\Gamma(r)}\left(\frac{d}{d z}\right)^{r} \log D_{m_{0}, L}(z)
$$

We have trivially

$$
\frac{d}{d z} T_{r}(z)=-r T_{r+1}(z)
$$

Since the logarithmic derivative transforms products to sums, as part of the standard elementary theory of Weierstrass products we obtain for each $r \geq 1$ the expansion:

$$
T_{r}(z)= \begin{cases}\frac{a_{0}}{z^{r}}+\sum_{k=1}^{\infty}\left[\frac{a_{k}}{\left(z+\lambda_{k}\right)^{r}}-\sum_{n=0}^{N}\binom{-r}{n} \frac{a_{k} z^{n}}{\lambda_{k}^{n+r}}\right] ; & r<m_{0}  \tag{3}\\ \frac{a_{0}}{z^{r}}+\sum_{k=1}^{\infty} \frac{a_{k}}{\left(z+\lambda_{k}\right)^{r}} ; & r \geq m_{0}\end{cases}
$$

where $N=m_{0}-r-1 . \operatorname{In}(3)$ we have the usual binomial coefficient

$$
\binom{-r}{n}=\frac{\Pi_{n}(r)}{n!}
$$

where

$$
\Pi_{n}(r)=(-1)^{n} r(r+1) \ldots(r+n-1)
$$

Note that for $n>1$ we have

$$
\Pi_{n}(r)=-r \Pi_{n-1}(r+1)
$$

Let us define $\Pi_{n}(r)$ for negative $n$ through this recursive relation.
Because of the absolute convergence of the theta series $\theta(t)$, we have, by Theorem 1.8, for all $z$ such that $\operatorname{Re}\left(z+\lambda_{k}\right)>0$ for all $k$, and any $r \geq m_{0}$,

$$
T_{r}(z)=\frac{a_{0}}{z^{r}}+\sum_{k=1}^{\infty} \frac{a_{k}}{\left(z+\lambda_{k}\right)^{r}}=\frac{1}{\Gamma(r)} \int_{0}^{\infty} \theta(t) e^{-z t} t^{r} \frac{d t}{t}
$$

If we let

$$
\theta_{z}(t)=e^{-z t} \theta(t)=a_{0} e^{-z t}+\sum_{k=1}^{\infty} a_{k} e^{-\left(z+\lambda_{k}\right) t}
$$

we can write $T_{r}(z)$ as a Mellin transform:

$$
T_{r}(z)=\frac{1}{\Gamma(r)} \int_{0}^{\infty} \theta_{z}(t) t^{r} \frac{d t}{t}
$$

The convergence of the integral and sum is uniform for $\operatorname{Re}(z)$ sufficiently large.

We shall apply Theorem 1.8 with $f=\theta$ and $\mathbf{L M} f=\xi$ to obtain the following theorem, which we call the Lerch formula.

Theorem 2.1. In the spectral case, assume that the theta function $\theta$ satisfies the asymptotic conditions AS 1, AS 2 and AS 3 with the natural sequence of exponential polynomials (4). Then there exists a unique polynomial $P_{L}(z)$ of degree $\leq m_{0}-1$ such that if we define

$$
D_{L}(z)=e^{P_{L}(z)} D_{m_{0}, L}(z)
$$

then for all $z \in \mathbf{C}$ with $\operatorname{Re}(z)$ sufficiently large, we have

$$
D_{L}(z)=\exp \left(-\mathrm{CT}_{s=0} \xi(s, z)\right)
$$

Hence $\exp \left(-\mathrm{CT}_{s=0} \xi(s, z)\right)$ has an analytic continuation to all $z \in \mathbf{C}$ to the entire function $D_{L}(z)$. In particular,

$$
D_{L}^{\prime} / D_{L}(z)=-\partial_{z} \mathrm{CT}_{s=0} \xi(s, z)=\mathrm{CT}_{s=1} \xi(s, z)=R_{0}(1 ; z)
$$

Proof. If we count $\lambda_{0}=0$ with multiplicity $a_{0}$, we find for $\operatorname{Re}(s)$ large and $r \geq m_{0}$,

$$
\begin{aligned}
\left(\partial_{z}\right)^{r} \xi(s, z) & =\Gamma(s) \sum_{k=0}^{\infty}(-s)(-s-1) \ldots(-s-r+1) \frac{a_{k}}{\left(z+\lambda_{k}\right)^{s+r}} \\
& =\Gamma(s) \Pi_{r}(s) \sum_{k=0}^{\infty} \frac{a_{k}}{\left(z+\lambda_{k}\right)^{s+r}}
\end{aligned}
$$

where, as before,

$$
\Pi_{r}(s)=(-1)^{r} s(s+1) \ldots(s+r-1) .
$$

We now look at the constant term in a Laurent expansion at $s=0$. If $r>m_{0}$, then the series

$$
\sum_{k=0}^{\infty} \frac{a_{k}}{\left(z+\lambda_{k}\right)^{r}}
$$

converges. At $s=0$ the gamma function has a first order pole with residue 1. Note that the $\Pi_{r}(0)=0$. So, Theorem 1.6 gives us a bound $m_{0}-1$ for the degrees of the polynomials in $z$ occuring as coefficients in the negative powers in $s$ of the Laurent expansion of $\xi(s, z)$. From this, we conclude that $\left(\partial_{z}\right)^{r} \xi(s, z)$ is holomorphic near $s=0$. With all this, we can set $s=0$ and obtain the equality

$$
\left(\partial_{z}\right)^{r} \mathrm{CT}_{s=0} \xi(s, z)=(-1)^{r} \Gamma(r) \sum_{k=0}^{\infty} \frac{a_{k}}{\left(z+\lambda_{k}\right)^{r}},
$$

from which we obtain, using (3),

$$
\left(\partial_{z}\right)^{r}\left[\log D_{m_{0}}(z)+\mathrm{CT}_{s=0} \xi(s, z)\right]=0
$$

Hence, there is a polynomial $P_{L}(z)$ of degree $\leq r-1$ such that

$$
\log D_{m_{0}, L}(z)+P_{L}(z)=-\mathrm{CT}_{s=0} \xi(s, z)
$$

for $\operatorname{Re}(z)$ sufficiently large, which completes the proof of the theorem upon setting $r=m_{0}$.

We call $D(z)=D_{L}(z)$ the regularized product associated to the sequence $L+z$. In particular, $D(0)$ is the regularized product of the sequence $L$.

Remark 1. Assume $L$ can be written as the disjoint union of the sequences $L^{\prime}$ and $L^{\prime \prime}$ where $L^{\prime}$ satisfies the convergence conditions DIR 1, DIR 2 and DIR 3, and $\theta_{L^{\prime}}(t)$ satisfies the asymptotic
conditions AS 1, AS 2 and AS 3. Then $L^{\prime \prime}$ and $\theta_{L^{\prime \prime}}(t)$ necessarily satisfy these conditions and

$$
\theta(t)=\theta_{L^{\prime}}(t)+\theta_{L^{\prime \prime}}(t)
$$

From this, we immediately have

$$
\xi(s, z)=\xi_{L^{\prime}}(s, z)+\xi_{L^{\prime \prime}}(s, z)
$$

and

$$
D_{L}(z)=D_{L^{\prime}}(z) D_{L^{\prime \prime}}(z)
$$

A particular example of such a decomposition is the case when $L^{\prime}$ is a finite subset of $L$, in which case $D_{L^{\prime}}(z)=\Pi\left[\left(z+\lambda_{k}\right) e^{\gamma}\right]$; see Remark 2 below.

It now becomes of interest to determine in some fashion the coefficients of the polynomial $P_{L}(z)$, and for this it suffices to determine $P_{L}^{(r)}(0)$. We define the reduced sequence $L_{0}$ to be the sequence which is the same as $L$ except that we delete $\lambda_{0}=0$. Then

$$
\theta_{L_{0}}(t)=\theta(t)-a_{0}
$$

and, as discussed in Remark 1, we have

$$
D_{m_{0}, L_{0}}(z)=z^{-a_{0}} D_{m_{0}, L}(z) .
$$

Theorem 2.2. The polynomials $P_{L}$ and $P_{L_{0}}$, as defined in Theorem 2.1, are equal. If we let $\partial_{2}$ be the partial derivative with respect to the second variable, then

$$
P_{L_{0}}^{(r)}(0)=-\partial_{2}^{r} \mathrm{CT}_{s=0} \xi(s, 0)
$$

for $0 \leq r \leq m_{0}-1$. That is

$$
P_{L_{0}}(z)=-\sum_{k=0}^{m_{0}-1} \partial_{2}^{k} \mathrm{CT}_{s=0} \xi(s, 0) \frac{z^{k}}{k!}
$$

Proof. From Theorem 2.1 let us write

$$
P_{L_{0}}(z)=-\log D_{m_{0}, L_{0}}(z)-\mathrm{CT}_{s=0} \xi(s, 0)
$$

The canonical product of $D_{m_{0}, L_{0}}(z)$ is such that the Taylor series of $\log D_{m_{0}, L_{0}}(z)$ at the origin begins with powers of $z$ which are at least $z^{m_{0}}$. Hence,

$$
\left.\left(\frac{\partial}{\partial z}\right)^{r} \log D_{m_{0}, L_{0}}(z)\right|_{z=0}=0 \quad \text { for } 0 \leq r \leq m_{0}-1
$$

This proves the theorem.
Remark 2. The normalization $D_{L}(z)$ that we have given is the most convenient one for the formalism we are developing. One may also define the characteristic determinant $\mathbf{D}_{L}(z)$ by the condition

$$
-\log \mathbf{D}_{L}(z)=R_{1, \zeta}(0 ; z)=\mathrm{CT}_{s=0}\left[s^{-1} \zeta(s, z)\right]=\mathrm{CT}_{s=0}\left[\frac{\xi(s, z)}{s \Gamma(s)}\right]
$$

so $R_{1, \varsigma}(0 ; z)$ is the coefficient of $s$ in the Laurent expansion of $\zeta(s, z)$ at $s=0$. In the special case we have that

$$
R_{1, \zeta}(0 ; z)=\zeta^{\prime}(0, z) .
$$

Note that $\log \mathbf{D}_{L}(z)$ and $\log D_{L}(z)$ differ by an obvious polynomial in $z$ coming from the Laurent expansion of $\Gamma(s)$ at $s=0$. For example, if $L$ is a finite sequence, then $\mathbf{D}_{L}(z)=\prod\left(z+\lambda_{k}\right)$. Also, let us record the formula

$$
\begin{aligned}
\zeta^{\prime}(0, z) & =R_{0, \xi}(0 ; z)+\gamma R_{-1, \xi}(0 ; z) \\
& =\mathrm{CT}_{s=0} \xi(s, z)+\gamma R_{-1, \xi}(0 ; z),
\end{aligned}
$$

which, again, holds only in the special case.
Example 1. Theorems 2.1 and 2.2 provide a general setting for the some classical formulas. Voros [Vo 87] gives examples, including the simplest case which concerns the sequence $\lambda_{k}=k$ and the gamma function (see his Example c). Theorems 2.1 and 2.2 contain as a special case the classical Lerch formula, which states that

$$
\log \mathbf{D}(z)=-\zeta_{\mathbf{Q}}^{\prime}(0, z) \text { if } \mathbf{D}(z)=\sqrt{2 \pi} / \Gamma(z)
$$

and

$$
\xi_{\mathbf{Q}}(s, z)=\Gamma(s) \sum_{n=0}^{\infty} \frac{1}{(z+n)^{s}}=\Gamma(s) \zeta_{\mathbf{Q}}(s, z)
$$

Indeed, we have the immediate relation

$$
\log \mathbf{D}(z)=\log D(z)+(\gamma+1) z-\gamma / 2
$$

coming from the definitions and the expansion

$$
\Gamma(s)=\frac{1}{s}-\gamma+O(s)
$$

at $s=0$.
Example 2. Let $\zeta_{\mathbf{Q}}$ be the Riemann zeta function, and let $\left\{\rho_{k}\right\}$ be the sequence of zeros in the critical strip with $\operatorname{Im}\left(\rho_{k}\right)>0$. Let $\lambda_{k}^{\prime}=\rho_{k} / i$. It is a corollary of a theorem of Cramér [Cr 19] that the theta function

$$
\theta(t)=\sum a_{k} e^{-\lambda_{k}^{\prime} t}
$$

satisfies AS 2. The Lerch formula for the sequence $\left\{\lambda_{k}^{\prime}\right\}$ (with multiplicities $a_{k}$ ) then specializes to a formula discovered by Deninger [De 92], Theorem 3.3. In [JoL 92b] we extend Cramér's theorem to a wide class of functions having an Euler product and functional equation, including the $L$-series of a number field (Hecke and Artin), $L$-functions arising in representation theory and modular forms, Selberg-type zeta funtions and $L$-functions for Riemann surfaces and certain higher dimensional manifolds, etc. The present section therefore applies to these functions as well, and thus the Lerch formula is valid for them. Note that Deninger's method did not give him the analytic continuation for the expressions in his formula, but such continuation occurs naturally in our approach.

## §3. Expressions at $s=1$.

In this section we return to general Dirichlet series, as in $\S 1$, meaning we are given sequences $(L, A)$ whose Dirichlet series that satisfy the convergence conditions DIR 1, DIR 2 and DIR 3, with associated theta series $\theta_{L, A}=\theta$ that satisfies the three asymptotic conditions AS 1, AS 2, and AS 3. With this, we will study the xi-function

$$
\xi(s, z)=\mathbf{L M} \theta(s, z)=\int_{0}^{\infty} \theta(t) e^{-z t} t^{s} \frac{d t}{t}
$$

near $s=1$. Referring to AS 2, let us define the principal part of the theta function $P_{0} \theta(t)$ by

$$
\begin{equation*}
P_{0} \theta(t)=\sum_{\operatorname{Re}(p)<0} b_{p}(t) t^{p} . \tag{1}
\end{equation*}
$$

Recall that, by definition, $m(0)=\max \operatorname{deg} B_{p}$ for $\operatorname{Re}(p)=0$ so

$$
\theta(t)-P_{0} \theta(t)= \begin{cases}O(1) & \text { in the special case }  \tag{2}\\ O\left(|\log t|^{m(0)}\right) & \text { in the general case }\end{cases}
$$

as $t$ approaches zero.
Theorem 3.1. Let $C$ and $N$ be related as in AS 1. Then the function

$$
\xi(s, z)-\Gamma(s) \sum_{k=0}^{N-1} \frac{a_{k}}{\left(\lambda_{k}+z\right)^{s}}-\int_{0}^{1} P_{0} \theta(t) e^{-z t} t^{s} \frac{d t}{t}
$$

has a holomorphic continuation to the region

$$
\{\operatorname{Re}(s)>0\} \times\{\operatorname{Re}(z)>-C\} .
$$

Proof. Let us write

$$
\begin{align*}
\xi(s, z)- & \Gamma(s) \sum_{k=0}^{N-1} \frac{a_{k}}{\left(\lambda_{k}+z\right)^{s}}-\int_{0}^{1} P_{0} \theta(t) e^{-z t} t^{s+p} \frac{d t}{t} \\
= & \int_{0}^{\infty}\left[\theta(t)-Q_{N} \theta(t)\right] e^{-z t} t^{s} \frac{d t}{t}-\int_{0}^{1} P_{0} \theta(t) e^{-z t} t^{s} \frac{d t}{t} \\
= & \int_{0}^{1}\left[\theta(t)-P_{0} \theta(t)\right] e^{-z t} t^{s} \frac{d t}{t} \\
& +\int_{1}^{\infty}\left[\theta(t)-Q_{N} \theta(t)\right] e^{-z t} t^{s} \frac{d t}{t}  \tag{4}\\
& -\int_{0}^{1} Q_{N} \theta(t) e^{-z t} t^{s} \frac{d t}{t} \tag{5}
\end{align*}
$$

Using AS 2, we have that the integral in (3) is holomorphic for all $z \in \mathbf{C}$ and $\operatorname{Re}(s)>0$, as is the integral in (5), and the integral in (4) is holomorphic for all $s \in \mathbf{C}$ and $\operatorname{Re}(z)>-C$. Combining this, the stated claim has been proved.

Corollary 3.2. The function

$$
\xi(s, z)-\int_{0}^{1} P_{0} \theta(t) e^{-z t} t^{s} \frac{d t}{t}
$$

is meromorphic at $s=1$ for all $z$ with singularities that are simple poles at $z=-\lambda_{k}$. Also, the residue at $z=-\lambda_{k}$ is equal to $a_{k}$.

Proof. Immediate from the proof of Theorem 3.1 by taking $C$, consequently $N$, sufficiently large.

We now study the singular term

$$
\int_{0}^{1} P_{0} \theta(t) e^{-z t} t^{s} \frac{d t}{t}=\sum_{\operatorname{Re}(p)<0} \int_{0}^{1} b_{p}(t) e^{-z t} t^{s} \frac{d t}{t}
$$

that appears in Corollary 3.2. To do so, we expand $e^{-z t}$ in a power series and apply the following lemma.

Lemma 3.3. Given $p$, there is an entire function $h_{p}(z)$ such that as $s$ approaches 1 , such that:
(a) Special Case:

$$
\begin{aligned}
\int_{0}^{1} b_{p} e^{-z t} t^{s+p} \frac{d t}{t}=\sum_{k=0}^{\infty} \frac{(-z)^{k}}{k!} b_{p} \cdot \frac{1}{s+p+k} \\
= \begin{cases}\frac{(-z)^{-p-1}}{(-p-1)!} b_{p} \cdot \frac{1}{s-1}+h_{p}(z)+O(s-1), & p \in \mathbf{Z}_{<0} \\
h_{p}(z)+O(s-1), & p \notin \mathbf{Z}_{<0}\end{cases}
\end{aligned}
$$

(b) General Case:

$$
\begin{aligned}
& \int_{0}^{1} b_{p}(t) e^{-z t} t^{s+p} \frac{d t}{t}=\sum_{k=0}^{\infty} \frac{(-z)^{k}}{k!} B_{p}\left(\partial_{s}\right)\left[\frac{1}{s+p+k}\right] \\
& \quad= \begin{cases}\frac{(-z)^{-p-1}}{(-p-1)!} B_{p}\left(\partial_{s}\right)\left[\frac{1}{s-1}\right]+h_{p}(z)+O(s-1), & p \in \mathbf{Z}_{<0} \\
h_{p}(z)+O(s-1), & p \notin \mathbf{Z}_{<0}\end{cases}
\end{aligned}
$$

From Lemma 3.3, we can assert the existence of an entire function $h(z)$ such that the singular term can be written as

$$
\int_{0}^{1} P_{0} \theta(t) e^{-z t} t^{s} \frac{d t}{t}=\sum_{p+k=-1} \frac{(-z)^{k}}{k!} B_{p}\left(\partial_{s}\right)\left[\frac{1}{s-1}\right]+h(z)+O(s-1) .
$$

The following theorem, which is the main result of this section, then follows directly from Theorem 3.1 and Lemma 3.3.

Theorem 3.4. Near $s=1$, the Hurwitz xi function $\xi(s, z)$ has the expansion
$\xi(s, z)=\frac{R_{-n(1)-1}(1 ; z)}{(s-1)^{n(1)+1}}+\cdots+\frac{R_{-1}(1 ; z)}{(s-1)}+R_{0}(1 ; z)+O(s-1)$,
where:
(a) For $j<0, R_{j}(1 ; z)$ is a polynomial of degree $<-\operatorname{Re}\left(p_{0}\right)$; in fact, the polar part of $\xi(s, z)$ near $s=1$ is expressed by
$\frac{R_{-n(1)-1}(1 ; z)}{(s-1)^{n(1)+1}}+\cdots+\frac{R_{-1}(1 ; z)}{(s-1)}=\sum_{p+k=-1} \frac{(-z)^{k}}{k!} B_{p}\left(\partial_{s}\right)\left[\frac{1}{s-1}\right] ;$
(b) $R_{0}(1 ; z)=\mathrm{CT}_{s=1} \xi(s, z)$ is a meromorphic function in $z$ for all $z \in \mathbf{C}$ whose singularities are simple poles at $z=-\lambda_{k}$ with residue equal to $a_{k}$. Furthermore,

$$
\mathrm{CT}_{s=1} \xi(s, z)=-\partial_{z} \mathrm{CT}_{s=0} \xi(s, z)
$$

In the special case, the expansion of $\xi(s, z)$ near $s=1$ simplifies to

$$
\xi(s, z)=\frac{R_{-1}(1 ; z)}{s-1}+R_{0}(1 ; z)+O(s-1)
$$

with

$$
R_{-1}(1 ; z)=\sum_{p+k=-1} b_{p} \frac{(-z)^{k}}{k!}
$$

Let $(L, A)$ be sequences of complex numbers that satisfy the three convergence conditions DIR 1, DIR 2 and DIR 3 and such that the associated theta function

$$
\theta_{L, A}(t)=\theta(t)=\sum_{k=1}^{\infty} a_{k} \epsilon^{-\lambda_{k} t}
$$

satisfies the three asymptotic conditions AS 1, AS 2 and AS 3. We define the regularized harmonic series $R(z)$ associated to ( $L, A$ ) to be

$$
R_{L, A}(z)=R(z)=\mathrm{CT}_{s=1} \xi(s, z)=-\partial_{z} \mathrm{CT}_{s=0} \xi(s, z)
$$

Remark 1. Theorem 3.4 states that the regularized harmonic series associated to $(L, A)$ is a meromorphic function in $z$ whose singularities are simple poles at $z=-\lambda_{k}$ and corresponding residues equal to $a_{k}$. Further, by DIR 2 and DIR 3, Theorem 1.8 and Theorem 1.12, we have, for any integer $n \geq m_{0}$, the expression

$$
\partial_{z}^{n} R(z)=(-1)^{n} \mathrm{CT}_{s=1} \xi(s+n, z)=(-1)^{n} \Gamma(n) \sum_{k=1}^{\infty} \frac{a_{k}}{\left(z+\lambda_{k}\right)^{n}}
$$

If all numbers $a_{k}$ are integers, then one can assert the existence of a meromorphic function $D(z)$, unique up to constant factor, which satisfies the relation

$$
\begin{equation*}
D^{\prime} / D(z)=R(z) \tag{6}
\end{equation*}
$$

The Spectral Case. In this case, with $a_{k} \in \mathbf{Z}_{\geq 0}$ for all $k$, Theorem 3.4 asserts the existence of an entire function $\bar{D}(z)$, unique up to constant factor, such that

$$
\begin{equation*}
D^{\prime} / D(z)=\mathrm{CT}_{s=1} \xi(s, z) \tag{7}
\end{equation*}
$$

Further, we have, by the Lerch formula (Theorem 2.1),

## The Basic Identity:

$$
R(z)=\mathrm{CT}_{s=1} \xi_{L}(s, z)=-\partial_{z} \mathrm{CT}_{s=0} \xi_{L}(s, z)=D_{L}^{\prime} / D_{L}(z)
$$

We shall normalize the constant factor in (7) so that

$$
D(z)=D_{L}(z)
$$

Next we shall give another type of expression for the singular term, which also gives an expression for $\mathrm{CT}_{s=1} \xi_{L}(s, z)$ leading into the Gauss formula of the next section.

Consider the function

$$
\begin{equation*}
F_{q}(s, z)=\int_{0}^{\infty}\left[\theta(t)-P_{q} \theta(t)\right] e^{-z t} t^{s} \frac{d t}{t} \tag{8}
\end{equation*}
$$

and set $F=F_{0}$, which is especially important among the LaplaceMellin transforms of the functions $\theta-P_{q} \theta$. Following the results and techniques in $\S 1$, we shall study an analytic continuation of $F_{q}(s, z)$ and then compare $F_{q}(s, z)$ with $\xi(s, z)$.

Theorem 3.5. The function $F_{q}(s, z)$ has a meromorphic continuation to the region

$$
\{\operatorname{Re}(s)>-\operatorname{Re}(q)\} \times \mathbf{U}_{L} .
$$

Proof. Note that we can write (8) as

$$
\begin{array}{cl}
F_{q}(s, z)= & \text { region of meromorphy } \\
\text { (9) } \int_{0}^{1}\left[\theta(t)-P_{q} \theta(t)\right] e^{-z t} t^{s} \frac{d t}{t} & \operatorname{Re}(s)>-\operatorname{Re}(q) \text {, all } \\
\text { (10) }+\int_{1}^{\infty}\left[\theta(t)-Q_{N} \theta(t)\right] e^{-z t} t^{s} \frac{d t}{t} & \text { all } s, \operatorname{Re}(z)>-C . \\
\text { (11) }+\int_{1}^{\infty}\left[Q_{N} \theta(t)-P_{q} \theta(t)\right] e^{-z t} t^{s} \frac{d t}{t} & \text { all } s, z \in \mathbf{U}_{L} .
\end{array}
$$

For (9), the assertion of meromorphy on the right follows from condition AS 2 and Lemma 1.3; for (10) the assertion follows by Lemma 1.4, picking $N$ and $C$ as in AS.1. As for (11), the integral is a sum of integrals of elementary functions which we now recall. First we have

$$
\begin{equation*}
\int_{1}^{\infty} e^{-\lambda_{k} t} e^{-z t} t^{s} \frac{d t}{t}=\frac{\Gamma(s)}{\left(z+\lambda_{k}\right)^{s}}-\int_{0}^{1} e^{-\lambda_{k} t} e^{-z t} t^{s} \frac{d t}{t} \tag{12}
\end{equation*}
$$

so that

$$
\int_{1}^{\infty} Q_{N} \theta(t) e^{-z t} t^{s} \frac{d t}{t}=\sum_{k=1}^{\infty}\left[\frac{\Gamma(s)}{\left(z+\lambda_{k}\right)^{s}}-\int_{0}^{1} e^{-\lambda_{k} t} e^{-z t} t^{s} \frac{d t}{t}\right] .
$$

For the special case, when $b_{p}$ is constant, we have

$$
\begin{align*}
\int_{1}^{\infty} b_{p} e^{-z t} t^{s+p} \frac{d t}{t} & =b_{p} \frac{\Gamma(s+p)}{z^{s+p}}-b_{p} \int_{0}^{1} e^{-z t} t^{s+p} \frac{d t}{t} \\
& =b_{p} \frac{\Gamma(s+p)}{z^{s+p}}-\sum_{k=0}^{\infty} \frac{(-z)^{k}}{k!} b_{p} \cdot \frac{1}{s+p+k} \tag{13}
\end{align*}
$$

and for the general case we have the expansion replacing $b_{p}$ by $B_{p}\left(\partial_{s}\right)$, namely:

$$
\begin{align*}
& \int_{1}^{\infty} b_{p}(t) e^{-z t} t^{s+p} \frac{d t}{t}=B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right]-\int_{0}^{1} b_{p}(t) e^{-z t} t^{s+p} \frac{d t}{t} \\
& 14) \quad=B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right]-\sum_{k=0}^{\infty} \frac{(-z)^{k}}{k!} B_{p}\left(\partial_{s}\right)\left[\frac{1}{s+p+k}\right] \tag{14}
\end{align*}
$$

From this, the conclusion stated above follows since the integral in (11) is simply a sum of terms of the form given in (12), (13) and (14).

Theorem 3.6. For any $q$ and for all $(s, z)$ in the region of meromorphy, we have:
a) In the special case,

$$
\xi(s, z)=F_{q}(s, z)+\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)} b_{p} \frac{\Gamma(s+p)}{z^{s+p}} ;
$$

b) in the general case,

$$
\xi(s, z)=F_{q}(s, z)+\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right]
$$

Proof. For Re(s) large, one can interchange the sum and integral in the definition of $F_{q}(s, z)$ and use that

$$
\int_{0}^{\infty} P_{q} \theta_{L}(t) e^{-z t} t^{s} \frac{d t}{t}=\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right] .
$$

The rest follows from the definition of $\xi(s, z)$ and analytic continuation.

By taking $q=0$ in Theorem 3.6 and writing $F_{0}(s, z)=F(s, z)$, we obtain the following corollary.

Corollary 3.7. The constant term of $\xi(s, z)$ at $s=1$ is given by

$$
\mathrm{CT}_{s=1} \xi(s, z)=F(1, z)+\sum_{\operatorname{Re}(p)<0} \mathrm{CT}_{s=1} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right]
$$

where

$$
F(1, z)=\int_{0}^{\infty}\left[\theta(t)-P_{0} \theta(t)\right] e^{-z t} d t
$$

The constant term on the right is obtained simply by multiplying the Laurent expansions of $\Gamma(s+p)$ and $z^{-s-p}$ and is a universal expression, meaning an expression that depends solely only on $B_{p}$ for $\operatorname{Re}(p)<0$. A direct calculation shows that there exists a polynomial $\widetilde{B}_{p}$ of degree at most $\operatorname{deg} B_{p}+1$ such that

$$
\mathrm{CT}_{s=1} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right]=z^{-p-1} \widetilde{B}_{p}(\log z)
$$

The possible pole of $\Gamma(s+p)$ at $s=1$ accounts for the possibility of $\operatorname{deg} \widetilde{B}_{p}$ exceeding $\operatorname{deg} B_{p}$. For convenience of the reader, we present these calculations explicitly in the special case.

Let $p \in \mathbf{C}$ and write

$$
\Gamma(s+p)=\sum_{k=-1}^{\infty} \frac{c_{k}(p+1)}{(s-1)^{k}}
$$

and

$$
z^{-p-s}=z^{-p-1} e^{(s-1)(-\log z)}=z^{-p-1} \sum_{l=0}^{\infty} \frac{(-\log z)^{l}}{l!}(s-1)^{l} .
$$

Then

$$
\frac{\Gamma(s+p)}{z^{s+p}}=z^{-1-p} \sum_{n=-1}^{\infty}\left[\sum_{k+l=n} \frac{c_{k}(p+1)(-\log z)^{l}}{l!}\right](s-1)^{n},
$$

from which we obtain the equation

$$
\mathrm{CT}_{s=1}\left[\frac{\Gamma(s+p)}{z^{s+p}}\right]=\left[c_{0}(p+1)-c_{-1}(p+1) \log z\right] z^{-1-p}
$$

Note that if $p \notin \mathbf{Z}_{<0}$, then $c_{-1}(p+1)=0$ and $c_{0}(p+1)=\Gamma(p+1)$.

Corollary 3.8. In the special case, $R_{0}(1 ; z)$ has the integral expression

$$
\begin{aligned}
& \mathrm{CT}_{s=1} \xi(s, z) \\
& =F(1, z)+\sum_{\operatorname{Re}(p)<0} b_{p}\left[c_{0}(p+1)-c_{-1}(p+1) \log z\right] z^{-1-p}
\end{aligned}
$$

where

$$
F(1, z)=\int_{0}^{\infty}\left[\theta(t)-P_{0} \theta(t)\right] e^{-z t} d t
$$

Example 1. Suppose we are in the spectral case and also that $\theta(t)$ is such that the principal part $P_{0} \theta(t)$ is simply $b_{-1} / t$. Then the equations in Theorem 3.6 become

$$
\xi(s, z)=\frac{b_{-1}}{s-1}+\mathrm{CT}_{s=1} \xi(s, z)+O(s-1)
$$

where

$$
\mathrm{CT}_{s=1} \xi(s, z)=\int_{0}^{\infty}\left[\theta(t)-\frac{b_{-1}}{t}\right] e^{-z t} d t-b_{-1} \log z
$$

Using that

$$
\int_{0}^{\infty}\left[e^{-z t}-e^{-t}\right] \frac{d t}{t}=-\log z
$$

we can write

$$
\mathrm{CT}_{s=1} \xi(s, z)=\int_{0}^{\infty}\left[\theta(t) e^{-z t}-\frac{b_{-1} e^{-t}}{t}\right] d t
$$

In this case, the integral expression for $R_{0}(1 ; z)$ reminds one of the Gauss formula for the logarithmic derivative of the gamma function, which will be studied in the next section.

Example 2. The regularized harmonic series is simply related to the classical Selberg zeta function $Z_{X}(s)$ associated to a compact
hyperbolic Riemann surface $X$. For convenience, let us briefly recall the definition of the Selberg zeta function.

Let $\theta_{X}(t)$ be the trace of the heat kernel corresponding to the hyperbolic Laplacian that acts on $C^{\infty}$ functions on $X$; hence, $\theta_{X}(t)$ is the theta function associated to the sequence $L$ of eigenvalues of the Laplacian. The sequence $A$ counts multiplicities of the eigenvalues. It is well known that

$$
P_{0} \theta(t)=\frac{b_{-1}}{t}
$$

where $b_{-1}$ is a constant that depends solely on the genus $g$ of $X$, namely

$$
b_{-1}=2 \pi(2 g-2) .
$$

The logarithmic derivative of the Selberg zeta function is defined by the equation

$$
Z_{X}^{\prime} / Z_{X}(s)=(2 s-1) \int_{0}^{\infty}\left[\theta_{X}(t)-b_{-1} k(t)\right] e^{-s(s-1) t} d t
$$

where $k(t)$ is a universal function, independent of $X$ (see [Sa 87]). From Theorem 3.6, the definition of the Selberg zeta function, and the example above, we have the relation

$$
\begin{aligned}
& (2 s-1) D_{L}^{\prime} / D_{L}(s(s-1))-Z_{X}^{\prime} / Z_{X}(s) \\
& =(2 s-1) b_{-1}\left(\int_{0}^{\infty}\left[k(t)-\frac{1}{t}\right] e^{-s(s-1) t} d t-\log (s(s-1))\right) \\
& =(2 s-1) b_{-1}\left(\int_{0}^{\infty}\left[k(t) e^{-s(s-1) t}-\frac{e^{-t}}{t}\right] d t\right) .
\end{aligned}
$$

This relation was used in [JoL 92d] to prove that the Selberg zeta function satisifies Artin's formalism ([La 70]).

## §4. Gauss Formula

Next we show that a classical formula of Gauss for $\Gamma^{\prime} / \Gamma$ can be formulated and proved more generally for the regularized harmonic series. As before, we let $P_{0} \theta$ denote the principal part of an asymptotic expansion at 0 . Define

$$
\theta_{z}(t)=e^{-z t} \theta(t)
$$

If $\theta(t)$ satisfies the three asymptotic conditions, then it is immediate that $e^{-z t} \theta(t)$ also satisfies the three asymptotic conditions. As before, if the principal part of the theta function is

$$
P_{0} \theta(t)=\sum_{\operatorname{Re}(p)<0} b_{p}(t) t^{p},
$$

then

$$
\begin{equation*}
P_{0} \theta_{z}(t)=\sum_{\operatorname{Re}(p)+k<0} \frac{(-z)^{k}}{k!} b_{p}(t) t^{p+k} \tag{1}
\end{equation*}
$$

Note that for any complex $w$, we have

$$
\xi_{L+z, A}(s, w)=\xi_{z}(s, w)=\xi(s, z+w)
$$

Recall from Theorem 1.8 that

$$
-\frac{\partial}{\partial z} \xi(s, z+w)=\xi(s+1, z+w)
$$

so, in particular, we have

$$
R(z+w)=-\partial_{z} \mathrm{CT}_{s=0} \xi(s, z+w)=\mathrm{CT}_{s=1} \xi(s, z+w)
$$

In the spectral case, we have, by the Lerch formula,

$$
R(z+w)=D_{L}^{\prime} / D_{L}(z+w)
$$

Finally, recall that $\mathbf{C}\langle T\rangle$ is the algebra of polynomials in $T^{p}$ with arbitrary complex powers $p \in \mathbf{C}$.

With all this, we can follow the development leading to Corollary 3.8 and state the following theorem, which we call the general Gauss formula.

Theorem 4.1. There is a polynomial $S_{w}(z)$ of degree in $z$

$$
\operatorname{deg}_{z} S_{w}<-\operatorname{Re}\left(p_{0}\right)
$$

with coefficients in $\mathbf{C}[\log w]\langle w\rangle$ such that for any $w \in \mathbf{C}$ with $\operatorname{Re}(w)>0$ and $\operatorname{Re}(w)>\max _{k}\left\{-\operatorname{Re}\left(\lambda_{k}+z\right)\right\}$,

$$
R(z+w)=\int_{0}^{\infty}\left[\theta_{z}(t)-P_{0} \theta_{z}(t)\right] e^{-w t} d t+S_{w}(z)
$$

In the special case, $S_{w}(z) \in \mathbf{C}\langle w\rangle[z]+\mathbf{C}\langle w\rangle \log w[z]$.
Proof. From Theorem 1.8, we have for sufficiently large $\operatorname{Re}(s)$ and $\operatorname{Re}(z)$, while viewing $w$ as fixed, the equalities

$$
\begin{aligned}
-\partial_{z} \xi(s, z+w)= & \xi(s+1, z+w) \\
= & \xi_{z}(s+1, w) \\
= & \int_{0}^{\infty}\left[\theta_{z}(t)-P_{0} \theta_{z}(t)\right] e^{-w t} t^{s+1} \frac{d t}{t} \\
& +\int_{0}^{\infty} P_{0} \theta_{z}(t) e^{-w t} t^{s+1} \frac{d t}{t}
\end{aligned}
$$

To compute the constant term in the expansion at $s=0$, we can substitute $s=0$ in the Laplace-Mellin integral of $\theta_{z}-P_{0} \theta_{z}$, thus getting the desired integral on the right hand side of the formula in the theorem. As for the integral of $P_{0} \theta_{z}$ we can use the expression
(1) for the principal part of $\theta_{z}$ to get

$$
\int_{0}^{\infty} P_{0} \theta_{z}(t) e^{-w t} t^{s} d t=\sum_{\operatorname{Re}(p)+k<0} \frac{(-z)^{k}}{k!} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p+k+1)}{w^{s+p+k+1}}\right] .
$$

In fact, we obtain an explicit formula for $S_{w}(z)$, namely

$$
S_{w}(z)=\sum_{\operatorname{Re}(p)+k<0} \frac{(-z)^{k}}{k!} \mathrm{CT}_{s=0} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p+k+1)}{w^{s+p+k+1}}\right] .
$$

This expression shows that $S_{w}(z)$ is a polynomial in $z$, of degree $<-\operatorname{Re}\left(p_{0}\right)$, with coefficients in $\mathbf{C}\langle w\rangle[\log w]$. Recall that in the special case, all $B_{p}$ are constants, and, for any $p$, the expression

$$
\mathrm{CT}_{s=0} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p+k+1)}{w^{s+p+k+1}}\right]
$$

lies in $\mathbf{C}\langle w\rangle+\mathbf{C}\langle w\rangle \log w$. With this, the proof of the theorem is complete.

Remark. A direct calculation shows that there exists a polynomial $B_{p}^{*}$ of degree at most $\operatorname{deg} B_{p}+1$ such that

$$
\mathrm{CT}_{s=0} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right]=z^{-p} B_{p}^{*}(\log z) .
$$

The possible pole of $\Gamma(s+p)$ at $s=0$ accounts for the possibility of $\operatorname{deg} B_{p}^{*}$ exceeding $\operatorname{deg} B_{p}$. Using the relation

$$
\frac{\Gamma(s+p+k+1)}{w^{s+p+k+1}}=\frac{(s) \cdots(s+k) \Gamma(s+p)}{w^{k+1} \cdot w^{s+p}}
$$

one can hope to express $S_{w}(z)$ in terms of the polynomials $B_{p}^{*}$. However, even in the special case, such an expression is quite involved.

Corollary 4.2. For fixed $w \in \mathbf{C}$ with $\operatorname{Re}(w)>0$ and

$$
\operatorname{Re}(w)>\max _{k}\left\{-\operatorname{Re}\left(\lambda_{k}\right)\right\},
$$

and for $z \in \mathbf{C}$ with $\operatorname{Re}(z)$ sufficiently large, the integral

$$
I_{w}(z)=\int_{0}^{\infty}\left[\theta_{z}(t)-P_{0} \theta_{z}(t)\right] e^{-w t} d t
$$

as a function of $z$, is holomorphic in $z$ and has a meromorphic continuation to all $z \in \mathbf{C}$ with poles at the points $\lambda_{k}+w$ in $L+w$ and corresponding residues equal to $a_{k}$.

Proof. Immediate from Theorem 3.4(b) and Theorem 4.1.

In the case when $a_{k} \in \mathbf{Z}$ for all $k$, this allows us to write the integral $I_{w}(z)$ from Corollary 4.2 as

$$
I_{w}=H_{w}^{\prime} / H_{w}
$$

where $H_{w}$ is a meromorphic function on $\mathbf{C}$, uniquely defined up to a constant factor. Following Theorem 2.1, we define $S_{w}^{\#}(z)$ to be the integral of $S_{w}(z)$ with zero constant term, so $S_{w}(z)=\partial_{z} S_{w}^{\#}(z)$. Define $H_{w}(z)$ by the relation

$$
D(z+w)=e^{S_{w}^{\#}(z)} H_{w}(z) .
$$

Then $H_{w}(z)$ is the unique meromorphic function of $z$ such that

$$
H_{w}^{\prime} / H_{w}(z)=I_{w}(z)
$$

and

$$
H_{w}(0)=D(w) .
$$

Furthermore, we have

$$
D_{L}^{\prime} / D_{L}(z+w)=H_{w}^{\prime}(z) / H_{w}(z)+S_{w}(z)=I_{w}(z)+S_{w}(z)
$$

In the spectral case, meaning $a_{k} \in \mathbf{Z}_{\geq 0}$ for all $k, H_{w}(z)$ is entire. The function $I_{w}(z)$ will be studied in $\S \overline{4}$ of [JoL 92 c$]$, from a Fourier theoretic point of view.

Example 1. We show here how the classical Gauss formula is a special case of Theorem 4.1. Let

$$
L=\left\{n \in \mathbf{Z}_{\geq 0}\right\}
$$

and

$$
a(n)=1 \quad \text { for all } n
$$

The theta function can be written as

$$
\theta_{z}(t)=\sum_{n=0}^{\infty} e^{-(z+n) t}=\frac{e^{-z t}}{1-e^{-t}}
$$

The principal part is simply

$$
P_{0} \theta_{z}(t)=\frac{1}{t}
$$

so $p_{0}=-1$ and $p_{1}=0$. This allows us to compute the polynomial $S_{w}(z)$ and obtain the equation

$$
S_{w}(z)=\mathrm{CT}_{s=0}\left[\frac{\Gamma(s)}{w^{s}}\right]=-\gamma-\log w
$$

Therefore, by combining the Example from $\S 2$ and Theorem 4.1, we have

$$
\begin{aligned}
D_{L}^{\prime} / D_{L}(z+w) & =-\Gamma^{\prime} / \Gamma(z+w)-\gamma \\
& =\int_{0}^{\infty}\left[\frac{e^{-z t}}{1-e^{-t}}-\frac{1}{t}\right] e^{-w t} d t-\gamma-\log w .
\end{aligned}
$$

Now set $w=1$ to get

$$
-\Gamma^{\prime} / \Gamma(z+1)=\int_{0}^{\infty}\left[\frac{e^{-(z+1) t}}{1-e^{-t}}-\frac{e^{-t}}{t}\right] d t
$$

which is the classical Gauss formula.
Example 2. Let $(L, A)$ be the sequences of eigenvalues and multiplicities associated to the Laplacian that acts on smooth sections of a power of the canonical sheaf over a compact hyperbolic Riemann surface. Then one can combine Example 2 from §3, Theorem 4.1 and the Lerch formula to establish the main theorem of [DP 86] and [Sa 87], without using the Selberg trace formula. In brief, this theorem states that the Selberg zeta function $Z_{X}(s)$ is expressible, up to universal gamma-like functions, in terms of the regularized product $D_{L}(s(s-1))$.

## §5. Stirling Formula

As in previous sections, we work with sequences $(L, A)$ that satisfy the three convergence conditions DIR 1, DIR 2 and DIR 3, and such that the associated theta series satisfies the three asymptotic conditions AS 1, AS 2 and AS 3. With this, we consider the asymptotic behavior of certain functions when $\operatorname{Re}(z) \rightarrow \infty$, by which we mean that we allow $\operatorname{Re}(z) \rightarrow \infty$ in some sector in the right half plane. The point of such a restriction is that in such a sector, $\operatorname{Re}(z)$ and $|z|$ have the same order of magnitude, asymptotically. Specifically, we shall determine the asymptotics of

$$
-\mathrm{CT}_{s=0} \xi(s, z) \quad \text { as } \quad x=\operatorname{Re}(z) \rightarrow \infty
$$

These asymptotics apply in the spectral case to

$$
-\log D_{L}(z)=\mathrm{CT}_{s=0} \xi(s, z)
$$

and, therefore, can be viewed as a generalization of the classical Stirling formula.

To begin, we will study the asymptotics of

$$
\xi(s, z)=\int_{0}^{\infty} \theta(t) e^{-z t} t^{s} \frac{d t}{t} \quad \text { for } \operatorname{Re}(z) \rightarrow \infty
$$

Fix $\operatorname{Re}(q)>0$ and, as before, let $P_{q} \theta$ be as in AS 2. Let us write

$$
\xi(s, z)=J_{1}(s, z)+J_{2}(s, z)+J_{3}(s, z)
$$

where

$$
\begin{equation*}
J_{1}(s, z)=\int_{0}^{1}\left(\theta(t)-P_{q} \theta(t)\right) e^{-z t} t^{s} \frac{d t}{t} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
J_{2}(s, z)=\int_{1}^{\infty} \theta(t) e^{-z t} t^{s} \frac{d t}{t} \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
J_{3}(s, z)=\int_{0}^{1} P_{q} \theta(t) e^{-z t} t^{s} \frac{d t}{t} \tag{3}
\end{equation*}
$$

Recall that

$$
m(q)=\max \operatorname{deg} B_{p} \quad \text { for } \quad \operatorname{Re}(p)=\operatorname{Re}(q)
$$

The terms in (1) and (2) are handled in the two following lemmas.

Lemma 5.1. Let $x=\operatorname{Re}(z)$ and fix $q$ with $\operatorname{Re}(q)>0$. Then

$$
J_{1}(0, z)=O\left(x^{-\operatorname{Re}(q)}(\log x)^{m(q)}\right) \text { for } x \rightarrow \infty
$$

Proof. Recall that

$$
\theta(t)-P_{q} \theta(t)=O\left(t^{\operatorname{Re}(q)}|\log t|^{m(q)}\right) \text { for } t \rightarrow 0
$$

Since $\operatorname{Re}(q)>0, J_{1}(s, z)$ is holomorphic at $s=0$ and

$$
J_{1}(0, z)=\int_{0}^{1}\left(\theta(t)-P_{q} \theta(t)\right) e^{-z t} \frac{d t}{t}
$$

For any complex number $s_{0}$, we have the power series expansion

$$
\begin{aligned}
& \frac{\Gamma(s)}{x^{s}}=\left(\sum_{k=-1}^{\infty} c_{k}\left(s_{0}\right)\left(s-s_{0}\right)^{k}\right) \cdot\left(x^{-s_{0}} \sum_{l=0}^{\infty} \frac{(-\log x)^{l}}{l!}\left(s-s_{0}\right)^{l}\right) \\
& \text { (4) } \quad=x^{-s_{0}} \sum_{n=-1}^{\infty}\left[\sum_{k+l=n} \frac{c_{k}\left(s_{0}\right)(-\log x)^{l}}{l!}\right]\left(s-s_{0}\right)^{n}
\end{aligned}
$$

from which we have, by AS 2,

$$
\begin{aligned}
\left|J_{1}(0, z)\right| & \ll \int_{0}^{1} e^{-x t} t^{\operatorname{Re}(q)}|\log t|^{m(q)} \frac{d t}{t} \\
& \leq \mathrm{CT}_{s=\operatorname{Re}(q)}\left[\left(\partial_{s}\right)^{m(q)} \frac{\Gamma(s)}{x^{s}}\right]+\int_{1}^{\infty} e^{-x t} t^{\operatorname{Re}(q)}(\log t)^{m(q)} \frac{d t}{t} \\
& =x^{-\operatorname{Re}(q)}\left[\sum_{k+l=m(q)} \frac{c_{k}(q)(-\log x)^{l}}{l!} \cdot n!\right]+O\left(e^{-x} / x\right)
\end{aligned}
$$

as $x \rightarrow \infty$. This completes the proof of the lemma.

Lemma 5.2. We have

$$
J_{2}(0, z)=O\left(e^{-x} / x\right) \quad \text { for } \quad x \rightarrow \infty
$$

Proof. From AS 1, $J_{2}(s, z)$ is holomorphic at $s=0$ and

$$
J_{2}(0, z)=\int_{1}^{\infty} \theta(t) e^{-z t} \frac{d t}{t}
$$

from which the lemma follows, since $\theta(t)=O\left(e^{c t}\right)$ for some $c>0$ and so, for $x$ sufficiently large,

$$
\left|J_{2}(0, z)\right| \leq K \int_{1}^{\infty} e^{-(x-c) t} d t=\frac{K}{x-c} e^{-(x-c)}
$$

yielding the stated estimate.
As for $J_{3}(s, z)$, recall that

$$
J_{3}(s, z)=\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)}\left[\int_{0}^{1} b_{p}(t) e^{-z t} t^{s+p} \frac{d t}{t}\right] .
$$

Lemma 5.3. We have

$$
\begin{aligned}
J_{3}(0, z)= & \sum_{\operatorname{Re}(p)<\operatorname{Re}(q)} \mathrm{CT}_{s=0} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right] \\
& +O\left(e^{-x} / x\right) \text { for } x \rightarrow \infty
\end{aligned}
$$

Proof. Simply write

$$
\int_{0}^{1} e^{-z t} b_{p}(t) t^{s+p} \frac{d t}{t}=B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right]-\int_{1}^{\infty} e^{-z t} b_{p}(t) t^{s+p} \frac{d t}{t}
$$

and as in Lemma 5.2, note that, for any $s$,

$$
\int_{1}^{\infty} e^{-z t} b_{p}(t) t^{s+p} \frac{d t}{t}=O\left(e^{-x} / x\right) \text { for } x \rightarrow \infty
$$

Combining the above three lemmas, we have established the following theorem, which we refer to as the generalized Stirling's formula.

Theorem 5.4. Suppose $q$ is such that $\operatorname{Re}(q)>0$. Let

$$
\mathbf{B}_{q}(z)=\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)} \mathrm{CT}_{s=0} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right] \in \mathbf{C}\langle z\rangle[\log z] .
$$

Then for $x \rightarrow \infty$,

$$
\mathrm{CT}_{s=0} \xi(s, z)=\mathbf{B}_{q}(z)+O\left(x^{-\operatorname{Re}(q)}(\log x)^{m(q)}\right)
$$

It is important to note that Theorem 5.4 shows that the asymptotics of $\mathrm{CT}_{s=0} \xi(s, z)$ as $\operatorname{Re}(z) \rightarrow \infty$ are governed by the asymptotics of $\theta(t)$ as $t \rightarrow 0$. Also, in the spectral case, the Lerch formula (Theorem 2.1) applies to give

$$
-\log D_{L}(z)=\mathrm{CT}_{s=0} \xi_{L}(s, z)
$$

and, hence, Theorem 5.4 determines the asymptotics of the regularized product $\log D_{L}(z)$ as $\operatorname{Re}(z) \rightarrow \infty$ and, consequently, the asymptotics of the the characteristic determinant

$$
\log \mathbf{D}_{L}(z) \quad \text { as } \operatorname{Re}(z) \rightarrow \infty
$$

Remark 1. In Remark 1 of $\S 4$ we defined the polynomials $B_{p}^{*}$ by the formula

$$
\mathrm{CT}_{s=0} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right]=z^{-p} B_{p}^{*}(\log z)
$$

Using these polynomials, one can write

$$
\mathbf{B}_{q}(z)=\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)} z^{-p} B_{p}^{*}(\log z)
$$

so Theorem 5.4 becomes the statement that

$$
\mathrm{CT}_{s=0} \xi(s, z)=\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)} z^{-p} B_{p}^{*}(\log z)+O\left(x^{-\operatorname{Re}(q)}(\log x)^{m(q)}\right)
$$

as $x=\operatorname{Re}(z) \rightarrow \infty$. This restatement emphasizes the point that the asymptotics of $\theta(t)$ as $t \rightarrow 0$ determine the asymptotics of $\mathrm{CT}_{s=0} \xi(s, z)$ as $\operatorname{Re}(z) \rightarrow \infty$.

To further develop the asymptotics given in Theorem 5.4, one can use the following lemma.

Lemma 5.5. For any $p \in \mathbf{C}$, we have

$$
\begin{aligned}
\mathrm{CT}_{s=0} & {\left[\frac{\Gamma(s+p)}{z^{s+p}}\right] } \\
& = \begin{cases}\Gamma(p) z^{-p} & p \notin \mathbf{Z}_{\leq 0} \\
{\left[-c_{-1}(n) \log z+c_{0}(n)\right] z^{-p}} & p=-n \in \mathbf{Z}_{\leq 0},\end{cases}
\end{aligned}
$$

where

$$
c_{-1}(n)=\frac{(-1)^{n}}{n!} \quad \text { and } \quad c_{0}(n)=\frac{(-1)^{n}}{n!}(-\gamma)
$$

One can prove Lemma 5.5 by using the power series expansion (4) and the formula

$$
\Gamma(s+1)=s \Gamma(s) \quad \text { and } \quad \Gamma^{\prime}(1)=-\gamma
$$

which comes from the expansion

$$
\Gamma(s)=\frac{1}{s}-\gamma+O(s)
$$

Proposition 5.6. In the special case, we have, for $\operatorname{Re}(q)>0$,

$$
\mathbf{B}_{q}(z)=\sum_{n \in \mathbf{Z}_{\geq 0}} \frac{b_{-n}(-1)^{n}}{n!}(-\gamma-\log z) z^{n}+\sum_{\substack{p \notin \mathbf{Z}_{\leq 0} \\ \operatorname{Re}(p)<\operatorname{Re}(q)}} b_{p} \Gamma(p) z^{-p} ;
$$

and so

$$
\begin{aligned}
\operatorname{CT}_{s=0} \xi(s, z)= & \sum_{n \in \mathbf{Z}_{\geq 0}} \frac{b_{-n}(-1)^{n}}{n!}(-\gamma-\log z) z^{n}+ \\
& \sum_{\substack{p \notin \mathbf{Z}_{\leq 0} \\
\operatorname{Re}(p)<\operatorname{Re}(q)}} b_{p} \Gamma(p) z^{-p}+O\left(x^{-\operatorname{Re}(q)}(\log x)^{m(q)}\right)
\end{aligned}
$$

for $\operatorname{Re}(z) \rightarrow \infty$.
Example 1. Assume $L$ is such that

$$
\theta(t)=\frac{b_{-1}}{t}+b_{0}+O(t) \text { for } t \rightarrow 0
$$

By taking $q=1$, Proposition 5.6 then states that

$$
\begin{aligned}
\mathrm{CT}_{s=0} \xi(s, z) & =b_{-1} z(\log z+\gamma)-b_{0}(\log z+\gamma)+O\left(z^{-1}\right) \\
& =\left(b_{-1} z-b_{0}\right) \log z+\gamma\left(b_{-1} z-b_{0}\right)+O\left(z^{-1}\right)
\end{aligned}
$$

as $\operatorname{Re}(z) \rightarrow \infty$. A particular example of this is when $L=\mathbf{Z}_{\geq 0}$. Recall that the Lerch formula (Theorem 2.1) states

$$
\log \Gamma(z)=\frac{1}{2} \log 2 \pi+\mathrm{CT}_{s=0} \xi(s, z)-\gamma\left(z-\frac{1}{2}\right)-z .
$$

By direct computation one sees that

$$
\theta(t)=\sum_{n=0}^{\infty} e^{-n t}=\frac{1}{t}+\frac{1}{2}+O(t)
$$

so $b_{-1}=1$ and $b_{0}=1 / 2$. Therefore,

$$
\mathrm{CT}_{s=0} \xi(s, z)=\left(z-\frac{1}{2}\right) \log z+\gamma\left(z-\frac{1}{2}\right)+O\left(|z|^{-1}\right)
$$

as $\operatorname{Re}(z) \rightarrow \infty$. From this we conclude that

$$
\log \Gamma(z)=\frac{1}{2} \log 2 \pi+\left(z-\frac{1}{2}\right) \log z-z+O\left(|z|^{-1}\right)
$$

as $\operatorname{Re}(z) \rightarrow \infty$. This is the classical Stirling formula.
The reader is referred to [Vo 87] for interesting examples of the Stirling formula arising from sequences of eigenvalues associated to differential operators, and to [Sa 87] for the example of the Barnes double gamma function, which appears a factor in the functional equation of the Selberg zeta function associated to a finite volume hyperbolic Riemann surface.

As an application of the same method used to derive Stirling's formula (Theorem 5.4), we derive an asymptotic development of the integral transform

$$
\begin{equation*}
\phi(x)=\int_{a}^{\infty} e^{-x u} \mathrm{CT}_{s=0} \xi(s, u) d u \tag{5}
\end{equation*}
$$

for $x$ real, positive, and $x \rightarrow 0$. We fix $a>0$ and

$$
a>-\operatorname{Re}\left(\lambda_{k}\right) \text { for all } k .
$$

This function will appear in our work [JoL 92b], but, for now, let us simply view (5) as a special value of an incomplete Laplace-Mellin transform.

We use the decomposition of $\xi(s, u)$ as a sum

$$
\xi(s, u)=J_{1}(s, u)+J_{2}(s, u)+J_{3}(s, u)
$$

as at the beginning of this section, and deal with the integral transform of each term separately, so

$$
\phi(x)=\phi_{1}(x)+\phi_{2}(x)+\phi_{3}(x)
$$

where

$$
\phi_{\nu}(x)=\int_{a}^{\infty} e^{-x u} \mathrm{CT}_{s=0} J_{\nu}(s, u) d u
$$

The next lemmas lead to Theorem 5.11 , which states the asymptotic behavior of $\phi(x)$ as the real variable $x$ approaches zero from the right. We start with the transform of $J_{1}$.

Lemma 5.7. Let $h(t)$ be a bounded measurable function on $[0,1]$ and assume that for some $q$ with $\operatorname{Re}(q) \geq 2$,

$$
h(t)=O\left(t^{\operatorname{Re}(q)}\right) \quad \text { as } t \rightarrow 0 .
$$

Let

$$
F(x)=\int_{0}^{1} \frac{h(t)}{x+t} \frac{d t}{t}
$$

and let $[q]=[\operatorname{Re}(q)]$. Then $F$ is $C^{[q]-2}$ on $[0,1]$ and has the Taylor development

$$
F(x)=c_{0}+\cdots+c_{[q]-3} x^{[q]-3}+O\left(x^{[q]-2}\right) \text { as } x \rightarrow 0 .
$$

Proof. The lemma follows directly from Taylor's theorem by differentiating under the integral sign, which is justified by the stated assumptions.

Remark 2. Lemma 5.7 will be applied to an integral of the form

$$
\int_{0}^{1} \frac{h(t)}{x+t} e^{-(x+t)} \frac{d t}{t}=e^{-x} \int_{0}^{1} \frac{h(t) e^{-t}}{x+t} \frac{d t}{t}
$$

which is a product of $e^{-x}$ and an integral of exactly the type considered in Lemma 5.7.

Lemma 5.8. Let $[q]=[\operatorname{Re}(q)]$. Then the function $\phi_{1}$ is of class $C^{[9]-2}$ and has the Taylor expansion

$$
\phi_{1}(x)=\int_{a}^{\infty} e^{-x u} J_{1}(0, u) d u=g_{q}(x)+O\left(x^{[q]-3}\right) \text { as } x \rightarrow 0
$$

with the Taylor polynomial $g_{q}$ of degree $<\operatorname{Re}(q)-3$.
Proof. From (1) we have, by interchanging the order of integration,

$$
\int_{a}^{\infty} e^{-x u} J_{1}(0, u) d u=\int_{0}^{1} \frac{\theta(t)-P_{q} \theta(t)}{x+t} e^{-a(x+t)} \frac{d t}{t}
$$

We now apply Lemma 5.7 to the function

$$
h(t)=\frac{\theta(t)-P_{q} \theta(t)}{t} e^{-a(x+t)},
$$

noting that, by AS 2 ,

$$
h(t)=O\left(t^{\mathrm{Re}(q)-1}\right),
$$

as $t \rightarrow 0$. With this, the proof of the lemma is complete.
Lemma 5.9. The function

$$
\phi_{2}(z)=\int_{a}^{\infty} e^{-z u} J_{2}(0, u) d u
$$

which is defined for $\operatorname{Re}(z)>0$, has a holomorphic extension to include a neighborhood of $z=0$.

Proof. We have

$$
\int_{a}^{\infty} e^{-z u} J_{2}(0, u) d u=\int_{1}^{\infty} \frac{\theta(t)}{z+t} e^{-a(z+t)} \frac{d t}{t}=e^{-a z} \int_{1}^{\infty} \frac{\theta(t) e^{-a t}}{z+t} \frac{d t}{t}
$$

from which the stated result immediately follows.
Having studied the transforms of $J_{1}$ and $J_{2}$, we now deal with the transform of $J_{3}$.

Lemma 5.10. Given $p$ and $B_{p}$, there is a function $h_{p}$, meromorphic in $s$ and entire in $z$, to be given explicitly below, such that for $\operatorname{Re}(z)>0$, we have

$$
\begin{aligned}
\int_{a}^{\infty} e^{-z u} B_{p}\left(\partial_{s}\right) & {\left[\frac{\Gamma(s+p)}{u^{s+p}}\right] d u } \\
& =B_{p}\left(\partial_{s}\right)\left[\frac{\pi z^{s+p-1}}{\sin [\pi(s+p)]}\right]+h_{p}(s, z)
\end{aligned}
$$

and, in particular,

$$
\begin{aligned}
\int_{a}^{\infty} e^{-z u} \mathrm{CT}_{s=0} B_{p}\left(\partial_{s}\right) & {\left[\frac{\Gamma(s+p)}{u^{s+p}}\right] d u } \\
& =\mathrm{CT}_{s=0} B_{p}\left(\partial_{s}\right)\left[\frac{\pi z^{s+p-1}}{\sin [\pi(s+p)]}\right]+h_{p}(z)
\end{aligned}
$$

where

$$
h_{p}(z)=\mathrm{CT}_{s=0} h_{p}(s, z)
$$

Proof. It suffices to assume that $-\operatorname{Re}(s+p)$ is a large, nonintegral, real number, from which the result follows by analytic continuation in $s$. For this, note that

$$
\int_{a}^{\infty} e^{-z u} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{u^{s+p}}\right] d u=B_{p}\left(\partial_{s}\right) \int_{a}^{\infty} e^{-z u}\left[\frac{\Gamma(s+p)}{u^{s+p}}\right] d u .
$$

From this we have

$$
\begin{gathered}
\int_{a}^{\infty} \epsilon^{-z u} u^{1-s-p} \frac{d u}{u}=\left[\frac{\Gamma(1-s-p)}{z^{1-s-p}}-\int_{0}^{a} e^{-z u} u^{1-s-p} \frac{d u}{u}\right] \\
=\frac{\pi z^{s+p-1}}{\sin [\pi(s+p)] \Gamma(s+p)}-\sum_{k=0}^{\infty} \frac{(-z)^{k}}{k!} \frac{a^{1-s-p+k}}{1-s-p+k} .
\end{gathered}
$$

The lemma follows by putting

$$
\begin{equation*}
h_{p}(s, z)=-\sum_{k=0}^{\infty} \frac{(-z)^{k}}{k!} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p) a^{1-s-p+k}}{1-s-p+k}\right] \tag{6}
\end{equation*}
$$

and

$$
h_{p}(z)=-\sum_{k=0}^{\infty} \frac{(-z)^{k}}{k!} \mathrm{CT}_{s=0}\left[B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p) a^{1-s-p+k}}{1-s-p+k}\right]\right],
$$

Remark 3. A direct calculation shows that there exists a polynomial $B_{p}^{\#}$ of degree at most $\operatorname{deg} B_{p}+1$ such that

$$
\begin{equation*}
\mathrm{CT}_{s=0} B_{p}\left(\partial_{s}\right)\left[\frac{\pi z^{s+p-1}}{\sin [\pi(s+p)]}\right]=z^{p-1} B_{p}^{\#}(\log z) . \tag{7}
\end{equation*}
$$

The possible zero of $\sin [\pi(s+p)]$ at $s=0$ accounts for the possibility of $\operatorname{deg} B_{p}^{\#}$ exceeding deg $B_{p}$. Further, by combining Remark 1 and Lemma 5.10, we arrive at the formula

$$
\int_{a}^{\infty} e^{-z u} u^{-p} B_{p}^{*}(\log u) d u=z^{p-1} B_{p}^{\#}(\log z)+h_{p}(z)
$$

As is clear from (6), the function $h_{p}$ does depend on the choice of a. We note that the power series $h_{p}(z)$ and the polynomials $B_{p}^{\#}$
are given by universal formulas, depending linearly on $B_{p}^{*}$, hence on $B_{p}$.

As is shown in the proof of Lemma 5.3, we can write

$$
J_{3}(s, z)=\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)}\left(B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right]-I_{p}(s, z)\right),
$$

where

$$
I_{p}(s, z)=\int_{1}^{\infty} e^{-z t} b_{p}(t) t^{s+p} \frac{d t}{t}
$$

By interchanging order of integration, we can write

$$
\int_{a}^{\infty} e^{-u z} I_{p}(s, u) d u=\int_{1}^{\infty} \frac{e^{-a(z+t)}}{z+t} b_{p}(t) t^{s+p} \frac{d t}{t}
$$

Therefore, Lemma 5.9 applies to imply the existence of a function $f_{p}$, holomorphic in a neighborhood of 0 , such that

$$
f_{p}(z)=\int_{a}^{\infty} e^{-u z} I_{p}(s, u) d u
$$

so we can write

$$
\phi_{3}(z)=\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)}\left[z^{p-1} B_{p}^{\#}(\log z)+h_{p}(z)+f_{p}(z)\right] .
$$

With all this, we can combine Lemmas 5.8, 5.9, and 5.10 and obtain the following theorem.

Theorem 5.11. Let $\left\{g_{q}\right\}, \phi_{2},\left\{B_{p}^{\#}\right\},\left\{f_{p}\right\}$ and $\left\{h_{p}\right\}$ be the above sequences of polynomials and entire functions for those $p$ for which $B_{p} \neq 0$. Then for each $q$ with $\operatorname{Re}(q)>3$

$$
\begin{aligned}
& \int_{a}^{\infty} e^{-t u} \mathrm{CT}_{s=0} \xi(s, u) d u= \\
& \sum_{\operatorname{Re}(p)<\operatorname{Re}(q)}\left[t^{p-1} B_{p}^{\#}(\log t)+h_{p}(t)+f_{p}(t)\right] \\
& +g_{q}(t)+\phi_{2}(t)+O\left(t^{[q]-3}\right)
\end{aligned}
$$

as the real variable $t$ approaches zero from the right.
Example 2. In the case $L=\mathbf{Z}_{\geq 0}$ we have that

$$
\begin{equation*}
\theta(t)=\sum_{n=0}^{\infty} e^{-n t}=\frac{1}{1-e^{-t}}=\sum_{n=-1}^{\infty} b_{n} t^{n} \tag{8}
\end{equation*}
$$

as $t$ approaches zero. In particular, the sequence $\{p\}$ is simply $\mathbf{Z}_{\geq-1}$ and all polynomials $B_{p}$ have degree zero. Since

$$
\mathrm{CT}_{s=0}\left[\frac{\pi t^{s+n-1}}{\sin [\pi(s+n)]}\right]=(-t)^{n} \frac{\log t}{t}
$$

we have, by using the Lerch formula (Theorem 2.1), the equation

$$
\begin{equation*}
\int_{1}^{\infty} e^{-t u} \log \Gamma(u) d u=\frac{\log t}{t}\left(\sum_{n=-1}^{\infty} b_{n}(-t)^{n}\right)+h(t) . \tag{9}
\end{equation*}
$$

Let $q \rightarrow \infty$ in Theorem 5.11. Using the absolute convergence of (8), we get (9). In order to deduce (9) from Theorem 5.11, we have used that, upon letting $q$ approach infinity, the power series (8) converges in a neighborhood of the origin. In general, questions concerning the convergence of the above stated power series, which are necessarily questions concerning the growth of the coefficients $b_{n}$, must be addressed. For now, let us complete this example by combining the above results to conclude that

$$
\int_{1}^{\infty} e^{-t u} \log \Gamma(u) d u=\frac{\log t}{t} \frac{1}{1-e^{t}}+h(t) .
$$

This formula verifies calculations that appear in [ Cr 19 ] (see also [JoL 92b]).

Remark 4. The formal power series arising from the asymptotic expansion in Theorems 5.4 and 5.11 (letting $\operatorname{Re}(q) \rightarrow \infty)$ are interesting beyond their truncations mod $O\left(t^{[q]-3}\right)$. In important applications, and notably to positive elliptic operators, these power series are convergent, and define entire functions. This is part of the theory of Volterra operators, c.f. [Di 78], Chapter XXIII, (23.6.5.3).

## §6. Hankel Formula

The gamma function and the classical zeta function are well known to satisfy a Hankel formula, that is they are representable as an integral over a Hankel contour. The existence of such a formula depends on the integrand having at least an analytic continuation over the Hankel contour, and expecially having an analytic continuation around 0 . Indeed, the integrands in these classical Hankel transforms are essentially theta functions. Unfortunately, theta functions cannot always be analytically continued around 0 . For instance, $\sum e^{-n^{2} t}$ cannot, although $\sum e^{-n t}$ can. Thus the analogues of the classical Hankel transform representations are missing in general.

However, we shall give here one possible Hankel type formula expressing the Hurwitz xi function associated to the sequences ( $L, A$ ) as a complex integral of the regularized harmonic series. Observe that the Hankel formula which we prove here is different from the classical Hankel representation of the gamma function or the zeta function. We note that such a formula was used by Deninger for the Riemann zeta function (see $\S 3$ of [De 92]).

As in previous sections, let $(L, A)$ be sequences whose Dirichlet series satisfy the three convergence conditions DIR 1, DIR 2 and DIR 3, and whose associated theta function satisfies the asymptotic conditions AS 1, AS 2 and AS 3. We suppose that the sequence $L=\left\{\lambda_{k}\right\}$ is such that

$$
\operatorname{Re}\left(\lambda_{k}\right)>0 \text { for all } k .
$$

Since we deal with arbitrary Dirichlet series $\zeta(s)=\sum a_{k} \lambda_{k}^{-s}$, it is not the case in general that there is a regularized product whose logarithmic deriviative gives the constant term $\mathrm{CT}_{s=1} \xi(s, z)$; indeed, this exists only in the case when $a_{k} \in \mathbf{Z}$ for all $k$. However, important applications will be made to the spectral case, meaning when $a_{k} \in \mathbf{Z}_{\geq 0}$ for all $k$, in which case such a regularized product $D_{L}$ exists. Thus, for this case, we record here once more the

## Basic Identity:

$$
R(z)=\mathrm{CT}_{s=1} \xi(s, z)=D_{L}^{\prime} / D_{L}(z)
$$

All the formulas of this section involving

$$
R(z)=\mathrm{CT}_{s=1} \xi(s, z)
$$

may then be used with $R(z)$ replaced by $D_{L}^{\prime} / D_{L}(z)$ in the applications to the spectral case.

Recall from DIR 2, DIR 3 and Theorem 1.8 that for any integer $n>\sigma_{0}$ we have the formula

$$
\partial_{z}^{n} R(z)=(-1)^{n} \mathrm{CT}_{s=1} \xi(s+n, z)=(-1)^{n} \Gamma(n) \sum_{k=1}^{\infty} \frac{a_{k}}{\left(z+\lambda_{k}\right)^{n}}
$$

To begin, let us establish the following general lemma.
Lemma 6.1. With assumptions as above, for every sufficiently large positive integer $m$, there exists a real number $T_{m}$ with $m \leq T_{m} \leq m+1$ and a real number $\sigma_{2}$ such that

$$
|R(z)|=O\left(|z|^{\sigma_{2}}\right) \text { for }|z|=T_{m}, \text { and as } T_{m} \rightarrow \infty
$$

Proof. For every sufficiently large positive integer $m$, let us write

$$
\begin{align*}
\partial_{z}^{n} R(z)= & (-1)^{n} \Gamma(n) \sum_{\left|\lambda_{k}\right| \leq 2 m} \frac{a_{k}}{\left(z+\lambda_{k}\right)^{n}} \\
& +(-1)^{n} \Gamma(n) \sum_{\left|\lambda_{k}\right|>2 m} \frac{a_{k}}{\left(z+\lambda_{k}\right)^{n}} . \tag{1}
\end{align*}
$$

If we restrict $z$ to the annulus $m<|z|<m+1$, we have the estimate

$$
\sum_{\left|\lambda_{k}\right|>2 m} \frac{a_{k}}{\left(z+\lambda_{k}\right)^{n}} \leq \sum_{\left|\lambda_{k}\right|>2 m} \frac{\left|a_{k}\right|}{\left(\left|\lambda_{k}\right|-m\right)^{n}} \leq 2 \sum_{\left|\lambda_{k}\right|>2 m} \frac{\left|a_{k}\right|}{\left|\lambda_{k}\right|^{n}}
$$

which is bounded independent of $m$ provided $n \geq \sigma_{0}$.
By the convergence condition DIR 2(b), we have that

$$
\#\left\{\lambda_{k}: m<\left|\lambda_{k}\right|<m+1\right\}=O\left(m^{\sigma_{1}}\right)
$$

so there are $O\left(m^{\sigma_{1}+1}\right)$ terms in the first sum. Also, we conclude the existence a sequence $\left\{T_{m}\right\}$ of real numbers, tending to infinity and with $m<T_{m}<m+1$, such that if $|z|=T_{m}$, then the distance
from $z$ to any $-\lambda_{k}$ is at least $c m^{-\sigma_{1}}$ with a suitable small constant c. From DIR 2(a) we have that

$$
\left|a_{k}\right|=O\left(\left|\lambda_{k}\right|^{\sigma_{0}}\right),
$$

so, if $\left|\lambda_{k}\right|<2 m$, we have for those $k$ for which $|\lambda|<2 m$, the bound $\left|a_{k}\right|=C m^{\sigma_{0}}$, for a suitable large constant $C$. With all this, the first sum can be bounded by

$$
O\left(m^{\sigma_{0}} \cdot m^{\sigma_{1}+1} \cdot m^{n \sigma_{1}}\right)
$$

If $|z|=T_{m}$, we can write this bound as stating

$$
\begin{equation*}
\sum_{\left|\lambda_{k}\right| \leq 2 m} \frac{a_{k}}{\left(z+\lambda_{k}\right)^{n}}=O\left(|z|^{1+\sigma_{0}+(n+1) \sigma_{1}}\right) \tag{2}
\end{equation*}
$$

This establishes that $\partial_{z}^{n} R(z)$ has polynomial growth on the (increasing) circles centered at the origin with radius $T_{m}$. From the expression

$$
\partial_{z}^{n} R(z)=(-1)^{n} \int_{0}^{\infty} \theta(t) e^{-z t} t^{n} \frac{d t}{t}
$$

one has that $\partial_{z}^{n} R(z)$ is bounded for $z \in \mathbf{R}_{>0}$ with $z$ sufficiently large. Upon integrating the function $\partial_{z}^{n} R(z) n$ times along a path consisting of $\mathbf{R}_{>0}$ and the circle $|z|=T_{m}$, we conclude that $R(z)$ itself has polynomial growth on the circles $|z|=T_{m}$. Indeed, from (2) and the fact that $\sigma_{0} \geq-\operatorname{Re}\left(p_{0}\right)$, we have

$$
|R(z)|=O\left(|z|^{\sigma_{0}+(n+1)\left(\sigma_{1}+1\right)}\right) \text { for }|z|=T_{m}, \text { and as } T_{m} \rightarrow \infty .
$$

This completes the proof of the lemma.
It should noted that the proof of Lemma 6.1 explicitly constructs the value of $\sigma_{2}$. Indeed, since one can take $n<\sigma_{0}+1, \sigma_{2}$ can be written in terms of $\sigma_{0}$ and $\sigma_{1}$.

Having established this preliminary lemma, we can now proceed with our Hankel formula for the regularized harmonic series $R$. Let $\delta$ be a fixed positive number and assume

$$
\delta<\left|\lambda_{k}\right| \text { for all } \lambda_{k} \in L
$$

Let $C_{\delta}$ denote the contour consisting of:

- the lower edge of the cut from $-\infty$ to $-\delta$ in the cut plane $\mathbf{U}_{L}$;
- the circle $S_{\delta}$, given by $w=\delta e^{i \phi}$ for $\phi$ ranging from $-\pi$ to $\pi$;
- and the upper edge of the cut from $-\delta$ to $-\infty$ in the cut plane $\mathbf{U}_{L}$.
If $G(z)$ is a meromorphic function in $\mathbf{U}_{L}$, then

$$
\int_{C_{\delta}} G(w) d w=\int_{-\infty}^{-\delta}+\int_{S_{6}}+\int_{-\delta}^{-\infty} G(w) d w
$$

Symbolically, let us set

$$
\int_{-\infty}^{-\delta}+\int_{-\delta}^{-\infty}=\int_{C_{\delta}}-\int_{S_{\delta}}
$$

When taking the sum of the two integrals on the negative real axis, it is of course understood that for the second integral, we deal with the analytic continuation of $G(w)$ over the circle $S_{\delta}$.

We call the result of the following theorem the Hankel formula.
Theorem 6.2. Let $s \in \mathbf{C}$ be such that $\operatorname{Re}(s)>\sigma_{2}+1$. Then for any $z$ with $\operatorname{Re}(z)$ sufficiently large, we have

$$
\xi(s, z)=\frac{\Gamma(s)}{2 \pi i} \int_{C_{\delta}} R(z-w) w^{-s} d w
$$

Proof. Let $T \in \mathbf{R}_{>0}$ be such that $\left|\lambda_{k}\right| \neq T$ for all $k$, and let $C_{\delta, T}$ denote the contour consisting of:

- the lower edge of the cut from $-T$ to $-\delta$ in $\mathbf{U}_{L}$;
- the circle $S_{\delta}$, given by $w=\delta e^{i \phi}$ for $\phi$ ranging from $-\pi$ to $\pi$;
- the upper edge of the cut from $-\delta$ to $-T$ in $\mathbf{U}_{L}$;
- and the circle $S_{T}$, given by $w=T e^{i \phi}$ for $\phi$ ranging from $\pi$ to $-\pi$.

Combining the residue theorem with Theorem 3.4(b), we get

$$
\frac{1}{2 \pi i} \int_{C_{\delta, T}} R(z-w) w^{-s} d w=\sum_{0<\left|z+\lambda_{k}\right|<T} \frac{a_{k}}{\left(z+\lambda_{k}\right)^{s}}
$$

Now let $T \rightarrow \infty$ along the sequence $\left\{T_{m}\right\}$ that was constructed in Lemma 6.1. With this, the integral over $S_{T}$ will go to zero as $T$ approaches infinity if $s$ is such that $\operatorname{Re}(s)>\sigma_{2}+1$. For these values of $s$, the limit of the sum above is the Hurwitz zeta function, and the theorem is proved.

For the remainder of this section we will study the analytic continuation of the integral given in Theorem 6.2. The proof of Theorem 6.2 shows that the problem in extending the region for which the integral converges arises because of the asymptotic behavior of $R(z-t)$ for $-\operatorname{Re}(t)$ large. In any case, the following lemma takes care of the integral over the circle $S_{\delta}$.

Lemma 6.3. For any fixed $\delta$ sufficiently small, and any $z$ such that $\operatorname{Re}(z)$ is sufficiently large, the integral

$$
\frac{1}{2 \pi i} \int_{S_{\delta}} R(z-w) w^{-s} d w
$$

is holomorphic for all $s \in \mathbf{C}$.
Proof. Since $\operatorname{Re}(z)$ is sufficiently large, the integrand is absolutely bounded on $S_{\delta}$.

Lemma 6.3 implies that the analytic continuation of the Hankel formula to any $s$ for which $\operatorname{Re}(s) \leq \sigma_{2}+1$ must take account the asymptotic behavior of $R(z-w)$ for fixed $z$ and as $-\operatorname{Re}(w) \rightarrow \infty$. We can use the generalized Stirling's formula, Theorem 5.4, to extend the Hankel formula in much the same way AS 2 is used to extend the Hurwitz xi function (see, in particular, Lemma 1.3 and Theorem 1.5).

Lemma 6.4. For fixed $\delta>0$, for any $z$ with $\operatorname{Re}(z)$ sufficiently large and for any $q$ and $p$ for which $\operatorname{Re}(q)>\operatorname{Re}(p)$, the integral

$$
\frac{1}{2 \pi i}\left(\int_{-\infty}^{-\delta}+\int_{-\delta}^{-\infty}\right)\left[R(z-t)-\mathbf{B}_{q}(z-t)\right] t^{-s} d t
$$

is holomorphic for $\operatorname{Re}(s)=\sigma>-\operatorname{Re}(q)+1$.
Proof. For any $T>1$, the integral over the segments from $-T$ to $-\delta$, both the lower cut and the upper cut, is finite for all $s$ since the integrand is absolutely bounded. By Theorem 5.4, we have

$$
\begin{aligned}
& \left|\frac{1}{2 \pi i}\left(\int_{-\infty}^{-T}+\int_{-T}^{-\infty}\right)\left[R(z-t)-\mathbf{B}_{q}(z-t)\right] t^{-s} d t\right| \\
& \quad \ll \int_{-\infty}^{-T}|t|^{-\sigma-\operatorname{Re}(q)} d t
\end{aligned}
$$

which converges if $-\sigma-\operatorname{Re}(q)<-1$, as asserted.
Proposition 6.5. Let $q$ be such that $\operatorname{Re}(q)>1$, and let $\delta$ be a sufficiently small positive number such that $\left|\lambda_{k}\right|>\delta$ for all $k$. Then for any $z$ with $\operatorname{Re}(z)$ sufficiently large,

$$
\begin{aligned}
& \mathrm{CT}_{s=0} \xi(s, z)= \\
& \frac{1}{2 \pi i}\left(\int_{-\infty}^{-\delta}+\int_{-\delta}^{-\infty}\right)\left[R(z-t)-\mathbf{B}_{q}(z-t)\right](-\gamma-\log t) d t \\
& +\mathrm{CT}_{s=0} \frac{\Gamma(s)}{2 \pi i}\left(\int_{-\infty}^{-\delta}+\int_{-\delta}^{-\infty}\right) \mathbf{B}_{q}(z-t) t^{-s} d t \\
& +\frac{1}{2 \pi i} \int_{S_{\delta}} R(w-t)(-\gamma-\log w) d w .
\end{aligned}
$$

Proof. Write the integral over $C_{\delta}$ as the sum of integrals over $S_{\delta}$ and the line segments between $-\infty$ and $-\delta$. Since

$$
\begin{align*}
\mathrm{CT}_{s=0} \frac{\Gamma(s)}{w^{s}} & =\mathrm{CT}_{s=0}\left(\left[\frac{1}{s}-\gamma+O\left(s^{2}\right)\right][1-s \log w+O(s)]\right) \\
& =-\gamma-\log w \tag{3}
\end{align*}
$$

we have, by Lemma 6.3,
$\mathrm{CT}_{s=0} \frac{\Gamma(s)}{2 \pi i} \int_{S_{\delta}} R(z-w) w^{-s} d w=\frac{1}{2 \pi i} \int_{S_{\delta}} R(z-w)(-\gamma-\log w) d w$.
Lemma 6.4 yields a similar result for the integral of $R-\mathbf{B}_{q}$.
Next, we let $\delta$ approach zero and show that the integral over $S_{\delta}$ will go to zero.

Lemma 6.6. For any $q$ and $p$ for which $\operatorname{Re}(q)>\operatorname{Re}(p)$, and for any $z$ such that $\operatorname{Re}(z)$ is sufficiently large, we have

$$
\lim _{\delta \rightarrow 0} \int_{S_{\delta}} R(z-w) \log w d w=0
$$

and

$$
\begin{aligned}
& \lim _{\delta \rightarrow 0}\left[\left(\int_{-\infty}^{-\delta}+\int_{-\delta}^{-\infty}\right)\left[R(z-t)-\mathbf{B}_{q}(z-t)\right] \log t d t\right] \\
& =\left(\int_{-\infty}^{0}+\int_{0}^{-\infty}\right)\left[R(z-t)-\mathbf{B}_{q}(z-t)\right] \log t d t .
\end{aligned}
$$

Proof. If $\operatorname{Re}(z)$ is sufficiently large, the functions

$$
R(z-t) \text { and } \quad R(z-t)-\mathbf{B}_{q}(z-t)
$$

are bounded as $t$ approaches zero. The second term is bounded by $t^{-\operatorname{Re}(q)}$ as $t \rightarrow 0$. Therefore, the first integral is bounded by a multiple of

$$
\left|\int_{S_{\sigma}} \log t d t\right| \ll \delta \log \delta,
$$

which approaches zero as $\delta$ approaches zero. The same estimate proves the second assertion.

Combining Lemma 6.4, Proposition 6.5 and Lemma 6.6, we have

Theorem 6.7. With notation as above,

$$
\begin{aligned}
& \mathrm{CT}_{s=0} \xi(s, z)= \\
& \frac{1}{2 \pi i}\left(\int_{-\infty}^{0}+\int_{0}^{-\infty}\right)\left[R(z-t)-\mathbf{B}_{q}(z-t)\right](-\gamma-\log t) d t \\
& +\lim _{\delta \rightarrow 0} \mathrm{CT}_{s=0} \frac{\Gamma(s)}{2 \pi i}\left(\int_{-\infty}^{-\delta}+\int_{-\delta}^{-\infty}\right) \mathbf{B}_{q}(z-t) t^{-s} d t .
\end{aligned}
$$

One can view the content of Theorem 6.7 as a type of regularized form of the Fundamental Theorem of Calculus. One should note the presence of the term $-\gamma-\log t$ in Theorem 6.7, which is a function that also appeared in our general Stirling formula; see Proposition 5.6 of the previous section.

To conclude, let us note that if instead of considering the Hurwitz xi function we would have studied the Hurwitz zeta function we would have obtained the following result.

Theorem 6.8. With notation as above,

$$
\begin{aligned}
& \mathrm{CT}_{s=0} \zeta^{\prime}(s, z)= \\
& \frac{1}{2 \pi i}\left(\int_{-\infty}^{0}+\int_{0}^{-\infty}\right)\left[R(z-t)-\mathbf{B}_{q}(z-t)\right](-\log t) d t \\
& +\lim _{\delta \rightarrow 0} \mathrm{CT}_{s=0} \partial_{s} \frac{1}{2 \pi i}\left(\int_{-\infty}^{-\delta}+\int_{-\delta}^{-\infty}\right) \mathbf{B}_{q}(z-t) t^{-s} d t
\end{aligned}
$$

The proof of Theorem 6.8 follows that of Theorem 6.7 with the only change being the use of the formula

$$
\mathrm{CT}_{s=0} \partial_{s} w^{-s}=-\log w
$$

in place of (3).

## §7. Mellin Inversion Formula

So far we have considered sequences $(L, A)$ that satisfy the three convergence conditions DIR 1, DIR 2 and DIR 3 and whose associated theta function $\theta$ satisfies the three asymptotic conditions AS 1, AS 2 and AS 3. From these assumptions we then derived properties concerning various transforms. We now want to perform other operations, so we reconsider these axioms ab ovo. Especially, we shall consider the inverse Mellin transform which gives $\theta$ in terms of $\zeta$. Throughout this section we shall assume

$$
\operatorname{Re}\left(\lambda_{k}\right)>0 \text { for all } k
$$

Recall that Theorem 1.12 proved that the convergence conditions DIR 1, DIR 2 and DIR 3 imply the asymptotic conditions AS 1 and AS 3. With this, Theorem 1.11 applies to show that for $\operatorname{Re}(s)$ sufficiently large we have

$$
\zeta(s)=\sum_{k=1}^{\infty} \frac{a_{k}}{\lambda_{k}^{s}}=\frac{1}{\Gamma(s)} \mathbf{M} \theta(s) .
$$

As previously stated, the asymptotic condition AS 2 is quite delicate. In this section, we will show how, by imposing additional assumptions of meromorphy and certain growth conditions on $\zeta$, the asymptotic condition AS 2 follows. To begin, we need the following lemma which addresses the question of convergence of the partial series

$$
\sum_{k=1}^{N-1} \frac{a_{k}}{\lambda_{k}^{s}},
$$

to $\zeta(s)$ as we let $N \rightarrow \infty$.
Lemma 7.1. Assume that the sequences ( $L, A$ ) satisfy the convergence conditions DIR 1, DIR 2 and DIR 3, and let $\sigma_{0}$ be as in DIR 2(a). For each $N \geq 1$ let

$$
\psi_{N}=\sup \left|\arg \left(\lambda_{k}\right)\right| \text { for all } k \geq N
$$

so $\psi_{N}<\frac{\pi}{2}$ for all $N$ sufficiently large.
(a) If $s=\sigma+$ it is such that

$$
\operatorname{Re}(s)=\sigma>\sigma_{0}
$$

then for $N$ sufficiently large

$$
\left|\zeta(s)-\sum_{k=1}^{N-1} a_{k} \lambda_{k}^{-s}\right| \leq e^{|t| \psi_{N}} \cdot \sum_{k=N}^{\infty}\left|a_{k}\right|\left|\lambda_{k}\right|^{-\sigma}
$$

(b) For all $s$ in any fixed compact subset of the half plane

$$
\operatorname{Re}(s)=\sigma>\sigma_{0}
$$

the convergence

$$
\lim _{N \rightarrow \infty}\left|\zeta(s)-\sum_{k=1}^{N-1} a_{k} \lambda_{k}^{-s}\right|=0
$$

is uniform.

Proof. If we write $\log \lambda_{k}=\log \left|\lambda_{k}\right|+i \arg \left(\lambda_{k}\right)$, we have the bound

$$
\begin{aligned}
\left|\zeta(s)-\sum_{k=1}^{N-1} a_{k} \lambda_{k}^{-s}\right| & \leq \sum_{k=N}^{\infty}\left|a_{k}\right| \cdot\left|\lambda_{k}^{-s}\right| \\
& =\sum_{k=N}^{\infty}\left|a_{k}\right| \cdot\left|e^{-s \log \lambda_{k}}\right| \\
& \leq \sum_{k=N}^{\infty}\left|a_{k}\right| \cdot e^{-\sigma \log \left|\lambda_{k}\right|+|t| \psi_{N}}
\end{aligned}
$$

If we define the absolute zeta to be

$$
\zeta_{\mathrm{abs}}(\sigma)=\sum_{k=1}^{\infty}\left|a_{k}\right|\left|\lambda_{k}\right|^{-\sigma}
$$

and

$$
\zeta_{\mathrm{abs}}^{(N)}(\sigma)=\zeta_{\mathrm{abs}}(\sigma)-\sum_{k=1}^{N-1}\left|a_{k}\right|\left|\lambda_{k}\right|^{-\sigma}
$$

then we have shown that

$$
\left|\zeta(s)-\sum_{k=1}^{N-1} a_{k} \lambda_{k}^{-s}\right| \leq e^{|t| \psi_{N}} \cdot \zeta_{\mathrm{abs}}^{(N)}(\sigma)
$$

which establishes part (a). Note that if $\sigma>\sigma_{0}$, then, by the convergence condition DIR 2(a),

$$
\lim _{N \rightarrow \infty} \zeta_{\mathrm{abs}}^{(N)}(\sigma)=0
$$

which shows that the upper bound in (a) approaches zero as $N$ approaches $\infty$, for fixed $s$ with $\operatorname{Re}(s)$ sufficiently large. As for (b), since $\psi_{N}$ is bounded, if $s$ lies in a compact subset $K$ of the half plane $\operatorname{Re}(s)>\sigma_{0}$, then $|t| \psi_{N}$ is bounded independent of $N$ for all $s \in K$. This completes the proof of the lemma.

Let $\varphi$ be a suitable function, which will be appropriately characterized below. For any $\sigma \in \mathbf{R}$, let $\mathcal{L}(\sigma)$ be the vertical line $\operatorname{Re}(s)=\sigma$ in $\mathbf{C}$. Under suitable conditions on $\varphi$ which guarantee the absolute convergence of the following integral, we define the vertical transform $\mathrm{V}_{\boldsymbol{\sigma}} \varphi$ of $\varphi$ to be

$$
\mathbf{V}_{\sigma} \varphi(t)=\frac{1}{2 \pi i} \int_{\mathcal{L}(\boldsymbol{\sigma})} \varphi(s) \Gamma(s) t^{-s} d s
$$

From Stirling's formula (see Theorem 5.4 and, specifically, Example 1 of $\S 5$ ), one sees that on vertical lines $\mathcal{L}(\sigma)$, the gamma function has the decaying behavior

$$
\begin{array}{cl}
\Gamma(s)=O_{c}\left(e^{-c|s|}\right) & \text { for every } c \text { with } 0<c<\pi / 2 \\
& \text { and }|s| \rightarrow \infty \tag{2}
\end{array}
$$

where, as indicated, the implied constant depends on $c$. Previously we studied the Mellin transform and, from Theorem 1.10, we have

$$
\zeta(s)=\frac{1}{\Gamma(s)} \mathbf{M} \theta(s)=\sum_{k=1}^{\infty} \frac{a_{k}}{\lambda_{k}^{s}},
$$

where

$$
\theta(t)=\sum_{k=1}^{\infty} a_{k} e^{-\lambda_{k} t}
$$

We shall now study the inversion formula

$$
\begin{equation*}
\theta(t)=\mathbf{V}_{\boldsymbol{\sigma}} \zeta(t)=\frac{1}{2 \pi i} \int_{\mathcal{L}(\boldsymbol{\sigma})} \zeta(s) \Gamma(s) t^{-s} d s \tag{3}
\end{equation*}
$$

which is valid if

$$
\sigma>-\operatorname{Re}\left(\lambda_{k}\right) \text { for all } k
$$

The inversion formula (3) is essentially a standard elementary inversion obtained for each individual term from the relation

$$
\begin{equation*}
e^{-u}=\frac{1}{2 \pi i} \int_{\mathcal{L}(\sigma)} \Gamma(s) t^{-s} d s \tag{4}
\end{equation*}
$$

The classical proof of (4) comes from an elementary contour integration along a large rectangle going to the left, using the fact that

$$
\operatorname{res}_{-n} \Gamma(s)=\frac{(-1)^{n}}{n!}
$$

The relation (4) is then applied by putting $u=\lambda_{k} t$ and summing over $k$. More precisely:

Proposition 7.2. Assume that $\zeta$ satisfies DIR 1, DIR 2 and DIR 3, and let $\sigma_{0}$ be as defined in DIR 2(a). Then for every $\delta>0$, the associated theta series converges absolutely and uniformly for $t \geq \delta>0$ and

$$
\theta=\mathbf{V}_{\sigma} \zeta \text { for } \sigma>\sigma_{0}
$$

Proof. Let $g=\mathbf{V}_{\sigma} \zeta$ be the vertical transform of $\zeta$ with $\sigma>\sigma_{0}$. By (4) we have
(5) $g(t)-\sum_{k=1}^{N-1} a_{k} e^{-\lambda_{k} t}=\frac{1}{2 \pi i} \int_{\mathcal{L}(\sigma)}\left[\zeta(s)-\sum_{k=1}^{N-1} a_{k} \lambda_{k}^{-s}\right] \Gamma(s) t^{-s} d s$.

For $N$ sufficiently large, take $\psi_{N}$ as in Lemma 7.1, and let us write $s=\sigma+i u$. With this we have the bound

$$
\begin{aligned}
\left|g(t)-\sum_{k=1}^{N-1} a_{k} e^{-\lambda_{k} t}\right| & \leq \frac{\zeta_{\mathrm{abs}}^{(N)}(\sigma)}{2 \pi} \int_{\mathcal{L}(\sigma)} e^{|u| \psi_{N}}|\Gamma(\sigma+i u)| t^{-\sigma} d u \\
& =\frac{\zeta_{\mathrm{abs}}^{(N)}(\sigma)}{2 \pi} t^{-\sigma}\left\|e^{|u| \psi_{N}} \Gamma(\sigma+i u)\right\|_{1, \sigma}
\end{aligned}
$$

where

$$
\left\|e^{|u| \psi_{N}} \Gamma(\sigma+i u)\right\|_{1, \sigma}
$$

is the $L^{1}$-norm of $e^{|u| \psi_{N}} \Gamma(\sigma+i u)$ on the vertical line $\mathcal{L}(\sigma)$. By the convergence condition DIR 3 and (2), we conclude there exists a constant $C$, independent of $N$, such that

$$
\begin{equation*}
\left|g(t)-\sum_{k=1}^{N-1} a_{k} e^{-\lambda_{k} t}\right| \leq C \zeta_{\mathrm{abs}}^{(N)}(\sigma) t^{-\sigma} \tag{6}
\end{equation*}
$$

If $t \geq \delta>0$,(6) can be written as

$$
\left|g(t)-\sum_{k=1}^{N-1} a_{k} e^{-\lambda_{k} t}\right| \leq C \zeta_{\mathrm{abs}}^{(N)}(\sigma) \delta^{-\sigma}
$$

If $\sigma>\sigma_{0}, \zeta_{\mathrm{abs}}^{(N)}(\sigma)$ tends to zero when $N \rightarrow \infty$. This shows that the theta series

$$
\theta_{L, A}(t)=\theta(t)=\sum_{k=1}^{\infty} a_{k} e^{-\lambda_{k} t}
$$

converges absolutely and uniformly for $t \geq \delta>0$, as asserted in the statement of the proposition.

Remark 1. Proposition 7.2 , in particular the inequality (6), shows that the three convergence conditions DIR 1, DIR 2 and DIR 3 implies the asymptotic condition AS 3. This provides another proof of the first part of Theorem 1.12.

Since AS 2 was used to show that $\mathbf{M} \theta(s)$ has a meromorphic continuation, it is natural to expect some type of meromorphy condition on $\zeta$ in order to prove that the vertical transform $\mathbf{V}_{\sigma} \zeta$ satisfies the asymptotic condition AS 2. Independently of any $\sigma$, we define the domain of $\mathbf{V}$, and denote it by $\operatorname{Dom}(\mathbf{V})$, to be the space of functions $\varphi$ satisfying the following conditions:

V 1. $\varphi$ is meromorphic and has only a finite number of poles in every right half plane.

V 2. $\varphi \Gamma$ is $L^{1}$-integrable on every vertical line where $\varphi \Gamma$ has no pole.

V 3. Let $\sigma_{1}<\sigma_{2}$ be real numbers. There exists a sequence $\left\{T_{m}\right\}$, with $m \in \mathbf{Z}$ and

$$
T_{m} \rightarrow \infty \text { if } m \rightarrow \infty \text { and } T_{m} \rightarrow-\infty \text { if } m \rightarrow-\infty
$$

such that uniformly for $\sigma \in\left[\sigma_{1}, \sigma_{2}\right]$, we have

$$
(\varphi \Gamma)\left(\sigma+i T_{m}\right) \rightarrow 0 \text { as }|m| \rightarrow \infty
$$

Very often one has the simpler condition:

$$
\begin{aligned}
& \text { V 3'. } \varphi(s) \Gamma(s) \rightarrow 0 \text { for }|s| \rightarrow \infty \text { and } s \text { lying within any } \\
& \text { vertical strip of finite width. }
\end{aligned}
$$

Even though the condition $\mathbf{V} 3^{\prime}$ is satisfied in many cases, it is necessary to have V 3 as stated. The reason for condition V $\mathbf{3}$ is that we shall let a rectangle of integration tend to infinity, and we need that the integral of $\varphi \Gamma$ on the top and bottom of the rectangle tends to 0 . Throughout, it is understood that when we take the vertical transform, we select $\sigma$ such that $\varphi \Gamma$ has no pole on $\mathcal{L}(\sigma)$. The vertical transform $\mathbf{V}_{\boldsymbol{\sigma}} \varphi$ of $\varphi$ depends on the choice of $\sigma$, of course, and we shall determine this dependence in a moment.

Remark 2. In the more standard cases, such as zeta functions of number fields or modular forms, or easier kinds of Selberg zeta functions, there is no difficulty in verifying the three conditions $\mathbf{V} 1, \mathbf{V} 2, V 3$, or, usually, $V 3^{\prime}$. In fact, functions $\varphi$ of this kind have usually at most polynomial growth in vertical strips, so their product with the gamma function decreases exponentially in vertical strips. In certain other interesting cases, it may be
more difficult to prove this polynomial growth, and there are cases where it remains to be determined exactly what is the order of growth in vertical strips. The proof of polynomial growth depends on functional equations and Euler products in the classical cases.

We shall determine conditions under which we get AS 2 for $\mathbf{V}_{\sigma} \varphi$. Immediately from the restricted growth of $\varphi \Gamma$ on vertical lines V1, the asymptotic behavior of $\varphi \Gamma$ on horizontal lines V 3, and Cauchy's formula, we have:

Lemma 7.3. Let $\varphi \in \operatorname{Dom}(\mathbf{V})$, and let $\sigma^{\prime}<\sigma$ be such that $\varphi \Gamma$ has no pole on $\mathcal{L}\left(\sigma^{\prime}\right)$ and $\mathcal{L}(\sigma)$. Let $\mathcal{R}\left(\sigma^{\prime}, \sigma\right)$ be the strip (the infinite rectangle) defined by the inequalities

$$
\sigma^{\prime}<\operatorname{Re}(s)<\sigma
$$

and let $\{-p\}$ be the sequence of poles of $\varphi \Gamma$. Then

$$
\mathbf{V}_{\sigma} \varphi(t)=\mathbf{V}_{\sigma^{\prime}} \varphi(t)+\sum_{-p \in \mathcal{R}\left(\sigma^{\prime}, \sigma\right)} \text { res }_{-p}\left[\varphi(s) \Gamma(s) t^{-s}\right]
$$

To continue, let us analyze the sum

$$
\sum_{-p \in \mathcal{R}\left(\sigma^{\prime}, \sigma\right)} \operatorname{res}_{-p}\left[\varphi(s) \Gamma(s) t^{-s}\right]
$$

which was obtained in Lemma 7.3. For this, let us write

$$
\begin{equation*}
t^{-s}=t^{p} \cdot t^{-(s+p)}=t^{p} \cdot \sum_{n=0}^{\infty} \frac{(-\log t)^{n}}{n!}(s+p)^{n} . \tag{7}
\end{equation*}
$$

Let $d_{p}=-^{\text {ord }_{-p}}[\varphi \Gamma]$ and consider the Laurent expansion at $s=-p$ :

$$
\begin{equation*}
\varphi(s) \Gamma(s)=\sum_{k=-d_{p}}^{\infty} c_{k}(s+p)^{k}, \tag{8}
\end{equation*}
$$

so

$$
\operatorname{res}_{-p}\left[\varphi(s) \Gamma(s) t^{-s}\right]=\sum_{k+n=-1} c_{k} \frac{(-\log t)^{n}}{n!} \cdot t^{p}
$$

Then from (7) and (8) we see immediately that there exists a polynomial $B_{p}$ of degree $d_{p}$ such that

$$
\begin{equation*}
\operatorname{res}_{-p}\left[\varphi(s) \Gamma(s) t^{-s}\right]=B_{p}(\log t) t^{p} \tag{9}
\end{equation*}
$$

As in $\S 1$, given a sequence $\{p\}$ of complex numbers, ordered by increasing real parts that tend to infinity, and given a sequence of polynomials $\left\{B_{p}\right\}$ for every $p$ in the sequence, we define

$$
P_{q}(t)=\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)} B_{p}(\log t) t^{p}
$$

As before, we put

$$
m(q)=\max \operatorname{deg} B_{p} \text { for } \operatorname{Re}(p)=\operatorname{Re}(q) .
$$

With this, we can combine Lemma 7.3 and (9) to obtain:
Theorem 7.4. Let $\varphi \in \operatorname{Dom}(\mathbf{V})$, and let $\{-p\}$ be the sequence of poles of $\varphi \Gamma$. Let $\sigma$ be a positive, sufficiently large, real number such that neither $\varphi$ nor $\Gamma$ have poles for $\operatorname{Re}(s) \geq \sigma$. Then the vertical transform $\mathbf{V}_{\sigma} \varphi$ of $\varphi$ satisfies the asymptotic condition AS 2, or, briefly stated,

$$
\mathbf{V}_{\sigma} \varphi(t) \sim \sum_{p} B_{p}(\log t) t^{p} \text { as } t \rightarrow 0
$$

Proof. If we let $s=\sigma^{\prime}+i t$ with $\sigma^{\prime}$ a large negative number, then we have the estimate

$$
\left|\mathbf{V}_{\sigma^{\prime}} \varphi(t)\right| \leq \frac{1}{2 \pi} \int_{\mathcal{L}\left(\sigma^{\prime}\right)}\left|\varphi(s) \Gamma(s) t^{-s}\right| d t \leq \frac{1}{2 \pi} t^{-\sigma^{\prime}}\|\varphi \Gamma\|_{1, \sigma^{\prime}},
$$

where $\|\varphi \Gamma\|_{1, \sigma^{\prime}}$ is the $L^{1}$-norm of $\varphi \Gamma$ on the line $\mathcal{L}\left(\sigma^{\prime}\right)$. By $\mathbf{V} 2$, this integral is finite. Now simply combine Lemma 7.3 and (9), and let $t \rightarrow 0$ to conclude the proof.

With all this, we can now summarize the connection between the convergence conditions that apply to sequences $(L, A)$ and the asymptotic conditions that apply to the associated theta series.

Theorem 7.5. Let ( $L, A$ ) be sequences that satisfy the three convergence conditions DIR 1, DIR 2 and DIR 3, and assume that the associated zeta function

$$
\zeta_{L, A}(s)=\zeta(s)=\sum_{k=1}^{\infty} a_{k} \lambda_{k}^{-s}
$$

is in $\operatorname{Dom}(\mathbf{V})$. Then the associated theta series

$$
\theta_{L, A}(t)=\theta(t)=\sum_{k=1}^{\infty} a_{k} e^{-\lambda_{k} t}
$$

satisfies the asymptotic conditions AS 1, AS 2 and AS 3. The asymptotic expansion of AS 2 is given by (9) and Theorem 7.4 with $\varphi=\zeta$.

Proof. Theorem 1.12 shows that if $(L, A)$ satisifies the three convergence conditions, then the associated theta series satisfies the asymptotic conditions AS 1 and AS 3. Theorem 7.4 shows that the meromorphy assumption on $\zeta$, namely that $\zeta$ is in $\operatorname{Dom}(\mathbf{V})$, implies AS 2.

To conclude this section, we will use Theorem 7.4 to show how, given sequences whose theta series satisfies the asymptotic conditions, one can construct a new sequence with the same property. The following theorem follows immediately from the definitions and the holomorphy of the exponential function.

Theorem 7.6. Let $z \in \mathbf{C}$ be fixed and assume that $(L, A)$ is such that the associated theta series satisifies the three asymptotic conditions AS 1, AS 2 and AS 3. Then the sequence ( $L+z, A$ ) satisfies the three asymptotic conditions AS 1, AS 2 and AS 3.

Proof. The theta function associated to $(L+z, A)$ is simply $e^{-z t} \theta_{L, A}(t)$, hence the proof follows.

Theorem 7.7. Let $r>0$ and assume that $(L, A)$ is such that the associated theta series satisifies the three asymptotic conditions AS 1, AS 2 and AS 3. Then the theta series associated to

$$
\left(\left\{\lambda_{k}^{1 / r}\right\}, A\right)=\left(L^{1 / r}, A\right)
$$

satisfies satisfies the three asymptotic conditions AS 1, AS 2 and AS 3. If the exponents $\{p\}$ in the asymptotic expansion of $\theta_{L, A}$ near $t=0$ are real, then so are the exponents in the asymptotic expansion of $\theta_{L^{1 / r}, A}$ near $t=0$.

Proof. Since $\zeta(s)$ is meromorphic as a function of $s$, so is $\zeta(r s)$, and we can apply Theorem 7.4. The reality statement is immediate from the proof of Lemma 7.3.

Let us consider two zeta functions $\zeta_{1}$ and $\zeta_{2}$ corresponding to the sequences $\left(L_{1}, A_{1}\right)$ and ( $L_{2}, A_{2}$ ), respectively. Let ( $L_{3}, A_{3}$ ) be the tensor product, which we define so that $L_{3}$ is the family of all products

$$
L_{3}=\left\{\lambda_{k} \lambda_{j}^{\prime}\right\} \text { with } \lambda_{k} \in L_{1} \text { and } \lambda_{j}^{\prime} \in L_{2}
$$

while $A_{3}$ is the family of all products $\left\{a_{k} a_{j}^{\prime}\right\}$, so then the zeta function $\zeta_{3}$ is simply the product

$$
\zeta_{3}=\zeta_{1} \zeta_{2}
$$

When written in full, the zeta function $\zeta_{3}$ is

$$
\zeta_{3}(s)=\sum_{k, j}^{\infty} \frac{a_{k} a_{j}^{\prime}}{\left(\lambda_{k} \lambda_{j}^{\prime}\right)^{\prime}},
$$

and the associated theta series $\theta_{3}$ reads

$$
\theta_{3}(t)=\left[\theta_{1} \otimes \theta_{2}\right](t)=\sum_{k, j}\left(a_{k} a_{j}^{\prime}\right) e^{-\left(\lambda_{k} \lambda_{j}^{\prime}\right) t}
$$

To study $\zeta_{3}$ and $\theta_{3}$, we shall apply Lemma 7.1. For this, we define the truncated zeta function to be

$$
\zeta^{(N)}(s)=\sum_{k=N}^{\infty} a_{k} \lambda_{k}^{-s}=\zeta(s)-\sum_{k=1}^{N-1} a_{k} \lambda_{k}^{-s} .
$$

Theorem 7.8. Let $\left(L_{1}, A_{1}\right)$ and ( $L_{2}, A_{2}$ ) be sequences such that the associated theta series satisify the three asymptotic conditions AS 1, AS 2 and AS 3. Assume there exists an $\epsilon>0$ such that for all $j$ and $k$, we have

$$
-\frac{\pi}{2}+\epsilon \leq \arg \left(\lambda_{k}\right)+\arg \left(\lambda_{j}^{\prime}\right) \leq \frac{\pi}{2}-\epsilon
$$

or, in other words, the tensor product series satisfies DIR 3. Further, assume there exists some $N$ such that the truncated zeta functions

$$
\zeta_{1}^{(N)}, \zeta_{2}^{(N)}, \text { and the product } \zeta_{1}^{(N)} \zeta_{2}^{(N)}
$$

are in $\operatorname{Dom}(\mathbf{V})$. Then the theta series associated to the tensor product ( $L_{3}, A_{3}$ ) satisfies satisfies the three asymptotic conditions AS 1, AS 2 and AS 3. If the exponents in the asymptotic expansion AS 2 are real for $\theta_{1}$ and $\theta_{2}$, then they are also real for $\theta_{3}=\theta_{1} \otimes \theta_{2}$.

Proof. Since $\theta_{1}$ and $\theta_{2}$ satisify AS 1, it is immediate that $\theta_{3}$ satisfies AS 1. Also, it is immediate that the tensor product ( $L_{3}, A_{3}$ ) satisifes the convergence conditions DIR 1 and DIR 2 since the product of two absolutely convergent Dirichlet series is absolutely convergent. Therefore, by Corollary 1.10 , we know that the zeta functions $\zeta_{1}$ and $\zeta_{2}$ are meromorphic in C. By assuming that the tensor product series satisifies DIR 3, Proposition 7.2 applies to show that $\theta_{3}=\theta_{1} \otimes \theta_{2}$ satisifes AS 3. Finally, by assuming that the truncated zeta functions are in $\operatorname{Dom}(\mathbf{V})$, we may apply Theorem 7.4 to conclude that $\theta_{3}$ satisfies AS 2.

In the case of real exponents for the asymptotic expansions of $\theta_{1}$ and $\theta_{2}$, we know, again by Corollary 1.10 , that the poles of $\zeta_{1}$ and $\zeta_{2}$ are of the form $-(p+n)$ with real $p$ and $n \in \mathbf{Z}$. Hence, by the proof of Lemma 7.3, the exponents of the asymptotic expansion for $\theta_{3}$, which are the poles of $\zeta_{3}$, are also real, thus concluding proof of the theorem.

Example 1. Let $L$ be the sequence of eigenvalues associated to a Laplacian that acts on $C^{\infty}$ functions on a compact hyperbolic Riemann surface $X$. The parametrix construction of the heat kernel shows that $L$ satisfies the three asymptotic conditions AS 1, AS 2 and AS 3. From Theorem 7.6 we have that $L-1 / 4$ satisfies the three asymptotic conditions, and Theorem 7.7 implies that the sequence

$$
\sqrt{L-1 / 4}=\left\{\sqrt{\lambda_{k}-1 / 4}\right\}=\left\{r_{k}\right\}
$$

also satisfies the three asymptotic conditions. The sequence

$$
1 / 2+\sqrt{-1} \cdot \sqrt{L-1 / 4}=\left\{1 / 2+i r_{k}\right\}
$$

is precisely the set of zeros $\{\rho\}$ with $\operatorname{Im}(\rho)>0$ for the Selberg zeta function associated to $X$. Note that the general Cramér theorem proved in [JoL 92b] also proves that the sequence $\sqrt{L-1 / 4}$ satisfies the three asymptotic conditions AS 1, AS 2 and AS 3.

Essentially the same argument, applied in reverse, holds for general zeta functions, such as those associated to the theta function as in Cramér's theorem ([JoL 92b]).

Example 2. The Dedekind zeta function of a number field

$$
\zeta(s)=\sum_{\mathfrak{a}} \mathrm{Na}^{-s}=\sum_{k=1}^{\infty} a_{k} k^{-s}
$$

satisfies all three conditions DIR 1, DIR 2, and DIR 3, and lies in $\operatorname{Dom}(\mathbf{V})$. Here $a_{k}$ is the number of ideals $\mathfrak{a}$ with $\mathbf{N a}=k$. Therefore, by Theorem 7.5, the associated theta function

$$
\theta(t)=\sum_{k=1}^{\infty} a_{k} e^{-k t}
$$

satisfies the three asymptotic conditions, especially AS 2. Note that this theta function is different from the theta function used in the classical (Hecke) proof of the functional equation. A similar remark of course holds for the $L$-series.

## TABLE OF NOTATION

Because of an accumulation of conditions and notation, and their use in the current series of papers, we tabulate here the main objects and conditions that we shall consider.

We let $L=\left\{\lambda_{k}\right\}$ and $A=\left\{a_{k}\right\}$ be sequences of complex numbers. To these sequences we associate various objects.

A Dirichlet series or zeta function:

$$
\zeta_{A, L}(s)=\zeta(s)=\sum_{k=1}^{\infty} a_{k} \lambda_{k}^{-s}
$$

and, more generally, for each positive integer $N$, the truncated Dirichlet series

$$
\zeta_{A, L}^{(N)}(s)=\zeta^{(N)}(s)=\sum_{k=N}^{\infty} a_{k} \lambda_{k}^{-s}
$$

The sequences $L$ and $A$ (or Dirichlet series) may be subject to the following conditions:

DIR 1. For every positive real number $c$, there is only a finite number of $k$ such that $\operatorname{Re}\left(\lambda_{k}\right) \leq c$.

## DIR 2.

(a) The Dirichlet series

$$
\sum_{k} \frac{a_{k}}{\lambda_{k}^{\sigma}}
$$

converges absolutely for some real $\sigma$. Equivalently, we can say that there exists some $\sigma_{0} \in \mathbf{R}_{>0}$ such that

$$
\left|a_{k}\right|=O\left(\left|\lambda_{k}\right|^{\sigma_{0}}\right) \text { for } k \rightarrow \infty
$$

(b) The Dirichlet series

$$
\sum_{k} \frac{1}{\lambda_{k}^{\sigma}}
$$

converges absolutely for some real $\sigma$. Specifically, let $\sigma_{1}$ be a real number for which

$$
\sum_{k} \frac{1}{\left|\lambda_{k}\right|^{\sigma_{1}}}<\infty
$$

We define $m_{0}$ to be the smallest integer $\geq 1$ such that

$$
\sum_{1}^{\infty} \frac{\left|a_{k}\right|}{\left|\lambda_{k}\right|^{m_{0}}}<\infty
$$

DIR 3. There is a fixed $\epsilon>0$ such that for all $k$ sufficiently large, we have

$$
-\frac{\pi}{2}+\epsilon \leq \arg \left(\lambda_{k}\right) \leq \frac{\pi}{2}-\epsilon
$$

Equivalently, there exists positive constants $C_{1}$ and $C_{2}$ such that for all $k$,

$$
C_{1}\left|\lambda_{k}\right| \leq \operatorname{Re}\left(\lambda_{k}\right) \leq C_{2}\left|\lambda_{k}\right| .
$$

A theta series or theta function:

$$
\theta_{A, L}(t)=\theta(t)=a_{0}+\sum_{k=1}^{\infty} a_{k} e^{-\lambda_{k} t}
$$

a reduced theta series

$$
\theta_{L, A}^{(1)}(t)=\theta^{(1)}(t)=\sum_{k=1}^{\infty} a_{k} e^{-\lambda_{k} t}
$$

and, more generally, for each positive integer $N$, the truncated theta series

$$
\theta_{L, A}^{(N)}(t)=\theta^{(N)}(t)=\sum_{k=N}^{\infty} a_{k} e^{-\lambda_{k} t}
$$

The asymptotic exponential polynomials for integers $N \geq 1$ :

$$
Q_{N}(t)=a_{0}+\sum_{k=1}^{N-1} a_{k} e^{-\lambda_{k} t}
$$

We are also given a sequence of complex numbers

$$
\{p\}=\left\{p_{0}, \ldots, p_{j}, \ldots\right\}
$$

with

$$
\operatorname{Re}\left(p_{0}\right) \leq \operatorname{Re}\left(p_{1}\right) \leq \cdots \leq \operatorname{Re}\left(p_{j}\right) \leq \ldots
$$

increasing to infinity. To every $p$ in this sequence, we associate a polynomial $B_{p}$ and we set

$$
b_{p}(t)=B_{p}(\log t) .
$$

We then define:
The asymptotic polynomials at 0 :

$$
P_{q}(t)=\sum_{\operatorname{Re}(p)<\operatorname{Re}(q)} b_{p}(t) t^{p} .
$$

We define

$$
m(q)=\max \operatorname{deg} B_{p} \quad \text { for } \quad \operatorname{Re}(p)=\operatorname{Re}(q)
$$

and

$$
n(q)=\max \operatorname{deg} B_{p} \quad \text { for } \quad \operatorname{Re}(p)<\operatorname{Re}(q) .
$$

Let $\mathbf{C}\langle T\rangle$ be the algebra of polynomials in $T^{p}$ with arbitrary complex powers $p \in \mathbf{C}$. Then, with this notation, $P_{q}(t) \in \mathbf{C}[\log t]\langle t\rangle$.

A function $f$ on $(0, \infty)=\mathbf{R}_{>0}$ may be subject to asymptotic conditions:

AS 1. Given a positive number $C$ and $t_{0}>0$, there exists $N$ and $K>0$ such that

$$
\left|f(t)-Q_{N}(t)\right| \leq K \epsilon^{-C t} \text { for } t \geq t_{0}
$$

AS 2. For every $q$, we have

$$
f(t)-P_{q}(t)=O\left(t^{\operatorname{Re}(q)}|\log t|^{m(q)}\right) \text { for } t \rightarrow 0 .
$$

We will write AS 2 as

$$
f(t) \sim \sum_{p} b_{p}(t) t^{p} .
$$

AS 3. Given $\delta>0$, there exists an $\alpha>0$ and a constant $C>0$ such that for all $N$ and $0<t \leq \delta$ we have

$$
\left|\theta(t)-Q_{N}(t)\right| \leq C / t^{\alpha} .
$$

Given a polynomial $B_{p}$ a direct calculation shows that there exist polynomials $B_{p}^{*}, \widetilde{B}_{p}$ and $B_{p}^{\#}$ of degree $\leq \operatorname{deg} B_{p}+1$ such that:

$$
\begin{aligned}
\mathrm{CT}_{s=0} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right] & =z^{-p} B_{p}^{*}(\log z) \\
\mathrm{CT}_{s=1} B_{p}\left(\partial_{s}\right)\left[\frac{\Gamma(s+p)}{z^{s+p}}\right] & =z^{-p-1} \widetilde{B}_{p}(\log z) \\
\mathrm{CT}_{s=0} B_{p}\left(\partial_{s}\right)\left[\frac{\pi z^{s+p-1}}{\sin [\pi(s+p)]}\right] & =z^{p-1} B_{p}^{\#}(\log z)
\end{aligned}
$$

The possible pole of $\Gamma(s+p)$ at $s=0$ or $s=1$ and the possible zero of $\sin [\pi(s+p)]$ at $s=0$ accounts for the possibility of $\operatorname{deg} B_{p}^{*}$, $\operatorname{deg} \widetilde{B}_{p}$,or $\operatorname{deg} B_{p}^{\#}$ exceeding $\operatorname{deg} B_{p}$.

## Part II

A Parseval Formula for Functions with a Singular Asymptotic Expansion at the Origin

## Introduction

We shall determine the Fourier transform of a fairly general type of function $\varphi$ which away from the origin has derivatives that are of bounded variation on $\mathbf{R}$ and are in $L^{1}(\mathbf{R})$, but at the origin the function has a principal part which is a generalized polynomial in the variable $x$ and $\log x$, namely

$$
\varphi(x)=\sum_{p} B_{p}(\log x) x^{p}+O\left(|\log x|^{m}\right),
$$

where $\{p\}$ ranges over a finite number of complex numbers with $\operatorname{Re}(p)<0$, for all $p, B_{p}$ is a polynomial, and $m$ is some positive integer. Thus the Fourier transform is determined as a distribution, and more generally as a functional on a large space of test functions also to be described explicitly. Alternatively, we may say that we are proving the Parseval formula for such a function $\varphi$ and its Fourier transform.

Aside from the Parseval formula having intrinsic interest in pure Fourier analysis, it arises in a natural way in analytic number theory, in the theory of differential and pseudo differential operators, and more generally in the theory of regularized products as developed in [JoL 92a].

In the so-called "explicit formulas" of number theory, one proves essentially that the sum of a suitable function taken over the primes is equal to the sum of the Fourier-Mellin transform taken over the zeros of the zeta function. Classically, only very special cases were given (see Ingham [In 32]), and Weil was the first to observe that the formula was valid on a rather large space of test functions, and could be expressed as an equality of functionals. The sum over the primes includes a term at infinity, which amounts to an integral of the test function against the logarithmic derivative of the gamma function, taken over a vertical line $\operatorname{Re}(s)=a$ [We 52]. Weil proved what amounted to a Parseval formula, by determining what amounted to the Fourier transform of the logarithmic derivative of the gamma function on a vertical line in an explicit form. Weil's functional was reproduced with some additional details (making use of some general results concerning general Schwarz distributions) in [La 70]. However, the form in which Weil (and [La 70])
left the functional at infinity still required what appeared as too complicated arguments to identify it with the classical forms in the classical special cases. Barner reformulated the Weil functional in a more practical form [ Ba 81 ], [ Ba 90 ] and also extended the domain of validity of the formula. Our Parseval formula includes as a special case the formulas of Weil and Barner for the gamma function.

In spectral theory or in the theory of regularized series and products, there arises a regularized harmonic series $R$ and a regularized product (or regularized determinant) $D$. As a corollary of the Parseval formula, we determine the Fourier transform of $R$, and of the logarithmic derivative $D^{\prime} / D(a+i t)$ on vertical lines of the form $a+i t$, where $D$ is the regularized product from $\S 3$ of [JoL 92a]. This determination is applied in our general version of explicit formulas [JoL 93]. Several other applications will also be given in subsequent papers, including for instance functional equations for general theta functions.

As to the proof, we shall first give a special case which covers the classical case of number theory and Barner's formulation. In this special case, the Parseval formula involves only the Dirac functional applied to the test function, whereas the general case concerning arbitrary regularized determinants involves higher derivatives of the test function. These higher derivatives come from the polar part in the asymptotic expansion of the theta function at 0 . The special case occurs when this polar part consists only of $1 / x$.

Our proof in the special case is more direct than Barner's or Weil's, and our formulation of the result already exhibits some general principles which were not immediately apparent in previous proofs. In particular, we avoid what now appear as detours by formulating lemmas in pure Fourier analysis showing how the singularity behaves under Fourier transform. These lemmas are used in the special and general case. We are indebted to Peter Jones for a proof of one of these lemmas, which has independent interest in general Fourier analysis.

## §1. A Theorem on Fourier Integrals

This section is preliminary, and proves some lemmas on Fourier integrals which will be used in the next section.

We recall the Fourier transform

$$
f^{\wedge}(t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} f(x) e^{-i t x} d x
$$

We shall be concerned with Fourier inversion. For $f \in L^{1}(\mathbf{R})$ and $A>0$ we define

$$
f_{A}(x)=\frac{1}{\pi} \int_{-\infty}^{\infty} f(y) \frac{\sin A(x-y)}{x-y} d y=\frac{1}{\sqrt{2 \pi}} \int_{-A}^{A} f^{\wedge}(t) e^{i t x} d t
$$

The middle expression with the sine comes from the last expression and the definition of $f^{\wedge}$, after an application of Fubini's theorem and the evaluation of a simple integral of elementary calculus. Let

$$
f^{-}(x)=f(-x)
$$

We are interested in seeing how $f_{A}$ converges to $f$, that is we want the inversion formula $f^{\wedge \wedge}=f^{-}$in the form

$$
f(x)=\lim _{A \rightarrow \infty} f_{A}(x)
$$

We shall give conditions under which the inversion formula is true.
We let the Schwartz space $\operatorname{Sch}(\mathbf{R})$ be the vector space of functions which are infinitely differentiable, and such that the function and all its derivatives tend rapidly to 0 at infinity. That $f$ tends rapidly to 0 at infinity means that for all polynomials $P$ the function $P f$ is bounded. Then the Schwartz space is self dual, that is

$$
\operatorname{Sch}(\mathbf{R})^{\wedge}=\operatorname{Sch}(\mathbf{R})
$$

An elementary result of analysis asserts that the formula $f^{\wedge \wedge}=f^{-}$ is true for $f$ in the Schwartz space. We shall assume such an elementary result, and extend it to functions which are less smooth, namely we shall deal with functions of bounded variation. All the background material needed is contained in [La 93]. We let BV(R)
denote the space of complex valued functions of bounded variation on $\mathbf{R}$, i.e. the space of functions of bounded variation on each finite interval $[a, b]$, and such that the total variations are uniformly bounded for all $[a, b]$, in other words there exists $B>0$ such that

$$
V(f, a, b) \leq B \text { for all }[a, b]
$$

We let

$$
V_{\mathbf{R}}(f)=\sup _{[a, b]} V(f, a, b) .
$$

Remark. If $f \in \operatorname{BV}(\mathbf{R}) \cap L^{1}(\mathbf{R})$ then $f(x) \rightarrow 0$ as $x \rightarrow \pm \infty$.
Indeed, if $|f(x)| \geq c>0$ for infinitely many $x$ tending to infinity, since $f \in L^{1}(\mathbf{R})$ there are infinitely many $y$ such that $|f(y)| \leq c / 2$ (say), and so the function could not be of bounded variation.

We let $d \mu_{f}$ be the Riemann-Stieltjes measure associated with $f$, and sometimes abbreviate $d \mu_{f}$ by $d f$.

The function $f_{A}$ exhibits different behavior near 0 and at infinity. Its behavior will be described in part in the lemmas below. We shall need the function

$$
S(x)=\int_{0}^{x} \frac{\sin t}{t} d t
$$

so $S$ is continuous and bounded on $\mathbf{R}$. In fact, $S$ is bounded by the area under the first arch of $(\sin t) / t$ (between 0 and $\pi$ ), as follows at once by the alternating nature of the integrand.

Lemma 1.1. Let $f \in \operatorname{BV}(\mathbf{R}) \cap L^{1}(\mathbf{R})$. Then for $A>0$ the function $f_{A}$ is bounded, and in fact there is a uniform bound, independent of $A$ :

$$
\left\|f_{A}\right\|_{\infty} \leq \frac{1}{\pi}\|S\|_{\infty} V_{\mathbf{R}}(f)
$$

where \| \| is the sup norm.
Proof. Integrating by parts yields

$$
\begin{aligned}
f_{A}(x) & =\int_{-\infty}^{\infty} f(x-t) \frac{d}{d t} S(A t) d t \\
& =-\int_{-\infty}^{\infty} S(A t) d f(t-x)
\end{aligned}
$$

The desired bound follows by the standard absolute estimates. We have used here that over a finite interval $[a, b]$, the two terms $f(b) S(A b)$ and $f(a) S(A a)$ tend to 0 as $a \rightarrow-\infty, b \rightarrow \infty$ because $S$ is bounded, and $f$ tends to 0 . This concludes the proof.

We recall a classical theorem from Fourier analysis giving natural conditions under which Fourier inversion holds, especially at a discontinuity. For this purpose, we shall say that a function $f$ is normalized at a point $x$ if

$$
f(x)=\frac{1}{2}[f(x+)+f(x-)] .
$$

Thus the right and left limits of $f$ exist at $x$, and the value of $f$ at $x$ is the midpoint. We say that $f$ is normalized if $f$ is normalized at every $x \in \mathbf{R}$.

Theorem 1.2. Let $f \in \operatorname{BV}(\mathbf{R}) \cap L^{1}(\mathbf{R})$, and suppose $f$ is normalized. Then $f_{A}$ is bounded independently of $A$ and

$$
\lim _{A \rightarrow \infty} f_{A}(x)=f(x) \text { for all } x \in \mathbf{R}
$$

For a proof, see Titchmarsh [Ti 48].
The remainder of this section is devoted to examining the uniformity of the convergence in Theorem 1.2. To begin, we mention a very special case.

Lemma 1.3. There exists a function $\alpha \in \operatorname{Sch}(\mathbf{R})$ such that $\alpha^{\wedge}$ has compact support, and $\alpha(0) \neq 0$. For such a function, we have

$$
\alpha_{A}=\alpha
$$

for all $A$ sufficiently large.
Proof. Let $\beta \in C_{c}^{\infty}(\mathbf{R})$ be an even function $\geq 0$ with $\beta(0)>0$. Let $\alpha=\beta^{\wedge}$. Then $\beta=\alpha^{\wedge}$ has compact support, and the direct evaluation of the Fourier integral together with the definition of $\alpha_{A}$ shows that the other conditions are satisfied.

The following quantitative formulation of the Riemann-Lebesgue lemma is proved by Barner in [Ba 90], Satz 82 in $\S 21$, to which the reader is referred for a proof.

Lemma 1.4. Assume:
(a) $g \in \mathrm{BV}(\mathrm{R})$.
(b) $g(x)=O\left(|x|^{\epsilon}\right)$ for some $\epsilon>0$ as $x \rightarrow 0$.

Then the improper integral that follows exists for $A>0$ and satisfies the bound

$$
\int_{0}^{\infty} g(y) e^{i A y} \frac{d y}{y}=O_{g}\left(A^{-\frac{\epsilon}{1+\epsilon}}\right)
$$

Also, we need the following elementary lemma.
Lemma 1.5. For all $0<a<b$ and $A>0$ we have

$$
\left|\int_{a}^{b} \frac{\sin A t}{t} d t\right| \leq \frac{3}{A a}
$$

Proof. This follows from the change of variables $u=A t$, the alternating nature of the integrand, and an elementary area estimate.

The main result of this section is the following uniform version of Theorem 1.2.

Theorem 1.6. Let $g \in \operatorname{BV}(\mathbf{R}) \cap L^{1}(\mathbf{R})$ and assume

$$
g(x)=O\left(|x|^{\epsilon}\right) \text { for }|x| \rightarrow 0
$$

Let $\delta=\min \left(\frac{1}{8}, \frac{\varepsilon}{16}\right)$. Then for all $A>1$,

$$
g_{A}(x)-g_{A}(0)=O_{g}\left(|x|^{\delta}\right) \text { for }|x| \rightarrow 0,
$$

the estimate on the right being independent of $A$.
Theorem 1.6 will be proved using a series of lemmas. Before continuing, let us state the following corollary of Theorem 1.6 that further refines the uniformity of the pointwise convergence result stated in Theorem 1.2.

Corollary 1.7. Assume $g$ has $M$ derivatives and all the functions $g, g^{(1)}, \ldots, g^{(M)}$ are in $\mathrm{BV}(\mathbf{R}) \cap L^{1}(\mathbf{R})$. Assume that

$$
g(x)=O\left(|x|^{M+\epsilon}\right) \text { for }|x| \rightarrow 0 .
$$

Then:
(a) The function $g_{A}$ has $M$ derivatives $\left(g_{A}\right)^{(1)}, \ldots,\left(g_{A}\right)^{(M)}$ and

$$
\left(g_{A}\right)^{(k)}=\left(g^{(k)}\right)_{A} \quad \text { for } k=1, \ldots M
$$

so, without ambiguity, we can write the derivatives of $g_{A}$ as $g_{A}^{(1)}, \ldots, g_{A}^{(M)}$.
(b) We have

$$
g_{A}(x)-\sum_{k=0}^{M} g_{A}^{(k)}(0) \frac{x^{k}}{k!}=O\left(|x|^{M+\delta}\right) \text { for }|x| \rightarrow 0
$$

the estimate on the right being independent of $A$.
Proof. Let $h$ be a differentiable function on $\mathbf{R}$, with derivative $h^{\prime}$, such that $h, h^{\prime} \in \operatorname{BV}(\mathbf{R}) \cap L^{1}(\mathbf{R})$. Since $d / d u((\sin A u) / u)$ is bounded, one can interchange derivative and integral (see page 357 of [La 83]). These calculations yield that

$$
\begin{aligned}
\frac{d}{d x} h_{A}(x)=h_{A}^{(1)}(x)= & \frac{d}{d x} \int_{-\infty}^{\infty} h(y) \frac{\sin A(y-x)}{(y-x)} d y \\
= & \int_{-\infty}^{\infty} h(y) \frac{d}{d x}\left[\frac{\sin A(y-x)}{(y-x)}\right] d y \\
= & \int_{-\infty}^{\infty} h(y)\left(-\frac{d}{d y}\right)\left[\frac{\sin A(y-x)}{(y-x)}\right] d y \\
= & \int_{-\infty}^{\infty} \frac{d}{d y} h(y)\left[\frac{\sin A(y-x)}{(y-x)}\right] d y \\
= & {\left[\frac{d}{d x} h\right]_{A}(x) }
\end{aligned}
$$

The integration by parts step is valid since $(\sin A u) / u$ is bounded and $h(x)$ approaches zero as $x$ approaches infinity. This proves (a) by induction, letting $h=g^{(k)}$. As to (b), if we apply Theorem 1.6 to the function $g_{A}^{(M)}(x)$ we get

$$
g_{A}^{(M)}(x)-g_{A}^{(M)}(0)=O_{g}\left(|x|^{\delta}\right)
$$

By repeatedly integrating this equation from 0 to $x$ and applying (a), we get (b), thus proving the corollary.

The remainder of this section is devoted to the proof of Theorem 1.6. To do so, we will write
$g_{A}(x)=\int_{-1}^{1} g(y) \frac{\sin A(x-y)}{x-y} d y+\left(\int_{-\infty}^{-1}+\int_{1}^{\infty}\right) g(y) \frac{\sin A(x-y)}{x-y} d y$,
and investigate the finite and infinite intervals separately. For notational simplicity, we will consider the integrals over the intervals $[0,1]$ and $[1, \infty)$, with the analysis over the intervals $(-\infty,-1]$ and $[-1,0]$ being identical to that over the corresponding positive intervals. We begin with the analysis over the finite intervals.

Proposition 1.8. Let $g \in \mathrm{BV}(\mathbf{R}) \cap L^{1}(\mathbf{R})$. Assume in addition that there exists $\varepsilon>0$ such that

$$
g(x)=O\left(|x|^{\varepsilon}\right) \text { for } x \rightarrow 0
$$

Then there is $\delta>0$ such that for all $A \geq 1$ we have

$$
\int_{0}^{1} g(y)\left[\frac{\sin A y}{y}-\frac{\sin A(x-y)}{x-y}\right] d y=O_{g}\left(|x|^{\delta}\right) \text { for } x \rightarrow 0
$$

the estimate on the right being independent of $A$.
Proof. We owe the proof of this proposition to Peter Jones, who showed that one can take $\delta=\min \left(\frac{1}{8}, \frac{\varepsilon}{16}\right)$, as stated in Theorem 1.6. We need to split the integral over various intervals, depending on $A$ and $x$. We first settle the easiest case.

Case I. Suppose $|x|<A^{-4}$ and, say, $x>0$. Then

$$
\left|\int_{0}^{1} g(y)\left[\frac{\sin A y}{y}-\frac{\sin A(x-y)}{x-y}\right] d y\right| \ll\|g\|_{1} x^{1 / 2}
$$

Proof. Since

$$
\left|\frac{d}{d y}\left(\frac{\sin A y}{y}\right)\right| \ll A^{2},
$$

we use the Mean Value Theorem and the hypothesis $x<A^{-4}$ to get the bound

$$
\left|\frac{\sin A y}{y}-\frac{\sin A(x-y)}{x-y}\right| \ll A^{2} x \leq x^{1 / 2}
$$

and then we estimate the desired integral in the coarsest way with the sup norm to conclude the proof of the present case.

Case II. Suppose $|x| \geq A^{-4}$, so $A^{-1} \leq|x|^{1 / 4}$.
In this case, we will bound each separate integral without using the difference of sines. Lemma 1.4 takes care of the term with $(\sin A y) / y$, giving a bound of $x^{\epsilon / 8}$. The next lemma takes care of the term with $(\sin A(x-y)) /(x-y)$.

Lemma 1.9. With the implied constant in $\ll$ depending on $\|g\|_{1},\|g\|_{\infty}$, and $V_{\mathbf{R}}(g)$, we have for $x \geq A^{-4}$ :

$$
\left|\int_{0}^{1} g(y) \frac{\sin A(x-y)}{x-y} d y\right| \ll x^{1 / 8}+x^{\varepsilon / 16},
$$

the estimate on the right independent of $A$.
Proof. We split the integral

$$
\begin{aligned}
& \int_{0}^{1} g(y) \frac{\sin A(x-y)}{x-y} d y \\
&=\int_{|x-y| \leq A^{-1}}+\int_{A^{-1} \leq|x-y| \leq A^{-1} x^{-1 / 8}}+\int_{A^{-1} x^{-1 / 8} \leq|x-y|} \\
& \quad=I_{1}+I_{2}+I_{3}
\end{aligned}
$$

For the first integral $I_{1}$, we change variable putting $u=x-y$. Then the limits of integration for $u$ are $|u| \leq A^{-1}$, and we get a bound

$$
\begin{equation*}
\left|I_{1}\right| \leq\|g\|_{1} A A^{-1} \ll\left(x+A^{-1}\right)^{\varepsilon} \ll x^{\varepsilon / 4} . \tag{3}
\end{equation*}
$$

For the second integral $I_{2}$, again with $u=x-y$, we find that

$$
\left|I_{2}\right| \leq\|g\|_{\infty} \int_{A^{-1}}^{A^{-1} x^{-1 / 8}} \frac{d u}{u} \ll\|g\|_{\infty} \log 1 / x
$$

where the interval over which we take the sup norm of $g$ is

$$
A^{-1} \leq|x-y|<A^{-1} x^{-1 / 8}
$$

Using the growth estimate $g(x)=O\left(|x|^{\epsilon}\right)$ for $x$ near zero and the assumption $A^{-1} \leq x^{1 / 4}$, we get

$$
\begin{align*}
\left|I_{2}\right| & \ll\left(x+A^{-1} x^{-1 / 8}\right)^{\varepsilon} \log (1 / x) \\
& \ll\left(x+x^{1 / 8}\right)^{\varepsilon} \log (1 / x) \ll x^{\varepsilon / 16} \tag{4}
\end{align*}
$$

For the third integral $I_{3}$, since the set of discontinuities of a function of bounded variation is countable, we can select $x_{0}$ such that $g$ is continuous at $x_{0}$ and

$$
x+A^{-1} x^{-1 / 8} \leq x_{0} \leq x+2 A^{-1} x^{-1 / 8} .
$$

For simplicity, we just look at $y \geq x_{0}$. The other piece for $I_{3}$ is done in the same way. We then decompose the integral over $y \geq x_{0}$ into a sum:

$$
\begin{aligned}
\int_{y \geq x_{0}} g(y) \frac{\sin A(x-y)}{x-y} d y= & \int_{y \geq x_{0}} g\left(x_{0}\right) \frac{\sin A(x-y)}{x-y} d y \\
& +\int_{y \geq x_{0}}\left(g(y)-g\left(x_{0}\right)\right) \frac{\sin A(x-y)}{x-y} d y \\
= & J_{1}+J_{2}
\end{aligned}
$$

and we estimate $J_{1}, J_{2}$ successively. For the integral $J_{1}$, using Lemma 1.5, we find:

$$
\begin{align*}
\left|J_{1}\right| & \ll\left|g\left(x_{0}\right)\right| \frac{1}{A\left(x_{0}-x\right)} \\
& \ll\left(x+2 A^{-1} x^{-1 / 8}\right)^{\varepsilon} A^{-1} A x^{1 / 8} \\
& \ll x^{1 / 8} . \tag{5}
\end{align*}
$$

For the integral $J_{2}$, let $\chi_{y}$ be the characteristic function of $[0, y)$, that is put

$$
\chi(y, t)=\chi_{y}(t)= \begin{cases}1 & \text { if } t<y \\ 0 & \text { if } t \geq y\end{cases}
$$

If $g$ is continuous at $y$, then

$$
g(y)-g\left(x_{0}\right)=\int_{x_{0}}^{1} \chi(y, t) d \mu_{g}(t) .
$$

This is a convenient expression to plug into an application of Fubini's theorem which gives

$$
\begin{aligned}
J_{2} & =\int_{x_{0}}^{1} \int_{x_{0}}^{1} \chi(y, t) \frac{\sin A(x-y)}{x-y} d \mu_{g}(t) d y \\
& =\int_{x_{0}}^{1}\left[\int_{x_{0}}^{1} \chi(y, t) \frac{\sin A(y-x)}{y-x} d y\right] d \mu_{g}(t) \\
& =\int_{x_{0}}^{1}\left[\int_{t}^{1} \frac{\sin A(y-x)}{y-x} d y\right] d \mu_{g}(t) \\
& =\int_{x_{0}}^{1}\left[\int_{t-x}^{1-x} \frac{\sin A u}{u} d u\right] d \mu_{g}(t)
\end{aligned}
$$

Hence by Lemma 1.5, we find

$$
\left|J_{2}\right| \leq \int_{x_{0}}^{1} \frac{3}{A(t-x)}\left|d \mu_{g}(t)\right| \ll A^{-1}\left(x_{0}-x\right)^{-1} V_{\mathbf{R}}(g)
$$

$$
\begin{equation*}
\ll A^{-1} A x^{1 / 8}=x^{1 / 8}, \tag{6}
\end{equation*}
$$

which concludes the estimate of the second integral $J_{2}$, and therefore of the integral $I_{3}$. Thus (3), (4), (5), and (6) conclude the proof of Lemma 1.9.

Having taken care of all cases, we have completed the proof of Proposition 1.8.

To finish the proof of Theorem 1.6, we need the following proposition.

Proposition 1.10. Let $g \in \operatorname{BV}(\mathbf{R}) \cap L^{1}(\mathbf{R})$. Then for all $A \geq 1$ we have

$$
\int_{1}^{\infty} g(y)\left[\frac{\sin A y}{y}-\frac{\sin A(x-y)}{x-y}\right] d y=O_{g}\left(|x|^{1 / 4}\right) \text { for } x \rightarrow 0,
$$

the estimate on the right being independent of $A$.
The proof of Proposition 1.10, which is much easier than that of Proposition 1.8, will be given through the following lemmas.

Lemma 1.11. Assume $g \in \operatorname{BV}(\mathbf{R}) \cap L^{1}(\mathbf{R})$. Then

$$
\left|\int_{1}^{\infty} g(y) \frac{\sin A y}{y} d y\right| \leq \frac{3}{A} V_{\mathbf{R}}(g) .
$$

Proof. Extend $g$ to $[0, \infty)$ by defining $g(t)=0$ if $0 \leq t<1$. For fixed $t \in(0,1)$ and $b>1$, consider the integral

$$
\int_{t}^{b} g(y) \frac{\sin A y}{y} d y
$$

Let

$$
S_{A}(x)=-\int_{x}^{\infty} \frac{\sin A y}{y} d t
$$

Using integration by parts we have

$$
\int_{t}^{b} g(y) \frac{\sin A y}{y} d y=\left.g(y) S_{A}(y)\right|_{t} ^{b}-\int_{t}^{b} S_{A}(y) d g(y)
$$

The point evaluations of $g(y) S_{A}(y)$ will be zero as $b$ approaches infinity, since $g(t)=0, g(b)$ approaches zero, and $S_{A}(y)$ is bounded. Also, by Lemma 1.5

$$
\left|\int_{t}^{b} S_{A}(y) d g(y)\right| \leq \sup _{[t, b]}\left|S_{A}\right| V_{\mathbf{R}}(g) \leq \frac{3}{A t} V_{\mathbf{R}}(g) .
$$

Therefore, we have shown, after letting $t$ approach 1 and $b$ approach $\infty$ that

$$
\left|\int_{1}^{\infty} g(y) \frac{\sin A y}{y} d y\right| \leq \frac{3}{A} V_{\mathbf{R}}(g),
$$

as asserted.

We now consider the integral in Proposition 1.10 in two separate cases, when $x \leq 1 / A^{4}$ and when $x>1 / A^{4}$.

Case I. Assume $x \leq 1 / A^{4}$. Then there is a universal constant $C$ such that

$$
\left|\int_{1}^{\infty} g(y)\left[\frac{\sin A y}{y}-\frac{\sin A(x-y)}{x-y}\right] d y\right| \leq\left(C\|g\|_{1}\right) x^{1 / 2}
$$

the estimate on the right independent of $A$.
Proof. By the Mean Value Theorem we have

$$
\left|\frac{\sin A(y-x)}{y-x}-\frac{\sin A y}{y}\right| \leq C A^{2} x .
$$

So, we can bound the integral in question by

$$
C A^{2} x\|g\|_{1} \leq\left(C\|g\|_{1}\right) x^{1 / 2}
$$

Case II. Assume $x>1 / A^{4}$ and, without loss of generality, we can also assume that $x \leq 1 / 2$. Then

$$
\left|\int_{1}^{\infty} g(y)\left[\frac{\sin A y}{y}-\frac{\sin A(x-y)}{x-y}\right] d y\right| \leq C_{g} x^{1 / 4}
$$

where the constant $C_{g}$ is independent of $A$, and depends only on $g$.
Proof. Let us estimate the integrals separately. In fact, write the integrals as

$$
\begin{aligned}
& \int_{1}^{\infty} g(y) \frac{\sin A(y-x)}{y-x} d y-\int_{1}^{\infty} g(y) \frac{\sin A y}{y} d y \\
= & \int_{1-x}^{\infty} g(u+x) \frac{\sin A u}{u} d u-\int_{1}^{\infty} g(y) \frac{\sin A y}{y} d y \\
= & \int_{1-x}^{1} g(u+x) \frac{\sin A u}{u} d u+\int_{1}^{\infty} g(u+x) \frac{\sin A u}{u} d u \\
- & \int_{1}^{\infty} g(y) \frac{\sin A y}{y} d y
\end{aligned}
$$

The first integral is bounded by $\|g\|_{\infty} x$ since $(\sin A u) / u$ is bounded on $[1 / 2,1]$. Lemma 1.11 applies to bound the second integral, independent of $x$, as well as the third integral. The bound achieved is

$$
\|g\|_{\infty} x+\frac{6}{A} V_{\mathbf{R}}(g) .
$$

Since $1 / A<x^{1 / 4}$, Case II is proved.
Combining the two cases above, we have completed our proof of Proposition 1.10. With all this, the proof of Theorem 1.6 is completed by combining Proposition 1.8 and Proposition 1.10.

## §2. A Parseval formula

We recall the definition of the hermitian product

$$
\langle f, g\rangle=\int_{-\infty}^{\infty} f(x) \bar{g}(x) d x
$$

For $f, g$ in the Schwartz space, we assume the elementary Parseval Formula

$$
\langle f, g\rangle=\left\langle f^{\wedge}, g^{\wedge}\right\rangle
$$

The point of this section is to prove this formula under less restrictive conditions. We shall extend conditions of Barner [Bạ 90], for which the formula is true. The basic facts from real analysis (functions of bounded variation and Stieltjes integral, Fourier transforms under smooth conditions) used here are contained in [La 83].

We call the following conditions from [ Ba 90 ] the basic conditions on a function $f$ :

Condition 1. $f \in B V(\mathbf{R}) \cap L^{1}(\mathbf{R})$.
Condition 2. There exists $\varepsilon>0$ such that

$$
f(x)=f(0)+O\left(|x|^{\varepsilon}\right) \quad \text { for } x \rightarrow 0 .
$$

Condition 3. $f$ is normalized, as defined in $\S 1$.
In addition to functions satisfying the basic conditions, we shall deal with a special pair of functions, arising as follows. We suppose given:

- A Borel measure $\mu$ on $\mathbf{R}^{+}$such that $d \mu(x)=\psi(x) d x$, where $\psi$ is some bounded, (Borel) measurable function.
- A measurable function $\varphi$ on $\mathbf{R}^{+}$such that:
(a) The function $\varphi_{0}(x)=\varphi(x)-1 / x$ is bounded as $x$ approaches zero.
(b) Both functions $1 / x$ and $\varphi(x)$ are in $L^{1}(|\mu|)$ outside a neighborhood of zero.

Thus we impose two asymptotic conditions on $\varphi$, one condition near zero and one condition at infinity. We call $(\mu, \varphi)$ a special
pair. We define the functional

$$
W_{\mu, \varphi}(\alpha)=\int_{0}^{\infty}\left(\varphi(x) \alpha(x)-\frac{\alpha(0)}{x}\right) d \mu(x) .
$$

Its "Fourier transform" as a distribution is the function $W_{\mu, \varphi}^{\wedge}$ such that

$$
\begin{aligned}
W_{\mu, \varphi}^{\wedge}(t) & =\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty}\left(\varphi(x) e^{-i t x}-\frac{1}{x}\right) d \mu(x) \\
& =\frac{1}{\sqrt{2 \pi}} W_{\mu, \varphi}\left(\bar{\chi}_{t}\right) \quad \text { where } \quad \chi_{t}(x)=e^{i t x} .
\end{aligned}
$$

The following theorem generalizes the Barner-Weil formula [Ba 90].
Theorem 2.1. Let $f$ satisfy the three basic conditions, and let $(\mu, \varphi)$ be a special pair. Then

$$
\begin{aligned}
\lim _{A \rightarrow \infty} \int_{-A}^{A} f^{\wedge}(t) W_{\mu, \varphi}^{\wedge}(t) d t & =W_{\mu, \varphi}\left(f^{-}\right) \\
& =\int_{0}^{\infty}\left[\varphi(x) f(-x)-\frac{f(0)}{x}\right] d \mu(x)
\end{aligned}
$$

Proof. At a certain point in the proof, we shall need to distinguish two cases, but we proceed as far as we can go without such distinction, according to a rather standard pattern of proof. We have:

$$
\begin{aligned}
& \int_{-A}^{A} f^{\wedge}(t) W_{\mu, \varphi}^{\wedge}(t) d t \\
& =\frac{1}{2 \pi} \int_{-A}^{A} d t \int_{-\infty}^{\infty} f(y) e^{-i t y} d y \int_{0}^{\infty}\left[\varphi(x) e^{-i t x}-\frac{1}{x}\right] d \mu(x) \\
& =\frac{1}{2 \pi} \int_{-A}^{A} d t \int_{\mathbf{R}_{\times \mathbf{R}^{+}}} f(y)\left[\varphi(x) e^{-i t(x+y)}-\frac{e^{-i t y}}{x}\right] d y d \mu(x) .
\end{aligned}
$$

By the assumptions on $(\mu, \varphi)$ and $f$, we can interchange the integrals which are absolutely convergent. We then perform the inner integration with respect to $t$, and the expression becomes

$$
\begin{aligned}
& =\iint_{\mathbf{R} \times \mathbf{R}^{+}} \frac{f(y)}{\pi}\left[\varphi(x) \frac{\sin A(x+y)}{x+y}-\frac{\sin A y}{x y}\right] d y d \mu(x) \\
& =\int_{\mathbf{R}^{+}} \int_{\mathbf{R}^{\prime}} \frac{f(-y)}{\pi}\left[\varphi(x) \frac{\sin A(x-y)}{x-y}-\frac{\sin A y}{x y}\right] d y d \mu(x) \\
& =\int_{\mathbf{R}^{+}}\left[\varphi(x) f_{A}(-x)-\frac{f_{A}(0)}{x}\right] d \mu(x) .
\end{aligned}
$$

At this point, we are finished with the proof in the case $f=\alpha$ is a function satisfying the conditions of Lemma 1.3, namely $\alpha_{A}=\alpha$ for sufficiently large $A$. For the general case, we write the above integral as a sum

$$
=\int_{\mathbf{R}^{+}}\left(\varphi(x)-\frac{1}{x}\right) f_{A}(-x) d \mu(x)+\int_{\mathbf{R}^{+}} \frac{1}{x}\left(f_{A}(-x)-f_{A}(0)\right) d \mu(x) .
$$

Note that $\varphi(x)-1 / x$ is in $L^{1}(|\mu|)$ by our assumptions on $(\mu, \varphi)$.
Our final step is to prove that we can take the limit as $A \rightarrow \infty$ under the integral sign in both terms for an arbitrary $f$ satisfying the basic conditions. In the first integral, one can apply the dominated convergence theorem by the boundedness of $f_{A}$ (see Theorem 1.2 ) and the assumptions on $\varphi(x)-1 / x$. As to the second integral, we split the integral

$$
\int_{\mathbf{R}^{+}}=\int_{0}^{1}+\int_{1}^{\infty}
$$

Again, we apply the dominated convergence theory to the integral over $[1, \infty)$, by Theorem 1.2, the boundedness of $f_{A}$, and the assumption that $1 / x$ is in $L^{1}(\mu)$. The more difficult part is the integral over the inteval $[0,1]$.

Let $\alpha$ be as in Lemma 1.3 and such that $\alpha(0)=f(0)$, which can be achieved after multiplying $\alpha$ by a constant. Let $g=f-\alpha$. The
formula of Theorem 2.1 is linear in $f$, and it is immediately verified that $\alpha$ and hence $g$ satisfies the basic conditions and

$$
g(x)=O\left(|x|^{\epsilon}\right) \text { for } x \rightarrow 0 .
$$

Having proved the formula for $\alpha$, we are reduced to proving it for $g$. Recall that Theorem 1.6 states that for a positive $\delta$, which depends on $\epsilon$,

$$
g_{A}(x)-g_{A}(0)=O\left(|x|^{\delta}\right) \text { for } x \rightarrow 0
$$

uniformly in $A$. Therefore, the dominated convergence theorem again applies since $x^{-1+\delta}$ is integrable over $[0,1]$, and we get, since $g(0)=0$,

$$
\lim _{A \rightarrow \infty} \int_{0}^{1} \frac{1}{x}\left(g_{A}(-x)-g_{A}(0)\right) d \mu(x)=\int_{0}^{1} \frac{1}{x} g(-x) d \mu(x) .
$$

After taking the limit as $A \rightarrow \infty$ under the integrals we see that the final expression above becomes

$$
\int_{\mathbf{R}^{+}}\left(\varphi(x)-\frac{1}{x}\right) f(-x) d \mu(x)+\int_{\mathbf{R}^{+}} \frac{1}{x}(f(-x)-f(0)) d \mu(x),
$$

which proves the theorem.

## §3. The General Parseval Formula

Following the ideas in [JoL 92a], we now prove a general Parseval formula associated to measurable functions with arbitrary principal part, thus generalizing the results of $\S 2$ in which the function $\varphi(x)$ was required to have principal part equal to $1 / x$.

Suppose we are given:

- A Borel measure $\mu$ on $\mathbf{R}^{+}$such that $d \mu(x)=\psi(x) d x$, where $\psi$ is some bounded (Borel) measurable function.
- A measurable function $\varphi$ on $\mathbf{R}^{+}$having the following properties. There is a function $P_{0}(x) \in \mathbf{C}[\log x]\langle x\rangle$, which we shall write as

$$
P_{0}(x)=\sum_{\operatorname{Re}(p)<0} b_{p}(x) x^{p} \text { with } b_{p}(x)=B_{p}(\log x) \in \mathbf{C}[\log x]
$$

such that:
(a) There is some integer $m>0$ such that

$$
\varphi(x)-P_{0}(x)=O\left(|\log x|^{m}\right) \text { for } x \rightarrow 0
$$

(b) Let $M$ be the largest integer $<-\operatorname{Re}\left(p_{0}\right)$, so that

$$
-1 \leq M+\operatorname{Re}\left(p_{0}\right)<0
$$

Then both functions $x^{M} P_{0}(x)$ and $\varphi(x)$ are in $L^{1}(|\mu|)$ outside a neighborhood of zero.

From condition (a) and the power series expansion of $e^{i t x}$ one obtains the existence of functions $u_{k}(x)$ such that

$$
\varphi(x) e^{i t x}-\sum_{k=0}^{M} u_{k}(x)(i t)^{k}=O\left(|\log x|^{m}\right) \quad \text { as } x \rightarrow 0
$$

The functions $u_{k}(x)$ come from the expression

$$
\sum_{k+\operatorname{Re}(p)<0} \frac{b_{p}(x) x^{p+k}}{k!}(i t)^{k}=\sum_{k=0}^{M} u_{k}(x)(i t)^{k} .
$$

As before, the above requirements impose two asymptotic conditions on $\varphi$, one condition near zero and one condition at infinity, and we call such a pair $(\mu, \varphi)$ a special pair. We define the functional

$$
W_{\mu, \varphi}(\alpha)=\int_{0}^{\infty}\left(\varphi(x) \alpha(x)-\sum_{k=0}^{M} u_{k}(x) \alpha^{(k)}(0)\right) d \mu(x)
$$

Its "Fourier transform" as a distribution is the function $W_{\mu, \varphi}^{\wedge}(t)$ such that

$$
\begin{aligned}
W_{\mu, \varphi}^{\wedge}(t) & =\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty}\left(\varphi(x) e^{-i t x}-\sum_{k=0}^{M} u_{k}(x)(-i t)^{k}\right) d \mu(x) \\
& =\frac{1}{\sqrt{2 \pi}} W_{\mu, \varphi}\left(\bar{\chi}_{t}\right) \text { where } \chi_{t}(x)=e^{i t x} .
\end{aligned}
$$

The following theorem generalizes Theorem 2.1.
Theorem 3.1. Assume $f$ and its first $M$ derivatives satisfy the three basic conditions, and let $(\mu, \varphi)$ be a special pair. Then

$$
\begin{aligned}
& \lim _{A \rightarrow \infty} \int_{-A}^{A} f^{\wedge}(t) W_{\mu, \varphi}^{\wedge}(t) d t=W_{\mu, \varphi}\left(f^{-}\right) \\
& \quad=\int_{0}^{\infty}\left[\varphi(x) f(-x)-\sum_{k=0}^{M} u_{k}(x)(-1)^{k} f^{(k)}(0)\right] d \mu(x)
\end{aligned}
$$

Proof. The proof is essentially identical to the proof of Theorem
2.1. For completeness, let us present the details. We have:

$$
\begin{aligned}
& \int_{-A}^{A} f^{\wedge}(t) W_{\mu, \varphi}^{\wedge}(t) d t \\
& =\int_{-A}^{A} \frac{d t}{2 \pi} \int_{-\infty}^{\infty} f(y) e^{-i t y} d y \int_{0}^{\infty}\left[\varphi(x) e^{-i t x}-\sum_{k=0}^{M} u_{k}(x)(-i t)^{k}\right] d \mu(x) \\
& =\int_{-A}^{A} \frac{d t}{2 \pi} \int_{\mathbf{R} \times \mathbf{R}^{+}} f(y)\left[\varphi(x) e^{-i t x)}-\sum_{k=0}^{M} u_{k}(x)(-i t)^{k}\right] e^{-i t y} d y d \mu(x)
\end{aligned}
$$

As in the proof of Theorem 2.1, the assumptions on $(\mu, \varphi)$ and $f$ allow us to interchange the integrals which are absolutely convergent. By integrating with respect to $t$, this expression becomes

$$
\iint_{\mathbf{R} \times \mathbf{R}^{+}} \frac{f(y)}{\pi}\left[\varphi(x) \frac{\sin A(x+y)}{x+y}-\sum_{k=0}^{M} u_{k}(x)\left(\frac{d}{d y}\right)^{k}\left[\frac{\sin A y}{y}\right]\right] d y d \mu(x)
$$

Continuing, we have:

$$
\begin{aligned}
& \iint_{\mathbf{R} \times \mathbf{R}^{+}} \frac{f^{-}(y)}{\pi}\left[\varphi(x) \frac{\sin A(x-y)}{x-y}-\sum_{k=0}^{M} u_{k}(x)\left(\frac{-d}{d y}\right)^{k}\left[\frac{\sin A y}{y}\right]\right] d y d \mu(x) \\
& =\int_{\mathbf{R}^{+}}\left[\varphi(x) f_{A}(-x)-\sum_{k=0}^{M} u_{k}(x)(-1)^{k} f_{A}^{(k)}(0)\right] d \mu(x)
\end{aligned}
$$

In the above steps we have used the differentiation formula

$$
\frac{1}{2} \int_{-A}^{A}(-i t)^{k} e^{-i t y} d t=\left(\frac{d}{d y}\right)^{k}\left[\frac{\sin A y}{y}\right]
$$

and the integration by parts formula

$$
\int_{-\infty}^{\infty}\left[\left(-\frac{d}{d y}\right)^{k} \frac{\sin A y}{y}\right] \frac{f(-y)}{\pi} d y=(-1)^{k} f_{A}^{(k)}(0)
$$

which is valid by Lemma 1.1 and the arguments given in the proof of Corollary 1.7.

At this point, we are finished with the proof in the case $f=\alpha$ is a function satisfying the conditions of Lemma 1.3, namely $\alpha_{A}=\alpha$ for sufficiently large $A$. For the general case, we write the integral as the sum

$$
\int_{\mathbf{R}^{+}} f_{A}(-x)\left(\varphi(x)-P_{0}(x)\right) d \mu(x)
$$

$$
\begin{aligned}
& +\int_{1}^{\infty}\left[f_{A}(-x) P_{0}(x)-\sum_{k=0}^{M} u_{k}(x)(-1)^{k} f_{A}^{(k)}(0)\right] d \mu(x) \\
& +\int_{0}^{1}\left[f_{A}(-x) P_{0}(x)-\sum_{k=0}^{M} u_{k}(x)(-1)^{k} f_{A}^{(k)}(0)\right] d \mu(x) .
\end{aligned}
$$

The proof of Theorem 3.1 now finishes as did the proof of Theorem 2.1. By an appropriate extension of Lemma 1.3, choose an $\alpha$ for which $\alpha_{A}=\alpha$ for sufficiently large $A$ and the numbers $\alpha(0), \ldots, \alpha^{(M)}(0)$ have been chosen to agree with the first $M$ derivatives of $f$ at zero, and set $g=f-\alpha$. The above integrals are linear in the function $f$, so proving the theorem for $g$ will imply the theorem for $f$, so we work with $g$. By Theorem 1.2, the boundedness of $g_{A}$ (as stated in Lemma 1.1), and assumption (b) above, one can apply the dominated convergence theorem to the first two integrals above. Using Corollary 1.7 and the definition of the function $u_{k}(x)$, we can write the third integral as

$$
\begin{aligned}
& \int_{0}^{1}\left[g_{A}(-x) P_{0}(x)-\sum_{k=0}^{M} u_{k}(x)(-1)^{k} g_{A}^{(k)}(0)\right] d \mu(x) \\
& =\int_{0}^{1} P_{0}(x)\left[g_{A}(-x)-\sum_{k=0}^{M} \frac{g_{A}^{(k)}(0)}{k!}(-x)^{k}\right] d \mu(x) .
\end{aligned}
$$

By Corollary 1.7, the integrand is bounded by $C x^{M+\operatorname{Re}\left(p_{0}\right)+\delta}$ and

$$
M+\operatorname{Re}\left(p_{0}\right)+\delta \geq-1+\delta
$$

so $C x^{M+\operatorname{Re}\left(p_{0}\right)+\delta}$ is integrable. The dominated convergence theorem applies, and the theorem is proved.

## §4. The Parseval Formula for $I_{w}(a+i t)$

To conclude our investigation of the regularized harmonic series, let us show how Theorem 3.1 applies to prove a Parseval formula associated to the regularized harmonic series encountered in $\S 3$ of [JoL 92a]. We will assume the notation defined in $\S 3$.

Recall as in $\S 4$ of [JoL 92a] that the classical Gauss formula states that for $\operatorname{Re}(z)>0$,

$$
-\Gamma^{\prime} / \Gamma(z+1)=\int_{0}^{\infty}\left[\frac{e^{-z x}}{1-e^{-x}}-\frac{1}{x}\right] e^{-x} d x
$$

If we let $z=a+i t$ with $a>-1$, then we get

$$
\begin{equation*}
-\Gamma^{\prime} / \Gamma(a+1+i t)=\int_{0}^{\infty}\left[\varphi_{a}(x) e^{-i t x}-\frac{1}{x}\right] d \mu(x) \tag{1}
\end{equation*}
$$

where

$$
\varphi_{a}(x)=\frac{e^{-a x}}{1-e^{-x}} \text { and } d \mu(x)=e^{-x} d x
$$

One can view (1) as a type of regularized Fourier transform representation of the gamma function. Finally, by the change of variables $t$ to $t / b$ then $x$ to $b x$ for $b>0$, (1) becomes

$$
-\Gamma^{\prime} / \Gamma\left(a+1+i \frac{t}{b}\right)=\int_{0}^{\infty}\left[\frac{b e^{-a b x}}{1-e^{-b x}} e^{-i t x}-\frac{1}{x}\right] e^{-b x} d x
$$

Next we will present a generalization of (1) making use of results in $\S 5$ of [JoL 92a]. That is, associated to any Dirichlet series $\zeta$ satisfying DIR 1 and DIR 2, as defined in $\S 1$ of [JoL 92a], and whose associated theta function $\theta(t)$ satisfies AS 1, AS 2 and AS 3, we will realize the regularized harmonic series $I_{w}(z)$, whose definition will be recalled below, as a regularized Fourier transform. Theorem 2.1 applies to the classical Parseval formula involving the gamma function, which is used in the Barner-Weil explicit formula. In this section we will use our regularized Fourier transform to present a general Parseval formula.

Recall that the principal part of the theta function is

$$
P_{0} \theta(x)=\sum_{\operatorname{Re}(p)<0} b_{p}(x) x^{p}
$$

so

$$
\theta(x)-P_{0} \theta(x)=O\left(|\log x|^{m}\right) \quad \text { as } x \rightarrow 0
$$

As in [JoL 92a], let $\theta_{z}(x)=e^{-z x} \theta(x)$. By expanding $e^{-z x}$ in a power series, we see that the principal part of $\theta_{z}(x)$ is

$$
\begin{equation*}
P_{0} \theta_{z}(x)=P_{0}\left[e^{-z x} \theta(x)\right]=\sum_{\operatorname{Re}(p)+k<0} \frac{b_{p}(x) x^{p+k}}{k!}(-z)^{k} \tag{2}
\end{equation*}
$$

From $\S 4$ of [JoL 92a] we recall the following result.
Theorem 4.1. For any fixed complex $w$ with

$$
\operatorname{Re}(w)>\max _{k}\left\{-\operatorname{Re}\left(\lambda_{k}\right)\right\} \quad \text { and } \quad \operatorname{Re}(w)>0
$$

the integral

$$
I_{w}(z)=\int_{0}^{\infty}\left[\theta_{z}(x)-P_{0} \theta_{z}(x)\right] e^{-w x} d x
$$

is convergent for $\operatorname{Re}(z)>0$. Further, $I_{w}(z)$ has a meromorphic continuation to all $z \in \mathbf{C}$ with simple poles at $-\lambda_{k}+w$ with residue $a_{k}$.

Remark. In the spectral case, when $\zeta(s)=\sum a_{k} \lambda_{k}^{-s}$ with $a_{k} \in \mathbf{Z}_{\geq 0}$, Theorem 4.1 of [JoL 92a] states that

$$
D_{L}^{\prime} / D_{L}(z+w)=I_{w}(z)+S_{w}(z)
$$

where $S_{w}(z)$ is a polynomial in $z$ of degree $<-\operatorname{Re}\left(p_{0}\right)$, with coefficients whose dependence on $L$ is through $b_{p}$ for $\operatorname{Re}(p)<0$, and whose dependence on $w$ is through elements in $\mathbf{C}[\log w]\langle w\rangle$. Also, in $\S 4$ of [JoL 92a] it is shown that Theorem 4.1 yields the classical Gauss formula in the case $L=\mathbf{Z}_{\geq 0}$.

To continue, let us work with the principal part of the theta function. If we restrict the variable $z$ in (2) to a vertical line by letting $z=a+i t$ we get

$$
\begin{align*}
P_{0} \theta_{z}(x) & =\sum_{\operatorname{Re}(p)+k<0} \frac{b_{p}(x) x^{p+k}}{k!}(-a-i t)^{k} \\
& =\sum_{k<-\operatorname{Re}\left(p_{0}\right)} c_{k}(a, x)(-i t)^{k}, \tag{3}
\end{align*}
$$

where the coefficients

$$
c_{k}(a, x)=c_{k}(a, x, \zeta)
$$

depend on the variables $a, x$ and on $\zeta$ through the coefficients of $t^{p}$ for $\operatorname{Re}(p)<0$ (see AS 2). With this, the integral in Theorem 4.1 can be written as

$$
\begin{equation*}
I_{w}(z)=\int_{0}^{\infty}\left[\theta(x) e^{-x(a+i t)}-\sum_{k<-\operatorname{Re}\left(p_{0}\right)} c_{k}(a, x)(-i t)^{k}\right] e^{-w x} d x \tag{4}
\end{equation*}
$$

Thus, we obtain:
Corollary 4.2. For any $w \in \mathbf{C}$ with $\operatorname{Re}(w)>\max _{k}\left\{-\operatorname{Re}\left(\lambda_{k}\right)\right\}$ and $\operatorname{Re}(w)>0$, and any $a \in \mathbf{R}^{+}$define

$$
d \mu_{w}(x)=e^{-w x} d x \quad \text { and } \quad \theta_{a}(x)=\theta(x) e^{-a x}
$$

Then

$$
I_{w}(a+i t)=\int_{0}^{\infty}\left[\theta_{a}(x) e^{-i t x}-\sum_{k<-\operatorname{Re}\left(p_{0}\right)} c_{k}(a, x)(-i t)^{k}\right] d \mu_{w}(x) .
$$

This is our desired generalization of (1) and will be referred to as the regularized Fourier transform representation of a regularized harmonic series. Then Theorem 3.1 yields:

Theorem 4.3. Assume $f$ and its first $M$ derivatives satisfy the three basic conditions. For any $w \in \mathbf{C}$ with

$$
\operatorname{Re}(w)>\max _{k}\left\{-\operatorname{Re}\left(\lambda_{k}\right)\right\} \quad \text { and } \quad \operatorname{Re}(w)>0
$$

and any $a \in \mathbf{R}^{+}$, define

$$
d \mu_{w}(x)=e^{-w x} d x \quad \text { and } \quad \theta_{a}(x)=\theta(x) e^{-a x}
$$

Then

$$
\begin{aligned}
\lim _{A \rightarrow \infty} & \frac{1}{\sqrt{2 \pi}} \int_{-A}^{A} f^{\wedge}(t) I_{w}(a+i t) d t \\
& =\int_{0}^{\infty}\left[\theta_{a}(x) f(-x)-\sum_{k<-\operatorname{Re}\left(p_{0}\right)} c_{k}(a, x) f^{(k)}(0)\right] d \mu_{w}(x) .
\end{aligned}
$$

In the spectral case when $L=\mathbf{Z}_{\geq 0}$ Theorem 4.3 is the classical Barner-Weil formula.
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