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Preface

Hartmut Stadtler!, Christoph Kilger?

! University of Hamburg, Institute for Logistics and Transport, Von-Melle-Park 5,
20146 Hamburg, Germany

2 J &M Management Consulting AG, Willy-Brandt-Platz 5, 68161 Mannheim,
Germany

Preface to the Fourth Edition

The hype is over - and this is fine!

Advanced Planning Systems (APS) have become a mature technology
in the past years. Investments in APS have to undergo the same standard
software evaluation and financial appraisal process as any other investment. It
no longer suffices to argue that “we have to be at the front edge of technology”.

And still there is a large number of rewarding applications for APS. Three
of these have become new case studies in this fourth edition. Unfortunately,
a fourth case study has been withdrawn in the last minute because the client
company regards its APS solution a key element of becoming the leader in
its sector - expertise which they do not want to share with their competitors.

A second development to mention is the tendency to avoid the term “Sys-
tem” in AP”S”. Instead some prefer the term Advanced Planning Modules
which better reflects the capability to combine some of its modules with
other software components (e.g. for Supply Chain Event Management) to
form an individual Supply Chain (SC) solution. However, the information
flows among modules described in this book now even become more impor-
tant for the quality of the SC solution generated. Hence, there is no reason
for us to refrain from the term APS or to change the concept of our book.

Readers familiar with the third edition will realize that not only chap-
ters have been reorganized and updated to the state-of-the-art but also that
there has been much fine-tuning of technical issues like for the index and
the references. This is due to Christian Seipl who took over the “burden” of
administering the chapters. Many thanks to him! We are also indebted to a
number of consultants and practitioners for providing advice and proofread-
ing parts of the book, especially with respect to the description of selected
APS.

Now it is up to you, dear reader, to make the best use of this fourth
edition!

Hartmut Stadtler Hamburg, June 2007
Christoph Kilger Mannheim, June 2007
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Preface to the Third Edition

Four years have passed since the first edition of our book — and still its read-
ership is growing rapidly: You may even be able to buy a Chinese translation
soon!

The field of Supply Chain Management (SCM) and Advanced Planning
has evolved tremendously since the first edition was published in 2000. SCM
concepts have conquered industry — most industry firms appointed supply
chain managers and are “managing their supply chain”. Impressive improve-
ments have resulted from the application of SCM concepts and the imple-
mentation of Advanced Planning Systems (APS). However, in the last years
many SCM projects and APS implementations failed or at least did not fully
meet expectations. Many firms are just “floating with the current” and are
applying SCM concepts without considering all aspects and fully understand-
ing the preconditions and consequences. This book provides comprehensive
insights into the fundamentals of SCM and APS and practical guidance for
their application.

What makes this book different from others in the field? Firstly, the ma-
terial presented is based on our experiences gained by actually using and
implementing APS. Furthermore, we have tried to extract the essence from
three leading APS and to generalize the results — instead of merely reporting
what is possible in a single APS. Secondly, this book is not just a collection
of papers from researchers who have come together at a single conference and
published the resultant conference proceedings. Instead we have structured
the area of SCM and Advanced Planning into those topics relevant for turning
APS successfully into practice. Then we have asked prominent researchers,
experienced consultants and practitioners from large industry firms involved
in SCM to join our group of authors. As a result, this edition (product) should
be the most valuable source of knowledge for our readers (customers).

You may have observed that creating our team of authors has much in
common with forming a supply chain in industrial practice. This story can
be expanded even further: Several authors are also partners (contributors) in
other supply chains (author groups). It is the task of the steering committee
(editors) to make our supply chain work and make it profitable for every
partner. This model not only worked for the lifetime of a product’s life cycle
but also twice for its relaunch. We hope that our supply chain will stick
together for some time in the future for the best of our customers — YOU!

What is new in this third edition, apart from the usual update of chapters?

e A section on strategic issues in SCM has been added as a subsection of
Chap. 1.

e The contents of Chaps. 2 and 3 are restructured with a greater emphasis
on Supply Chain Analysis.

e Latest issues and recommendations in Strategic Network Planning now
have been prepared by two authors (Chap. 6).
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A new chapter has been added showing how to generate production and
purchasing orders for uncritical items by utilizing the well-known MRP
logic (Chap. 11).

The chapters on the Definition of a Supply Chain Project (Chap. 15) and
the Selection Process of an APS (Chap. 16) have been rewritten in light
of new experiences and research results.

Demand Fulfilment and ATP (Chap. 9) now is based on several APS and
thus presents our findings in a more generalized form.

There are two new case studies, one from the pharmaceutical industry
(Chap. 22) and one from the chemical industry (Chap. 23). Also, all case
studies now follow a common structure.

This edition would not have been possible without the advice from indus-
try partners and software vendors. Many thanks to all of them for their most
valuable help. This is also the last edtion, where Jens Rohde has administered
all the papers and prepared the files to be sent to the publisher. Thank you
very much, Jens, for this great and perfect service and all the best for the
future!

Hartmut Stadtler Darmstadt, April 2004
Christoph Kilger Mannheim, April 2004

Preface to the Second Edition

Success stimulates!

This also holds true when the first edition of a book is sold out quickly. So,
we have created this second edition of our book with great enthusiasm.

Attentive readers of the first edition will have realized an obvious gap
between the scope of Supply Chain Management (SCM), namely integrating
legally separated companies along the supply chain and the focus of Ad-
vanced Planning Systems (APS) which, due to the principles of hierarchical
planning, are best suited for coordinating intra-organizational flows. Now,
collaborative planning is a new feature of APS which aims at bridging this
gap. Consequently, this new topic is the most apparent addition to the second
edition (Chap. 14).

But there are also many other additions which are the result of greater
experience of the authors — both in industrial practice and research — as well
as latest APS software developments. Examples of new materials included
are:

e The different types of inventories and its analysis are presented in Chap. 2.
e The description of the SCOR~-model and the supply chain typology have
been enlarged and now form a separate chapter (Chap. 3).
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e There is now a comparison of planning tasks and planning concepts for
the consumer goods and computer assembly industry (Chap. 4).

New developments in distribution and transport planning have been added
(Chap. 12).

Enterprise Application Integration is explained in Chap. 13.

Chapter 17 now presents implementation issues of APS in greater detail.
Some case studies have been updated and extended (Part IV).

Rules of thumb have been introduced to allow users and consultants to

better estimate and control computational times for solving their decision
models (Part VI).

Like in the first edition we have concentrated on the three most pop-
ular APS because we have realized that keeping up-to-date with its latest
developments is a very time consuming and challenging task.

SCM continues to be a top management theme, thus we expect our readers
to profit from this update and wish them great success when implementing
their SCM solution.

Many thanks to all who contributed to the first and second edition!

Hartmut Stadtler Darmstadt, January 2002
Christoph Kilger Mannheim, January 2002

Preface to the First Edition

During the late 80s and throughout the 90s information technology changed
modern manufacturing organizations dramatically. Enterprise Resource Plan-
ning (ERP) systems became the major backbone technology for nearly ev-
ery type of transaction. Customer orders, purchase orders, receipts, invoices
etc. are maintained and processed by ERP systems provided by software
vendors — like Baan, J. D. Edwards, Oracle, SAP AG and many more. ERP
systems integrate many processes, even those that span multiple functional
areas in an organization, and provide a consistent database for corporate
wide data. By that ERP systems help to integrate internal processes in an
organization.

Mid of the 90s it became apparent that focussing on the integration of
internal processes alone does not lead to a drastic improvement of business
performance. While ERP systems are supporting the standard business work-
flows, the biggest impact on business performance is created by exceptions
and wvariability, e.g. customers order more than expected, suppliers deliver
later than promised, production capacity is reduced by an unforeseen break-
down of equipment etc. The correct reaction to exceptions like these can save
a lot of money and increase the service level and will help to improve sales and
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profits. Furthermore, state-of-the-art planning procedures — for planning sales,
internal operations and supply from the vendors well in advance — reduce the
amount of exceptional situations, helping to keep business in a standard mode
of operation and turning out to be more profitable than constantly dealing
with exceptional situations.

This functionality — powerful planning procedures and methodologies as
well as quick reactions to exceptions and variability — is provided by Advanced
Planning Systems. An Advanced Planning System (APS) exploits the consis-
tent database and integrated standard workflows provided by ERP systems
to leverage high velocity in industry. Due to these recent developments, soft-
ware vendors of APS boost a major breakthrough in enterprise wide planning
and even collaborative planning between the partners along a supply chain.

Do APS hold the promises? What are the concepts underlying these new
planning systems? How do APS and ERP systems interact, and how do APS
supplement ERP systems? What are the current limits of APS and what is
required to introduce an APS in a manufacturing organization successfully?

These were the questions we asked ourselves when we started our project
on “Supply Chain Management and Advanced Planning” in summer 1998.
Since we realized that there were many more interested in this new challenging
field, the idea of publishing this book was born.

This book is the result of collaborative work done by members of four
consultancy companies — aconis, j & m Management Consulting, KPMG and
PRTM - and three universities — University of Augsburg, Darmstadt Univer-
sity of Technology and Georgia Institute of Technology. Our experiences stem
from insights gained by utilizing, testing and implementing several modules
of APS from i2 Technologies, J.D. Edwards and SAP AG. Tests and eval-
uations of modules have been conducted within several projects including
students conducting their final thesis.

On the other hand, some members of the working group have been (and
still are) involved in actual APS implementation projects in several European
enterprises. The real-world experience gained from these projects has been
merged with the results from the internal evaluation projects and provided
valuable insights into the current performance of APS as well as guidelines
how to setup and conduct an APS implementation project.

Since summer 1998 our group has spent much time gaining insights into
this new fascinating field, working closely together with colleagues from aca-
demic research, vendors of APS and customers of APS vendors. However,
we are aware of the fact that APS vendors are constantly improving their
systems, that new areas come into focus — like supplier collaboration, Inter-
net fulfilment, customer relationship management — and that, because of the
speed of developments, a final documentation will not be possible. Hence,
we decided to publish this book as a report on the current state of APS,
based on our current knowledge and findings, covering the major principles
and concepts underlying state-of-the-art APS.
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This book will be a valuable source for managers and consultants alike,
initiating and conducting projects aiming at introducing an APS in industry.
Furthermore, it will help actual users of an APS to understand and broaden
their view of how an APS really works. Also, students attending postgraduate
courses in Supply Chain Management and related fields will profit from the
material provided.

Many people have contributed to this book. In fact, it is a “Joint Venture”
of the academic world and consultancy firms, both being at the forefront of
APS technology. Hans Kiihn gave valuable input to Chap. 2, especially to
the section on the SCOR-model. Daniel Fischer was involved in the writing
of Chap. 9 on Demand Fulfilment and ATP. The ideas of the KPI profile
and the Enabler-KPI-Value Network, described in Chap. 15, were strongly
influenced by many discussions with Dr. Rupert Deger. Dr. Hans-Christian
Humprecht and Christian Manf were so kind as to review our view of software
modules of APS (Chap. 18). Dr. Uli Kalex was the main contributor to the
design of the project solutions, on which the computer assembly case study
(Chap. 20) and the semiconductor case study are based. Marja Blomqvist,
Dr. Susanne Groner, Bindu Kochugovindan, Helle Skott and Heinz Korbe-
lius read parts of the book and helped to improve the style and contents.
Furthermore, we profited a lot from several unnamed students who prepared
their master thesis in the area of APS — most of them now being employed by
companies implementing APS. Last but not least, we would like to mention
Ulrich Hofling as well as the authors Jens Rohde and Christopher Siirie who
took care of assembling the 24 chapters and preparing the index in a tireless
effort throughout this project.

Many thanks to all!

We wish our readers a profitable reading and all the best for applying Ad-
vanced Planning Systems in practice successfully.

Hartmut Stadtler Darmstadt, June 2000
Christoph Kilger Mannheim, June 2000
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Introduction

Hartmut Stadtler

University of Hamburg, Institute for Logistics and Transport, Von-Melle-Park 5,
20146 Hamburg, Germany

Supply Chain Management — just another short-lived management philoso-
phy? The gains that have been realized when adopting Supply Chain Man-
agement (SCM) and Advanced Planning are impressive:

e Hewlett-Packard cut deskjet printer supply costs by 25% with the help of
inventory models analyzing the effect of different locations of inventories
within its supply chain. This analysis convinced Hewlett-Packard to adopt
a modular design and postponement for its deskjet printers (Lee and
Billington 1995). In 2004 Billington et al. (Billington et al. 2004) gave
an account of a thorough analysis of Hewlett-Packard’s inkjet cartridge
supply chain. As a result savings of $80 million (in net present value) were
achieved by a move of transocean freight lanes from air to sea despite an
increase in supply chain inventory.

e Car manufacturer BMW applied a strategic-planning model to its global
production sites. By reallocating the supply of materials as well as the
distribution of finished cars to the global markets it is expected that
investments and costs for materials, production, and distribution will be
reduced by about five to seven percent (Fleischmann et al. 2006).

e Intel Corporation devised a suite of capacity models of production facil-
ities along the semiconductor supply chain in collaboration with its key
suppliers. Now, Intel has access to all the suppliers’ models but holds
each in strictest confidence. These models may well be used for various
planning horizons (next 5 years, next 9 months, or next 8 weeks). While
Intel profits from a better exploitation of bottlenecks the suppliers’ bene-
fits are more accurate requests and forecasts from Intel. Dollar savings of
hundreds of millions are estimated for the suppliers and tens of millions
for Intel (Shirodkar and Kempf 2006).

o Swift & Company owns slaughter and processing operations at five plants
in the US. An advanced scheduling and capable-to-promise (CTP) soft-
ware solution was created which enables Swift to answer customer queries
within seconds, i.e. to promise the shipment of an order-line-item quantity
on the requested date given the availability of cattle and plant capacities
over a 90-days planning horizon. The project’s return on investment in
the first year of production was 200 percent (Bixby et al. 2006).

These impressive gains show the potential of coordinating organizational
units and integrating information flows and planning efforts along a supply
chain.
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Which manager can afford not to present such substantial gains in im-
proving competitiveness? Nowadays, these gains cannot be achieved by one
company alone, because companies have attempted to concentrate their busi-
ness on those activities which they know best — their core competencies. As a
result, all other activities have been outsourced to other firms, when possible.
Consequently, the characteristics and the quality of a product or service sold
to a customer largely depend on several firms involved in its creation. This
brought about new challenges for the integration of legally separated firms
and the coordination of materials, information and financial flows not expe-
rienced in this magnitude before. A new managerial philosophy was needed
— Supply Chain Management.

As with many management philosophies, impressive gains reported from
pilot studies are promised. Often a few principles build the main body of such
a new management philosophy. Since there are usually many more facets in-
volved in managing a company successfully, some neglected factors may give
rise to improvements achievable by the next management philosophy high-
lighted a few years later. Still, each management philosophy usually contains
some building blocks that are advantageous and will survive over a longer
period of time.

No great fantasies are needed to forecast that SCM will not be the ulti-
mate managerial philosophy, although in our opinion it has many more facets
than most of its predecessors. Since there are several facets to look at, SCM is
difficult to grasp as a whole. While being aware of the broad area covered by
SCM, this book will concentrate on recent developments in coordinating ma-
terials and information flows by means of the latest software products — called
Advanced Planning Systems (APS). During the past fifteen years progress in
information technology — like powerful database management systems — com-
munication means — like electronic data interchange (EDI) via the Internet
— as well as solution methods to solve large quantitative models — e.g. by
mathematical programming — opened up new perspectives for planning and
controlling flows along a supply chain. A customer’s order, demand forecasts
or market trends may be exploded into required activities and sent to all
parties in the supply chain immediately. Accurate schedules are generated,
which secure order fulfillment in time. Roughly speaking this is the task of
APS. Unlike traditional Enterprise Resource Planning (ERP) these systems
try to find feasible, (near) optimal plans across the supply chain as a whole,
while potential bottlenecks are considered explicitly.

It is our intention to provide insights into the principles and concepts
underlying APS. In order to better understand and remember the structure
of our book a mind-map has been created (Fig. 1). Part I of the book intro-
duces the basics of SCM starting with a definition of SCM and its building
blocks. The origins of SCM can be traced back into the fifties, when Forrester
(1958) studied the dynamics of industrial production-distribution systems
(see Chap. 1).
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As a first step of introducing APS in industry it seems wise to document
and analyze the current state of the supply chain and its elements (Chap. 2).
A suitable tool for analyzing a supply chain are (key) performance indica-
tors. They can provide valuable insights and guidance for setting targets
for an SCM project. A well-known tool for analyzing a supply chain — the
SCOR-model — provides a very valuable graphical representation with dif-
ferent levels of aggregation supplemented by performance indicators. Often,
inventories at different locations in the supply chain are in the center of in-
terest of management. Hence, we discuss potential reasons for the existence
of inventories.

Although APS are designed to be applicable for a number of industries,
decision problems may vary widely. A typology of supply chains (Chap. 3)
will help the reader to identify which characteristics of a specific APS match
the requirements of the supply chain at hand, and which do not, thereby
guiding the selection process of an APS. Examples from industry illustrate
different types of supply chains. Chapter 4 introduces the basics of advanced
planning by applying the principles of hierarchical planning and explains the
planning tasks along the supply chain by means of the supply chain planning
(SCP) matrix.

Part II describes the general structure of APS (Chap. 5) and its mod-
ules in greater detail following the SCP matrix. Part II, however, will not
only concentrate on functions and modeling features currently available in
APS, but it will also describe ideas we regard to be good Advanced Planning
and thus should be included in future releases of an APS. The presentation
of concepts underlying these modules starts with strategic network design
(Chap. 6) followed by operational planning tasks for procurement, produc-
tion and distribution. The quality of decision support provided by an APS
largely depends on an adequate model of the elements of a supply chain, the
algorithms used for its solution and the coordination of modules involved.
Chapters 7 to 12 describe the many modeling features and mention solution
procedures available to tackle different planning tasks without explicitly refer-
ring to specific APS. Although several modules have been identified, software
vendors claim to offer a coherent, integrated software suite with close links
to ERP systems. These linkages are the topic of Chap. 13.

In case a supply chain consists of several legally separated organizations,
planning functions (usually) will not be controlled by a single, centralized
APS. Instead, each partner will perform its own decentralized planning func-
tions supported by an individual APS. Here, collaborative planning comes
into play (Chap. 14) where SC partners agree on the exchange of data and
the coordination of planning processes. The overall objective is that the sup-
ply chain works in the most effective manner, i.e. ideally without interrupting
the flow of information, materials and financial funds.

Part IIT is devoted to the implementation of an APS within a firm or
supply chain. Obviously, this requires a lot more than modeling. Often a
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consultancy company is hired to provide the expertise and manpower needed
to introduce new, more efficient processes, to customize the APS and to
train personnel. Hence, we describe the tasks necessary for introducing an
SCM project (Chap. 15), the selection process of an APS (Chap. 16) and its
implementation in industry (Chap. 17).

Recalling the general structure of APS (Chap. 5), Part IV now considers
specific APS offered by Aspen Technology, i2 Technologies, Oracle and SAP.
It starts by pointing out differences in architecture (Chap. 18), followed by
eight case studies. Here we demonstrate how concepts and ideas outlined in
the preceding chapters are applied to industrial practice with the help of
actual APS. The first case study (Chap. 19) addresses the (re-)design of the
distribution network of a large chemical company including its 14 production
sites. The next three case studies (Chaps. 20 to 22) provide valuable insights
into the planning processes encountered in specific industries and how these
can be supported by an APS. The following three case studies are mainly
concerned with the implementation of specific APS modules, like demand
planning (Chap. 23), master planning (Chap. 24) and scheduling (Chap. 25).
In the latter, special emphasis has been given to show how to model supply
chain elements in detail.

Although extremely powerful today, the functionality of an APS may not
suffice to adequately model all the features required to solve a customer’s
decision problem. Here, a combination of both a standard APS and an in-
dividual software module may be a means to an end as will be shown in
Chap. 26.

Part V sums up our experiences and gives an outlook of potential future
developments.

Finally, a supplement (Part VI) provides a brief introduction to major
algorithms used to solve the models mentioned in Parts IT and IV and should
enable the reader to better understand how APS work and where their limits
are. Especially, forecast methods relate to Demand Planning (Chap. 28). Lin-
ear and mixed integer programming models are the solution methods needed
if optimal master plans or distribution plans are looked for (Chap. 29). Last
but not least, constraint programming and genetic algorithms constitute al-
ternative solution engines within the scheduling module, where suitable se-
quences of jobs (orders) on multiple resources have to be generated (Chaps. 30
and 31).
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1 Supply Chain Management — An Overview

Hartmut Stadtler

University of Hamburg, Institute for Logistics and Transport, Von-Melle-Park 5,
20146 Hamburg, Germany

What is the essence of Supply Chain Management (SCM)? How does it relate
to Advanced Planning? In which sense are the underlying planning concepts
“advanced”? What are the origins of SCM? These as well as related questions
will be answered in this chapter.

1.1 Definitions

During the nineties several authors tried to put the essence of SCM into a
single definition. Its constituents are

the object of the management philosophy,

the target group,

the objective(s) and

the broad means for achieving these objectives.

The object of SCM obviously is the supply chain which represents a “. .. net-
work of organizations that are involved, through upstream and downstream
linkages, in the different processes and activities that produce value in the
form of products and services in the hands of the ultimate consumer” (Christo-
pher 2005, p. 17). In a broad sense a supply chain consists of two or more
legally separated organizations, being linked by material, information and fi-
nancial flows. These organizations may be firms producing parts, components
and end products, logistic service providers and even the (ultimate) customer
himself. So, the above definition of a supply chain also incorporates the target
group — the ultimate customer.

As Fig. 1.1 shows, a network usually will not only focus on flows within
a (single) chain, but will have to deal with divergent and convergent flows
within a complex network resulting from many different customer orders to
be handled in parallel. In order to ease complexity, a given organization may
concentrate only on a portion of the overall supply chain. As an example,
looking in the downstream direction the view of an organization may be
limited by the customers of its customers while it ends with the suppliers of
its suppliers in the upstream direction.

In a narrow sense the term supply chain is also applied to a large company
with several sites often located in different countries. Coordinating material,
information and financial flows for such a multinational company in an ef-
ficient manner is still a formidable task. Decision-making, however, should
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be easier, since these sites are part of one large organization with a single
top management level. A supply chain in the broad sense is also called an
inter-organizational supply chain, while the term intra-organizational relates
to a supply chain in the narrow sense. Irrespective of this distinction, a close
cooperation between the different functional units like marketing, produc-
tion, procurement, logistics and finance is mandatory — a prerequisite being
no matter of course in today’s firms.

The objective governing all endeavors within a supply chain is seen as
increasing competitiveness. This is because no single organizational unit now
is solely responsible for the competitiveness of its products and services in
the eyes of the ultimate customer, but the supply chain as a whole. Hence,
competition has shifted from single companies to supply chains. Obviously, to
convince an individual company to become a part of a supply chain requires a
win-win situation for each participant in the long run, while this may not be
the case for all entities in the short run. One generally accepted impediment
for improving competitiveness is to provide superior customer service which
will be discussed in greater detail below (Sect. 1.2). Alternatively, a firm may
increase its competitiveness by fulfilling a prespecified, generally accepted
customer service level at minimum costs.

There are two broad means for improving the competitiveness of a sup-
ply chain. One is a closer integration (or cooperation) of the organizations
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involved and the other is a better coordination of material, information and
financial flows (Lee and Ng 1998, p. 1). Overcoming organizational barriers,
aligning strategies and speeding up flows along the supply chain are common
subjects in this respect.

We are now able to define the term Supply Chain Management as the
task of integrating organizational units along a supply chain and coordinating
material, information and financial flows in order to fulfill (ultimate) customer
demands with the aim of improving the competitiveness of a supply chain as
a whole. !

1.2 Building Blocks

The House of SCM (see Fig. 1.2) illustrates the many facets of SCM. The
roof stands for the ultimate goal of SCM — competitiveness — customer service
indicates the means. Competitiveness can be improved in many ways, e. g. by
reducing costs, increasing flexibility with respect to changes in customer de-
mands or by providing a superior quality of products and services.

The roof rests on two pillars representing the two main components of
SCM, namely the integration of a network of organizations and the coordina-
tion of information, material and financial flows. The figure also shows that
there are many disciplines that formed the foundations of SCM.

The two main components which incur some degree of novelty, will now
be broken down into their building blocks. Firstly, forming a supply chain
requires the choice of suitable partners for a mid-term partnership. Sec-
ondly, becoming an effective and successful network organization, consisting
of legally separated organizations calls for actually practicing inter-organiza-
tional collaboration. Thirdly, for an inter-organizational supply chain, new
concepts of leadership aligning strategies of the partners involved are impor-
tant.

The coordination of flows along the supply chain can be executed effi-
ciently by utilizing the latest developments in information and communi-
cation technology. These allow processes formerly executed manually to be
automated. Above all, activities at the interface of two entities can be scruti-
nized, while duplicate activities (like keying in the data of a consignment) can
be reduced to a single activity. Process orientation thus often incorporates a
redesign followed by a standardization of the new process.

For executing customer orders, the availability of materials, personnel,
machinery and tools has to be planned. Although production and distribu-

1 Our definition largely corresponds with that of the Council of Supply Chain
Management Professionals (CSMP) stating that “Supply Chain Management is
an integrating function with primary responsibility for linking major business
functions and business processes within and across companies into a cohesive
and high-performing business model.”(of Supply Chain Management Profession-
als CSMP, p. 139).
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tion planning as well as purchasing have been in use for several decades,
these mostly have been isolated and limited in scope. Coordinating plans
over several sites and several legally separated organizations represents a
new challenge that is taken up by Advanced Planning (Systems).

Subsequently, we will describe the house of SCM in greater detail, starting
with the roof, followed by its two pillars and ending with some references to
its foundations.

1.2.1 Customer Service

Customer service is a multi-dimensional notion. According to a survey con-
ducted by LaLonde and Zinszer (cited in Christopher 2005, pp. 48) there are
three elements of customer service:

e pre-transaction,
e transaction and
e post-transaction elements.
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Some of these elements will be illustrated in the following text.

Pre-transactional elements relate to a company’s activities preceding a
contract. They concern customer access to information regarding the prod-
ucts and services a firm offers and the existence of an adequate link between
organizations involved. Obviously, for standard products ordered routinely
(like screws), an impersonal purchase via the Internet may be sufficient. Large
projects, however, like a construction of a business building will require sev-
eral, intense personal links between the organizations involved at different
levels of the hierarchy. Finally, flexibility to meet individual customer re-
quirements may be an important element for qualifying for and winning an
order.

Transactional elements are all those which contribute to order fulfillment
in the eyes of a customer. The availability of products (from stock) may be one
option. If a product or service has to be made on demand, order cycle times
play an important role. During delivery times a customer may be provided
with information on the current status and location of an order. The delivery
of goods can include several additional services, like an introduction into the
use of a product, its maintenance, etc.

Post-transactional elements mostly concern the service provided once the
order is fulfilled. This includes elements like repairing or exchanging defective
parts and maintenance, the way customer complaints are dealt with and
product warranties (Christopher 2005, pp. 50).

For measuring customer service and for setting targets, key performance
indicators are used in practice, such as the maximum order lead-time, the
portion of orders delivered within x days, the portion of orders without rejects
or the fill rate (for details see Sect. 2.3 and Silver et al. 1998, pp. 243).

If a certain level or standard of customer service has been agreed upon, it
must be broken down so that each entity of the supply chain knows how to
contribute to its achievement. Consider order lead-times offered to customers
as an example (Fig. 1.3).

Assume a delivery time of nine days has to be offered to customers. Now,
following each activity upstream in the supply chain with its expected lead-
times for information and material flows, it becomes clear, where the decou-
pling point between the two options production-to-stock and production-to-
order currently can be located. Since the actual lead-times for assembly totals
11 days, this would require to assemble-to-stock.

Stocks held at the decoupling point incur costs and increase overall
throughput times. A decoupling point requires that no customized items or
components have to be produced upstream. Ideally, items produced on stock
have a large commonality so that they can be used within several products.
This will reduce the risk of holding the “wrong” stocks, if there is an unex-
pected shift in products’ demand.

If accumulated lead-times of customer specific parts exceed expected de-
livery times, the supply chain as a whole — perhaps including key customers —
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has to look for either reducing lead-times for material or for information flows
(e. g. transferring orders by electronic means may save one day while an addi-
tional day may be saved by advanced scheduling techniques at the assembly
plant, thereby allowing to assemble-to-order while suppliers manufacture-to-
stock).

1.2.2 Integration

As has been stated above, a supply chain in the broad sense consists of several
legally separated firms collaborating in the generation of a product or service
with the aim of improving the competitiveness of a supply chain as a whole.
Integration refers to the special building blocks that cause these firms to
collaborate in the long term, namely

e choice of partners,
e network organization and inter-organizational collaboration,
e leadership.

The choice of partners starts with analyzing the activities associated with
generating a product or service for a certain market segment (see also Chap. 2).
Firstly, activities will be assigned to existing members of a supply chain, if
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these relate to their core competencies. Secondly, activities relating to stan-
dard products and services widely available on the market and with no po-
tential of differentiation in the eyes of the ultimate customers, will be bought
from outside the supply chain. Thirdly, for all remaining activities, a partner
to join the supply chain has to be looked for in the course of a make-or-buy
decision procedure (Schneider et al. 1994).

Selection criteria should not be based solely on costs, but on the future
potential of a partner to support the competitiveness of the supply chain.
A suitable organizational culture and a commitment to contribute to the
aims of the supply chain will be of great importance. A possible partner may
bring in specialized know-how regarding a production process or know-how of
products and their development. In case of a global supply chain, additional
criteria have to be considered (like taxes, exchange rates, etc. (see Chap. 6)).

The assignment of activities to those members within the supply chain
who can perform them best as well as the ability to adapt the structure of a
supply chain quickly according to market needs are seen as a major advantage
compared with traditional hierarchies.

From the perspective of organizational theory, supply chains are a special
form of a network organization. They consist of loosely coupled, independent
actors with equal rights. Their organizational structure is adapted dynam-
ically according to the tasks to be performed and the aims of the network
organization as a whole (Sydow 1992; Hilse et al. 1999, p. 30). A supply chain
may be regarded as a single (virtual) entity by its customers. The term vir-
tual firm, however, is used for a network of firms collaborating only in the
short term, sometimes only for fulfilling a single customer order.

Inter-organizational collaboration is a necessity for an effective supply
chain. A supply chain is regarded as a cross between a pure market interaction
and a hierarchy. It tries to combine the best features of the two. Ideally,
each entity within a supply chain will concentrate on its core competencies
and will be relieved from stringent decision procedures and administrative
routines attributed to a large hierarchy. Information and know-how is shared
openly among members. Competition among members along the supply chain
is substituted by the commitment to improve competitiveness of the supply
chain as a whole. A risk still remains, however, that collaboration is canceled
at some time. These features are assumed to enhance innovativeness and
flexibility with respect to taking up new market trends (Burns and Stalker
1961, pp. 121).

Although legally independent, entities within a supply chain are econom-
ically dependent on each other. Obviously, the structure of a supply chain
will remain stable, only if there is a win-win situation for each member — at
least in the long run. If this is not achieved in the short term by usual price
mechanisms, compensation schemes must be looked for. To enforce the co-
herence of supply chain members several types of bonds may be used. These
are
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e “technical bonds which are related to the technologies employed by the
firms,

e knowledge bonds related to the parties’ knowledge about their business,

e social bonds in the form of personal confidence,

e administrative bonds related to the administrative routines and proce-
dures of the firms, and

e legal bonds in the form of contracts between the firms” (Hakansson and
Johanson 1990, p. 462).

An additional bond may be introduced by exchanging contributions to capi-
tal. Bonds must be practiced continuously to build up a certain degree of trust
— the basis of a long-term partnership. In the case of a global supply chain
special attention has to be paid to inter-cultural business communications
(Ulijn and Strother 1995).

Leadership, being the third building block of integration, is a delicate
theme in light of the ideal of self-organizing, poly-centric actors forming a
supply chain. At least some decisions should be made for the supply chain
as a whole, like the cancellation of a partnership or the integration of a new
partner. Similarly aligning strategies among partners may require some form
of leadership (as an example see Rockhold et al. 1998).

In practice, leadership may be executed either by a focal company or a
steering committee. A focal company is usually a member having the largest
(financial) power, the best know-how of products and processes or has the
greatest share of values created during order fulfillment. In some cases, the
focal company may also be the founder of a supply chain. For these reasons,
decisions made by the focal company will be accepted by all members. On
the other hand, a steering committee may be introduced, consisting of repre-
sentatives of all members of a supply chain. The rules of decision-making —
like the number of votes per member — are subject to negotiations.

Despite the advantages attributed to a supply chain, one should bear in
mind that its structure is vulnerable — the exit of one partner may jeopardize
the survival of the supply chain as a whole. Also, a member may run the risk
of becoming unattractive and of being substituted by a competitor once his
know-how has been dispensed within the supply chain.

Last but not least, the coordination of activities across organizations must
not exceed comparable efforts within a hierarchy. In light of the latest devel-
opments in information and communication technology as well as software
for planning material flows, this requirement has now been fulfilled to a large
extent.

1.2.3 Coordination

The coordination of information, material and financial flows — the second
main component of SCM — comprises three building blocks:

e utilization of information and communication technology,
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e process orientation and
e advanced planning.

Advances in information technology (IT) made it possible to process informa-
tion at different locations in the supply chain and thus enable the application
of advanced planning. Cheap and large storage devices allow for the storage
and retrieval of historical mass data, such as past sales. These Data Ware-
houses may now be used for a better analysis of customer habits as well as
for more precise demand forecasts. Graphical user interfaces allow users to
access and manipulate data more easily.

Communication via electronic data interchange (EDI) can be established
via private and public nets, the most popular being the Internet. Members
within a supply chain can thus be informed instantaneously and cheaply. As
an example, a sudden breakdown of a production-line can be distributed to
all members of a supply chain concerned as a so-called alert.

Rigid standards formerly introduced for communication in special lines of
businesses (like ODETTE in the automotive industry) are now being substi-
tuted by more flexible meta-languages (like the extensible markup language
(XML)).

Communication links can be differentiated according to the parties in-
volved (Corsten and Gossinger 2001): business (B), consumer (C) or admin-
istration (A). Two communication links will be discussed here:

Business-to-business (B2B) communications allow companies to redesign
processes, like that of purchasing. Manual tasks, e. g. placing an order for
a standard item, can now be taken over by computer. It then controls the
entire process, from transmitting the order, order acceptance by the sup-
plier and order execution, until the consignment is received and checked.
Finally, the amount payable is transferred to the supplier’s account au-
tomatically. Automated purchasing allowed the Ford Motor Company
to reduce its staff in the purchasing function drastically (Hammer and
Champy 1993, pp. 57). Other advantages stem from increased speed and
reduced errors.

Furthermore, firms can make use of Internet based marketplaces, also
called e-hubs (Kaplan and Sawhney 2000). These marketplaces can be
distinguished by four characteristics:
e The specificity of goods (either being manufacturing or operating
inputs),
e the duration of the relationship (discriminated by systematic or spot
sourcing),
e the pricing mechanism (with either fixed prices, e.g. an electronic
catalog, or price negotiations in the form of an auction) and
e the bias of an e-hub, which may favor either the seller, the buyer or
take a neutral position.
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Due to the global access to the Internet, not only strong competition and
reduced purchasing prices may result, but also new sales opportunities.
Note that market places play a role especially at the interface between
two or more supply chains while the coordination of flows among different
companies within a supply chain is supported by collaborative planning
(see Chap. 14).

Business-to-consumer (B2C) communications aim at approaching the in-
dividual end user via the Internet. Several new challenges have to be
addressed here, like a user-friendly access to information regarding prod-
ucts and services, securing safety of payments and finally the transport of
goods or services to the customer. B2C opens up a new marketing chan-
nel to end users and offers a means for incorporating end users within a
supply chain.

The second building block, process orientation, aims at coordinating all the
activities involved in customer order fulfillment in the most efficient way. It
starts with an analysis of the existing supply chain, the current allocation of
activities to its members. Key performance indicators can reveal weaknesses,
bottlenecks and waste within a supply chain, especially at the interface be-
tween its members. A comparison with best practices may support this effort
(for more details see Chap. 2). As a result, some activities will be subject
to improvement efforts, while some others may be reallocated. The building
block “process orientation” has much in common with business process reengi-
neering (Hammer and Champy 1993); however, it will not necessarily result
in a radical redesign. As Hammer (2001, p. 84) puts it, “streamlining cross-
company processes is the next great frontier for reducing costs, enhancing
quality, and speeding operations.”

Advanced planning — the third building block — incorporates long-term,
mid-term and short-term planning levels. Software products — called Advanced
Planning Systems — are now available to support these planning tasks. Al-
though an Advanced Planning System (APS) is separated into several mod-
ules, effective information flows between these modules should make it a
coherent software suite. Customizing these modules according to the spe-
cific needs of a supply chain requires specific skills, e. g. in systems and data
modeling, data processing and solution methods.

APS do not substitute, but supplement existing Enterprise Resource Plan-
ning (ERP) systems. APS now take over the planning tasks, while an ERP
system is still required as a transaction and execution system (for orders).
The advantages of the new architecture have to be viewed in light of well-
known deficiencies of traditional ERP systems with regard to planning (Drexl
et al. 1994). In essence, an ERP system models the different planning tasks
inadequately. Furthermore, these planning tasks are executed sequentially,
without allowing for revisions to upper-level decisions. Some tasks, like bill
of materials processing (BOMP), do not consider capacities at all. Further-
more, lead-times are used as a fixed input for the BOMP, even though it
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is common knowledge that lead-times are the result of planning. It is not
surprising that users of ERP systems complain about long lead-times and
many orders exceeding dead lines. Also, production planning and distribu-
tion planning are more or less separated systems. Last but not least, the focus
of ERP systems has been a single firm, while APS have been designed also
for inter-organizational supply chains.

Although separated in several modules, APS are intended to remedy the
defects of ERP systems through a closer integration of modules, adequate
modeling of bottleneck capacities, a hierarchical planning concept and the
use of the latest algorithmic developments. Since planning is now executed
in a computer’s core storage, plans may be updated easily and continuously
(e.g. in the case of a breakdown of a production line).

Planning now results in the capability to realize bottlenecks in advance
and to make the best use of them. Alternative modes of operations may be
evaluated, thus reducing costs and improving profits. Different scenarios of
future developments can be planned for in order to identify a robust next step
for the upcoming planning interval. Furthermore, it is no longer necessary
to provide lead-time estimates as an input for planning. This should enable
companies using APS to reduce planned lead-times drastically compared with
those resulting from an ERP system.

A most favourable feature of APS is seen in its ability to check whether
a (new) customer order with a given due date can be accepted (ATP, see
Chap. 9). In case there are insufficient stocks at hand, it is even possible
to generate a tentative schedule, inserting the new customer order into a
current machine schedule where it fits best. Obviously, these new features
allow a supply chain to comply better with accepted due dates, to become
more flexible and to operate more economically.

We would like to add that proposals for a better integration of organiza-
tional units cannot be separated from the notion of the coordination of flows
and vice versa. The choice of partners in a supply chain or the effectiveness
of a postponement strategy can best be evaluated by advanced planning. On
the other hand, the structure of a network organization sets up the frame for
optimizing flows within a supply chain.

1.2.4 Relating SCM to Strategy

According to Porter (1998b, p. 55) a “strategy is the creation of a unique
and valuable position, involving a different set of activities.” A company can
obtain a unique and valuable position by either performing different activities
than its rivals or by performing similar activities in different ways.

This can best be demonstrated by means of an example. The IKEA com-
pany has focused on the home furnishing needs of a specific customer group.
The target group is price-sensitive and prepared to do its own pickup and
delivery as well as the final assembly. IKEA’s activities have been created
according to these customer needs, which also have influenced the products’
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design and the structure of the SC. For instance, IKEA’s showroom and ware-
house are under one roof. A more precise description of the activities relating
to IKEA’s strategic position is given by the following activity-system map
(see Fig. 1.4).
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Fig. 1.4. Activity-systems map describing IKEA’s strategic position (Porter 1998b,
p. 50)

Here, activities, like “self assembly by customers”, are exhibited as well as
the major links between dependent activities. For instance, “inhouse product
design focused on cost of manufacturing” together with “100 % sourcing from
long term suppliers” directly contribute to “low manufacturing cost”. Shaded
activities represent high-order strategic themes. IKEA’s activity-system map
also demonstrates that there are usually many interacting activities contribut-
ing to an overall strategy.

Another important part of strategy is the creation of fit among a SC’s
activities. “The success of a strategy depends on doing many things well —
not just a few — and integrating among them” (Porter 1998b, p. 64). A given
strategy will be successful only if all these activities will be aligned, or even
better, if they reinforce each other.
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The highest level of fit between all these activities — called optimization
of effort (Porter 1998b, p. 62) — is reached when there is coordination and
information exchange across activities to eliminate redundancy and minimize
wasted effort.

Now recall that SCM has been defined as integrating organizational units
along a SC and coordinating activities related to information, material and
financial flows. Hence, SCM is not a strategy on its own. Instead, SCM can
and should be an integral part of a SC’s strategy as well as the individual
partners’ business strategies. For example,

e SCM is an approach for generating competitive advantage by integrating
organizational units and coordinating flows.

e SCM comprises specific activities, especially those concerning the order
fulfillment process, which may be part of a SC’s strategy.

e SCM utilizes specific tools best suited to reach the aspired level of fit
among all strategic activities of a given SC.

There are a number of excellent textbooks (e.g. Aaker 2001) on generating a
strategy for an intra-organizational SC (company), which we will not review
in detail here. In summary two main lines of thought prevail:

e the resource-based view and
e the market-based view.

A resource can be “... all assets, capabilities, organizational processes, firm
attributes, information, knowledge, etc., controlled by a firm that enable the
firm to conceive of and implement strategies that improve its efficiency and
effectiveness” (Barney 1991, p. 101). The focus here is on developing the
resources’ potentials.

Considering the market-based view (Porter 1998a, pp. 3) an industry —
usually consisting of several markets — is looked for, where the company can
best exist against competitive forces given by

industry competitors,

potential entrants,

power of buyers and suppliers or
new product or service substitutes.

As one might expect the two views are not antagonistic but rather com-
plement each other. For a deeper understanding the reader is referred to two
case studies describing the generation of SC strategies in the apparel (Berry
et al. 1999) and the lighting industry (Childerhouse et al. 2002).

Note, that creating and implementing a strategy within a single corpo-
ration may already be a difficult task, but it will be even more challenging
in an inter-organizational SC. Namely, strategies of individual partners have
to be aligned with the SC’s overall strategy. In an inter-organizational SC
further issues have to be addressed. Some of these, like the fit of companies,



22 Hartmut Stadtler

have already been discussed as part of the pillar “integration” of the House
of SCM (see Sect. 1.2.2). Now, when formulating a SC-wide strategy, aspira-
tion levels for the different issues of integration have to be added as well as
(rough) paths for their achievement.

Even if contracts are binding SC partners, a SC is vulnerable and only
created for a limited period of time. Hence, it seems wise to take into account
and prepare “emergency plans” in case of separation. These may require

e good relations to alternative suppliers and customers currently not part
of the SC, enabling a company (or SC) to become part of another SC and

e the installation of flexible (production) capacities that may also be used
in another SC,

e engaging in several SCs to balance risks.

We would like to add that the discussion of strategies in the literature is
dominated by the premise of pure competition. In the area of SCM, strategies
for collaboration come into play. One of the difficulties is in finding a fair
compromise of the sometimes diverging interests among SC partners. As an
example consider the setting of fair transfer prices for products and services
among SC partners. Given a fixed sales price the ultimate consumer is willing
to pay for the end-product an increase of the transfer price granted to one SC
member will incur a “loss” for the others. Furthermore, SC partners must be
concerned that decentral investment decisions are made for the benefit of the
SC as a whole, which may require specific subsidies, incentives or guarantees
by the other SC partners.

Since generally applicable rules for calculating fair transfer prices or com-
pensations are still missing (proposals for special situations can be found in
Cachon and Lariviere 2005; Dudek 2004; Pfeiffer 1999), negotiations come
into play in practice. These become even more delicate if SC partners are
reluctant to reveal their (true) cost structure and if the power of SC partners
governs the outcome of negotiations.

Collaboration may also exist among competing SCs, e.g. in product dis-
tribution to consolidate consignments for the same destination (as in the food
industry Fleischmann 1999) or in combining demands for standard parts to
increase the purchasing power (as in the automobile industry).

By now it should be clear that a favorable SC strategy always has to
be specific in considering an SC’s potentials. Copying recipes drawn from
benchmarking studies or an analysis of success factors (see e.g. Frohlich and
Westbrook 2001; Jayaram et al. 2004; Fettke 2007) may be a good starting
point but will not result in a unique and valuable position. In any case, a
SC’s strategy will guide the specific design of building blocks best serving a
SC’s needs (see Fig. 1.5).

For those interested in learning more about the first ideas and publications
having influenced our current view of SCM, a section about its origins follows.
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Fig. 1.5. The impact of a SC’s strategy on the building blocks of SCM

1.2.5 Foundations

For operating a supply chain successfully, many more ingredients are needed
than those that have been reported in the literature in recent years in subjects
like

logistics and transportation,

marketing,

operations research,

organizational behavior, industrial organization and transaction cost eco-
nomics,

purchasing and supply,

to name only a few (for a complete list see Croom et al. 2000, p. 70).
Certainly there are strong links between SCM and logistics, as can be
observed when looking at the five principles of logistics thinking (Pfohl 2004,

pp. 20):

Thinking in values and benefits,
systems thinking,

total cost thinking,

service orientation and
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e striving for efficiency.

Thinking in terms of values and benefits implies that it is the (ultimate cus-
tomer) who assigns a value to a product. The value and benefit of a product
can be improved with its availability when and where it is actually needed.
Systems thinking requires examination of all entities involved in the pro-
cess of generating a product or service simultaneously. Optimal solutions are
aimed at the process as a whole, while being aware that optimal solutions for
individual entities may turn out to be suboptimal. All activities are oriented
towards a given service level. Service orientation is not limited to the ultimate
customer, but also applies to each entity receiving a product or service from
a supplier. Efficiency comprises several dimensions. The technological dimen-
sion requires the choice of processes, which results in a given output without
wasting inputs. Furthermore, decision-making will be guided by economical
goals, relating to current profits and future potentials. These two dimensions
will be supplemented by a social and ecological dimension.

Another subject, operations research, has contributed to the model build-
ing and model solving required for coordinating flows along the supply chain.
The basics of model building have already been developed in the sixties and
seventies. However, only with the rise of powerful computers, large in-core
storage devices and the availability of adequate solution methods, like Math-
ematical Programming and powerful meta-heuristics (e. g. genetic algorithms
and tabu search), are these models now solvable with reasonable computa-
tional efforts (see Part VI).

Note that the vast body of literature on SCM has concentrated so far on
the integration of inter-organizational supply chains. However, with regard
to the coordination of flows, efforts still concentrate on intra-organizational
supply chains. While it will not be too difficult to apply APS to an inter-
organizational supply chain with a central planning unit, new challenges arise
in decentralized planning (like the availability of data required for planning,
coordinating plans, compensation schemes, etc.). Recalling that ERP systems
only incorporate unconnected, insufficient analytical models (like for single
level, uncapacitated lot-sizing), APS — even for intra-organizational supply
chains — represent great progress. So, the term advanced in APS has to be
evaluated in view of the insufficient decision support offered by ERP systems
until now.

For those interested in learning more about the first ideas and publications
that have influenced our current view of SCM, a section about its origins will
follow.

1.3 Origins

The term SCM has been created by two consultants, Oliver and Webber,
as early as 1982. The supply chain in their view lifts the mission of logis-
tics to become a top management concern, since “...only top management
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can assure that conflicting functional objectives along the supply chain are
reconciled and balanced ...and finally, that an integrated systems strategy
that reduces the level of vulnerability is developed and implemented” (Oliver
and Webber 1992, p. 66). In their view, coordinating material, information
and financial flows within a large multi-national firm is a challenging and re-
warding task. Obviously, forming a supply chain out of a group of individual
companies so that it acts like a single entity is even harder.

Research into the integration and coordination of different functional units
started much earlier than the creation of the term SCM in 1982. These ef-
forts can be traced back in such diverse fields as logistics, marketing, orga-
nizational theory, operations management and operations research. Selected
focal contributions are briefly reviewed below without claiming completeness
(for further information see Ganeshan et al. 1998). These contributions are

channel research (Alderson 1957),

collaboration and cooperation (Bowersox 1969),

location and control of inventories in production-distribution networks
(Hanssmann 1959),

bullwhip effect in production-distribution systems (Forrester 1958) and
hierarchical production planning (Hax and Meal 1975).

1.3.1 Channel Research

Alderson (1957) put forward channel research as a special field of marketing
research. He had already argued that the principles of postponement require
that “...changes in form and identity occur at the latest possible point in the
marketing flow; and changes in inventory location occur at the latest possible
point in time” (Alderson 1957, p. 424). Postponement serves to reduce mar-
ket risk, because the product will stay in an undifferentiated state as long as
possible allowing to better cope with unexpected market shifts. Also post-
ponement can reduce transportation costs, since products will be held back
in the supply chain as far as possible (e.g. at the factory warehouse) until
they are actually needed downstream (e.g. at a distribution center) thereby
reducing the need for the transport of goods between distribution centres
in the case of a shortage of goods or an imbalance in the distribution of
stocks. Thirdly, when examining the postponability of a (production) step,
it might be discovered that it can be eliminated entirely, i.e. “...if a step
is not performed prematurely, it may never have to be performed” (Alder-
son 1957, p. 426). As an example, Alderson reported on the elimination of
bagging wheat in sacks. Instead, a truck with an open box body had been
chosen.

The three principles of postponement are still applied today. With regard
to elimination, we can see that customers pick their goods directly from
pallets thus eliminating the need for the retailer to put the goods on shelves.
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Another example are the customers of IKEA, who perform the assembly of
furniture by themselves.

However, one should bear in mind that postponement in product differen-
tiation requires that a product has already been designed for it, i. e. modifying
a product to become customer specific should both be possible technically and
economically later on. The capability of assessing the effects of postponement
in a supply chain wide context is the achievement of advanced planning to-
day. Thus, the different alternatives of postponement had been analyzed and
simulated before Hewlett Packard introduced postponement successfully for
its deskjet printer lines (Lee and Billington 1995).

1.3.2 Collaboration and Coordination

Bowersox (1969) described the state of knowledge in marketing, physical dis-
tribution and systems thinking. There had already been an awareness that
the individual objectives of the different functional units within a firm may
counteract overall efficiency. For example (Bowersox 1969, p. 64),

e manufacturing traditionally desires long production runs and the lowest
procurement costs,

e marketing traditionally prefers finished goods inventory staging and broad
assortments in forward markets,

e finance traditionally favors low inventories and

e physical distribution advocates total cost considerations relating to a
firm’s physical distribution mission.

Long production runs reduce the setup costs per product unit while resulting
in higher inventory holding costs. Similarly end product inventories allow
short delivery times, but increase inventory holding costs. Furthermore, raw
materials and parts used up in the production of end products may no longer
be used within other end products, thus limiting the flexibility to cope with
shifts in end product demands (see postponement).

Furthermore, Bowersox criticized the fact that physical distribution sys-
tems mainly have been studied from the vantage point of vertically integrated
organizations. “A more useful viewpoint is that physical distribution activi-
ties and related activities seldom terminate when product ownership transfer
occurs.” (Bowersox 1969, p. 65). If the interface between two or more physical
distribution systems is not properly defined and synchronized, this “...may
well lead to excessive cost generation and customer service impairment” (Bow-
ersox 1969, p. 67).

Although arguing from the viewpoint of physical distribution, Bower-
sox had already advocated a need for intra-organizational as well as inter-
organizational cooperation and coordination.
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1.3.3 Location and Control of Inventories in Production-
Distribution Networks

Hanssmann (1959) was the first to publish an analytical model of interacting
inventories in a supply chain with three serial inventory locations. At each
location a periodic review, order-up-to-level inventory system is used. There
are positive lead-times, which are integer multiples of the review period. Cus-
tomer demands are assumed to be normally distributed. Decision support is
provided for two cases: the location of inventory, if only one single inventory
location is allowed in the supply chain and the control of inventories if all
three inventory locations may be used. Shortage costs and inventory holding
costs are considered as well as revenues from sales which are assumed to be
a function of delivery time. As a solution method, dynamic programming is
proposed.

The location and allocation of inventories in serial, convergent and diver-
gent supply chains is still an important topic of research today.

1.3.4 Bullwhip Effect in Production-Distribution Systems

The bullwhip effect describes the increasing amplification of orders and inven-
tory occurring within a supply chain the more one moves upstream. Surpris-
ingly, this phenomenon also occurs even if end item demand is fairly stable.
This phenomenon will be explained more deeply, since it is regarded as a
classic of SCM.

Already in 1952 Simon (1952) discovered the bullwhip effect. A few years
later, Forrester (1958) analyzed the dynamic behavior of production control
in industrial production-distribution systems intensively. The simplest system
studied is a supply chain made of a retailer, a distribution center, a factory
warehouse and a production site (Fig. 1.6). Each entity can only make use of
locally available information when making its ordering decisions for coping
with demands. Another important feature are time delays between decision-
making (e.g. ordering) and its realization (e.g. receipt of the corresponding
shipment). These delays are indicated in Fig. 1.6 as numbers on top of re-
spective arcs measured in weeks). The assumption is that a customer order
comes in. Then the retailer requires one week to deliver it from stock. The
lead-time between an incoming customer order until a decision to replenish
inventory is made is three weeks (including processing the order), while order
transmission to the distribution center takes another half week. The distribu-
tion center requires one week to process the order, while shipping the order
to the retailer takes another week. Thus, five and a half weeks pass from an
incoming customer order until the replenishment of the retailer’s inventory
(see Fig. 1.6: sum of bold numbers). Further lead-times for upstream entities
can be derived in the same way from Fig. 1.6.

Forrester has shown the effects of a single, sudden 10% increase in re-
tail sales on orders placed and inventory levels of each entity in the supply
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Fig. 1.6. Supply chain modeled by Forrester (1961, p. 22)

chain (see Fig. 1.7). He concludes (Forrester 1961, p. 25) that ...orders at
factory warehouse reach, at the 14th week, a peak of 34% above the previ-
ous December” and “...the factory output, delayed by a factory lead-time
of six weeks, reaches a peak in the 21st week, an amount 45% above the
previous December.” Obviously, these amplified fluctuations in ordering and
inventory levels result in avoidable inventory and shortage costs and an un-
stable system behavior. Although the time unit of one week seems outdated
nowadays, replacing it by a day may reflect current practices better and will
not disturb the structure of the model. These so-called information-feedback
systems have been studied extensively with the help of a simulation package
(DYNAMO).

In order to show the relevance of the work of Forrester on today’s topics
in SCM, we will add some newer findings here.

The introduction of the so-called beer distribution game, by Sterman
(1989), has drawn great attention from researchers and practitioners alike
to study the bullwhip effect again. Looking at an industrial production-
distribution system from the perspective of bounded human rationality, Ster-
man studied the ordering behavior of individuals possessing only isolated,
local information.

In such an environment, where an individual’s knowledge is limited to its
current inventory status, the actual amount ordered by its direct successors
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Fig.1.7. The bullwhip effect (along the lines of Forrester 1961, p. 24)
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in the supply chain and knowledge about its past performance, a human
being tends to overreact by an amplification of orders placed. Even worse,
amplification and phase lags of ordering increase steadily the more one moves
upstream the supply chain. This has to be interpreted in light of a given,
nearly stable end item demand with just one (large) increase in demand
levels at an early period of the game.

This behavior which is far from optimal for the total supply chain, has
been observed in many independent repetitions of the beer distribution game
as well as in industrial practice. Actually, the term bullwhip effect has been
coined by managers at Procter & Gamble when examining the demand for
Pampers disposable diapers (according to Lee et al. 1997).

Obviously, real world production-distribution systems are a lot more com-
plex than those described above. However, examining behavioral patterns and
policies often adopted by local managers, may amplify fluctuations even fur-
ther. Studying the causes of the bullwhip effect and its cures have become a
very rich area of research in SCM. Recently, Lee et al. (1997) divided recom-
mendations to counteract the bullwhip effect into four categories:

avoid multiple demand forecast updates,
break order batches,

stabilize prices and

eliminate gaming in shortage situations.

Avoiding multiple demand forecasts means that ordering decisions should al-
ways be based on ultimate customer demand and not on the ordering behavior
of an immediate downstream partner, since the ordering behavior of an im-
mediate downstream partner usually will show amplifications due to order
batching and possible overreactions. With the advent of EDI and the capa-
bility to input sales made with the ultimate customer (point-of-sale (POS)
data), accurate and timely data can be made available to each entity in the
supply chain, thus also reducing the time-lag in the feedback system drasti-
cally. If ultimate customer demands are not available, even simple forecasting
techniques (see Chap. 7) will prevent human overreactions and smooth de-
mand forecasts.

In a more radical approach, one could change from decentralized decision-
making to generating procurement plans centrally. Even the ultimate cus-
tomer may be included in these procurement plans, as is the case in vendor
managed inventory (VMI). Here the supply chain, however, has to bear the
responsibility that the ultimate customer will not run out of stock. Finally,
the downstream entity(s) could even be bypassed by executing sales directly
with the ultimate customer (a well-known example are direct sales of Dell
Computers).

Order batching is a common decision for cutting fixed costs incurred in
placing an order. Ordering costs can be cut down drastically by using EDI for
order transmission as well as a standardization of the (redesigned) ordering
procedure. Transportation costs can be reduced if full truck loads are used.
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This should not, however, be achieved by increasing batch sizes, but rather
by asking distributors to order assortments of different products simultane-
ously. Likewise, the use of third-party logistics companies helps making small
batch replenishments economical by consolidating loads from multiple suppli-
ers that are located near each other and thereby achieving economies of scale
resulting from full truck loads. Similarly, a third-party logistics company may
use assortments to full truckloads when delivering goods. This may give rise
to cutting replenishment intervals drastically, resulting in less safety stocks
needed without sacrificing service levels or increasing transportation costs.

Since marketing initiatives, which try to influence demands by whole-
sale price discounting, also contribute to the bullwhip effect, they should be
abandoned. This understanding has moved companies to stabilize prices by
guaranteeing their customers an every day low price.

The fourth category for counteracting the bullwhip effect intends to elimi-
nate gaming in shortage situations. Here, gaming means that customers order
additional, non-required amounts, since they expect to receive only a portion
of outstanding orders due to a shortage situation. This behavior can be in-
fluenced by introducing more stringent cancellation policies, accepting only
orders in proportion to past sales records and sharing capacity and inventory
information.

Many of the recommendations given above for counteracting the bullwhip
effect profit from recent advances in communication technology and large
database management systems containing accurate and timely information
about the current and past states of each entity in the supply chain. Many
time delays existing in production-distribution systems either are reduced
drastically or even no longer exist, thus reducing problems encountered in
feedback systems. Furthermore, to overcome cognitive limitations, a mathe-
matical model of the supply chain may be generated and used to support the
decision-making of individuals (Haehling von Lanzenauer and Pilz-Glombik
2000). This research also indicates that an APS, with its modeling features
and state-of-the-art solution procedures, can be a means to counteract the
bullwhip effect.

1.3.5 Hierarchical Production Planning

Although detailed mathematical models have been proposed for production
planning much earlier, Hax and Meal (1975) have shown how to build hierar-
chically coordinated, solvable models that provide effective decision support
for the different decision-making levels within a hierarchical organization. Al-
though first presented as a decision support system for a real world tire man-
ufacturing firm, the versatility of the approach soon became clear. In brief,
hierarchical (production) planning is based on the following five elements:

e decomposition and hierarchical structure,
e aggregation,
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e hierarchical coordination,
e model building and
e model solving.

The overall decision problem is decomposed into two or more decision levels.
Decisions to be made are assigned to each level so that the top level includes
the most important, long-term decisions — i. e. those with the greatest impact
on profitability and competitiveness. A separation into distinct decision levels
is called hierarchical if for each level a single upper level can be identified
which is allowed to set the frame within which decisions of the subordinated
level have to take place (with the exception of the top level of the hierarchy).
Note, there may be several separate decision units (e.g. production sites)
within a given decision level coordinated by a single upper level.

Like decomposition, aggregation serves to reduce problem complexity. It
also can diminish uncertainty (e. g. of demand forecasts). Aggregation is pos-
sible in three areas: time, products and resources. As an example, consider
an upper level where time may be aggregated into time buckets of one week
and only main end products are taken into account — irrespective of their
variants, while available capacities at a production site are viewed as a rough
maximum (weekly) output rate.

- . Top
Top decision unit| <.
e D level
Decision Decision ... | Decision Bottom
unit1 unit 2 unitn level

L1 Object | 1| Object : 1 Object :

I :systemnl
__________ 1 [ ——

— directives
.............. » feedback

Fig. 1.8. Basic structure of a hierarchical planning system

Hierarchical coordination is achieved by directives and feedback. The most
obvious directive is target setting by the upper level (e. g. setting a target in-
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ventory level for an end product at the planning horizon of the lower level).
Another way is to provide prices for utilizing resources (e. g. a price for using
additional personnel). A decision unit, on the other hand, may return a feed-
back to its upper level regarding the fulfillment of targets. These now allow
the upper level to revise plans, to better coordinate lower-level decisions and
to enable feasible plans at the lower level. These explanations are illustrated
in Fig. 1.8. Here, the object system can be interpreted as the production
process to be controlled.

For each decision unit a model is generated that adequately represents
the decision situation and anticipates lower level reactions on possible direc-
tives. It also links targets set by the upper level to detailed decisions to be
made at the decision unit considered. Thereby the upper level plan will be
disaggregated. If a mathematical model is chosen, solvability has to be taken
into account, too.

Finally, a suitable solution procedure has to be chosen for each model.
Here, not only optimum seeking algorithms may be employed, but also man-
ual procedures or group decision-making may be possible.

Hierarchical planning has attracted both researchers and practitioners
alike. Thus, a large amount of knowledge has been accumulated so far (for
more details see Schneeweiss 1999). Since hierarchical planning represents an
appealing approach in conquering complex decision problems, while incor-
porating the experience of human decision-makers at different levels of an
organization, it is not surprising that today’s APS are constructed along the
principles of hierarchical planning (see Chap. 4 for more details).
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When starting an improvement process one has to have a clear picture of the
structure of the existing supply chain and the way it works. Consequently a
detailed analysis of operations and processes constituting the supply chain is
necessary. Tools are needed that support an adequate description, modeling
and evaluation of supply chains. In Sect. 2.1 several issues regarding supply
chain analysis are discussed. Then, Sect. 2.2 presents modeling concepts and
tools with a focus on those designed to analyze (supply chain) processes.
The well known SCOR-model is introduced in this section. Building on these
concepts (key) performance measures are presented in order to assess supply
chain excellence (Sect. 2.3). Inventories are often built up at the interface
between partners. As a seamless integration of partners is crucial to overall
supply chain performance, a thorough analysis of these interfaces (i.e. in-
ventories) is very important. Consequently, Sect. 2.4 gives an overview on
inventories and introduces a standardized analysis methodology.

2.1 Motivation and Goals

An accurate analysis of the supply chain serves several purposes and is more
a continuous task than a one time effort. In today’s fast changing business
environment, although a supply chain partnership is intended for a longer
duration, supply chains keep evolving and changing to accommodate best to
the customers’ needs. In the beginning or when a specific supply chain is
analyzed for the first time in its entirety the result can be used as a starting
point for improvement processes as well as a benchmark for further analyses.
While the initial analysis itself often helps to identify potentials and oppor-
tunities it may well be used for target-setting, e.g. for APS implementation
projects (see Chap. 15) to measure the benefit a successful implementation
has provided. On the other hand, the supply chain analysis should evolve in
parallel to the changes in the real world. In this way the associated perfor-
mance measures keep track of the current state of the supply chain and may
be used for supply chain controlling.

Many authors, researchers as wells as practitioners, thought about con-
cepts and frameworks as well as detailed metrics to assess supply chain per-
formance (see e. g. Dreyer 2000, Lambert and Pohlen 2001 and Bullinger et al.
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2002). In most concepts two fundamental interwoven tasks play an important
role: process modeling and performance measurement. These two topics will
be reviewed in detail in the following two sections, but beforehand some more
general remarks are appropriate.

Supply chains differ in many attributes from each other (see also Chap. 3
for a detailed supply chain typology). A distinctive attribute often stressed
in literature is the division into innovative product supply chains and func-
tional product supply chains (see e. g. Fisher 1997 and Ramdas and Spekman
2000). Innovative product supply chains are characterized by short product
life cycles, unstable demands, but relatively high profit margins. This leads to
a strong market orientation to match supply and demand as well as flexible
supply chains to adapt quickly to market swings. On the contrary, functional
product supply chains face a rather stable demand with long product life cy-
cles, but rather low profit margins. These supply chains tend to focus on cost
reductions of physical material flows and on value creating processes. Nat-
urally, performance measures for both types of supply chains differ. Where
time-to-market may be an important metric for innovative product supply
chains, this metric does only have a minor impact when assessing performance
of a functional product supply chain. Consequently, a supply chain analysis
does not only have to capture the correct type of the supply chain, but should
also reflect this in the performance measures to be evaluated. Supply chain’s
visions or strategic goals should also mirror these fundamental values.

Furthermore, a meaningful connection between the process model and the
underlying real world as well as between the process model and the perfor-
mance measures is of utmost importance. Although participating companies
are often still organized according to functions, the analysis of supply chains
has to be process oriented. Therefore, it is essential to identify those units
that contribute to the joint output. These units are then linked to the supply
chain processes as well as to the cost accounting systems of the individual
companies. Therefore, they can provide the link between the financial perfor-
mance of the supply chain partners and the non-financial performance metrics
which may be used for the whole supply chain.

Finally, a holistic view on the supply chain needs to be kept. This is
especially true here, because overall supply chain costs are not necessarily
minimized, if each partner operates at his optimum given the constraints
imposed by supply chain partners. This is not apparent and will therefore be
illustrated by means of an example. Consider a supplier-customer relationship
which is enhanced by a vendor managed inventory (VMI) implementation.
At the customer’s side the VMI implementation reduces costs yielding to a
price reduction in the consumer market which is followed by a gain in market
share for the product. Despite this success in the marketplace the supplier
on the other hand may not be able to totally recover the costs he has taken
off the shoulders of his customer. Although some cost components decreased
(e.g. order processing costs and costs of forecasts), these did not offset his
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increased inventory carrying costs. Summing up, although the supply chain as
a whole profited from the VMI implementation, one of the partners was worse
off. Therefore, when analyzing supply chains one needs to maintain such a
holistic view, but simultaneously mechanisms need to be found to compensate
those partners that do not profit directly from supply chain successes.

2.2 Process Modeling

2.2.1 Concepts and Tools

Supply chain management’s process orientation has been stressed before and
since Porter’s introduction of the value chain a paradigm has been developed
in economics that process oriented management leads to superior results com-
pared to the traditional focus on functions. When analyzing supply chains,
the modeling of processes is an important first cornerstone. In this context
several questions arise. First, which processes are important for the supply
chain and second, how can these processes be modeled.

To answer the first question, the Global Supply Chain Forum identifies
eight core supply chain processes (Croxton et al. 2001):

Customer relationship management,

Customer service management,

Demand management,

Order fulfillment,

Manufacturing flow management,

Supplier relationship management (procurement),
Product development and commercialization,
Returns management (returns).

Although the importance of each of these processes as well as the activi-
ties/operations performed within these processes may vary between different
supply chains, these eight processes make up an integral part of the business
to be analyzed. Both, a strategic view, especially during implementation, and
an operational view have to be taken on each of these processes. Figure 2.1
gives an example for the order fulfillment process and shows the sub-processes
for either view as well as potential interferences with the other seven core pro-
cesses.

Going into more detail, processes can be traced best by the flow of ma-
terials and information flows. For example, a flow of goods (material flow) is
most often initiated by a purchase order (information flow) and followed by
an invoice and payment (information and financial flow) to name only a few
process steps. Even though several functions are involved: purchasing as ini-
tiator, manufacturing as consumer, logistics as internal service provider and
finance as debtor. Furthermore, these functions interact with corresponding
functions of the supplier. When analyzing supply chains the material flow
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(and related information flows) need to be mapped from the point of origin
to the final customer and probably all the way back, if returns threaten to
have a significant impact. Special care needs to be taken at the link between
functions, especially when these links bridge two companies, i. e. supply chain
members. Nonetheless, a functional view can be helpful when structuring pro-
cesses.

Various tools and languages have been developed to map processes. One
modeling language often cited in the context of supply chain management
is the process chain notation which has been originally developed by Kuhn
(1995) (Brause and Kaczmarek 2001; Arns et al. 2002).

This notation supports a hierarchical structuring of processes which is a
prerequisite to model supply chains because these are often large and complex
systems. Furthermore a hierarchical structure allows to model different parts
of the supply chain in different levels of detail allowing to focus on the most
important sub-processes. Process chains are characterized by sources (e. g. an
order of a customer) and sinks (e. g. acceptance of delivery by the customer)
which are connected via a chronological sequence of process chain elements.
These elements describe the activities/operations to be performed and may
be refined into sub-processes.
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The concept of event-driven process chains is also very popular to model
processes (e. g. ARIS toolset Scheer 2002) and may be used to support supply
chain analysis.

The finished process models need to be connected to performance mea-
sures. Furthermore, the process models can serve a second purpose. They
may be used to simulate different scenarios by assigning each process chain
element certain attributes (e.g. capacities, process times, availability) and
then checking for bottlenecks (Arns et al. 2002). At this point simulation
can help to validate newly designed processes and provide the opportunity
to make process changes well in time.

The by far most widespread process model especially designed for mod-
eling of supply chains is the SCOR-model which will therefore be introduced
in the following subsection in more detail.

2.2.2 The SCOR-Model

The Supply Chain Operations Reference (SCOR~)model (current version is
8.0) is a tool for representing, analyzing and configuring supply chains. The
SCOR-model has been developed by the Supply-Chain Council (SCC) founded
in 1996 as a non-profit organization by AMR Research, the consulting firm
Pittiglio Rabin Todd & McGrath (PRTM) and 69 companies (Supply-Chain
Council 2007b). In 2007 SCC had approx. 1000 members, mainly practition-
ers, enabling technology providers and consultants (Supply-Chain Council
2007a).

The SCOR-model is a reference model. It does not provide any opti-
mization methods, but aims at providing a standardized terminology for the
description of supply chains. This standardization allows benchmarking of
processes and the extraction of best practices for certain processes.

Standardized Terminology

Often in different companies different meanings are associated with certain
terms. The less one is aware upon the different usage of a term, the more likely
misconceptions occur. The use of a standardized terminology that defines
and unifies the used terms improves the communication between entities of a
supply chain. Thereby, misconceptions are avoided or at least reduced. SCC
has established a standard terminology within its SCOR~-model.

Levels of the SCOR-Model

The SCOR-model consists of a system of process definitions that are used to
standardize processes relevant for SCM. SCC recommends to model a supply
chain from the suppliers’ suppliers to the customers’ customers. Processes
such as customer interactions (order entry through paid invoice), physical
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material transactions (e.g. equipment, supplies, products, software), market
interactions (e. g. demand fulfillment) and (since release 4.0) returns manage-
ment are supported. Sales and marketing as well as product development and
research are not addressed within the SCOR-model (Supply-Chain Council
2007b, p. 3).

The standard processes are divided into four hierarchical levels: process
types, process categories, process elements and implementation. The SCOR-
model only covers the upper three levels, which will be described in the
following paragraphs (following Supply-Chain Council 2002, p. 10-221), while
the lowest (implementation) level is out of the scope of the model, because it
is too specific for each company.

Level 1 — Process Types

Level 1 consists of the five elementary process types: plan, source, make,
deliver and return . These process types comprise operational as well as
strategic activities (see Chap. 4). The description of the process types follows
Supply-Chain Council (2002) and Supply-Chain Council (2007b).

Plan. Plan covers processes to balance resource capacities with demand re-
quirements and the communication of plans across the supply chain. Also
in its scope are measurement of the supply chain performance and man-
agement of inventories, assets and transportation among others.

Source. Source covers the identification and selection of suppliers, measure-
ment of supplier performance as well as scheduling of their deliveries,
receiving of products and processes to authorize payments. It also in-
cludes the management of the supplier network and contracts as well as
inventories of delivered products.

Make. In the scope of make are processes that transform material, interme-
diates and products into their next state, meeting planned and current
demand. Make covers processes to schedule production activities, pro-
duce and test, packaging as well as release of products for delivery. Fur-
thermore, make covers the management of in-process products (WIP),
equipment and facilities.

Deliver. Deliver covers processes like order reception, reservation of inven-
tories, generating quotations, consolidation of orders, load building and
generation of shipping documents and invoicing. Deliver includes all steps
necessary for order management, warehouse management and reception
of products at a customer’s location together with installation. It man-
ages finished product inventories, service levels and import/export re-
quirements.

Return. In the scope of return are processes for returning defective or ex-
cess supply chain products as well as MRO products. The return process
extends the scope of the SCOR~model into the area of post-delivery cus-
tomer service. It covers the authorization of returns, scheduling of returns,
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receiving and disposition of returned products as well as replacements or
credits for returned products. In addition return manages return inven-
tories as well as the compliance to return policies.

Level 2 — Process Categories

Plan | P1: Plan supply chain >’\
| P2: Plan source > | P3: Plan make > | P4: Plan deliver > | P5: Plan return >
\ ©
Z 1 | ; =
) Deliver
= | Source Make - E
o, D1: Deliver stocked product (@)
=
Q. || S1: Source stocked product M1: Make-to-stock 1 77)
% D2: Deliver make-to- ==
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D3: Deliver engineer-to-
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) D4: Deliver retail product >/
Source return Deliver return
SR1 Return defective product DRI Return defective product
SR2 Return MRO product DR2 Return MRO product
SR3 Return excess product DR3 Return excess product
—_ |
N
Enable Plan Source Make Deliver Return

Fig. 2.2. SCOR-model’s levels 1 and 2 (Supply-Chain Council 2007b, p. 9)

The five process types of level 1 are decomposed into 26 process cate-
gories, including five enable process categories, one for each process type (see
Fig. 2.2). At this level typical redundancies of established businesses, such
as overlapping planning processes and duplicated purchasing, can be identi-
fied. Delayed customer orders indicate a need for integration of suppliers and
customers. Each process category is assigned to either planning, erecution or
enable (see Table 2.1).

Planning. Process categories assigned to planning support the allocation of
resources to the expected demand. They incorporate balancing of supply
and demand in an adequate planning horizon. Generally, these processes
are executed periodically. They directly influence the supply chain’s flex-
ibility in respect to changes in demand.
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Execution. Execution process categories are those triggered by planned or
current demand. In the SCOR-model, they regularly incorporate schedul-
ing and sequencing as well as transforming and/or transporting products.
The process types source, make and deliver are further decomposed with
respect to the nature of customer orders (e.g. make-to-stock, make-to-
order and engineer-to-order). Execution process categories depict the core
processes of a supply chain.

Enable. Process categories assigned to enable are support processes for the
other process categories. They prepare, preserve and control the flow of
information and the relations between the other processes.

Tab. 2.1. Process types and categories

Plan Source Make Deliver Return
Planning P1 P2 P3 P4 P5
Executing S1-S3 M1-M3 D1-D4 SR1-SR3,
DR1-DR3
Enabling EP ES EM ED ER

Level 3 — Process Elements

At this level, the supply chain is tuned. The process categories are further
decomposed into process elements. Detailed metrics and best practices for
these elements are part of the SCOR-model at this level. Furthermore, most
process elements can be linked and possess an input stream (information
and material) and/or an output stream (also information and material). Fig-
ure 2.3 shows an example for the third level of the “P1: Plan supply chain”
process category. Supply-Chain Council (2002, pp. 10-51) gives the following
definitions for this process category and its process elements:

“P1. The development and establishment of courses of action over specified
time periods that represent a projected appropriation of supply chain
resources to meet supply chain requirements.

P1.1. The process of identifying, prioritizing and considering, as a whole
with constituent parts, all sources of demand in the supply chain of a
product or service.

P1.2. The process of identifying, evaluating, and considering, as a whole
with constituent parts, all things that add value in the supply chain of a
product or service.

P1.3. The process of developing a time-phased course of action that commits
supply-chain resources to meet supply-chain requirements.
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Fig. 2.3. Example of SCOR-model’s level 3 (Supply-Chain Council 2002, p. 11)

P1.4. The establishment of course of action over specified time periods that
represent a projected appropriation of supply-chain requirements.”

The input and output streams of a process element are not necessarily linked
to input and output streams of other process elements. However, the indi-
cation in brackets depicts the corresponding supply chain partner, process
type, process category or process element from where information or mate-
rial comes. Thus, the process elements are references, not examples of possible
sequences.

The process elements are decomposed on the fourth level. Companies
implement their specific management practices at this level. Not being part
of the SCOR~model, this step will not be subject of this book.

Metrics and Best Practices

The SCOR-model supports performance measurement on each level. Level 1
metrics provide an overview of the supply chain for the evaluation by man-
agement (see Table 2.2). Levels 2 and 3 include more specific and detailed
metrics corresponding to process categories and elements. Table 2.3 gives
an example of level 3 metrics that are corresponding to the “S1.1: Schedule
product deliveries” process element.
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Tab. 2.2. SCOR’s level 1 metrics (Supply-Chain Council 2007b, p. 8)
External, customer facing Internal facing

Reliability Responsiveness Flexibility Cost Assets

Perfect order  Order Upside Supply chain  Cash-to-cash

fulfillment fulfillment supply chain  management  cycle time

cycle time flexibility cost

Upside Cost of Return on
supply chain  goods sold supply chain
adaptability fixed assets
Downside Return on
supply chain working
adaptability capital

The metrics are systematically divided into the five categories reliability,
responsiveness, flexibility, cost and assets. Reliability as well as flexibility
and responsiveness are external (customer driven), whereas cost and assets
are metrics from an internal point of view.

Tab. 2.3. SCOR’s level 3 metrics — example “S1.1: Schedule product deliveries”
(Supply-Chain Council 2007b, p. 11)

Definition

Metric
% schedules changed
within supplier’s lead
time

Average days per engi-
neering change

Average days per sched-
ule change

Average release cycle of
changes

Costs to schedule prod-
uct deliveries

Schedule product deliv-
eries cycle time

The number of schedules that are changed within
the suppliers lead-time divided by the total num-
ber of schedules generated within the measure-
ment period

# of days each engineering change impacts the
delivery date divided by the total # of changes
# of days each schedule change impacts the deliv-
ery date divided by the total number of changes
Cycle time for implementing change notices di-
vided by total # of changes

The sum of the costs associated with scheduling
product deliveries

The average time associated with scheduling the
shipment of the return of MRO product

In 1991 PRTM initiated the Supply Chain Performance Benchmarking
Study (now: Supply-Chain Management Benchmarking Series) for SCC mem-
bers (Stewart 1995). Within the scope of this study all level 1 metrics and
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selected metrics of levels 2 and 3 are gathered. This information is evalu-
ated with respect to different lines of business. Companies joining the Supply
Chain Performance Benchmarking Study are able to compare their metrics
with the evaluated ones. Furthermore, associated best practices are identi-
fied. Selected best practices, corresponding to process categories and process
elements, are depicted in the following paragraph.

An example of an identified best practice for the “P1: Plan supply chain”
process category is high integration of the supply/demand process from gath-
ering customer data and order receipt, through production to supplier re-
quest. SCC recommends performing this integrated process by using an APS
with interfaces to all supply/demand resources. Moreover, the utilization of
tools that support balanced decision-making (e. g. trade-off between service
level and inventory investment) is identified as best practice (Supply-Chain
Council 2002, p. 12). To perform process element “P1.3: Balance supply chain
resources with supply chain requirements” (see Fig. 2.3) effectively, balancing
of supply and demand to derive an optimal combination of customer service
and resource investment by using an APS is recognized as best practice.

A Procedure for Application of the SCOR-Model

Having described the elements of the SCOR-model, a procedure for its appli-
cation will be outlined that shows how the SCOR-model can be configured
for a distinct supply chain (Supply-Chain Council 2007b, p. 19-21). This
configuration procedure consists of seven steps:

1. Define the business unit to be configured.

2. Geographically place entities that are involved in source, make, deliver
and return process types. Not only locations of a single business, but
also locations of suppliers (and suppliers’ suppliers) and customers (and
customers’ customers) should be denoted.

3. Enter the major flows of materials as directed arcs between locations of
entities.

4. Assign and link the most important source, make, deliver and return
processes categories to each location (see Fig. 2.4).

5. Define partial process chains of the (modeled) supply chain (e. g. for dis-
tinct product families). A partial process chain is a sequence of processes
that are planned for by a single “P1” planning process category.

6. Enter planning process categories (“P2"-P5”) using dashed lines to il-
lustrate the assignment of execution to planning process categories (see
Fig. 2.4 and also Table 2.1).

7. Define a top-level “P1” planning process if possible, i. e. a planning process
category that coordinates two or more partial process chains.

After configuring the supply chain, performance levels, practices and systems
are aligned. Critical process categories of level 2 can be detailed in level 3.



48 Christopher Siirie, Michael Wagner

(S1, SR1,'SR3)

Regional
war ehouse

Other suppliers Warehouse

e >
|
) |
S Z > oD
G
s =

Fig. 2.4. Example results of steps 4 and 6 (cf. Supply-Chain Council 2007b, pp. 19—
21)

At this level the most differentiated metrics and best practices are available.
Thus, detailed analysis and improvements of process elements are supported.

The implementation of supply chain processes and systems is, as already
mentioned, not part of the SCOR-model. However, it is recommended to con-
tinue to use the metrics of the SCOR-model. They provide data for internal
and external benchmarking studies to measure and document consequences
of change processes within a supply chain.

2.3 Performance Measurement

Having mapped the supply chain processes it is important to assign measures
to these processes to evaluate changes and to assess the performance of the
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complete supply chain as well as of the individual processes. Thereby it is cru-
cial not to measure “something”, but to find the most relevant metrics. These
not only need to be aligned with the supply chain strategy (see Sect. 1.2.4),
but also need to reflect important goals in the scope and within the influence
of the part of the organization responsible for the individual process under
consideration. In the two subsequent subsections, first some general issues of
performance measurement within a supply chain setting will be discussed,
whereas second some key performance indicators for supply chains will be
introduced.

2.3.1 Issues Regarding Performance Measurement

Indicators are defined as numbers that inform about relevant criteria in a
clearly defined way (see e.g. Horvéth 2006 for a comprehensive introduction
to indicators and systems of indicators). Performance indicators (measures,
metrics) are utilized in a wide range of operations. Their primary application
is in operational controlling. Hardly a controlling system is imaginable that
does not make use of performance measures regularly. In fact, the utilization
of a wide variety of measures (as necessary) to model all business processes of
a company enables the company to run its business according to management-
by-exception.
Three functions can be attributed to indicators:

Informing. Their main purpose is to inform management. In this function,
indicators are applied to support decision-making and to identify prob-
lem areas. Indicators can therefore be compared with standard or target
values.

Steering. Indicators are the basis for target setting. These targets guide
those responsible for the process considered to accomplish the desired
outcome.

Controlling. Indicators are also well suited for the supervision of operations
and processes.

The main disadvantage inherent to indicators is that they are only suited
to describe quantitative facts. “Soft” facts are difficult to measure and likely to
be neglected when indicators are introduced (e.g. motivation of personnel).
Still, non-quantitative targets which are not included in the set of indicators
should be kept in mind.

When using indicators, one key concern is their correct interpretation. It
is essential to keep in mind that variations observed by indicators have to
be linked to a causal model of the underlying process or operation. A short
example will illustrate this. To measure the productivity of an operation the
ratio of revenue divided by labor is assumed here as an appropriate indicator:

revenue|[$]

labor[h] (2.1)

productivity =
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Revenue is measured in currency units ($), whereas labor is measured in
hours worked (per plant, machine or personnel), where the relevance of the
different measures for labor depends on the specific product(s) considered.
Supposed productivity is 500 $/h in one period and 600 $/h in the next period,
there is definitely a huge difference. In fact, when calculating productivity a
causal link between revenue and labor is assumed implicitly. On the other
hand, there are many more rationales that could have caused this increase
in productivity. These have to be examined too before a final conclusion
can be derived. In this example price hikes, changes in product mix, higher
utilization of resources or decreased inventories can account for substantial
portions of the observed increase in productivity. Therefore, it is essential to
find appropriate measures with clear links connecting the indicator and the
causal model of the underlying process (root causes).

Furthermore, indicators have to be evaluated how they translate to the
strategic goals of the supply chain. If indicators and strategy are not aligned,
it may well happen that one supply chain entity pursues a conflicting goal.
For example, one partner increases its inventory turn rate by reducing safety
stock, which negatively affects the downstream delivery performance of its
partners.

When choosing supply chain performance metrics it is essential to keep in
mind the cross-functional process-oriented nature of the supply chain. Func-
tional measures may be to narrow-minded and should be substituted by cross-
functional measures, therefore helping that not individual entities optimize
only their functional goals (e. g. maximizing capacity utilization), but shared
goals (e.g. a superior order fill rate compared to a rival supply chain).

Historically, indicators and systems of indicators have been based on fi-
nancial data, as financial data have been widely available for long. Improve-
ments in terms of superior financial performance that are caused by the suc-
cessful application of SCM can be measured by these indicators. Neverthe-
less some additional, more appropriate measures of supply chain performance
should be derived, since the focal points of SCM are customer orientation,
the integration of organizational units and their coordination.

The transition to incorporate non-financial measures in the evaluation of
business performance is widely accepted, though. Kaplan and Norton (1992)
introduced the concept of a balanced scorecard (BSC) that received broad
attention not only in scientific literature but also in practical applications.
In addition to financial measures, the BSC comprises a customer perspec-
tive, an innovation and learning perspective as well as an internal business
perspective. These perspectives integrate a set of measures into one manage-
ment report that provides a deeper insight into a company’s performance.
The measures chosen depend on the individual situation faced by the com-
pany. Figure 2.5 gives an example of a BSC used by a global engineering and
construction company.
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Financial Per spective

Return-on-Capital Employed
Cash Flow

Project Profitability

Profit Forecast Reliability
Sales Backlog

Customer Per spective Internal Business Per spective
Hours with Customers on New Wojk

Pricing Index Tender Success Rate

Customer Ranking Survey 4 > Rework

Customer Satisfication Index Safety Incident Index

Market Share Project Performance Index

Project Closeout Cycle

Innovation and L earning
Per spective

% Revenue from New Services
Rate of Improvement Index
Staff Attitude Survey

# of Employee Suggestions
Revenue per Employee

Fig. 2.5. Example of indicators used by a balanced scorecard (Kaplan and Norton
1993, p. 136)

An increasing number of contributions in the literature is dealing with
the adaptation of BSCs to fit the needs of SCM (see e.g. Brewer and Speh
2000 and Bullinger et al. 2002). Adaptations are proposed within the origi-
nal framework consisting of the four perspectives introduced above, but also
structural changes are proposed. For example, Weber et al. (2002) propose a
BSC for supply chains consisting of a financial perspective, a process perspec-
tive and two new perspectives relating to cooperation quality and cooperation
intensity. In addition to the supply chain BSC they propose individual com-
pany BSCs on a second hierarchical level. In contrast to the supply chain BSC
these still might comprise of a customer perspective (for the most downstream
supply chain partner) and a learning perspective.

Non-financial measures have the advantage that they are often easier to
quantify as there is no allocation of costs necessary for their calculation.
Moreover, they turn attention to physical processes more directly. As will
be discussed later delivery performance is a critical performance measure for
supply chains. How superior delivery performance can relate to the financial
performance (here: the economic value added (EVA)) is depicted in Fig. 2.6.
It is shown which financial data are affected by delivery performance and
how these financial data affect EVA as the ultimate performance criteria
in this example. On the other hand, it is important to identify by which
measures in terms of process improvements better delivery performance can
be achieved. A similar instrument providing connections of root causes and
financial performance measures via non-financial/logistical key performance
indicators are the Enabler-KPI-Value networks presented in Chap. 15.

Specifically when assessing supply chain performance it is important to
bear in mind the following issues:
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Fig. 2.6. Relation of delivery performance and EVA (Lambert and Pohlen 2001,
p. 13)

Definition of indicators. As supply chains usually span over several com-

panies or at least several entities within one company a common definition
of all indicators is obligatory. Otherwise the comparison of indicators and
their uniform application can be counterproductive.

Perspective on indicators. The view on indicators might be different con-

sidering the roles of the two supply chain partners, the supplier and the
customer. A supplier might want to calculate the order fill rate based on
the order receipt date and the order ship date, as these are the dates he is
able to control. From the customer’s point of view the basis would be the
request date and the receipt date at customer’s warehouse. If supplier’s
and customer’s dates do not match, this will lead to different results with
respect to an agreed order fill rate. This is why both have to agree on
one perspective.

Capturing of data. Data needed to calculate the indicators should be cap-

tured in a consistent way throughout the supply chain. Consistency with
respect to units of measurement and the availability of current data for
the supply chain partners are essential. Furthermore, completeness of the
used data is obligatory, i.e. all necessary data should be available in ad-
equate systems and accessible by supply chain partners.

Confidentiality. Confidentiality is another major issue if more than one

company form the supply chain. As all partners are separate legal entities,
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they might not want to give complete information about their internal
processes to their partners. Furthermore, there might be some targets
which are not shared among partners.

Nevertheless, it is widely accepted that supply chain integration bene-
fits from the utilization of key performance indicators. They support com-
munication between supply chain partners and are a valuable tool for the
coordination of their individual, but shared plans.

2.3.2 Key Performance Indicators for Supply Chains

A vast amount of literature has been published suggesting performance indi-
cators for supply chains (e. g. Lapide 2000, Gunasekaran et al. 2001, Bullinger
et al. 2002 and Hausman 2003). Although each supply chain is unique and
might need special treatment, there are some performance measures that are
applicable in most settings. In the following paragraphs these will be pre-
sented as key performance indicators. As they tackle different aspects of the
supply chain they are grouped into four categories corresponding to the fol-
lowing attributes: delivery performance, supply chain responsiveness, assets
and inventories, and costs.

Delivery Performance

As customer orientation is a key component of SCM, delivery performance is
an essential measure for total supply chain performance. As promised deliv-
ery dates may be too late in the eye of the customer, his expectation or even
request fixes the target. Therefore delivery performance has to be measured
in terms of the actual delivery date compared to the delivery date mutu-
ally agreed upon. Only perfect order fulfillment which is reached by deliver-
ing the right product to the right place at the right time ensures customer
satisfaction. An on time shipment containing only 95% of items requested
will often not ensure 95% satisfaction with the customer. Increasing deliv-
ery performance may improve the competitive position of the supply chain
and generate additional sales. Regarding different aspects of delivery perfor-
mance, various indicators called service levels are distinguished in inventory
management literature (see e. g. Tempelmeier 2005, pp. 27-29 or Silver et al.
1998, p. 245). The first one, called a-service level (P1, cycle service level), is
an event-oriented measure. It is defined as the probability that an incoming
order can be fulfilled completely from stock. Usually, it is determined with
respect to a predefined period length (e.g. day, week or order cycle). Another
performance indicator is the quantity-oriented 3-service level (Ps3), which is
defined as the proportion of incoming order quantities that can be fulfilled
from inventory on-hand. In contrast to the a-service level, the (-service level
takes into account the extent to which orders cannot be fulfilled. The ~-service
level is a time- and quantity-oriented measure. It comprises two aspects: the
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quantity that cannot be met from stock and the time it takes to meet the
demand. Therefore it contains the time information not considered by the
[B-service level. An exact definition is:

mean backlog at end of period

~-service level =1 — (2.2)

mean demand per period

Furthermore, on time delivery is an important indicator. It is defined as
the proportion of orders delivered on or before the date requested by the
customer. A low percentage of on time deliveries indicates that the order
promising process is not synchronized with the execution process. This might
be due to order promising based on an infeasible (production) plan or because
of production or transportation operations not executed as planned.

Measuring forecast accuracy is also worthwhile. Forecast accuracy relates
forecasted sales quantities to actual quantities and measures the ability to
forecast future demands. Better forecasts of customer behavior usually lead
to smaller changes in already established production and distribution plans.
An overview of methods to measure forecast accuracy is given in Chap. 7.

Another important indicator in the context of delivery performance is the
order lead-time. Order lead-times measure, from the customer’s point of view,
the average time interval from the date the order is placed to the date the cus-
tomer receives the shipment. As customers are increasingly demanding, short
order lead-times become important in competitive situations. Nevertheless,
not only short lead-times but also reliable lead-times will satisfy customers
and lead to a strong customer relationship, even though the two types of
lead-times (shortest vs. reliable) have different cost aspects.

Supply Chain Responsiveness

Responsiveness describes the ability of the complete supply chain to react
according to changes in the marketplace. Supply chains have to react to
significant changes within an appropriate time frame to ensure their com-
petitiveness. To quantify responsiveness separate flexibility measures have to
be introduced to capture the ability, extent and speed of adaptations. These
indicators shall measure the ability to change plans (flexibility within the
system) and even the entire supply chain structure (flexibility of the system).
An example in this field is the upside production flexibility determined by
the number of days needed to adapt to an unexpected 20% growth in the
demand level.

A different indicator in this area is the planning cycle time which is simply
defined as the time between the beginning of two subsequent planning cycles.
Long planning cycle times prevent the plan from taking into account the
short-term changes in the real world. Especially planned actions at the end of
a planning cycle may no longer fit to the actual situation, since they are based
on old data available at the beginning of the planning cycle. The appropriate
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planning cycle time has to be determined with respect to the aggregation
level of the planning process, the planning horizon and the planning effort.

Assets and Inventories

Measures regarding the assets of a supply chain should not be neglected.
One common indicator in this area is called asset turns, which is defined by
the division of revenue by total assets. Therefore, asset turns measure the
efficiency of a company in operating its assets by specifying sales per asset.
This indicator should be watched with caution as it varies sharply among
different industries.

Another indicator worthy of observation is inventory turns, defined as the
ratio of total material consumption per time period over the average inven-
tory level of the same time period. A common approach to increase inventory
turns is to reduce inventories. Still, inventory turns is a good example to illus-
trate that optimizing the proposed measures may not be pursued as isolated
goals. Consider a supply chain consisting of several tiers each holding the
same quantity of goods in inventory. As the value of goods increases as they
move downstream the supply chain, an increase in inventory turns is more
valuable if achieved at a more downstream entity. Furthermore, decreasing
downstream inventories reduces the risk of repositioning of inventories due
to bad distribution. However, reduced inventory holding costs may be offset
by increases in other cost components (e. g. production setup costs) or unsat-
isfied customers (due to poor delivery performance). Therefore, when using
this measure it needs to be done with caution, keeping a holistic view on the
supply chain in mind.

Lastly, the inventory age is defined by the average time goods are residing
in stock. Inventory age is a reliable indicator for high inventory levels, but
has to be used with respect to the items considered. Replacement parts for
phased out products will usually have a much higher age than stocks of the
newest released products. Nevertheless, the distribution of inventory ages over
products is suited perfectly for identifying unnecessary “pockets” of inventory
and for helping to increase inventory turns.

Determining the right inventory level is not an easy task, as it is product-
and process-dependent. Furthermore, inventories not only cause costs, but
there are also benefits to holding inventory. Therefore, in addition to the
aggregated indicators defined above, a proper analysis not only regarding the
importance of items (e. g. an ABC-analysis), but also a detailed investigation
of inventory components (as proposed in Sect. 2.4) might be appropriate.

Costs

Last but not least some financial measures should be mentioned since the ul-
timate goal will generally be profit. Here, the focus is on cost based measures.
Costs of goods sold should always be monitored with emphasis on substantial
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processes of the supply chain. Hence, an integrated information system op-
erating on a joint database and a mutual cost accounting system may prove
to be a vital part of the supply chain.

Further, productivity measures usually aim at the detection of cost drivers
in the production process. In this context value-added employee productivity
is an indicator which is calculated by dividing the difference between revenue
and material cost by total employment (measured in (full time) equivalents
of employees). Therefore, it analyses the value each employee adds to all
products sold.

Finally, warranty costs should be observed, being an indicator for product
quality. Although warranty costs depend highly on how warranty processing
is carried out, it may help to identify problem areas. This is particularly
important because superior product quality is not a typical supply chain
feature, but a driving business principle in general.

2.4 Inventory Analysis

Often claimed citations like “inventories hide faults” suggest to avoid any
inventory in a supply chain. This way of thinking is attributed to the Just-
In-Time-philosophy, which aligns the processes in the supply chain such that
almost no inventories are necessary. This is only possible in some specific
industries or certain sections of a supply chain and for selected items.

In all other cases inventories are necessary and therefore need to be man-
aged in an efficient way. Inventories in supply chains are always the result of
inflow and outflow processes (transport, production etc.). This means that the
isolated minimization of inventories is not a reasonable objective of SCM, in-
stead they have to be managed together with the corresponding supply chain
processes.

Inventories cause costs (holding costs), but also provide benefits, in par-
ticular reduction of costs of the inflow and/or outflow processes. Thus, the
problem is to find the right trade-off between the costs for holding inventories
and the benefits.

Inventory decomposes into different components according to the motives
for holding inventory. The most important components are shown in Table 2.4
and will be described in detail in the following paragraphs. The distinction
of stock components is necessary for

e the identification of benefits,
e the identification of determinants of the inventory level, and
e setting target inventory levels (e.g. in APS).

The inventory analysis enables us to decompose the average inventory level in
a supply chain. It shows the different causes for inventories held in the past
and indicates the relative importance of specific components. The current
inventory of certain stock keeping units (SKUs) on the other hand might be
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Tab. 2.4. Stock components, determinants, and benefits

stock component determinants benefits

production lot- setup frequency reduced setup time and costs
sizing stock

transportation lot- shipment quantity reduced transportation costs
sizing stock

inventory in transit transportation time reduced transportation costs

seasonal stock demand peaks, tight capac- reduced costs for overtime and
ity for investments

work-in-process lead time, production plan- increased utilization, reduced
ning and control investments in additional ca-

pacity

safety stock demand and lead time un- increased service level, reduced
certainty, process uncer- costs for emergency shipments
tainties and lost sales

higher or lower depending on the point in time chosen. Thus, the current
inventory is not suitable for a proper inventory analysis.

In an ex-post analysis it is possible to observe whether the trade-off be-
tween the benefits and the stock costs has been managed efficiently for each
component and SKU (inventory management). In the following paragraphs
we will show the motives, the benefits, and determinants of some important
components (see also Chopra and Meindl 2007, pp. 50).

Production Lot-Sizing or Cycle Stock

The cycle stock (we use 'production lot-sizing stock’, ’lot-sizing stock’ and
‘cycle stock’ synonymously) is used to cover the demand between two con-
secutive production runs of the same product. For example, consider a color
manufacturing plant, which produces blue and yellow colors, alternating be-
tween each bi-weekly. Then, the production lot has to cover the demand
in the current and the following week. Thus, the production quantity (lot)
equals the two-week demand and the coverage is two weeks. The role of cycle
stock is to reduce the costs for setting up and cleaning the production facility
(setup or changeover costs). Finding the right trade-off between fixed setup
costs and inventory costs is usually a critical task, as this decision may also
depend on the lot-size of other products. An overview on the problems arising
here is given in Chap. 10.

For the inventory analysis of final items in a make-to-stock environment it
is mostly sufficient to consider a cyclic production pattern with average lot-
sizes ¢P over a time interval that covers several production cycles. Then, the
inventory level follows the so-called “saw-tooth”-pattern, which is shown in
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Fig. 2.7. Inventory pattern for cycle stock calculation

Fig. 2.7. The average cycle stock CS is half the average lot-size: C'S = ¢ /2.
The average lot-size can be calculated from the total number of production
setups su and the total demand dP during the analysis interval: ¢? = dP/su.
Thus, all you need to analyze cycle stock is the number of production setups
and the total demand.

Transportation Lot-Sizing Stock

The same principle of reducing the amount of fixed costs per lot applies to
transportation links. Each truck causes some amount of fixed costs which arise
for a transport from warehouse A to warehouse B. If this truck is only loaded
partially, then the cost per unit shipped is higher than for a full truckload.
Therefore, it is economical to batch transportation quantities up to a full
load and to ship them together. Then, one shipment has to cover the demand
until the next shipment arrives at the destination. The decision on the right
transportation lot-size usually has to take into account the dependencies with
other products’ shipments on the same link and the capacity of the transport
unit (e. g. truck, ship etc.) used (see Chap. 12).

For the inventory analysis we can calculate the average transportation
quantity ¢ from the number of shipments s during the analysis interval and
the total demand d' for the product at the destination warehouse by ¢* =
d*/s. In contrast to the production lot-sizing stock, the average transportation
lot-sizing stock equals not half, but the whole transportation quantity ¢¢, if
we consider both the “source warehouse”, where the inventory has to be built
up until the next shipment starts and the “destination warehouse” where the
inventory is depleted until the next shipment arrives. Therefore, the average
stock level at each warehouse is one half of the transportation lot-size and,
the transportation lot-sizing stock sums up to TLS = ¢*.

This calculation builds on the assumption of a continuous inflow of goods
to the source warehouse, which is valid if the warehouse is supplied by con-
tinuous production or by production lots which are not coordinated with the
shipments. This is the case for most production-distribution chains.
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Inventory in Transit

While the transportation lot-sizing stock is held at the start and end stock
points of a transportation link, there exists also inventory that is currently
transported in-between. This stock component only depends on the trans-
portation time and the demand because on average the inventory “held on
the truck” equals the demand which occurs during the transportation time.
The inventory in transit is independent of the transportation frequency and
therefore also independent of the transportation lot-size. The inventory in
transit can be reduced at the expense of increasing transportation costs, if
the transportation time is reduced by a faster transportation mode (e. g. plane
instead of truck transport).

The average inventory in transit 71 is calculated by multiplying the av-
erage transportation time by the average demand. For instance, if the trans-
portation time is two days and the average amount to be transported is 50
pieces per day, then T'I = 100 pieces.

Seasonal Stock or Pre-built Stock

In seasonal industries (e.g. consumer packaged goods) inventories are held
to buffer future demand peaks which exceed the production capacities. In
this sense, there is a trade-off between the level of regular capacity, addi-
tional overtime capacity and seasonal stock. The seasonal stock can help to
reduce lost sales, costs for working overtime or opportunity costs for unused
machines and technical equipment. In contrast to the previous stock compo-
nents which are defined by SKU, the seasonal stock is common for a group of
items sharing the same tight capacity. Figure 2.8 shows how the total amount
of seasonal inventory can be calculated from the capacity profile of a complete
seasonal cycle. In this case, the seasonal stock is built up in periods 3 and 4
and used for demand fulfillment in periods 6 and 7. The total seasonal stock
shown in the figure is calculated using the assumption that all products are
pre-produced in the same quantity as they are demanded in the bottleneck
periods. In practice one would preferably pre-build those products, which cre-
ate only small holding costs and which can be forecasted with high certainty.
In Chap. 8 we will introduce planning models, which help to decide on the
right amount of seasonal stock.

Work-in-Process Inventory (WIP)

The WIP inventory can be found in every supply chain, because the produc-
tion process takes some time during which the raw materials and components
are transformed to finished products. In a multi-stage production process the
production lead time consists of the actual processing times on the machines
and additional waiting times of the products between the operations, e.g.
because required resources are occupied. The benefits of the WIP are that
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Fig. 2.8. Example for the determination of seasonal stock

it prevents bottleneck machines from starving for material and maintains a
high utilization of resources. Thus, WIP may avoid investments in additional
capacities. The waiting time part of production lead time is also influenced
by the production planning and control system (see also Chap. 10), which
should schedule the orders so as to ensure short lead times. Therefore, it is
possible to reduce the WIP by making effective use of an APS. In this sense,
the opinion “inventories hide faults” indeed applies to the WIP in the modified
form: Too high WIP hides faults of production planning and control.

According to Little’s law (see e. g. Silver et al. 1998, pp. 697) the average
production lead time LT is proportional to the WIP level. If d¥ is the average
demand per unit of time, then WIP = LT - d".
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Safety Stock

Safety stock has to protect against uncertainty which may arise from internal
processes like production lead time, from unknown customer demand and
from uncertain supplier lead times. This implies that the main drivers for
the safety stock level are production and transport disruptions, forecasting
errors, and lead time variations. The benefit of safety stock is that it allows
quick customer service and avoids lost sales, emergency shipments, and the
loss of goodwill. Furthermore, safety stock for raw materials enables smoother
flow of goods in the production process and avoids disruptions due to stock-
outs at the raw material level. Besides the uncertainty mentioned above the
main driver for safety stock is the length of the lead time (production or
procurement ), which is necessary to replenish the stock.

In the inventory analysis, the observed safety stock is the residual level,
which is left after subtracting all of the components introduced above from
the average observed inventory level. This observed safety stock can then be
compared with the level of safety stock that is necessary from an economi-
cal standpoint. A short introduction on how necessary safety stocks can be
calculated is given in Chap. 7.

A further component which may occur in a distribution center is the order
picking inventory. It comprises the partly filled pallets from which the small
quantities per customer order are picked.

The main steps of the inventory analysis are summarized in the following:

1. Calculate the average inventory level (AVI) from past observations over
a sufficiently long period (e. g. half a year) of observations (e.g. inventory
levels measured daily or weekly).

2. Identify possible stock components (e.g. cycle stock, safety stock) and
their corresponding drivers (e. g. lot-size, lead time).

3. Decompose the AVI into the components including the observed safety
stock.

4. Calculate the necessary safety stock and compare it to the observed safety
stock.

5. The remaining difference (4/—) shows avoidable buffer stock (+) or prod-
ucts which didn’t have enough stock (—).

6. For the most important components of the observed inventory calculate
the optimal target level w.r.t. inventory costs and benefits.

For the optimization of inventory, the main principle of inventory man-
agement has to be considered: The objective is to balance the costs arising
from holding inventories and the benefits of it. Furthermore, this trade-off
has to be handled for each separate component. In Part II we will show how
APS can support this critical task of inventory management.
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The SCOR-model presented in Sect. 2.2.2 is an excellent tool to analyze,
visualize, and discuss the structure of the supply chain, and to reveal redun-
dancies and weaknesses. It enables the formulation of structural changes and
strategies to improve the performance of the supply chain as a whole.

However, when it comes to planning, the SCOR-~-model needs to be sup-
plemented. To be able to identify the type of decision problems facing the
supply chain and guide the selection of standard or specialized modules, mod-
els and algorithms for decision making, this chapter defines a “supply chain
typology”, supporting the SCOR-model at level 2. Two examples illustrate
the use of the typology and will be resumed in Chap. 4 in order to design
planning concepts fitting the particular requirements of these two types of
supply chains.

3.1 Motivation and Basics

In the early days of production planning and control a single concept and
software system was applied in industry — material requirements planning
(MRP) — irrespective of the many different requirements existing in diverse
areas such as the production of foods or automobiles. On the other hand, if
a production manager was asked whether the production system he manages
is unique and requires special purpose decision-making tools, most probably
the answer would be “yes”. As regards the type of decisions to be made, the
truth lies somewhere in the middle of these two extremes. Abstracting from
minor specialties usually reveals that there are common features in today’s
production and distribution systems which require similar decision support
and thus can be supported by the same software modules.

APS are much more versatile than MRP and ERP systems due to their
modeling capabilities and different solution procedures (even for one mod-
ule). Modules offered by a software vendor may still better fit one type of
supply chain than another. So, it is our aim to outline a supply chain typol-
ogy which allows to describe a given supply chain by a set of attributes which
we feel might be important for decision-making and the selection of an APS.
Attributes may have nominal properties (e.g. a product is storable or not),
ordinal properties (e. g. an entity’s power or impact on decision-making is re-
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garded higher or lower than average) or cardinal properties (i. e. the attribute
can be counted, like the number of legally separated entities within a supply
chain).

Attributes with a similar focus will be grouped into a peculiar category
to better reveal the structure of our typology (see Tables 3.1 and 3.2). We
will discriminate “functional” attributes to be applied to each organization,
entity, member, or location of a supply chain as well as “structural” attributes
describing the relations among its entities.

3.2 Functional Attributes

Functional attributes (see Tab. 3.1) of an entity are grouped into the four
categories

e procurement type,
e production type,

e distribution type and
e sales type.

The procurement type relates to the number (few ... many) and type of
products to be procured, the latter one ranging from standard products to
highly specific products requiring special product know-how or production
process know-how (or equipment). The following attribute depicts the sourc-
ing type, better known by its properties: single sourcing, double sourcing and
multiple sourcing. Single sourcing exists if there is a unique supplier for a
certain product to be procured. In double sourcing there are two suppliers,
each fulfilling a portion of demand for the product to be procured (e. g. 60%
of the demand is fulfilled by the main supplier, 40 % by the second supplier).
Sourcing contracts with suppliers are usually valid in the medium-term (e. g.
a product’s life cycle). Otherwise, products can be sourced from multiple
suppliers. Next, the flexibility of suppliers with respect to the amounts to be
supplied may be important. Amounts may either be fixed, have a lower or
upper bound due to given contracts with suppliers or may be freely available.
Lead time and reliability of suppliers are closely related. The lead time of a
supplier defines the average time interval between ordering a specific mate-
rial and its arrival. Usually, the shorter lead times are, the more reliable the
promised arrival dates are. The life cycles of components or materials have
direct impact on the risk of obsolescence of inventories. The shorter the life
cycles are, the more often one has to care about substituting old materials
with newer ones.

The production type is formed by many attributes. The two most
prominent attributes are the organization of the production process and the
repetition of operations. Process organization and flow lines represent well-
known properties of the production process. Process organization requires



3 Types of Supply Chains 67

Tab. 3.1. Functional attributes of a supply chain typology

Functional attributes

Categories Attributes

Procurement type = number and type of products procured
sourcing type
flexibility of suppliers
supplier lead time and reliability
materials’ life cycle

Production type organization of the production process
repetition of operations
changeover characteristics
bottlenecks in production
working time flexibility
etc.

Distribution type distribution structure
pattern of delivery
deployment of transportation means
loading restrictions

Sales type relation to customers
availability of future demands
demand curve
products’ life cycle
number of product types
degree of customization
bill of materials (BOM)
portion of service operations

that all resources capable of performing a special task (like drilling) are lo-
cated in the same area (a shop). Usually a product has to pass through several
shops until it is finished. A flow shop exists if all products pass the shops in
the same order, otherwise it is a job shop. A flow line exists in case resources
are arranged next to each other corresponding to the sequence of operations
required by the products to be manufactured on it. Usually capacities within
a flow line are synchronized and intermediate inventories are not possible.
Hence, for planning purposes a flow line can be regarded as a single entity.

The attribute repetition of operations has three broad properties, mass
production, batch production and making one-of-a-kind products. In mass
production the same product is generated constantly over a long period of
time. In batch production several units of a given operation are grouped
together to form a batch (or lot) and are executed one after the other. Several
batches are loaded on a resource sequentially. At the start of a batch a setup
is required, incurring some setup costs or setup time. When making one-of-a-
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kind products which are specific to a (customer) order, special care is needed
to schedule the many operations usually belonging to a (customer) order.

The influence of setup costs and setup times may be higher or lower.
Therefore, their degree can further be specified by an optional attribute
changeover characteristics. If setup costs (or times) even vary with respect
to sequence of the batches or lots, “sequence dependent” changeover costs are
given. If production capacity is a serious problem, the attribute bottlenecks in
production tries to characterize why. In a multi-stage production system, the
bottleneck machines may be stationary and known, or shifting (frequently)
depending on the mix of demand. One way to increase capacity is to provide
more working time (e.g. by means of overtime or additional shifts). The capa-
bility and lead times to adapt working time to changing demand pattern are
described by the attribute working time flexibility. For further specifications
of the production type see Schneeweiss (2002, pp. 10) and Silver et al. (1998,
pp. 36).

The distribution type consists of the distribution structure, the pattern
of delivery, the deployment of transportation means, and possible loading re-
strictions. The distribution structure describes the network of links between
the factory (warehouse) and the customer(s). A one-stage distribution struc-
ture exists if there are only direct links between a factory (warehouse) and its
customers. In case the distribution network has one intermediate layer (e. g.
either central warehouses (CW) or regional warehouses (RW)) a two stage
distribution structure is given. A three stage distribution structure incorpo-
rates an additional layer (e.g. CW and RW).

The pattern of delivery is either cyclic or dynamic. In a cyclic pattern,
goods are transported at fixed intervals of time (e.g. round-the-world ship
departures). A dynamic pattern is given if delivery is made depending on
demand (for transportation). As regards the deployment of transportation
means one can distinguish the deployment of vehicles on routes (either stan-
dard routes or variable routes depending on demand) and simply a given
transportation capacity on individual links in the distribution network. It
may even be possible to assume unlimited transportation capacities and to
consider only a given cost function (e.g. based on a contract with a large
third-party service provider). Loading restrictions (like the requirement of a
full truck load) may form a further requirement.

The sales type of an entity in the supply chain largely depends on the
relation to its customers. One extreme may be a downstream entity in the
supply chain (with some kind of “agreement” regarding expected demands
and an open information flow) while the other extreme may be a pure market
relation with many competitors (e. g. auctions via Internet conducted by the
purchasing departments of a large company). This attribute is closely related
to the awvailability of future demands. These may be known (by contract)
or have to be forecasted. The existence of (reliable) demand forecasts is best
described by the length of the forecast horizon. Besides the general availability



3 Types of Supply Chains 69

of demand information, the shape of the demand curve is of interest. Demand
for a specific product may, for example, be quite static, sporadic, or seasonal.

The typical length and the current stage of a product’s life cycle signif-
icantly influences appropriate marketing, production planning and financial
strategies. As regards the products to be sold one should discriminate the
number of product types offered and the degree of customization. The lat-
ter one may range from standard products to highly specific products (in
accordance to the products procured). In the light of mass customization
some way in the middle becomes more and more important: constituting
customer-specific products from a variety of product options and alternatives
being offered. The attribute bill of materials (BOM) shows the way that raw
materials and components are composed or decomposed in order to gener-
ate the final products. If raw materials are just changed in their sizes and
shapes, a serial structure is given. In a convergent structure, several input
products are assembled (or mixed) to form a single output product. Whereas
in a divergent structure, a single input product is disassembled (or split) and
several output products are the result. Of course, a structure of a mixture
type — combining both convergent and divergent properties — is also possible.

Apart from selling tangible goods the portion of service operations is con-
stantly growing (e.g. the training of a customer’s personnel).

3.3 Structural Attributes

Structural attributes (see Table 3.2) of a supply chain are grouped into the
two categories

e topography of a supply chain and
e integration and coordination.

Tab. 3.2. Structural attributes of a supply chain typology

Structural attributes

Categories Attributes

Topography of a supply chain network structure
degree of globalization
location of decoupling point(s)
major constraints

Integration and coordination legal position
balance of power
direction of coordination
type of information exchanged
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As regards the topography of a supply chain the attribute network
structure describes the material flows from upstream to downstream enti-
ties which are either serial, convergent, divergent, or a mixture of the three.
Note that the network structure often coincides with the BOM. The degree
of globalization ranges from supply chains operating in a single country to
those with entities in several continents. Global supply chains not only have
to take into account tariffs and impediments to trade as well as exchange
rates varying over time, but also can profit from it. Also the location of the
decoupling point(s) within the supply chain has to be mentioned. It is the
first stage (or location) in the flow of materials where a further processing
step or a change in the location of a product will only be executed with
respect to a customer order (see also Sect. 1.2). Note, the decoupling point
may differ between product groups. Starting with the most upstream location
of a decoupling point we have engineer-to-order (with no make-to-stock at
all), followed by manufacture-to-order of parts, then assemble-to-order and
deliver-to-order. In a vendor managed inventory system a supplier even has
to deliver-to-stock since there are no orders from the buyer to replenish in-
ventories. The attribute major constraints gives an impression what the main
bottlenecks of the supply chain (as a whole) are. These may, for example, be
limited production capabilities of some member(s) or the limited availability
of some critical materials.

Integration and coordination concerns the attributes legal position,
balance of power, direction of coordination and type of information exchanged.
The legal position of entities has already been mentioned. In case entities are
legally separated, an inter-organizational supply chain exists, otherwise it is
called intra-organizational. For intra-organizational supply chains it will be
much easier to coordinate flows centrally than for inter-organizational supply
chains. Also the balance of power within an inter-organizational supply chain
plays a vital role for decision-making. A dominant member in the supply
chain can act as a focal firm. On the other hand, we have a supply chain of
equals, named a polycentric supply chain.

As regards information flows, several attributes may be considered. As an
example consider the direction of coordination. It may be purely vertical or
purely horizontal or a mixture of both. Vertical information flows comply with
hierarchical planning. On the other hand, horizontal flows may exist between
two adjacent entities within the supply chain which can easily and quickly
make use of local information (e. g. to overcome the effects of a breakdown of
a machine). Also the type of information exchanged between members influ-
ences planning (e. g. some entities may hesitate to reveal their manufacturing
costs but are willing to provide information about available capacities).

While attributes describing a production type are generally accepted and
validated today, a typology of the service sector is still in its infancy (for
a survey see Cook et al. 1999). Also, the aforementioned attributes only
provide a basis for a rough grouping of decision problems which may be
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refined further according to the needs of a given SCM project. For this, special
purpose typologies can be of help (e.g. for production processes concerning
cutting and packing Dyckhoff and Finke 1992). In some cases, this will also
indicate that special purpose solution procedures may be needed, currently
not provided by APS.

In order to reduce the burden associated with an (extensive) typology,
one should bear in mind its aim. Since decision-making and decision support
is of interest here, one might concentrate on activities to be performed on
those products and services regarded most important (e.g. “A” products in
an ABC-classification based on the annual turnover, see Silver et al. 1998,
pp- 32). Furthermore, attention can be focused on those activities which either
have to be performed on potential bottlenecks along the supply chain or which
affect critical performance criteria considerably (e.g. order lead-time).

Once a list of functional attributes has been established for each entity
of a supply chain, it will show the degree of diversity existing in the supply
chain. For partners having similar properties the choice of an appropriate
decision-making tool (or module of an APS) can be made jointly, saving costs
and time. In order to demonstrate the applicability of the above typology,
it will be used in the following two sections for the different supply chain
types consumer goods industries and computer assembly. We will come back
to these two examples in Section 4.3 and in our case studies (Part IV).

3.4 Example for the Consumer Goods Industry

First, the typology will be applied for supply chains where consumer goods
are produced and sold. Functional attributes are presented for the consumer
goods manufacturing entity only. Structural attributes consider the supply
chain as a whole comprising both manufacturers and retailers. Some at-
tributes of our typology are not used within the example because they play
only a minor role in supply chains of the consumer goods type. This kind
of supply chain is considered again in the case study “Food and Beverages”
(Chap. 24). Therefore, our description is rather detailed and affects additional
proprietary attributes not mentioned explicitly in the above (universal) ty-
pology.

Table 3.3 summarizes the characteristics of the consumer goods supply
chain. Since the products to be sold are the determining factor of our example,
we start illustrating the sales type category.

Sales Type In the remainder we concentrate on the subset of consumer
goods that comprises standard products with a low volume, weight and value
per item (e.g. food, beverages, office supplies, or low tech electronics). Since
quite often these standard products are just packaged in different sizes or
under several brand names, some sort of “divergent” BOM is given. Thus, a
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Tab. 3.3. Supply chain typology for the consumer goods industry

Functional attributes

Attributes (see Table 3.1)

Contents

number and type of products procured

few, standard (raw materials)

sourcing type multiple
supplier lead time and reliability short, reliable
materials’ life cycle long
organization of the production process flow line

repetition of operations
changeover characteristics
bottlenecks in production
working time flexibility

batch production

high, sequ. dep. setup times & costs
known, stationary

low

distribution structure
pattern of delivery
deployment of transportation means

three stages
dynamic
unlimited, routes (3" stage)

availability of future demands
demand curve

products’ life cycle

number of product types
degree of customization

bill of materials (BOM)
portion of service operations

forecasted
seasonal

several years
hundreds
standard products
divergent

tangible goods

Structural attributes

Attributes (see Table 3.2)

Contents

network structure

degree of globalization
location of decoupling point(s)
major constraints

mixture

several countries
deliver-to-order
capacity of flow lines

legal position

balance of power

direction of coordination

type of information exchanged

intra-organizational
customers

mixture

nearly unlimited

typical consumer goods manufacturer offers several hundreds of final items

that are technologically related.

The final customer expects to find his preferred brand in the shelf of a
grocery or electronics store. If the desired product is not available, he probably
changes his mind and buys a comparable product of another manufacturer.
This behavior is due to the low degree of product differentiation predominant
in the consumer goods industry. Therefore, consumer goods manufacturers
are forced to produce to stock by means of demand estimates.
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Since the product life cycle of standard products typically extends over
several years, a solid data basis for forecasting is available. However, demand
for some products may be subject to seasonal influences (e.g. for ice cream
or light bulbs) or price promotions.

If consumer goods are standardized, the emphasis of marketing has to be
set on service level and price. Altogether, a strictly competitive market is
given.

Distribution Type Consumer goods are distributed via wholesalers and/or
retailers to the final customers. The distribution network of a consumer
goods manufacturer quite often comprises three distribution stages (see Fleis-
chmann 1998 and Fig. 3.1).

il wanll o ctorios

/
\

The product program of the manufacturer is supplied by one or a few
factories. Thereby, some product types may be produced in more than one
site. The finished goods can temporarily be stored in a few CWs, each of
them offering the whole range of products. Large orders of the manufacturer’s
customers (i.e. wholesalers, retailers or department stores) can be delivered
directly from the factory or CW to the respective unloading point.

Since most orders are of rather small size and have to be transported over
long distances, a further distribution stage consisting of RWs or stock-less

° TP or RW

[ ]
/ wholesalers /

retailers
Fig. 3.1. Three-stage distribution system
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transshipment points (TP) is often used. The customers in the vicinity (at
most 100 km radius) of such a RW /TP are supplied in one-day tours starting
from this RW/TP. Over the (typically) long distance between the CW and
the RW /TP all orders of the respective region are bundled (usually by third-
party service providers) so that a high transport utilization is achieved.

As opposite to RWs, no stock is held in TPs, thus causing lower inventory
holding, but higher transportation costs due to the higher delivery frequency.
A similar distribution structure may be used by major sales chains which
replenish their (large number of) department stores from their own retail
CWs.

Production Type Production of consumer goods often comprises only one
or two production stages, e. g. manufacturing and packaging. On each produc-
tion stage one or a few parallel (continuous) production lines (flow lines) are
organized in a flow shop. A line executes various operations. But since these
operations are strictly coordinated, each line may be planned as a single unit.
The lines show a high degree of automation and are very capital intensive.
Because of this automation, however, short and reliable throughput times can
be achieved.

The capacity of the production lines is limited and they are usually highly
utilized. Therefore, they represent potential bottlenecks. For the handling of
the lines, few but well-trained operators are necessary. A short-term expan-
sion of working time is normally not possible. The working time of the whole
team supervising a line has to be determined on a mid-term time range. How-
ever, in many companies the lines are already operating seven days a week,
24 hours a day.

As mentioned above, there are a lot of final items. But these are often tech-
nologically related and can be assigned to a few setup families. Changeovers
between items of the same family are negligible. But changeovers between
items of different families cause high setup costs and setup times. Therefore,
batch production is inevitable. The degree of these costs and times may vary
notably with respect to the family produced last on the same line (sequence
dependent setup times and costs).

Procurement Type Consumer goods frequently have a rather simple BOM.
In these cases only few suppliers have to be coordinated. As long as not so-
phisticated components, but mainly standard products (e.g. raw materials)
are needed, procurement is not really a problem. The lead time of raw mate-
rials is short and reliable. The life cycles of these materials are rather long.
Therefore, mid- and long-term contracts and cooperations ensure the desired
flow of raw materials from the suppliers to the manufacturer. Nevertheless,
if there should be any unexpected problems in sourcing material, because of
the high degree of standardization it is quite easy to fall back on alternative
suppliers on the short-term (multiple sourcing).
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Topography of the Supply Chain The production network (maybe sev-
eral sites producing the same product), the distribution network of the man-
ufacturer and possibly the distribution network of large wholesalers/retail-
ers contain both divergent and convergent elements thus forming a network
structure of the mixture type. Production and distribution networks usu-
ally extend over several countries, sometimes even over multiple continents.
Since products are made to stock, the decoupling point of the manufacturer
is settled in CWs or RWs, from which goods are delivered to order. While
procurement is quite unproblematic, the limited capacity of the flow lines is
the major constraint of the whole supply chain.

Integration and Coordination Because of the low differentiation the bal-
ance of power is shifted towards the customers, i.e. the retailers. As regards
the consumer goods manufacturing entity, there is a strong need for intra-
organizational coordination. Several organizational units of the same com-
pany (e.g. order management, sales, manufacturing, procurement) have to
exchange information horizontally. Furthermore, the central planning unit
has to coordinate the bulk of decentral units by sending directives and gath-
ering feedback, thus inducing heavy vertical information traffic. Since all of
these units belong to the same company, information should be freely avail-
able.

In addition, new logistical concepts of SCM result in special emphasis
on inter-organizational relations within the supply chain, particularly on the
interface between consumer goods manufacturers and large retailers. In par-
ticular, a number of companies have made positive experience with:

e The flow of information between the manufacturers and retailers is im-
proved by EDI or WWW connections.

e Short delivery cycles (with rather small quantities) are established in
order to closely connect the material flow with the demand of final cus-
tomers ( Continuous Replenishment/Efficient Consumer Response (ECR)).

e Traditional responsibilities are changed. Large retailers abstain more and
more from sending orders to their suppliers, i.e. the consumer goods
manufacturers. Instead they install consignation stores whose contents
are owned by their suppliers until the goods are withdrawn by the retailer.
A supplier is responsible for filling up his inventory to an extent which is
convenient for both the supplier and the retailer. As already mentioned,
such an agreement is called vendor managed inventory (VMI).

3.5 Example for Computer Assembly

Now a second application of the above general typology will be presented. In
order to offer a quite contrary example, a computer assembly supply chain
has been chosen. A particular instance of this type of supply chain will be



76 Herbert Meyr, Hartmut Stadtler

described in the case study in Chap. 20. Table 3.4 summarizes the properties
of that type so that a direct comparison with the consumer goods type (Table
3.3) is possible. Again, functional attributes are only shown for the computer
manufacturing entity, whereas structural attributes characterize the interre-

lations between different entities of the supply chain.

Tab. 3.4. Supply chain typology for computer assembly

Functional attributes

Attributes (see Table 3.1)

Contents (fixed / configurable)

number and type of products procured
sourcing type

supplier lead time and reliability
materials’ life cycle

many, standard & specific

multiple
short & long, unreliable
short

organization of the production process
repetition of operations

changeover characteristics

bottlenecks in production

flow shop & cellular
larger / smaller batches
irrelevant

low importance

working time flexibility high
distribution structure two stages
pattern of delivery dynamic

deployment of transportation means

individual links

availability of future demands
demand curve

products’ life cycle

number of product types
degree of customization

bill of materials (BOM)
portion of service operations

forecasts & orders
weakly seasonal

few months

few / many

standard / customized
convergent

tangible goods

Structural attributes

Attributes (see Table 3.2)

Contents

network structure

degree of globalization
location of decoupling point(s)
major constraints

mixture
several countries

assemble-/configure-to-order

material

legal position

balance of power

direction of coordination

type of information exchanged

inter- & intra-organizational

suppliers & customers
mixture
forecasts & orders
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Sales Type Computers have a strictly convergent BOM. The system unit is
assembled from several components like the housing, the system board, the
Central Processing Unit (CPU), hard disk(s), a sound card etc. The degree
of customization varies between the two extremes

o standard products with fixed configurations, i.e. only some predefined
types are offered. Customers merely can choose between these types, but
no changes or extensions (at least at the system unit) are possible.

o customized products which are completely configurable. In this case the
customer specifies which components he wants to get from what supplier
or at least the options of the components he wants to get (like a “slow”
CPU, but a “high-end” graphics card). The manufacturer tests whether
the requested configuration is technically feasible and calculates the price.
Because of the ability to combine many different components — again
obtainable from several alternative suppliers — an incredibly large number
of possible final items is given.

Of course, the usual practice is somewhere in between. For example, some
standard computers are defined with a few options like additional RAM or
a CDRW instead of a DVD. Or only a limited number of hard disks, CPUs,
housings etc. is offered and the customer can only choose between these al-
ternatives. The corresponding final items then have already been tested for
technical feasibility and prices have been assigned. In the following, just the
two extreme cases are considered.

The computer itself consists of the system unit and some accessories like
cables, software, a manual, or a keyboard. A typical order of a customer com-
prises several order lines for different product families (e.g. desktop comput-
ers, servers, notebooks) and external units (peripherals) like speakers, moni-
tors, printers and so on. If customers call for delivery of “complete orders”, all
order lines of an order have to be delivered simultaneously to the customer
(e.g. because printers without computers are useless for the customer). Thus,
the BOM comprises several stages like the order itself (consisting of several
order lines for computers of different product families and peripherals), com-
puters (system unit and accessories) and system units (housing, main board,
etc.). Some computer manufacturers are also responsible for the assembly of
the system board from several components like the Printed Circuit Board,
chips, etc.

There is a low product differentiation. Price, speed and reliability of the
promised due dates are the key performance indicators. The planned order
lead times vary — dependent on the product family — between a few days
and a few weeks. Because of technological improvements a fast changing
environment has to be mastered. Due to the short product life cycles of only
a few months, there is a high risk of obsolescence. Total customer demand is
known for the next few days only. For the further future, the probability of
having fully specified customer orders on hand decreases drastically. Then,
(not yet known) customer orders have to be anticipated by forecasts. Demand



78 Herbert Meyr, Hartmut Stadtler

is weakly influenced by seasonal effects like the Christmas business or year’s
end business of authorities.

Distribution Type Typical customers are system integrators offering over-
all solutions for big corporate customers, medium and small business cus-
tomers, and consumer market stores which sell standard computers (“con-
sumer PCs”) to private customers. In this case, often a two-stage distribution
system is used where computers and peripherals are merged by logistics ser-
vice providers in distribution centers to constitute a complete order. Some-
times manufacturers sell directly to private customers via the Internet. Then,
a parcel service is responsible for the delivery to the final customer. It is in-
teresting to note that in the “complete order” case the last stage of the BOM
is settled in a distribution center.

Production Type The main production processes are the “assembly of the
system board”, the “assembly of the system unit”, the “loading of the soft-
ware”, a final “testing” and the “packing” (assembly of the computer). The
“assembly of the system board” may be done in-house or in an additional
upstream factory, also owned by the computer manufacturing company. But
system boards may also be bought from external suppliers. Anyway, sys-
tem boards are assembled on highly automated flow lines with very short
throughput times.

The key process “assembly of the system unit” is also done in flow line or-
ganization, but manually. Sometimes a cellular organization is given. Despite
of the manual work and the possibly high degree of customization, processing
times are stable. Only low skilled personnel is necessary. Therefore, additional
staff can be hired on the short term and working time flexibility is high. Fixed
configurations can be assembled in large batches. Open configurations, how-
ever, have to be produced in small batches because of the individuality of
customer demand. Nevertheless, due to the nature of the setup processes
(e.g. providing components of the next batch in parallel to the assembly of
the current batch), there are no significant setup costs or times. Altogether,
serious bottlenecks in production are missing and production capacity does
not play a critical role.

Procurement Type Because of the rather simple production processes, the
key competences of a computer manufacturer actually are the synchronization
of suppliers and sales and order management, respectively. Thousands of
components, accessories and external units have to be purchased and must be
right in place before the assembly or delivery. The products procured are very
inhomogeneous. Standard components as well as highly specific components
have to be ordered. Supplier lead times range from a few days to several
months and are most of the time very unreliable.
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Just as it is the case for computers, life cycles of components are often
very short due to technological progress. So there is also a high risk of ob-
solescence at the supply side. Because of mid- to long-term contracts with
critical suppliers, there may exist both upper and lower bounds on supply
quantities. Such contracts are particularly important when supply shortages
can occur and multiple sourcing is not possible, i.e. when the balance of power
is shifted towards the supplier.

For some components like hard disks multiple sourcing is common prac-
tice. These components are bought from several suppliers. Thus, at least for
standard products the computer manufacturer is free to substitute compo-
nents and to increase orders for alternative suppliers if the one originally
planned runs into trouble. Also “downgrading” of components is a practica-
ble (but expensive) way to deal with shortage situations: in this case, a lower
value component — being requested but out of stock — is replaced by an al-
ternative component with higher value. For example, a 320 GB hard disk is
assembled instead of a 300 GB hard disk because the requested lower value
component is not in stock any more. Since the price has been fixed earlier
and cannot be re-adjusted, the customer does not need to be informed.

Topography of the Supply Chain The network structure is of a mixture
type: lots of suppliers (of components, accessories and peripherals) are linked
with a few assembly sites (for system boards and several product families),
a few distribution centers, and with a large number of customers (of differ-
ent types as described above). The whole network may extend over several
countries.

Nowadays, most computer manufacturers have successfully shifted their
deliver-to-order decoupling point upstream in order to reduce the risky and
expensive finished product inventory. In case of fixed configurations, an as-
semble-to-order decoupling point is now common practice, i.e. computers are
only assembled if a respective customer order for a standard configuration
has arrived. For open configurations an engineer-to-order decoupling point is
given, i.e. an incoming customer request has also to be checked for technolog-
ical feasibility and an individual price has to be set. Shifting the decoupling
point upstream reduces finished product inventory and hedges against de-
mand uncertainty, but also increases order lead times (as long as throughput
times are not simultaneously decreased). The performance of the supply chain
is primarily limited by constraints on material supply and not by scarce as-
sembly capacity.

Integration and Coordination Both inter- and intra-organizational mem-
bers participate at computer assembly supply chains. So there is a need for
collaboration between legally independent companies (e.g. by exchanging de-
mand information like forecasts and orders horizontally) as well as a need for
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vertical coordination of different organizational units of the computer manu-
facturing company itself. Thus, the direction of coordination is of a mixture
type.

Both suppliers and customers may have a high power within such supply
chains. The power is extremely high for suppliers that reside in some sort of
monopoly or oligopoly like vendors of operating systems or CPUs. As shown
above, long-term contracts may ensure the desired flow of critical components
from these suppliers.

We will next time come back to the consumer goods manufacturing and
computer assembly types of supply chains in Section 4.3. There, the particular
planning requirements of these two supply chain types and planning concepts
fitting them are derived from the attributes shown above.
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4.1 What Is Planning?

Why planning? Along a supply chain hundreds and thousands of individual
decisions have to be made and coordinated every minute. These decisions are
of different importance. They comprise the rather simple question “Which job
has to be scheduled next on a respective machine?” as well as the very serious
task whether to open or close a factory. The more important a decision is,
the better it has to be prepared.

This preparation is the job of planning. Planning supports decision-making
by identifying alternatives of future activities and selecting some good ones or
even the best one. Planning can be subdivided into the phases (see Domschke
and Scholl 2005, pp. 26)

recognition and analysis of a decision problem,

definition of objectives,

forecasting of future developments,

identification and evaluation of feasible activities (solutions), and finally
selection of good solutions.

Supply chains are very complex. Not every detail that has to be dealt with
in reality can and should be respected in a plan and during the planning
process. Therefore, it is always necessary to abstract from reality and to use
a simplified copy of reality, a so-called model, as a basis for establishing a plan.
The “art of model building” is to represent reality as simple as possible but as
detailed as necessary, i. e. without ignoring any serious real world constraints.
Forecasting and simulation models try to predict future developments
and to explain relationships between input and output of complex systems.
However, they do not support the selection of one or a few solutions that
are good in terms of predefined criteria from a large set of feasible activities.
This is the purpose of optimization models which differ from the former ones
by an additional objective function that is to be minimized or maximized.
Plans are not made for eternity. The validity of a plan is restricted to
a predefined planning horizon. When reaching the planning horizon, at the
latest, a new plan has to be made that reflects the current status of the supply
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chain. According to the length of the planning horizon and the importance
of the decisions to be made, planning tasks are usually classified into three
different planning levels (see Anthony 1965):

Long-term planning: Decisions of this level are called strategic decisions
and should create the prerequisites for the development of an enter-
prise/supply chain in the future. They typically concern the design and
structure of a supply chain and have long-term effects, noticeable over
several years.

Mid-term planning: Within the scope of the strategic decisions, mid-term
planning determines an outline of the regular operations, in particular
rough quantities and times for the flows and resources in the given supply
chain. The planning horizon ranges from 6 to 24 months, enabling the
consideration of seasonal developments, e.g. of demand.

Short-term planning: The lowest planning level has to specify all activities
as detailed instructions for immediate execution and control. Therefore,
short-term planning models require the highest degree of detail and ac-
curacy. The planning horizon is between a few days and three months.
Short-term planning is restricted by the decisions on structure and quan-
titative scope from the upper levels. Nevertheless, it is an important factor
for the actual performance of the supply chain, e. g. concerning lead-times,
delays, customer service and other strategic issues.

The last two planning levels are called operational. Some authors call the
second level tactical (e.g. Silver et al. 1998, Chap. 13.2), but as this notion
has several contradictory meanings in the literature, it is not used in this
book.

A naive way of planning is to look at the alternatives, to compare them
with respect to the given criteria, and to select the best one. Unfortunately,
this simple procedure encounters, in most cases, three major difficulties:

First, there are often several criteria which imply conflicting objectives
and ambiguous preferences between alternatives. For example, customer ser-
vice ought to be as high as possible while — at the same time — inventories
are to be minimized. In this case no “optimal” solution (accomplishing both
objectives to the highest possible degree) exists. A common way to deal with
this multi-objective decision problem is to set a minimum or maximum sat-
isfaction level for each objective except for one that will be optimized. In
the above example one may try to minimize inventories while guaranteeing a
minimum customer service level. Another useful way to handle multiple ob-
jectives consists in pricing all objectives monetarily by revenues or costs and
maximizing the resulting marginal profit. However, not every objective can be
expressed in monetary values, e. g. the customer service. A more general way
is to define scale values or scores for every objective and to aggregate them
into a weighted sum. A danger of this procedure is that it yields pretended
“optimal” solutions which strongly depend on the arbitrary weights. An APS
supports each of these procedures in principle. The case studies in Part IV
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give examples of some relevant modeling features of the i2, Oracle and SAP
systems.

The second difficulty is caused by the huge number of alternatives that
are predominant in supply chain planning. In case of continuous decision
variables, e. g. order sizes or starting times of a job, the set of alternatives is
actually infinite. But also for discrete decisions, e. g. the sequence of several
jobs on a machine, the number of alternatives may be combinatorially large
(see Chap. 10). In these cases it is impossible to find an optimal solution by
enumeration of all alternatives, and even a feasible solution may be difficult
to find. In this situation, mathematical methods of operations research (OR)
should support the planning process. Some methods are able to determine
an exact optimal solution, e.g. Linear Programming (LP) or network flow
algorithms, but for most combinatorial problems only near-optimal solutions
can be computed by heuristics, e.g. local search. The success of these meth-
ods also depends on the way a problem is modeled. As examples, for some
important types of optimization models the capabilities of OR methods are
shown in the Supplement (Part VI).

The third and probably hardest difficulty is dealing with uncertainty.
Planning anticipates future activities and is based on data about future de-
velopments. The data may be estimated by forecast models, but there will
be a more or less important forecast error. This error reduces the availability
of products and therefore reduces the customer service a company offers. For
improvement of the service safety stocks can be utilized which buffer against
demands exceeding the forecast. However, that is not the only way to tackle
uncertainty.

Nearly always, reality will deviate from the plan. The deviation has to
be controlled and the plan has to be revised if the discrepancy is too large.
Planning on a rolling horizon basis is an implementation of this plan-control-
revision interaction. The planning horizon (e.g. one year) is divided into
periods (e.g. months). At the beginning of January a plan is made that
covers January to December. But only the first period, the so-called frozen
period, is actually put into practice. At the beginning of the second period
(February) a new plan is made considering the actual developments during the
first period and updated forecasts for the future periods. The new planning
horizon overlaps with the previous one, but reaches one period further (until
the end of January of the next year; see Fig. 4.1) and so on.

This procedure is a common way of coping with uncertainty in operational
planning both in classical planning systems and in APS. A more efficient way
of updating the plans is event-driven planning: A new plan is not drawn
up in regular intervals but in case of an important event, e.g. unexpected
sales, major changes in customer orders, breakdown of a machine etc. This
procedure requires that all data which are necessary for planning, e. g. stocks,
progress of work etc., are updated continuously so that they are available at



84

Bernhard Fleischmann, Herbert Meyr, Michael Wagner

frozen period of first plan planning horizon
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Fig.4.1. Planning on a rolling horizon basis

any arbitrary event time. This is the case for an APS which is based on data
from an Enterprise Resource Planning (ERP) system.
There are three main characteristics of APS:

e Integral planning of the entire supply chain, at least from the suppliers up

to the customers of a single enterprise, or even of a more comprehensive
network of enterprises;

true optimization by properly defining alternatives, objectives, and con-
straints for the various planning problems and by using optimizing plan-
ning methods, either exact ones or heuristics (see Fleischmann and Meyr
2003, Chap. 9.4);

a hierarchical planning system (see Schneeweiss 2003 and Chap. 1) which
is the only framework permitting the combination of the two preceding
properties: Optimal planning of an entire supply chain is neither possible
in form of a monolithic system that performs all planning tasks simul-
taneously — this would be completely impracticable — nor by performing
the various planning tasks successively — this would miss optimality. Hi-
erarchical planning is a compromise between practicability and the con-
sideration of the interdependencies between the planning tasks.

Note that the traditional material requirements planning (MRP) concept
(see Orlicky 1975) which is implemented in nearly all ERP systems does
not have any of the above properties: It is restricted to the production and
procurement area, does not optimize and in most cases even not consider an
objective function, and it is a successive planning system.

The main idea of hierarchical planning is to decompose the total planning

task into planning modules, i.e. partial plans, assigned to different levels
where every level covers the complete supply chain but the tasks differ from
level to level (see e.g. Miller 2001): On the upmost level, there is only one
module, the development of an enterprise-wide, long-term but very rough
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plan. The lower the levels are, the more restricted are the supply chain sec-
tions covered by one plan, the shorter is the horizon and the more detailed
is the plan. Plans for different supply chain sections on one level are coordi-
nated by a more comprehensive plan on the next upper level in a hierarchical
structure (see Fig 4.2).

long-term,
aggregate,
comprehensive H H
mid-term -«
short-term, o> PN -
detailed
information flows
<+

Fig. 4.2. Hierarchy of planning tasks

The increasing (resp. decreasing) degree of detail is achieved by disaggre-
gating (resp. aggregating) data and results when going down (resp. up) in
the hierarchy. Aggregation concerns

e products, aggregated into groups,
e resources, aggregated into capacity groups, and
e time: periods, aggregated into longer ones.

The modules are linked by vertical and horizontal information flows. In par-
ticular, the result of a higher planning module sets restrictions for the sub-
ordinate plans, and the results of the latter yield feedback information on
performance (e.g. costs, lead-times, utilization) to the higher level. The de-
sign of a hierarchical planning system (HPS) requires a careful definition
of the modular structure, the assignment of planning tasks to the modules,
and the specification of the information flows between them. Usually, an HPS
works with a rolling horizon, where sophisticated coordination of the planning
intervals and horizons on the different levels has been suggested in literature
(e.g. Hax and Meal 1975, Stadtler 1986).

Planning takes into account future developments, identifies alternatives
for future activities and provides directives for their implementation. How-
ever, the decisions themselves usually are put into practice outside of the
planning system. Because of this separation and because of the above men-
tioned planning intervals, a time gap between planning and the final imple-
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mentation has to be bridged which leaves room for unforeseen events. For
this reason and in order to keep planning systems manageable, usually not
all decisions are prepared in the planning system itself, but there is still some
degree of freedom left open (to more precisely specify or revise a plan) until
the final ezecution takes place. For the remainder of the book “execution” is
defined as the starting and subsequent controlling of activities that have to
be carried out immediately. Thus, in contrast to instructions prepared by a
planning system, decisions for execution cannot be revised.

An “execution system” receives the decisions of a higher-ranked planning
system, checks whether the assumptions underlying the plan are still valid,
puts in further details when necessary (like assigning transport activities
to production orders) and — in case no unexpected events have occurred —
brings the overall decisions to final execution. However, if unforeseen events
like machine breakdowns etc. have happened, it is up to the execution system
to recognize this status and to react immediately. Minor problems may be
solved by the execution system directly. If serious problems occur, an “alert”
has to be sent back to the planning system, thus initiating an extraordinary
re-planning. This event-driven planning simplifies the use of an HPS and
makes it more flexible. A prerequisite is a communication system that guides
alerts (see Chap. 13) on “events” to the relevant planning levels and tasks.
Moreover, the result of one planning task can also generate alerts for other
plans.

APS try to “computerize” planning. This might incur some problems for
many human planners because they are afraid of being substituted by ma-
chines. This fear is based upon three major advantages of APS: they visualize
information, reduce planning time, and allow an easy application of optimiza-
tion methods. However, modeling is always a relaxation of reality. Therefore,
human knowledge, experience, and skill is yet required to bridge the gap
between model and reality. Planning systems, no matter how advanced they
might be, remain decision support systems, i. e. they support human decision-
makers. Also, in event-driven planning it is usually the human planner (at the
interface between the execution and planning system) who decides whether a
plan is to be revised. Finally, each planning module requires a human “owner”
who is responsible for its function, data, and results.

4.2 Planning Tasks Along the Supply Chain

The whole Supply Chain Network can be split into internal supply chains
for every partner in the network, each consisting of four main supply chain
processes with substantially different planning tasks. Procurement includes
all subprocesses which provide resources (e. g. materials, personnel etc.) nec-
essary for production. The limited capacity of resources is the input to the
production process which may consist of various subprocesses. The distri-
bution bridges the distance between the production site and the customers,
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either retailers or other enterprises processing the products further. All of
the above logistical processes are driven by demand forecasts and/or order
figures determined by the sales process.

Supply Chain Planning Matrix

The Supply Chain Planning Matriz (SCP-Matrix, see Rohde et al. 2000)
classifies the planning tasks in the two dimensions “planning horizon” and
“supply chain process”. Fig. 4.3 shows typical tasks which occur in most
supply chain types, but with various contents in the particular businesses.
In Fig. 4.3 the long-term tasks are shown in a single box to illustrate the
comprehensive character of strategic planning. The other boxes represent the
matrix entries, but do not correspond exactly to the planning modules of an
HPS. The latter may contain only parts of a box — e.g. on the short-term
level the planning tasks can be decomposed according to further dimensions
like factory sites or product groups — or combine tasks of several boxes. This
is a question of the design of the HPS as mentioned in Sect. 4.1. The SCP-
Matrix can also be used to position the software modules of most APS vendors
(see Chap. 5). The construction of an HPS from the software modules of an
APS is discussed in Part IV.

Iong-term * materials program * plant location « physical distribution ¢ product program
« supplier selection  production system structure « strategic sales
« cooperations planning
mid-term [. personnel planning « master production
« material requirements, | scheduling * mid-term

> « distribution planning [+>

planning « capacity planning sales planning
« contracts
short-term + lot-sizing + warehouse

« personnel planning
« ordering materials  [*]

« short-term

« machine schedulin replenishment .
Gy TP | sales planning

« shop floor control « transport planning

flow of goods information flows
) —

Fig.4.3. The Supply Chain Planning Matrix

Long-Term Planning Tasks

Product Program and Strategic Sales Planning The decision about the
product program a firm wants to offer should be based on a long-range fore-
cast which shows the possible sales of the whole product range. Such a forecast
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includes dependencies between existing product lines and future product de-
velopments and also the potential of new sales regions. It is often necessary to
create different scenarios depending on the product program decision. Long-
range forecasts consider information on product-life-cycles and economical,
political, and competitive factors. As it is not possible to estimate long-range
sales figures for each item, the products need to be aggregated into groups of
items sharing common sales and production characteristics. Marginal prof-
its of potential sales and fixed costs for assets have to be considered in the
objective function of the product program optimization problem.

When a manufacturing member of a supply chain thinks about introduc-
ing a new product (group), it has to determine the location of the decoupling
points with respect to the specific customers or markets considered. The lo-
cation of the decoupling point is predefined by the (strategic) decision on the
order lead-times (time between order entry and planned delivery) that prob-
ably will be accepted by the customers and therefore should be assigned to
a respective product / market combination (see Hoekstra 1992, Chap. 1.5).
The shorter the order lead-time is, the better customers will be satisfied, but
— on the other hand — the more downstream the decoupling point has to be
settled. As we have seen in the previous chapter (p. 79), this entails some
increased demand uncertainty for higher-value products.

Physical Distribution Structure As more and more companies concen-
trate their production capacities because of high investments in machining,
the distance between the production facility and customers and the respective
distribution costs increase. Such trends and a changing environment require
a reorganization of the distribution system. The physical structure comprises
the number and sizes of warehouses and cross docking points including the
necessary transportation links.

Typical inputs for the decision are the product program and the sales
forecast, the planned production capacity in each plant, and the underlying
cost structure. The objective is to minimize the long-term costs for trans-
portation, inventory, handling, and investments in assets (e.g. warehouses,
handling facilities etc.). The question, whether the transports are performed
by one’s own fleet of vehicles or a third-party carrier, is very closely related
to the decision on the physical distribution system. For this reason, the two
decision types should be integrated into one model.

Plant Location and Production System Long-term changes in product
programs or sales figures require to review the existing production capaci-
ties and locations. Furthermore, the continuous improvement of production
technologies leads to new prerequisites. Therefore, the production and deci-
sion systems need to be verified. Usually, decisions on plant locations and
the distribution structure are made together. They are based on long-term
forecasts and production capacities available (without consideration of single
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machines). Planning the production system means organizing a single pro-
duction plant, i. e. designing the layout of the plant and the resulting material
flows between the machines.

Materials Program and Supplier Selection The materials programme
is often directly connected to the product program because the final prod-
ucts consist of some predefined components and raw materials. Sometimes
different materials could be used alternatively for the same purpose. In order
to select one of them for the materials program, one should consider price
(including possible quantity discounts), quality, and availability.

As A-class materials (see e. g. Silver et al. 1998 for an introduction to the
ABC-analysis) cause the biggest part of procurement costs, it is reasonable to
source those parts through special supply channels. Therefore, the suppliers
should be rated according to quality, service, and procurement costs.

Cooperations Further reduction of procurement costs is often achieved by
strategic cooperations with suppliers of A-class items. Planning and evalua-
tion of collaboration concepts gain importance because no longer companies
but whole supply chains compete against each other. These concepts include
simultaneous reduction of inventories and backorders using ideas like VMI
(vendor managed inventory), EDLP (every-day-low-price strategies), and JIT
(just-in-time) supply. While the above cooperation concepts concern day-
to-day operations, simultaneous engineering and consolidation centers set
strategic frames for the daily procurement processes.

Mid-Term Planning Tasks

Mid-Term Sales Planning The main task in mid-term sales planning is
forecasting the potential sales for product groups in specific regions. As the
forecasts are input to master production scheduling, the products are grouped
according to their production characteristics (e. g. preferred resources, change-
over times etc.). The forecast is usually calculated on a weekly or monthly
basis for one year or less. It includes the effects of mid-term marketing events
and promotions on sales. The necessary safety stocks for finished products are
mainly determined by the quality of the forecast. Therefore, it is reasonable
to set them on the basis of the forecast error which has to be calculated in
the forecasting procedure.

Distribution Planning Mid-term distribution planning comprises the plan-
ning of transports between the warehouses and determination of the necessary
stock levels. A feasible plan fulfills the estimated demand (forecasts) and con-
siders the available transportation and storage capacities while minimizing
the relevant costs. Inventory holding and transportation costs are elements of
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the objective function. The planning horizon consists of weekly or monthly
buckets. Therefore, the underlying model only considers aggregated capac-
ities (e.g. available truck capacity and not single trucks). The distribution
plan could also state the usage of the own fleet and the necessary capacity
which must be bought from a third-party carrier.

Master Production Scheduling and Capacity Planning The result of
this planning task shows how to use the available production capacity of one
or more facilities in a cost efficient manner. Master production scheduling
(MPS) has to deal with seasonal fluctuations of demand and to calculate a
frame for necessary amounts of overtime. As the plan is based on families
of products and weekly or monthly time buckets, it does not consider single
production processes. The objective is to balance the cost of capacity against
the cost of (seasonal) inventories. If more than one production facility is
considered, the transportation costs between the locations have to be included
in the objective function.

Personnel Planning Capacity planning provides a rough cut overview of
the necessary working time for finished products. Personnel planning has to
calculate the personnel capacity for components and other production stages
which have to be passed before the final assembly of the products. This
planning step considers the specific know how of personnel groups and their
availability according to labor contracts. If not enough employees are available
to fulfill the work load, personnel planning shows the necessary amount of
additional part time employees.

Material Requirements Planning As MPS plans only finished products
and critical materials (concentration on bottlenecks), material requirements
planning (MRP) has to calculate the production and order quantities for
all remaining items. This could be done by the traditional MRP-concept
(see Orlicky 1975) which is available in most ERP-systems or by stochastic
inventory control systems. Whereas the MRP-concept is suitable for rather
important (but non-bottleneck) materials and A-class components, stochastic
inventory systems are adequate for C-class items. The calculation of material
requirements should support lot-sizing decisions for every item in the bill of
materials (BOM) and consider the dependencies between the lots on different
levels of the BOM. Mid-term planning sets frames for weekly or monthly order
quantities and safety stock levels which ensure the desired service level for
production.

Contracts On basis of the weekly or monthly requirements obtained from
MRP, basic agreements with A-class suppliers can be made. Such contracts
set the price, the total amount, and other conditions for the materials to be
delivered during the next planning horizon.
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Short-Term Planning Tasks

Short-Term Sales Planning In make-to-stock environments the short-
term sales planning comprises the fulfillment of customer orders from stocks.
Therefore, the stock on hand can be partitioned in committed stocks and
the available-to-promise (ATP) quantity. If a customer requests a product,
the sales person checks on—line whether the quantity could be fulfilled from
ATP and turns the requested amount in committed stock. For customer in-
quiries on the availability of products in future periods the ATP quantity is
calculated by adding stock on hand and planned production quantities. The
capable-to-promise (CTP) functionality is an extension of the traditional ATP
task which has the additional option of creating new production orders.

Warehouse Replenishment, Transport Planning While the mid-term
distribution planning suggests weekly or monthly transportation quantities
for product families, the short-term warehouse replenishment particularizes
this plan in daily quantities for single products. This time-phased deployment
schedule considers detailed transportation capacities (e.g. available trucks)
and actual customer orders or short-term forecasts. Planned or actual pro-
duction quantities set the frame for the transportation plan and also restrict
the possible degree of customer service. Every day the planned truck loads
have to be deployed to customer locations according to a cost-minimizing
routing.

Transports occur not only in the distribution process, but also as part of
the procurement and may be controlled by either the supplier or the receiver.
In the latter case, transport planning is necessary on the procurement side as
well, and the transport processes have to be considered also in the mid-term
and long-term levels of procurement planning.

Lot-Sizing and Machine Scheduling, Shop Floor Control Short-term
production planning comprises the determination of lot-sizes and the se-
quences of the lots on the machines. Lot-sizing has to balance the costs of
changeovers and stock holding with respect to dependencies between different
products. These lots are scheduled according to their due dates and the avail-
able capacity with minutely accuracy. Both tasks can independently be exe-
cuted if the changeovers are not dependent on the sequence of the products.
As interruptions or delays are common in complex production environments,
the shop floor has to be controlled actively and orders have to be rescheduled
appropriately.

Short-Term Personnel Planning, Ordering Materials The short-term
production schedule determines the appropriate personnel of the shop floor
with respect to the knowledge and capability. Short-term personnel planning



92 Bernhard Fleischmann, Herbert Meyr, Michael Wagner

determines the detailed schedule of the staff with consideration of employ-
ment agreements and labor costs. As some amount of material might already
have been committed by mid-term contracting, the short-term task of filling
the commitments in a cost efficient manner still remains.

Coordination and Integration

As already mentioned the planning modules in an HPS need to be connected
by information flows. Typical contents of these flows are discussed in the
following.

Horizontal Information Flows The main horizontal flows go upstream,
consisting of customer orders, sales forecasts, internal orders for warehouse
replenishment and for production in the various departments, as well as of
purchasing orders to the suppliers. This way, the whole supply chain is driven
by the customers. However, the exchange of additional information in both
directions and not only between neighbored modules, can improve the supply
chain performance significantly (see bullwhip effect, Chap. 1). This concerns
in particular actual stocks, available capacity lead-times, and point-of-sales
data.

Vertical Information Flows Downwards flows coordinate subordinate
plans by means of the results of a higher level plan. Typical informations
are aggregate quantities, allocated to production sites, departments, or pro-
cesses. The timing of quantities is better expressed in form of projected final
stocks at the end of the lower level planning horizon because this includes
the information about the longer planning horizon on the upper level and
provides more flexibility on the lower level. Coordination is also achieved by
allocation of capacities and by setting due dates.

Upwards flows provide the upper level with more detailed data on the
performance of the supply chain, e. g. actual costs, production rates, utiliza-
tion of the equipment, lead-times etc. This information can be used in the
upper level planning for anticipating the consequences for the more detailed
processes on the lower level.

4.3 Examples of Type-Specific Planning Tasks and
Planning Concepts

Up to now quite general planning tasks — to some extent appearing in every
supply chain — have been described. However, the importance of a specific
planning task may vary with respect to the type of supply chain considered.
While some tasks, e.g. lot-sizing or ordering materials, may be extremely
difficult (and thus relevant) in one type of SC, they may be quite simple (and
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Tab. 4.1. Specific planning tasks of the SC-type “consumer goods industry”

Attributes & contents Impact on planning
multiple sourcing of material short- & mid-term supplier allocation
flow line organization simultaneous . ..
batch production ... lot-sizing and ...
sequence dependent changeovers ...scheduling necessary
known, stationary bottlenecks focus on bottlenecks possible
low working time flexibility mid-term planning of working time
3-stage distribution system choice of distribution channels,

allocation of safety stocks

seasonal demand building up seasonal stock

long life cycle forecasts based on historical data

hundreds of product types aggregation ...

standard products ...of final items ...

divergent BOM ...necessary & possible

alternative sites integrated mid-term production &
distribution planning

deliver-to-order forecasts & safety stocks of final items,
deployment, shortage planning

capacity constrained high utilization aspired,

master planning w.r.t. capacity

intra-organizational central coordination by means ...
coordination of mixture type ...of mid-term “master ...
unlimited information ... planning” possible

customer oriented high service levels aspired

therefore negligible in terms of planning) in another type of SC. In order to
illustrate this, the two exemplary “SC-types” of the last chapter, consumer
goods manufacturing and computer assembly, will be picked up, again.

Their most important planning tasks are derived from the characteristics
of the respective SC-type. To admit a better differentiation, type-specific
names will be introduced for some particularly characteristic tasks. Tables
4.1 (p. 93) and 4.2 (p. 100) try to emphasize the causal linkage between the
typology of Sect. 3 (Tables 3.3 and 3.4) and the impact on planning that the
respective attributes of an SC-type have. Additionally, hierarchical planning
concepts — especially designed to link these respective tasks — will be shown
as an example. For sake of briefness, we concentrate on mid- and short-term
operational planning tasks, only.

4.3.1 Consumer Goods Industry

Master Production Scheduling, Capacity Planning and Mid-term
Distribution Planning As consumer goods manufacturers often face sea-
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sonal or strongly fluctuating demand and because the supply chain is capacity-
constrained, it is necessary to smooth those effects by pre-production in pe-
riods with less customer demand. Here, master production scheduling has to
trade off the costs for seasonal stocks due to pre-production and the costs
for capacity, especially the additional expenditure for working overtime in
periods with peak demand. Up to now, most consumer goods manufacturers
had a quite low working time flexibility and therefore changes in the working
time pattern already had to be announced on the mid-term. Because of this
and because of the scarce capacity, mid-term planning of working time is a
crucial task in consumer goods industry. But in the meantime, more and more
labor agreements are going to provide flexible working times. Thus, further
sophisticated planning methods could lead to lower costs by effectively taking
advantage of the additional freedom.

Furthermore, quite a lot of consumer goods companies use more than one
site for producing the same product. Thus, the above planning task is getting
more complex as capacity problems could be balanced by shifting production
quantities from one site to another. Therefore, the costs for transports to the
demand point are relevant and have to be considered, too, during the decision
process. This extension of master production scheduling leads to a planning
model (in general: capacity-constrained master planning) which includes both
the tasks of mid-term production planning and mid-term distribution plan-
ning. If alternative sites producing the same products are sourcing their ma-
terial from multiple suppliers with substantially different purchasing prices,
the master planning model has to integrate the procurement side, too.

Usually, the main result of master planning in the consumer goods area is
not the production quantity because the demand or forecast might change in
the short run. Therefore, short-term scheduling needs to plan with updated
demand data. So, the necessary capacity (especially working time, shift pat-
tern, and overtime), the quantity which has to be pre-built (seasonal stock),
and the transport capacity on each link are the decisions aided by master
planning.

Mid-Term and Short-Term Sales Planning Since an deliver-to-order
decoupling point is given, all production and most of the planning processes
are driven by forecasts, more precisely, by forecasts for final items. Forecast-
ing is often the crucial point in consumer goods industries because inven-
tory of finished products is quite expensive and lost sales or backlogs reduce
the customer’s trust in the company. These effects are sometimes amplified
by depreciations which arise because of the low shelf-lives of the products.
Therefore, it is necessary to include the seasonal influences and the additional
demand which is caused by promotions and marketing activities.

The high number of product types forbids the forecasting of individual
final items for a mid-term planning horizon. However, since standard prod-
ucts are considered and since a divergent BOM is given, aggregation of final
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items to product groups quite often is straightforward. Thus, in mid-term
forecasting usually aggregated product groups are considered and the time
buckets comprise one week or more. As a general rule, the total planning
horizon should at least include a complete seasonal cycle. Usually, the plan-
ning task consists of two steps. The first involves statistical forecasting under
consideration of trends and seasonal effects. For that purpose, the time series
of past demand are analyzed and extrapolated into the future. This can easily
be done because the long life cycles of products give access to a long history
of sales data. In a second step, the additional demand which is caused by
planned marketing activities is added to the base forecast.

The short-term forecasting procedure then considers all products and a
more detailed time grid (usually daily buckets). As the sales personnel has
exact information on promotions for each time bucket (day), the short-term
forecast figures should be composed from the statistical base forecast, sup-
plementary demand resulting from promotions, and the change in demand
caused by seasonal fluctuations. The information on seasonal effects (calcu-
lated in mid-term sales planning) has to be considered as add-on to the base
forecast because the short horizon comprises not a complete cycle which is
necessary for a seasonal planning model.

Lot-Sizing and Machine Scheduling Production planning in consumer
goods industries seems simple as the production process only consists of one
or two stages. But in practice one of the hardest planning problems occurs
because of high sequence dependent setup costs and times. This dependence
enforces the simultaneous determination of lot-sizes and sequences: changes
in the sequence of lots cause alterations in setup costs and setup times (i. e. in
the net capacity actually remaining for production) which influence the lot-
sizing decision. But the sequencing decision in turn is based on known lot-
sizes. This problem is the more crucial, the tighter capacities are. However,
since often bottlenecks are stationary and known, it is possible to concentrate
on a single bottleneck stage comprising several parallel flow lines.

Transport Planning, Warehouse Replenishment A further crucial task
in consumer goods industries is to balance the inventories in the multi-stage
distribution network. Two major types of stocks are affected on the short-
term, namely the lot-size and the safety stock.

In a deliver-to-order (= make-to-stock) environment final items have to be
produced on forecast, i.e. without knowing customer orders. These produc-
tion quantities, the so-called lot-size stock, have to be distributed among the
various stocking points of the 3-stage distribution system at which customer
orders arrive. The task of deployment is to plan the short-term transportation
activities such that customer orders can best possibly be fulfilled.

The deliver-to-order decoupling point also enforces safety stocks of final
items to be placed at the most downstream stage (i.e. before customer de-
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livery) in order to avoid stock-outs. In a 3-stage distribution system it seems
— for risk pooling purposes — often reasonable to hold a part of the safety
stocks at upstream warehouses (e. g. central warehouses etc.). Thus, not only
the determination of the total amount of safety stock, but also the allocation
of safety stocks within the distribution system are important planning tasks,
seriously influencing customer service.

Because of the intense competition in consumer goods supply chains and
because of the high power of customers (wholesalers, retailers) very high
service levels are aspired. However, usually not all incoming customer orders
can immediately be served from stock. The crucial task of selecting the minor
important orders that can best be postponed (but nevertheless may get lost
because customers become annoyed) is called “shortage planning”.

Coordination and Integration Since an intra-organizational supply chain
is given, information could centrally be made available and central coordina-
tion should basically be possible. This coordination task should be settled on
the mid-term master planning level because — as we have seen above — here
an integration of procurement, production, and distribution is necessary, any-
way.

After deriving these specific planning tasks of the consumer goods SC-
type the question is how to link them together to get an integrated planning
concept covering the whole (intra-company) supply chain best possibly. As
we have seen in Sect. 4.1, hierarchical planning is a proper way to allow
such a coordination. Of course, only a rough and very general draft of such
a planning concept can be shown here. Details concerning aggregation of
products or resources, time buckets of planning modules, and planning fre-
quencies have to be skipped over. Thus, Fig. 4.4 only presents a “skeleton” of
planning modules and the basic information flows between them. A planning
concept for a real world supply chain has to be adjusted appropriately. A
more complex consumer goods supply chain may comprise further planning
tasks and require additional modules with the respective information flows
in between. However, we hope to give some idea how the specific planning
requirements of a consumer goods SC-type have to be reflected in a “fitting”
planning concept.

Because of the higher degree of uncertainty only such decisions that can-
not be postponed to later, shorter-term planning should be predetermined
at the (capacity-constrained) Master Planning level. Just this information
should be passed on the short-term level by means of instructions. As we
have already seen, in consumer goods supply chains such decisions usually
comprise the determination of working time like shift patterns (because of its
low flexibility) and the build up of seasonal stock (because of the long plan-
ning horizon being necessary). In order to take sound decisions, all influenc-
ing factors should be considered. For mid-term master planning in consumer
goods supply chains this means that constraints like
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mid-term Master Planning forecast
working timeﬂﬂe.g. setup times ﬂseasonal Demand
Planning

Simultaneous |\ Assignment / cast

Lot-sizing
and ;—customer requests
short-term Scheduling | _lot-size Deployment{
stock Shortage Planning

Fig. 4.4. Exemplary operational planning concept for the consumer goods manu-
facturing SC-type

e dynamic forecasts of customer demand (in order to reflect seasonality),
e limited capacity of resources and capabilities of extension,
e minimum stocking levels (safety stock and anticipated lot-size stock),

and further decisions like

o transport flows from factories to central warehouses (CWs) and customers
(because stocks can be balanced between CWs) and

e production quantities of factories
(in order to evaluate the amount of overtime being necessary)

altogether have to be integrated in a single, holistic view of the supply chain.

This can (for reasons of complexity) and should (because of uncertainty)
only be done in an aggregate manner, e.g. by means of product types, ag-
gregate resources and monthly time buckets. Demand information has to be
available at the same aggregation level. Such mid-term forecasts often are
made in a further Demand Planning task by a central Sales department by
consolidating the (more accurate) decentral forecasts of their regional de-
pendencies and upgrading this aggregate forecast with additional, centrally
available information like planned TV advertisements etc.

Because of seasonality the planning horizon usually should include at least
one seasonal cycle — quite often a year. To make mid-term planning more
realistic, decisions of the short-term level, to be taken at later moments,
have to be anticipated. In consumer goods supply chains average setup times
(also reducing mid-term capacity, but not being considered in detail in mid-
term planning) or the average level of lot-size stock are of relevance. These
essentially are a result of the shorter-term lot-sizing and scheduling module.
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Short-term planning has to respect the instructions of the mid-term plan-
ning level. However, short-term planning has a more detailed view of the sup-
ply chain. For example, since Simultaneous Lot-sizing and Scheduling (SLS)
has to decide about changeovers, now “setup families” have to be considered
which have the property that setup costs and setup times only occur for
changeovers between items of different families (see Sect. 3.4, p. 74). Usually,
a product type consists of several setup families. Thus, there is a higher level
of detail than it was at mid-term master planning.

Also a shorter planning horizon suffices (e.g. two months) and capaci-
ties of production lines instead of aggregate resources are the limiting factor.
Consequently, the aggregate instructions of the mid-term planning level have
to be disaggregated into more detailed instructions for the short-term level.
That means that working time commitments have to be refined at the de-
central factories (maybe within an additional master production scheduling
task) and that seasonal stocks of product types have to be assigned to setup
families.

On the short-term, usually more accurate forecasts of customer demand
are available. These short-term forecasts, the disaggregated seasonal stock,
and the planned safety stocks are balanced with the initial stocks that are
currently available at the central warehouses to compute the net demand that
has to be satisfied by SLS. This net demand furthermore has to be assigned to
(the production lines of) the factories. Note, if initial inventories have fallen
below the safety stock levels, a part of the net demand is used to “refill”
safety stocks. Also note that this Netting procedure has the character of a
disaggregation step and that due to the better demand information the mid-
term (virtual) transportation flows between factories, central warehouses, and
customers normally have to be revised on the short-term.

At each factory, the decentral SLS is responsible for production line plan-
ning, i.e. determining the sizes and sequences of production lots of setup
families. The lot-size stock of final items, resulting from a further disaggre-
gation of setup families into final items (within SLS), has to be deployed to
the CWs at which customer requests arrive. As the deliver-to-order decou-
pling point indicates, the final Shortage Planning at the CWs matches the
incoming customer orders against the forecast-based stocks and determines
whether and when a certain order will be delivered.

Finally note that — for sake of clarity — only two dimensions are printed
in Fig. 4.4, but actually three dimensions would be necessary. This is due to
the fact that there may be several factories and CWs where planning tasks
like SLS or demand planning have to be tackled decentrally. Furthermore,
additional planning levels and modules may be required, e. g. in order to plan
the movement of machines or tools between factories (see e.g. Sect. 24.1.2).
This has to be done if total customer demand is stable but regional customer
behavior changes over time. Then, it may be advantageous to serve customer
demand always from the nearest factory in order to save transportation costs
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of finished products, but this also depends on the costs for the movement of
machines. Such a planning task would have a lower planning frequency than
the ordinary master planning described above.

This example already shows that our typology is by far not (and cannot
be) comprehensive. Even a small change in the assumptions being made may
have significant impact on planning tasks and planning concepts. As a second
example, in our consumer goods supply chain we (implicitly) restricted our-
selves to products with a rather long shelf life. If this is not the case (e. g. for
fresh food), holding stocks is only possible for a very short time. Then excess
capacity instead of inventory has to balance seasonal demand and the lot-
size stock has to be restricted, too. So the planning concept of Fig. 4.4 is not
appropriate any more and has to be adjusted accordingly. However, we think
that quite a lot of supply chains fit the consumer goods SC-type introduced
above. Nevertheless, the fresh food example shows that it is very important
to document how a planning concept has been derived from the specific char-
acteristics of an SC-type. Because only then it is possible to check whether
the own supply chain fits the type and where adjustments in the planning
concept have to be made.

As a second and quite contrary example of type-specific planning tasks
and corresponding planning concepts we now come back to the computer
assembly type introduced in Sect. 3.5.

4.3.2 Computer Assembly

As pointed out below and summarized in Table 4.2, the specific characteris-
tics of the computer assembly SC-type necessitate special emphasis on quite
different planning tasks.

Master Production Scheduling, Capacity Planning and Mid-term
Distribution Planning As opposite to the consumer goods type, less a
capacity-constrained, but rather a material-constrained supply chain can be
found. Because of the high working time flexibility, capacity of production
is only a minor focus of mid-term planning. The limited availability of some
important components, however, is a serious problem. If critical suppliers have
a high power within the supply chain, mid- to long-term contracts (comprising
both maximum supply and minimal purchasing quantities) ought to ensure
the desired flow of components. These commitments limit the material supply
(upper and lower bounds) that can be utilized. Due to their long lead-times
quite a lot of components have to be ordered in good time on basis of demand
forecasts.

Both material constraints and long lead-times enforce a mid-term bal-
ancing of demand against possible component supply. In so doing backlogs
may arise. As will be shown below, order promising needs to know component
availability in order to set reliable delivery dates as soon as customer requests
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Tab. 4.2. Specific planning tasks of the SC-type “computer assembly”

Attributes & contents Impact on planning

large number of products procured  mid-term master plan coordinates . ..

long supplier lead-times ... purchasing & order promising
unreliable supplier lead-times safety stocks of components
short materials’ life cycle high risk of obsolescence, mark down,

phase-in, phase-out

no bottlenecks in production only rough capacity planning necessary
2-stage distribution system merge-on-the-fly
forecasts & orders available forecast netting
short life cycles no sales history available
customized BOM configuration check
convergent BOM demand-supply matching,
component substitution
assemble-to-order forecasts & safety stocks of components,
order promising, allocation planning
material-constrained master planning synchronizes materials
supplier oriented long- & mid-term contracts
customer oriented short delivery times,

high delivery reliability aspired

arrive. The information about availability (the so-called ATP quantities) is
a result of this material-constrained master planning. Thus master planning
has to synchronize the purchasing of a vast number of different components
(planned component inflow) and to provide this information about planned
component availability for order promising in form of ATP.

Mid-term distribution planning is only a relevant topic if an order can
be satisfied from alternative sources such that one needs to choose between
different distribution channels. Only in this (rather seldom) case, the distri-
bution system has to be incorporated in master planning.

Mid-Term Sales Planning In configure-to-order and assemble-to-order
environments all assembly processes are kicked off by a specific customer
order. Processes upstream from the decoupling point — and especially the
purchasing — have to be based on forecasts, either directly on forecasts for
components or indirectly on forecasts for final items.

In the first case, component demand could be estimated directly on basis
of the sales histories and the assembly histories, respectively. In case of short
life cycles, there is only a very poor history available. Sometimes, knowledge
about life cycles of related components with similar functionality (e.g. of the
discontinued predecessor) can be utilized as a surrogate. However, such a
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direct approach is mostly useful for C-components and -materials with minor
value and rather long life cycles.

For high tech A-components with rather short life cycles the risk of obso-
lescence is very high and not only understocking, but also overstocking should
be avoided. Then, one may try to indirectly derive a (hopefully) more accurate
component demand from the production program. Thus final item demand
has to be estimated on basis of aggregate product types. Component demand
(= planned component inflow) has to be derived from the planned produc-
tion quantities in a sort of BOM explosion (as integral part of the master
planning process). This task can quite easily be implemented in assemble-to-
order environments where standard variants are predominant. In case of a
configure-to-order decoupling point, however, also the structure of the BOM,
i.e. the share of components within product types (e. g. the share of 320 GB
and 500 GB hard disks within consumer PCs) has to be estimated which is
an extremely difficult problem. Note that the component demand considered
here corresponds to the planned component inflow stated above as a result
of master planning. But the master planning process has to simultaneously
respect supplier lead-times and material constraints. Thus master planning
is more than a simple forecasting procedure.

Short-Term Sales Planning On the short-term more accurate demand in-
formation is available, i. e. the already known customer orders’ share of actual
demand is higher. So one has to wonder how to integrate this information into
the forecasting process and how to match “old” forecasts with incoming cus-
tomer orders (“forecast netting”). The latter problem actually comprises the
tasks of controlling forecast accuracy and reacting to forecast errors. Since
forecast errors should be hedged against by safety stocks, here refilling of
safety stocks (in case of too pessimistic forecasts) or reduction of the cur-
rently available stock (in case of too optimistic forecasts) are addressed. In
consumer goods supply chains this netting procedure is still a relatively sim-
ple task because just stocks of final items have to be considered. In computer
assembly supply chains, however, stocks of components have to be netted.
This implies that forecast accuracy can also be measured on the component
level.

Besides the danger of understocking, there is a high risk of overstocking
of components because of their short life cycles. Thus, at the end of the life
cycle one possibly has to take care about promotions or discounts in order
to get rid of obsolete component stocks. In any case, older components have
frequently to be replaced with their more modern successors (phase-in, phase-
out). Thus, quite often forecasts for both predecessor and successor have to
be aligned (see Chap. 7).

An upstream decoupling point entails rather long order lead-times. Thus
— as compared to consumer goods manufacturing — there is a noticeable time
span between a customer request and the delivery of the complete order to



102 Bernhard Fleischmann, Herbert Meyr, Michael Wagner

the customer in computer assembly supply chains. If a customer has to wait
anyway, he at least wants to get a reliable promise at which point in time
his order will be delivered (a so-called “due date” or “promised date”). So the
order promising and all subsequent further demand fulfillment processes are
very important tasks within such a type of supply chain. Whereas short deliv-
ery times and early due dates are aspired by order promising, the compliance
with that due date has highest priority throughout the demand fulfillment
afterward.

Quite often order promising is an on—line task. A customer wants his due
date to be assigned very soon after his request (e.g. within a few minutes).
Then order promising has to be executed on a first-come-first-served basis.
Thus, there is a high chance that a less lucrative order books components that
later on could be assigned to a more lucrative order. In order to realize higher
profits, it may be useful to allocate quota of components to specific customer
classes (as it is well known from yield management and flight ticketing).
Such a “refinement” of ATP is sometimes called allocation planning. Note
that allocation planning is only required in shortage situations.

Lot-Sizing and Machine Scheduling As we have seen, in computer as-
sembly supply chains setup costs and times are negligible. There are no se-
rious bottlenecks in production and working time is quite flexible, even on
the short-term. Thus lot-sizing is irrelevant and scheduling the released cus-
tomer orders (“production orders”, “jobs”) with the objective of meeting the
promised due dates also is not a very critical task.

However, in order to select the orders to be released next, the currently
available, anonymously purchased stocks of components (“supply”) have to be
assigned to the already promised customer orders (“demand”). This demand-
supply matching is only important in shortage situations. If supply of compo-
nents is not sufficient to satisfy all customer orders in time, i.e. with respect
to the promised due dates, one has to decide which demand should be back-
logged and which supply should be accelerated. In the first case, the Order
Management department has to contact some carefully selected customers
and to inform them about delaying their orders. Of course, simultaneously
new second or even third promised dates have to be set (“re—promising”).
In the second case, the Procurement department has to negotiate with some
critical suppliers in order to (hopefully) speed up the delivery of their com-
ponents. Since hundreds of components and thousands of customer orders
might be concerned and thus should be considered, this obviously is a very
difficult task. Note that there can be further degrees of freedom, e.g. due
to component substitution, because customers might be satisfied by similar
components of alternative suppliers not originally agreed on.

Transport Planning, Warehouse Replenishment Like it was the case
for mid-term distribution planning, shorter-term transport planning is not a
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critical task. Sometimes, there may be a choice between alternative trans-
portation modes, e.g. between “normal” delivery by a carrier and “express”
delivery by a parcel service.

It is interesting to note that — because of the convergent BOM — an as-
signment of currently available stock to customer orders, similarly to the
demand-supply matching, may be required at several stages downstream from
the decoupling point. The latest possible stage in a 2-stage distribution sys-
tem are the distribution centers where different order lines (e. g. monitors and
computers) have to be “matched” to a complete order. Such matching tasks
are necessary whenever a customer order initiates the release of material (or
the execution of some processes), but the material released (or the output
of the process) will not durably remain assigned to this specific order. For
example, customer order 1 may initiate the assembly of a system unit, but
order 2, having a higher priority, will finally catch this unit. Such a proce-
dure increases flexibility, yet also decreases the stability of a system. The
earliest possible “marriage” between an order and its components — as the
other extremal — would be the durable assignment of ATP on hand at the
order promising stage. Then, very reliable due dates can be promised (be-
cause the necessary components are already on stock and cannot be caught
by other orders) and a complete tracking and tracing of this order is possible.
Obviously, such a procedure necessitates a high stock level due to high WIP.

However, the major focus of short-term planning is on the supply side. As
introduced above, safety stocks have to be held on component level. This is
the more important, the longer and the less reliable supplier lead-times are.
As compared to the consumer goods supply chain, determination of correct
safety stock levels is more complicated since service levels are usually defined
and measured for finished products, whereas safety stocks have to be set
for components. Because of the short material life cycles, there is a high
risk of obsolescence, too. So at the end of the life cycles, short-term safety
stock planning has the character of a newsboy problem (see Nahmias 2005,
Chap. 5).

Coordination and Integration Due to the high power of some suppli-
ers and customers, intensive collaboration should be established, e.g. in or-
der to exchange capacity (material availability) or demand information. For
the intra-company part of planning, also central coordination by means of a
(material-constrained) master plan is useful which synchronizes the activities
of the Sales, Production, Procurement, and Order Management departments.
The outcome of master planning should be the planned inflow of components.
As can be seen in Fig. 4.5, this information is used to synchronize the pur-
chasing (by means of the aggregate inflow) and order promising (by means
of ATP). The input of master planning may be mid-term forecasts for final
item demand (aggregated to product types) and attach rates, i.e. forecasts
for the share of components within these product types. Both are results of
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a Demand Planning task which usually is in the responsibility of the Sales
department. As for consumer goods supply chains, also decentral forecasts of
several sales regions have to be consolidated and upgraded to an aggregate
forecast for the company.

. . fore-
mid-term Master Planning —
casts
Demand
aggregate inflow 1//‘7 e.g. lead times NTP Planning
Demand- Allocation
Supply Planning
SUppIZ Matching (Disaggregation) customer
...... D T
. %rrequests
Purchasing Il released orders ",
. ,allocated
Scheduli ,, ATP" Order
cheaulin isi
short-term 9 T, Promising

confirmed orders

Fig. 4.5. Exemplary operational planning concept for the computer assembly SC-
type

Thus, the task of Master Planning is to link the planned component inflow
with final item demand. This task would be straightforward if there weren’t
any constraints. While production capacity is a rather loose limitation, the
problem is to respect upper and lower bounds for the procurement of some
critical components and to respect the varying, partly long lead-times. The
objective should be to balance inventory holding costs for components against
profit that might be obtained by different product types in several regional
markets. Note, however, that purchasing and order promising not necessarily
have to be synchronized by taking monetary objectives into account because
just a unique master plan — no matter whether cheap or expensive — is re-
quired.

Purchasing needs to know about the aggregate component inflow mas-
ter planning calculates with, e. g. about the weekly or monthly inflow of hard
disks of a specific size or class of sizes. Concrete purchasing orders to each sup-
plier (which entail a higher level of detail) have to meet this aggregate com-
ponent inflow best possibly. Thereby, multiple sourcing, supplier contracts,
economic lot-sizes, and safety stock targets (including forecast netting) have
to be taken into consideration. The master plan can only take care of the
most critical A-components. Thus, the remaining B- and C-components have
to be forecasted and ordered, directly. The result of purchasing is the compo-
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nent inflow (component supply) that arrives at the inbound warehouses and
becomes available for assembly. In order to feed master planning with up-to-
date data, purchasing has to provide realistic information about lead-times
and minimum or maximum purchasing quantities of critical components.

On the other hand, order promising requires information about ATP quan-
tities, i. e. the part of the component stock on hand and the expected compo-
nent inflow (already in transit or planned by master planning) that has not
yet been allocated to specific orders and thus can be promised to customers
in the future.

Since final item demand has driven the master plan, there already has been
some rough assignment of component stock — and thus ATP — to different
markets. However, if detailed quotas for smaller sales regions are required
to permit an on-line order promising, the output of the master plan has
to be refined into “allocated ATP” in a further Allocation Planning step.
Similar to the netting procedure in consumer goods supply chains, this task
primarily is a disaggregation step because the major (material-constrained)
decisions about assignment of component stock to markets have to be taken
on the master planning level. Order Promising then suggests a due date for an
incoming customer order by searching within allocated ATP for all requested
components of the order. In case of customer compliance with the date, the
confirmed order finally books the corresponding components within allocated
ATP (but usually not within physical stock) so that they cannot be promised
a second time.

The coupling to short-term production planning is rather loose. Demand-
Supply Matching has to balance the available stock of components — which is
the actual supply resulting from short-term purchasing activities — with the
confirmed orders. Note that actual and planned supply may deviate consider-
ably because of unreliable lead-times. But this discrepancy should be buffered
by safety stock (within master planning and purchasing as well). Besides sup-
ply acceleration activities and re-promising of orders, the confirmed orders, to
be released to the shop floor next, are the results of Demand-Supply Match-
ing. These assembly jobs afterward have to be scheduled on the shop floor.
As mentioned above, if there is only a temporary assignment of components
to customer orders, planning tasks similar to this demand-supply matching
may also occur at further downstream stages, the last of them being settled
at a distribution center.

Of course, there may exist other useful ways to hierarchically link the
planning tasks and planning modules of a computer assembly supply chain.
However, a planning concept for computer assembly has to take into account
the specific requirements of such a type of supply chain.
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APS have been launched independently by different software companies at
different points in time. Nevertheless, a common structure underlying most
of the APS can be identified. APS typically consist of several software mod-
ules (eventually again comprising several software components), each of them
covering a certain range of planning tasks (see Rohde et al. 2000).

In Sect. 4.2 the most important tasks of supply chain planning have been
introduced and classified in the two dimensions planning horizon and supply
chain process by use of the SCP-Matrix (Fig. 4.3). As Fig. 5.1 shows, certain
planning sections of the SCP-Matrix, e. g. mid-term procurement, production
and distribution, are typically covered by a respective software module. The
names of the modules vary from APS provider to APS provider, but the
planning tasks that are supported are basically the same. In Fig. 5.1 supplier-
independent names have been chosen that try to characterize the underlying
planning tasks of the respective software modules.

long-term Strategic Network Design
mid-term Master Planning
Demand
Purchasing || Production | | Distribution | |~ 29
& Planning Planning
Material Somand
Requirements :
short-term|  Planning Scheduling Eaar:]i?r?; Flgflg\q_‘l;nt

Fig. 5.1. Software modules covering the SCP-Matrix
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APS typically do not support all of the planning tasks that have been
identified in Sect. 4.2. In the remainder of the book it will be shown which
tasks are actually considered (Part II), how to select and implement APS
(Part IIT), how to build models using software modules (Part IV) and which
solution methods are commonly used (Part VI). In the meantime, the follow-
ing provides an overview of the structure of the software modules and the
planning tasks concerned:

Strategic Network Design covers all four long-term planning sections, es-
pecially the tasks plant location and the design of the physical distribution
structure. Some questions that arise in strategic sales planning (e. g. which
products to place in certain markets) can be considered, too. Basically,
the design of the supply chain and the elementary material flows between
suppliers and customers are determined.

Demand Planning. Further tasks of strategic sales planning (e.g. long-
term demand estimates) and the mid-term sales planning are usually
supported by a module for Demand Planning.

Demand Fulfillment & ATP. Most APS providers offer Demand Fulfill-
ment & ATP components that comprise the short-term sales planning.

Master Planning coordinates procurement, production, and distribution
on the mid-term planning level. The tasks distribution, capacity and
mid-term personnel planning are often considered simultaneously. Fur-
thermore, master production scheduling is supported.

Production Planning and Scheduling. If there are two separate soft-

ware modules for Production Planning and Scheduling, the first one is
responsible for lot-sizing whereas the second one is used for machine
scheduling and shop floor control. Quite often, however, a single software
module ought to support all three tasks.
Planning on such a detailed, short-term planning level is particularly
dependent on the organization of the production system. Therefore, all
bottlenecks have to be considered explicitly. If multi-stage production
processes and product structures exist, they have to be coordinated in an
integrative manner. In order to meet the specific requirements of partic-
ular industries, some software vendors offer alternative Production Plan-
ning and Scheduling modules.

Transport Planning and Distribution Planning. The short-term trans-
port planning is covered by a corresponding software module. Sometimes
an additional Distribution Planning module deals with material flows in
a more detailed manner than can usually be done by Master Planning.

Purchasing & Material Requirements Planning. The planning tasks
BOM ezplosion and ordering of materials are often left to the ERP sys-
tem(s), which traditionally intend to supply these functionalities and are
needed as transaction systems, anyway. As far as non-bottleneck materi-
als are concerned, the BOM explosion indeed can be executed within an
ERP system. However, an “advanced” purchasing planning for materials
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and components, with respect to alternative suppliers, quantity discounts,
and lower (mid-term supply contracts) or upper (material constraints)
bounds on supply quantities, is not supported by ERP systems. Not all
APS providers launch a special software module Purchasing & Material
Requirements Planning that supports (mid- to) short-term procurement
decisions directly. Sometimes, at least a further Collaboration module
helps to speed up the traditional interactive (collaborative) procurement
processes between a manufacturer and its suppliers.

The software modules of APS are dedicated to deterministic planning. How-
ever, there are uncertainties on both the inbound (unreliable suppliers, ma-
chine breakdowns) and the outbound (unknown customer demand) side. In
order to hedge against uncertainty, buffers have to be installed — either in the
form of safety stocks or safety times. Buffering against uncertainty is a task
that covers all supply chain processes and actually cannot be assigned to a
single software module because it depends on the particular industry and the
locations of the decoupling points (see Tempelmeier 2001). However, in ac-
cordance with some software providers, we describe the safety stock planning
functionality of APS in Chap. 7, when discussing the details of the Demand
Planning module.

The planning tasks may vary substantially dependent on the particular
industries and supply chains, respectively. This is especially true for the short-
term planning tasks (see e.g. Drexl et al. 1994). APS providers are increas-
ingly becoming aware of this situation. Therefore, they offer several software
components and/or software modules covering the same planning tasks, yet
respect the peculiarities of the particular type of supply chain considered. So
actually, a third dimension supply chain type should be added to Fig. 5.1.
For the sake of clarity, however, the need for industry-specific solutions is
visualized in a separate figure (Fig. 5.2).

Software modules can be seen as some sort of “planning kit”. The users
buy, install and integrate only those modules that are essential for their busi-
ness. In most cases, not all modules of an APS provider are installed. Some-
times, but not often, components of different APS providers are combined.

The revers is also possible. Some APS providers do not offer software
modules for all planning tasks. However, APS suppliers seem to be highly
interested in providing complete solutions. As a result, further modules for
supplier and customer collaboration and supply chain execution (as we will
see later on) have been launched. Quite often, APS vendors bundle APS
modules together with modules for ERP and CRM in order to provide a
comprehensive supply chain suite. Thus, sometimes it may be hard to iden-
tify the planning modules of the suite (especially their functionality) and to
verify the APS-structure described above when visiting the web pages of the
respective software companies.

Software modules are not always implemented for the planning tasks they
originally had been designed for. For example, a Master Planning module can
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Fig. 5.2. Modules of APS for particular industries

be used for Distribution Planning. This happens if modeling features of the
modules are quite similar and the same solution method can be applied to
different types of problems.

Besides the already proposed software modules, additional software com-
ponents are frequently supplied, which support the coordination of different
software modules as well as the integration with other software systems, e. g.
ERP systems or Data Warehouses (see Chap. 13).

However, preparing the technological capability to establish information
links between different software modules is only the first step. The crucial
question is what information should flow at which point in time. So the
problem is to design and implement planning concepts that coordinate these
software modules with respect to the objectives of the enterprise and supply
chain as a whole, respectively, in the most effective manner. In Chap. 4 such
planning concepts have been presented and it has been shown that they
have to fit the particular planning requirements of different types of supply
chains. Quite often, APS vendors provide solutions for particular industries,
i.e. they arrange a set of software modules that are intended to serve a certain
industry well. So far, however, “workflows’ for particular industries are only
seldom provided. Such workflows give some advice on how to establish the
information flows between these modules so that they are well-integrated
with respect to the peculiarities of the respective industry. This is achieved
by rather general templates.

Also frequently offered are the tools for the integration (mostly using In-
ternet technology) of different supply chain partners operating in different
locations. These software components provide the necessary data for a sup-
ply chain-wide, long- and mid-term planning, and communicate the outcome
of a central planning process to the respective de-central units. In most cases,
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an alert system supports the interaction between central and de-central plan-
ning (see Sect. 4.1). Since Internet technology can be applied for various
purposes, APS suppliers increasingly offer additional e-business tools, e.g.
for the opening of virtual markets in order to purchase raw materials.

This book, however, concentrates on collaboration, not on market-based
coordination. Market-based processes focus on pricing mechanisms to achieve
coordination between two or more parties. Thus, they are of competitive na-
ture. Collaboration or Collaborative Planning, however, places the emphasis
on processes of cooperative nature as pursued in SCM.

Figure 5.3 shows the collaboration interfaces of an APS. Collaboration ap-
pears in two directions: collaboration with customers and collaboration with
suppliers. From the view of a single member of the supply chain, collaboration
is important on both ends of its SCP-matrix, the sales and the procurement
side. The difference between the two types of collaboration is the divergent
structure in the case of customer collaboration and the convergent structure
in the case of supplier collaboration.

procurement distribution procurement

Strategic Network Design

Master Planning
Demand Demand
Planning Purchasing Production Distribution Planning Purchasing
& Planning Planning &
Material Material

Demand Requirements Transoort Demand Requirements
Fulfillment Planning Scheduling P Fulfillment Planning

& ATP Planning & ATP

Collaboration Collaboration

Fig. 5.3. Collaboration between APS

e One of the main applications of Sales Collaboration is the mid-term col-
laborative demand planning. In an iterative manner, forecasts are jointly
generated. During this task, forecasts have to be coordinated and ad-
justed, e. g. by means of judgmental forecasting processes, as opposed to
only aggregated. In shortage situations in particular, short-term collabo-
ration may support ordinary ATP processes by providing additional infor-
mation on alternative product configurations, delivery dates and prices.

e The task of mid-term Procurement Collaboration is to come to an agree-
ment on procurement plans derived from master plans. Aggregated prod-
uct quantities have to be disaggregated and allocated to possible suppliers
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with respect to their capabilities. These capabilities can be evaluated and
utilized efficiently in an iterative collaboration process. Thus, it is pos-
sible to generate procurement plans and delivery schedules that avoid
material shortages.

As already shown in Sect. 4.1, Supply Chain Execution Systems (SCES)
bridge the gap between preparing decisions in an APS and the final im-
plementation of these decisions in practice (‘“‘execution’). Figure 5.4 (see
e.g. Kahl 1999) shows that software modules for supply chain execution also
cover the supply chain processes ‘“procurement’, ‘“‘production’, ‘‘distribu-
tion”” and ‘‘sales.” However, the planning tasks tackled there concern the
execution, and thus comprise an even shorter—term planning horizon. For ex-
ample, SCES deal with material handling, order transmission to suppliers,
shop floor control, transportation execution (including tracking and tracing)
and on—line response to customer requests. If necessary, they enrich the plan-
ning instructions of APS with further details (e.g. by human support), but
mainly they monitor and control the execution of the decisions prepared by
the APS. An on-line monitoring of the execution processes allows real-time
reaction to unforeseen events.

long-term Strategic Network Design
mid-term Master Planning
Supply Chain< Dema_nd
Planning Purchasing Production Distribution Planning
& Planning Planning
Material
Requirements T " Demand
short-term Planning Scheduling ranspol Fulfillment
Planning & ATP
Supply Chain . order shop floor vehicle order
Execution real-time release control dispatch management

Fig. 5.4. Relation between APS and Supply Chain Execution Systems

SCES are closely coupled to APS by means of alert management systems,
so-called Supply Chain Event Management (SCEM) systems. Thus, they are
able to overcome the static planning intervals of traditional rolling horizon
planning and allow for a reactive, event-driven planning. The borders between
APS’ and SCES’ functionality cannot be clearly defined. For example, the
order promising function may be part of both APS and SCES. Usually ATP
quantities are allocated to customer groups within an APS (see Chap. 9),
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whereas the on—line search for free ATP and real-time responses to customers
are executed by an SCES. The search rules for ATP consumption may be
defined in the APS (and sent to the SCES as directives) or may be customized
directly within the SCES.
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In this chapter we will focus on the long-term, strategic planning and design of
the supply chain. Section 6.1 explains the planning situation and the problem
setting. Section 6.2 outlines the formulation of the problem as mixed integer
programming model and Section 6.3 describes the use of such models. Section
6.4 and 6.5 review the relevant literature and the software modules available
in APS, respectively.

6.1 The Planning Environment

During the strategic planning process an organization attempts to configure
a supply chain, which will enable this organization to maximize its economic
performance over an extended period of time. Together with product research
and development and marketing, the supply chain is one of the essential tools
for a company to achieve their strategic business goals and practices. Dur-
ing the strategic planning process, companies identify their key products,
customer markets for these products, core manufacturing processes, and sup-
pliers of raw and intermediate materials. Virtually all organizations must
redesign their supply chain from time to time to respond to changing market
conditions, but the recent wave of mergers and acquisitions and the globaliza-
tion of the economy have made this process even more frequent and impor-
tant. For example, a company may wish to expand into a new geographical
area where no infrastructure is currently in place, such as the expansion by
electronics manufacturing companies into Eastern Europe after those coun-
tries adopted a market economy. Another company may wish to consolidate
the duplicate distribution systems created by a merger or acquisition. Finally,
strategic planning is not only used for expansion but also for consolidation
and retraction, such as when the United States Armed Forces developed a
strategic plan for the base closings associated with the withdrawal from West-
ern Europe.

Typically, the planning horizon for strategic planning ranges from three
to twelve years and the decisions involve the establishment or closure of man-
ufacturing and distribution facilities, the allocation of products to facilities,
and the installation of major manufacturing lines. The objective are most
often financial objectives such as the maximization of the net present value
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(NPV) of profit or minimization of the NPV of costs, subject to customer de-
mand, customer service, and budget constraints. The consequences of these
decisions are the configuration of manufacturing and distribution capacity
and allocation of these capacities to products and customer zones. These
capacities and allocations then become constraints in the Master Planning
process. The Master Planning in turn determines the more detailed material
flows and material storage for a number of smaller periods within a seasonal
cycle.

Clearly, the decisions made in strategic network design have a major im-
pact on the long-term profitability and competitive position of a corporation.
But such far-reaching decisions typically have to be made based on data
generated by very aggregate forecasts and economic trends. Demand for con-
sumer goods in the developing nations of South America depends on the
population data for that region, the global and local economic condition, and
the profitability of serving that demand depends on the exchange rates dur-
ing the planning period. As a consequence, corporations have become very
much interested not only in the economic efficiency of their supply chain for
the projected conditions, but also in the robustness and flexibility of their
supply chain to adapt to changing and unanticipated conditions.

The strategic network design decisions have interrelated spatial and tem-
poral characteristics. For example, during an expansion into a new geograph-
ical area a company may decide to manufacture its products during the first
two years in existing manufacturing facilities and to transport them to the
new customer area. But starting in year three, when demand has grown suffi-
ciently, the most economic production-distribution strategy may be to man-
ufacture the products locally. This implies that the construction of the new
manufacturing plant has to be started immediately. Many of the decisions
made during strategic planning are of the go/no-go type. For example, the
decision may be either to build a manufacturing plant in year three or not,
but it is not possible to build half a plant.

Finally, the strategic planning process is complicated by the fact that
organizations execute strategic planning infrequently. A typical frequency
may be during the creation of the next five-year corporate strategic plan.
As a consequence, the people that performed the previous strategic planning
have been promoted or left for other organizations. This implies that the new
design team may have very little experience in decision support for strategic
design and its associated methodologies such as model building and model
solving.

To provide proper decision support for the strategic design of world-class
supply chains, one has to recognize that supply chains have the following
fundamental characteristics: they are holistic, global, and stochastic.

A holistic view of a supply chain does not focus exclusively on a sin-
gle aspect of the supply chain performance such as inventory, direct labor
cost, or product delivery, but takes an integrated and comprehensive view of
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the whole supply chain from the raw material suppliers, through the various
transformation facilities and transportation channels, to the final customers.
In addition, the evolution of the supply chain over multiple years is consid-
ered. The “cradle to grave” approach is thus not only geographical but also
temporal. Furthermore, the strategic decisions on the supply chain configu-
ration and the related investments cannot be taken without considering the
implications for the supply chain operations. Thus, supply chain design in-
tegrates the strategic capital budgeting decisions with the Master Planning.
It considers purchasing, manufacturing, distribution, and transportation cost
and capacities as well as the customer demand planning. It also considers the
full life cycle of different products, product portfolios, supply chain resources,
and mergers and acquisitions. All of these are geographically or organization-
ally dispersed components of a supply chain at a particular point in time. The
holistic view of the supply chain requires resolving the tradeoffs between the
objectives and performance measures of the various agents and organizations
in the supply chain.

Supply chains in virtually every industry are becoming increasingly global,
which implies that materials are purchased, manufactured, and transported
to the customers without consideration of national boundaries. While at the
current time duties and tariffs still play an important role, the overall trend is
towards elimination of these tariff and non-tariff trade barriers. Proper supply
chain design must incorporate the conditions and aspects of international
trade such as the various Incoterms (international commercial terms), duties
and tariffs, non-tariff-based trade barriers, and exchange rates. The allocation
of products to manufacturing sites in different countries can significantly
impact the tax paid by a multinational corporation. The tax also depends on
the internal trade and the transfer prices within the corporation. These tax
related issues must be addressed as part of the overall strategic supply chain
design process.

The establishment of a facility as part of a global supply chain is a very
important strategic decision. The economic life of a manufacturing facility or
even a distribution facility can span several decades. The economic and mar-
ket data over that time horizon are inherently not known with certainty at the
time the decision is made to establish the facility. The supply chain configu-
ration not only has to be efficient with respect to the expected conditions but
also robust and flexible enough to adapt to the inevitable changes in these
conditions. This implies that for every possible supply chain configuration
there is not just one value of profit realization but rather a profit distribution
that depends on the probabilities of the occurrence of various economic condi-
tions. Unfortunately, these probabilities cannot be determined in advance for
such a long-term planning horizon. A single combination of possible values of
the economic conditions and parameters is called a scenario. It is anticipated
that a small number of underlying trends in the future economic conditions
will be possible. A corporation typically considers an optimistic, neutral or
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best-estimate, and pessimistic trend. Each trend then contains one or more
scenarios.

The problem is thus to design a supply chain configuration in a multi-
period, with multiple scenarios, multi-country, multi-product, multi-echelon,
multi-facility setting based on forecasted parameters and with bill of materials
(BOM) flow conservation constraints. To a corporation, capital investments
become more attractive if they have a higher expected return and/or if the
variability of this return is smaller.

The complexity of this large-scale, holistic, global, and scenario-based de-
sign problem far exceeds the capabilities and insight of even the most knowl-
edgeable and experienced decision makers. To assist the decision makers in
determining the most desirable supply chain configuration in an acceptable
amount of time, the help of computers and software must be enlisted. A math-
ematical model of the supply chain has to be constructed combined with the
development of efficient methods of determining highly desirable supply chain
configurations.

Clearly, the proper execution of a strategic planning effort is a very chal-
lenging task. The decision support models must be comprehensive and cover
both engineering and financial constraints, and often they are company or in-
dustry specific. The models require a large quantity and variety of data, which
often must be forecasted with large degrees of uncertainty. The decisions are
binary and thus even the corresponding mixed-integer programming models
would be very difficult to solve to optimality. But the data are typically not
known with certainty, which indicates the use of scenarios. The construction
of the scenarios to include is also a non-trivial problem. One would like to
include all the possible scenarios that represent significant trends in the eco-
nomic conditions. However, most often there exist too many combinations of
major trends, so that including all the corresponding scenarios would make
the design problem computationally unsolvable.

6.2 Strategic Network Design Models

6.2.1 Basic Components

As explained in the previous section, supply chain design integrates two plan-
ning levels: Strategic structural decisions on the network configuration and
Master Planning decisions on the flows of goods in the network. Figure 6.1
shows the relationships between the planning levels and the objectives.

The financial objectives are affected directly by the strategic decisions
on investments and configuration as well as by the yearly financial vari-
ables resulting from the Master Planning. The Master Planning decisions
are constrained by the investment and configuration decisions. For instance,
the investment in a new machine can change the variable production cost
significantly. Other objectives will be discussed in Section 6.3.
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Structural decisions
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Fig. 6.1. Interdependence between strategic and Master Planning (MP) levels

Corresponding to the two planning levels, a supply chain design model
contains two major types of decision variables: binary structural variables
and continuous flow variables. Both are required to model the main com-
ponents of a supply chain, i.e. products, customers, vendors and suppliers,
manufacturing and distribution sites and facilities, different countries, and
planning periods. For strategic planning, the planning periods are usually
years. Typical structural variables are Statusy  indicating whether a site k
is “open” in year t or not, and similarly Statusy ;. indicating, whether a new
machine j is available at site k in year t. Alloc, 1, + may indicate if product p is
allocated to a manufacturing site k in year t. Fixed costs may be attached to
all these variables. The evolution of the supply chain is driven by investment
decisions. For example, Investy ;; may indicate if an investment takes place
in year t for machine j in site k. The capital investments, which constitute a
major component of the cash flow, are attached to these variables.

The flow variables express the quantities per time period for the various
supply chain processes, e.g. Production, ;. + denotes the quantity of product
p manufactured in site k in year t.

Four types of constraints are common in supply chain design models:
conservation of flow, capacity, consistency or linkage constraints, and equality
constraints used to compute intermediate quantities, such as components of
the objective function. Each type will next be discussed in further detail.

One type of conservation of flow constraints focuses on the material bal-
ance between different products, facilities, and transportation channels. They
represent the fact that all material flow entering a facility or the total supply
chain inevitably also must leave that facility or the supply chain, albeit in a
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different form. The general format of material balance constraints is

Inflowy .+ + Production, i
= Out flowy, .1 + Consumption, . Vp, k,t (6.1)

where In flowy, 1+ is the amount of product p entering in year ¢ from all
sources into site k, Outflowp .+ is the amount leaving to all destinations,
and Consumption, j; is the amount removed by customer demand or by
transformation into other products. The latter quantity is calculated from the
production quantities using the bill of materials (BOM) data of the successor
products.

A second type of constraints ensures that the model creates a feasible con-
figuration by assigning capacities to different resources in the supply chain.
Capacity constraints typically occur for production processes and may con-
cern a simple product or a group of products sharing the capacity. These
constraints also enforce consistency between the product-site allocation, the
status of a site or machine, and the flow through that site or machine. An
example of a capacity constraint for a single product p at site k is given next.

Productiony ,;: < Capacityy, - Allocy .+ V't (6.2)

where Capacityy, is the total capacity of the site k for the product p during
year t.

If capacities are limiting for a combination of products, then they are mod-
eled using resources. Typical examples of resources are machine production
hours or warehouse storage volume. The general format of such constraints
is given next for a machine j processing products p € P.

Z ResourceRequirement,, i, ; - Productiony, i, ;
pinP
< Capacityy, j+ - Statusy ;: ¥t (6.3)

Capacityy, ;. is the capacity of machine j at site k during period ¢, e.g.,
the available production hours in year ¢, ResourceRequirement, ;. ; is the
amount of resource required per unit of product on machine j.

The third type of constraints ensures the consistency between different
structural variables, for example, the consistency between the investment
and the status variables. An example of a constraint related to the status of
machine j at site £ and the corresponding investment is given next.

Statusy j; = Statusy ;i1 + Investy ;4 Vk,j,t (6.4)

where Statusy jo is the current initial status, which is an input parameter.
Thus, the status of a new machine j that is currently not established can
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only jump to being used if an investment takes place. For any product p that
requires machine j the following constraint set exists.

Allocy ;1 < Statusy ;. Vk,t (6.5)

Similarly, a product can only be allocated to an open site k:

Allocy i1 < Statusy, Vp, k,t (6.6)

A typical linkage constraint in the automotive industry is the irreversibil-
ity of a product-site allocation

Allocy i1 > Allocp g 1—1 Yk, t (6.7)

Often a limit MaxzCounty on the number of products that can be allo-
cated to site k exists:

Z Allocy .+ < MazxCounty Vik,t (6.8)

p

Further examples of constraints on the configuration are limits on the
number of facilities, either/or facility constraints which require one out of a
set of facilities to be established, or ordering of facilities which require one
facility to be open before other facilities can be used. Finally, the consistency
constraints can be used to ensure that a minimum quantity or usage of a
machine or site occurs if this machine or site is established. The fourth type
of constraints are equalities that compute intermediate or derived variables.
A typical use is the computation of the components of the objective function.
The objective of the strategic supply chain design process is to maximize
the long-term economic performance of the corporation. This objective has
to be expressed in the financial performance measures familiar to corporate-
level decision makers. For strategic supply chain configurations the primary
performance measure is the net present value (NPV) of the streams of net
cash flows (NCF).

NPVNCF — ZNCFt (tedf) = (Z NCFt)-(lJrcdf)‘t (6.9)

t=1 t ceC ret

NCF,, is the net cash flow for a country c in the currency of that country
during a year t. er.: is the exchange rate for the currency of country c
expressed in the currency of the home country. cdf is the capital discount
factor for the global corporation.

A general definition of the NCF is based on the earnings before interest,
taxes and amortization (EBITA) (see Choi 1997).
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EBITA = SalesRevenue — FixedCosts
— VariableCosts — Depreciation (6.10)

NCF = (1 — TazxRate) - (EBITA — Interest)
+ Depreciation — Amortization (6.11)

In the supply chain design model, the NCF has to be restricted to those
components that can be influenced by the decisions considered. Usually, de-
cisions on interest and amortization payments are not included explicitly.
Instead, interest is implicitly considered by discounting the NCF. Thus, the
relevant NCF,; to be used in the objective criterion 6.9 is

NCF., = (1—TazxRate.) - (Sales. — VariableCosts. — FizedCosts, ;)

+ TaxRate, - Depreciation., — Investment Expenditure.; (6.12)

where each component is obtained by summing up over all activities within
country c in year t. Sales and variable costs are linear functions of the cor-
responding flow variables, the fixed costs are determined by the Status and
Alloc variables and the investment expenditures by the Invest variables. The
depreciation allowance depends on the tax laws of the country and can be de-
termined using the depreciation fractions in the relative years s = 0,1,2,...
after the investment has been made. For example, the depreciation in year ¢
due to an investment of the amount I;; in machine j at site k in one of the
years t — s is

t—1
Depry, ¢ = Z DepreciationFraction, - Iy, j - Investy, ji—s (6.13)
s=0

For example, the DepreciationFraction for a machine using straight-line
depreciation over a five-year period would be 20% for every year.

While each decision variable and each constraint in itself is simple, the to-
tal number of variables and constraints creates very large problem instances.
The creation and maintenance of the model formulation, data, and model
solution requires significant information technology and computational re-
sources. Typical comprehensive strategic supply chain design models may
contain thousands of the binary variables and millions of the continuous vari-
ables in tens of thousands of constraints. For example, Santoso et al. (2005)
report solving a formulation with 1.25 million continuous variables for an in-
dustrial case and Papageorgiou et al. (2001) report that 3000 binary variables
are present in a small illustrative example.
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6.2.2 Extensions

A few extensions to the basic model of Section 6.2.1 are introduced next.

Transfer Payments

Transfer payments between the national subsidiaries of a multinational com-
pany affect the sales revenues and the purchasing costs of the subsidiaries
concerned. Modeling this impact requires the specification of the rules that
govern internal trade and transfer prices (see Papageorgiou et al. 2001). If the
transfer prices are considered as decision variables, a difficult nonlinear opti-
mization model is obtained even for the operational level with fixed supply
chain configuration (see Vidal and Goetschalckx 2001).

Demand Constraints

In most network design models, the given demand per product, region and
year must be fully satisfied. The capacities for production and distribution
processes, which are variables in the model, are adapted to the given demand
in the solution of the model. In this case, the sales revenue is fixed by the given
demand data and can be omitted from the NCF in 6.12. However, there are
situations where the structural decisions also affect the demand. For instance,
the installation of a new manufacturing site may increase the demand in the
corresponding country and the demand for a new product is only generated
by its introduction into the market. The demand then starts in the year of
the launch and is developing according to its life cycle. Therefore, models
with given demand can support the decisions whether or not to develop a
new product and where to produce it, but not when to launch it. The latter
decision requires a variable allocation of the life cycle demand to the years.
This type of model has only been proposed by Popp (1983).

Time Aspects

The duration of production or transportation processes can be influenced by
the choice of the production technology or of the transport mode, respectively.
As shorter lead times may establish an important competitive advantage, a
time criterion can be included in the objective function. This is of particular
importance in a very dynamic business like the computer industry. Arntzen
et al. (1995) use a weighted sum of costs and lead times as objective function.

Inventories

The structural decisions may have significant impact on the inventories in
the supply network. The way to model this impact depends on the type of
inventories:
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The work in process (WIP) in a production or transporation process is
equal to the flow in this process muliplied by the transit or process flow time.
Hence it is a linear function of the flow variable. WIP was considered by
Arntzen et al. (1995) and Vidal and Goetschalckx (2001).

Cycle stock is caused by a process running in intermittent batches and is
one half of the average batch size both at the entry and at the exit of the
process. It is a linear function of the flows only if the number of batches per
period is fixed.

Seasonal stock is not contained in a strategic network design model with
yearly periods. For smaller periods, it can be registered simply as end of
period stock like in a Master Planning model (see 8).

Safety stock is influenced by the structural decisions via the flow times
and the number of stock points in the network. This relationship is nonlinear
and depends on many other factors such as the desired service level and the
inventory policy. It should therefore be considered outside the network design
model in a separate evaluation step for any solution under consideration.

6.3 Implementation

A network design model as described before yields an optimal solution for
the given data and objective. However, in the strategic supply chain planning
process, a single solution is of little value and may even give a false sense of
efficiency. Defining or determining the “optimal supply chain configuration”
is impossible for several reasons. First, the data required in the long-term
planning horizon are highly uncertain, second, a supply chain configuration
has to satisfy multiple objectives, and third, several of those objectives cannot
even be quantified.

Besides the well defined financial objective NPV NCF, other objectives
are also important (see Figure 6.1): Customer service depends on the strategic
global location decisions. For instance, the establishment of a new produc-
tion site or distribution center will tend to improve the customer service in
the respective country. But the increase in customer service and its impact
are difficult to quantify. The risk which can be expressed as the variability
of some financial objective can only be quantified if there are probabilities
known for the different scenarios of the unknown data. The flexibility of a
structural design is its ability to adapt to unanticipated changes of the en-
vironment. Some aspects of flexibility can be evaluated through the use of
different scenarios, e.g. the volume flexibility of the supply chain to adapt to
changes of the demand of certain products. However, other aspects of flexibil-
ity, are difficult to quantify. For instance, installing a general purpose machine
allows the production of future products that are not yet conceived . This
decision contributes to greater product flexibility than installing a dedicated
machine for existing products but may increase the variable production cost
as compared to the dedicated machine. The tradeoffs between flexibility and
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efficiency are very difficult to quantity. Finally, criteria such as the political
stability of a country or the existence of an established and fair legal system
are very important, but not quantifiable.

In the typical case when several, partly unquantifiable objectives and
unknown probabilities of the scenarios exist, the strategic planning process
iteratively runs through the following steps as shown in Figure 6.2 (see Ratliff
and Nulty 1997):

Generate alternatives: Solving the optimization problem defined above for
different objectives and using a variety of scenarios provides various alterna-
tive supply chain configurations. In order to keep the optimization tractable,
an aggregate model should be used, which contains only a rough approxima-
tion of the Master Planning level. Objectives that are not used in the current
optimization can be considered in form of constraints. Additional alternatives
can be generated by intuition and managerial insight.

FEvaluate alternatives: For any design alternative, the operations can be
optimized using a more detailed operational model under various scenarios.
The main objective on this level is cost or profit, since the network config-
uration is given. A more detailed evaluation can be obtained by simulating
the operations. This allows the incorporation of additional operational un-
certainties, e.g. the short-term variation of the demand or of the availability
of a machine, resulting in the more accurate computation of performance
measures such as service levels or flow times.

Benchmarking: The key performance indicators obtained in the evaluation
step are compared to the best-practice standards of the respective industry.
This provides an additional evaluation of the quality of a supply chain con-
figuration and allows a rudimentary validation of the proposed configuration.

Select alternatives: Finally, the performance measures computed in the
previous steps and the consideration of additional non-quantifiable objectives
can be used to eliminate inefficient and undesirable configurations. This can
be done based on internal discussions by the project team and by presenta-
tions to the final decision makers, such as the board of directors. During this
process, suggestions for the investigation of additional scenarios and objec-
tives or modified alternatives may arise. This whole process may go through
several iterations.

Many authors report that large numbers of alternatives have to be in-
vestigated in a single network design project. Arntzen et al. (1995) report
hundreds of alternatives, and the model of Ulstein et al. (2006) was solved
several times even in strategic-management meetings.

6.4 Review of Models in the Literature

A comprehensive review of all the models available or used in the design of
supply chain systems is not possible within the confines of a single chapter.
Because of its widespread application and significant financial impact, the
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l
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Fig. 6.2. Steps of the strategic network design

strategic supply chain design problem has received a significant amount of
attention in the research literature. Geoffrion and Powers (1995) provided
a comprehensive review and evaluation of research. Fundamentally, inter-
national models have the same characteristics, variables, and constraints as
single-country models but, in addition, they model exchange rates, tax rates,
duties, tariffs, and local content laws. Vidal and Goetschalckx (1997) pro-
vide tables summarizing the features of strategic models for the design of
domestic and global supply chain systems. A recent review of modeling and
algorithms for the design of supply chain systems is given in Schmidt and Wil-
helm (2000). Simchi-Levi et al. (2004) and Shapiro (2007) provide sections
focusing on strategic design of supply chain systems.

Examples of detailed models for strategic supply chain design are given in
Dogan and Goetschalckx (1999) for seasonal demands, Vidal and Goetschal-
ckx (2001) for global supply chains with transfer prices, Papageorgiou et al.
(2001) for product portfolio selection, and Fleischmann et al. (2006) for a
global automotive assembly system configuration. Laval et al. (2005) advocate
the use of an approach combining optimization and domain expert knowledge
and intuition to determine the European network of postponement locations
for the distribution of printers. Ulstein et al. (2006) developed a model for site
and capacity sizing for a global manufacturing corporation of highly special-
ized materials in the steel and semi-conductor materials processing industries.
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6.5 Strategic Network Design Modules in APS Systems

A Strategic Network Design (SND) module in an APS has to include the
Master Planning level as shown in Figure 6.1. Therefore, it also can be used
for Master Planning (see Chapter 7) and is, in some APS, identical with
the Master Planning module. It always provides a modeling feature for a
multi-commodity multi-period flow network, as explained in Section 6.2. In
addition, an SND module permits the modelling of the strategic decisions
on locations, capacities and investments by means of binary variables. SND
modules contain an LP solver, which is able to find the optimal flows in a
given supply chain for a given objective, even for large networks and a large
number of products and materials. However, the strategic decisions require a
MIP solver, which is also available in the SND module, but may require an un-
acceptably long computation time for optimizing these decisions. Therefore,
SND modules also provide various heuristics which are usually proprietary
and not published. In contrast with other modules, the SND module is char-
acterized by a relatively low data integration within the APS and with the
ERP system. Therefore, it is often used as a stand-alone system. Current
data of the stocks and of the availability of the machines are not required for
SND. Past demand data from the ERP data warehouse can be useful, but
they need to be manipulated for generating demand scenarios for a long-term
planning horizon. Technical data of the machines, like processing times and
flow times, can be taken from the ERP data as well. But a major part of the
data required for SND, such as data on new products, new markets and new
machines, is not available in the ERP system. The same is true for data on
investments, such as investment expenditures, depreciation and investment
limitations. The modeling tools that are available in the SND module differ
in the various APS. Some APS contain a modeling language for general LP
and MIP models, which allows the formulation of various types of models as
discussed in the Section 6.2. Other APS provide preformulated components
of an SNP model, which describe typical production, warehousing and trans-
portation processes. They allow the rapid assembly of a complex supply chain
model, even using click-and—drag to construct a graphical representation on
the screen and without LP/MIP knowledge. Of course, this entails a loss of
flexibility in the models that can be formulated. But the resulting models are
easy to understand and can be explained quickly to the decision makers. An
SND module provides the following main functions within the framework of
the strategic planning process explained in Section 6.3 and Figure 6.2:

Generating alternatives,

Evaluating alternatives,

Administrating alternatives and scenarios,
Reporting, visualizing and comparing results.

The last two functions are particularly important in the iterative strategic
planning process which involves large series of design alternatives and scenar-
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ios. These functions, the modeling aids and special algorithms for network
design make up the essential advantages over a general LP/MIP software
system. Chapter 16.1 gives an overview on the APS that contain an SND
module as well as some providers of specific stand-alone tools.

6.6 Conclusions

The tradeoff between model solvability and model realism will always re-
main. The more realistic the model is the more resources have to be allocated
for model development and validation, data collection and validation, model
maintenance, and model solving. Since all models involve some level of ab-
straction, approximations, and assumptions, the results of the models should
always be interpreted carefully with common (engineering) sense. Different
models with different levels of detail and realism are appropriate and useful
at different stages of the design process. Systematically increasing the level
of model complexity for the same problem and evaluating their solutions and
their consistency provides a way to, at least partially, validate the models.
The common thread among successful applications of model-based strategic
supply chain design is the sustained effort of a group of highly specialized de-
signers, who exploited the structure of the problem to generate a formulation
of acceptable size and degree of realism and a solution algorithm that had an
acceptable computation time. This model then became a strategic asset for
the corporation that greatly increased the performance of the designed sup-
ply chain and speed of the design. To remain competitive global corporations
need a methodology to evaluate and efficiently configure robust global logis-
tics systems in a short amount of time. The network design modules in the
current generation of APS provide only limited modeling features. The re-
search trend is towards an integration and combination of the features of the
domestic and global models as well as towards the development of the supply
chain based on investment decisions. Another trend is towards the design of
flexible and robust supply chains that are based on possible scenarios. Case
studies have provided ample evidence that the use of such a model and solu-
tion methodology can yield significant savings for a corporation interested in
expanding globally. A drawback of the newer models and solution algorithms
is the significant level of technical expertise required to achieve the fast so-
lution times. A very important area of future research is the standardization
and technology transfer process of these solution methodologies so that they
can be more widely applied. Global corporations implement ERP systems
and Business Data Warehouses at ever increasing rates, providing APS and
decision-makers with the basic data and information necessary for Strategic
Network Design. It can be expected that models and methodologies currently
available in APS will become more versatile in the near future and incorpo-
rate some of the features currently only discussed in the academic literature.
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This will allow these global corporations to use this information in a timely
fashion to significantly increase their profits and to remain competitive.
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The target of SCM is to fulfill the (ultimate) customer demand (Ch. 1).
Customer demand does either explicitly exist as actual customer orders that
have to be fulfilled by the supply chain, or it does exist only implicitly as
anonymous buying desires (and decisions) of consumers. In the latter case,
there is no informational object representing the demand.

Many decisions in a supply chain must be taken prior to the point in
time when the customer demand becomes known. For example, replenish-
ment decisions in a retail store are taken before a customer enters the store.
Production quantities for make-to-stock products are determined prior to the
point in time when the customer places orders. Decisions about procurement
of raw materials and components with long lead times have to be taken before
customer orders for finished goods using these raw materials or components
become known. These examples describe decisions in a supply chain that
have to be taken prior to the point in time when actual customer demand
becomes known. Therefore, these decisions must be based on forecasted cus-
tomer demand, also called demand forecast. The process of forecasting future
customer demand is called demand planning.

The next section introduces a framework for demand planning processes,
that helps to explain the structures and processes of demand planning.

7.1 A Demand Planning Framework

Forecasting future customer demand is quite easy, if there is just one prod-
uct and one customer. However, in reality demand planning comprises often
hundreds or even thousands of individual products and individual customers.
In some cases, it is even impossible to list all products (e.g. in the case of
configurable products) or to know all customers (e. g. in the consumer goods
industry). Furthermore, demand planning usually covers many time periods,
typically 12 - 24 months. Thus, an important aspect of demand planning is
to define proper planning structures for products, customers and time. These
structures are used to represent input to the forecasting process, historic
transactional data and computed data like a statistical forecast or a fore-
cast accuracy metric. Furthermore, aggregation and disaggregation of data
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takes place based on the pre-defined demand planning structures. Sect. 7.2
discusses demand planning structures.

In Sect. 7.3, we describe the demand planning process, which consists of
the following steps:

1. Collection of input data like forecast data from former planning runs,
historic customer orders, shipments, etc. and correction of historic data;
. computation of further data, e.g. statistical forecast;
3. judgmental forecasting by the human planners, which review the planning
situation and give their input (this might include planning of promotions);
4. consensus forecasting, consolidating the different views of the planners
and dealing with exceptions;
5. planning of dependent demand, i.e. the demand for components of the
finished goods (in case of product bundles, configurable products, etc.);
6. release of the forecast to further planning and execution processes, e.g.
master planning, purchasing, allocation planning, collaborative planning.

[\

In many situations a good forecast can be computed automatically from his-
toric customer orders. This is called statistical forecasting and usually takes
place in step 2 of the demand planning process (see above). Statistical fore-
casting uses sophisticated methods to create forecasts for a lot of items auto-
matically. As there are many statistical forecasting techniques, each having
multiple parameters influencing the results, it is hard to find the best sta-
tistical forecasting technique and to set the parameters properly. To support
the selection of a statistical forecasting method and to estimate the param-
eters many APS offer so-called pick-best functions. Statistical forecasting is
described in detail in Sect. 7.4.

As described at the beginning of this chapter, the task of demand planning
is to support processes that need information on the customer demand, but
have to be executed prior to the point in time when the customer demand be-
comes known. So far, this task seems to be quite easy. But, as Nahmias (2005)
argues in his textbook, the main characteristic of forecasts is that they are
usually wrong! Therefore, each planning step which is based on forecasted de-
mand contains uncertainty to some extent. It is apparent that the accuracy of
the forecast directly influences the quality of the processes using the forecast.
In order to achieve a high forecast accuracy it is necessary to implement ap-
propriate controlling mechanisms for the forecast accuracy (Eickmann 2004).
Sect. 7.5 describes controlling mechanisms for demand planning. The overall
demand planning framework is summarized in Fig. 7.1.

Forecasting, as described above, is not an actual planning or decision
process as it “only” aims at predicting the future as accurately as possible.
But it does not influence the demand and therefore, for example, views the
decisions on promotions as being given. Hence, changing demand requires an
additional module: simulation/what-if-analysis. This tool enables the user to
view the consequences of different scenarios. This allows to plan promotions
(when and where?), the shape of the life-cycle curve or decide on the point
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Fig.7.1. Demand planning framework

in time at which a new product will be launched. The difference between
planned and actual sales influences the service level of the whole supply chain.
As this service level usually cannot reach 100%, safety stocks are an adequate
tool for improving customer service. The amount of safety stock required for
reaching a desired service level is closely linked to the forecast accuracy. These
additional features of demand planning are summarized in Sect. 7.6.

7.2 Demand Planning Structures

The task of demand planning is to predict the future customer demand for a
set of items. The demand pattern for a particular item can be considered as
a time series of separate values (Silver et al. 1998). For each item, there may
be multiple time series, representing for example historic data, forecast data
or computed data like the forecast accuracy. The selection of the right time
series to be used in the demand planning process depends on the answer to the
question What is being forecasted? For example, a mid-term master planning
process might require forecasted customer orders (customer requested date)
for every product group, sales region and week. On the other hand, short-
term replenishment decisions for finished products may be based on forecasted
shipments (shipment date) for every product in daily time buckets, grouped
by distribution center. The examples illustrate that it is necessary to clarify
the requirements of all processes that will use the forecast before designing
the demand planning structures.
In general each forecast consists of three components:

1. The time period, in which the forecasted demand is planned to substan-
tiate as customer demand;

2. the product, that will be requested by the customer;

3. the geographical region, from where the customer demand will originate;
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Thus, there are three dimensions along which forecast data can be structured:
time, product and geography. In the following we discuss the structuring of
forecast data along these dimensions, and conclude with considerations about
the consistency of forecast data in complex demand planning structures.

7.2.1 Time Dimension

For demand planning time is structured in discrete time buckets, e. g. years,
quarters, months, weeks, days. All demand planning data (actuals, forecast
and computed measures) are represented as time series. Each time series
consists of a sequence of time buckets. The period of time covered by the
time buckets is called demand planning horizon.

The size of the time bucket depends on the requirements of the particular
demand planning scenario considered. For example, a fast food chain that
intends to forecast demand patterns within the next weeks will use daily time
buckets. In consumer packaged goods industry and many other industries,
the forecast is usually structured in months — as monthly buckets are well
suited to capture seasonal demand patterns and drive buying, production and
replenishment decisions. As the examples show, the selection of the size of
the time buckets depends on the maximum resolution of the time dimension
required by the processes that will use the forecast: Time buckets should
be granular enough to prepare the supply chain for the fulfillment of the
forecasted demand. On the other hand if time buckets are too granular one
might easily run into performance problems.

In most APS time can be structured hierarchically. For example, forecast
data that is entered in months can be aggregated to quarters and years and
can be disaggregated to weeks and days. Aggregation and disaggregation rules
are described in the next section.

Please note that the conversion of weekly into monthly forecast data and
vice versa is not straight forward. Fig. 7.2 illustrates the relationship between
weeks and months. In order to convert forecast data between weeks and
months, most APS disaggregate the forecast to the lowest level (days) and
aggregate it from there to any time granularity. Another approach is to define
so-called split weeks along the boundaries of months. In Fig. 7.2 weeks 5 and 9
would be split into two time buckets at the beginning and the end of month 2.

‘ Month 1 ‘ Month 2 ‘

‘ Week 1 ‘ Week 2 ‘ Week 3 ‘ Week 4 ‘ Week 5 ‘ Week 6 ‘ Week 7 ‘ Week 8 ‘ Week!9 ‘

Fig. 7.2. Conversion of weeks and months
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7.2.2 Product Dimension

Forecasting may take place on the level of SKUs (stock keeping units, e.g.
final products) or on the level of product groups. Forecasting on SKU-level
creates an individual forecast for each SKU, reflecting its individual demand
pattern. Forecasting on product group level results in a more aggregated
forecast. In most industries the number of SKUs is very large and prevents
forecasting on SKU level. Please note that it is more difficult to create a
highly accurate forecast on SKU level than on product group level — thus the
forecast accuracy on group level is usually higher than on SKU level.

All Products

*Beverages

Group
Packagi * Soft Drinks
«Can uices Style

| | * Regular

Size Subgro *Diet
*Glass 16 oz. .80% P
*Glass 32 oz. «Ginger Ale
*Glass 48 oz. «Root Beer

Product

*Reg. Cola GlI. 16 oz.

*Diet Cola Gl. 16 oz.

*Reg. Cola GlI. 32 oz.

*Diet Cola Gl. 32 oz.

Fig. 7.3. Product dimension (example)

SKUs can be aggregated to product groups in multiple ways. Let us take
the beverage industry as an example. Fig. 7.3 shows multiple ways to form
product groups from finished products. The left branch groups products by
size and packaging. The middle branch shows the grouping by taste (Cola,
Ginger Ale, Root Beer, etc.; Soft Drinks, Ice Teas, Juices, etc.). The right
branch groups products by their style, i.e. whether they contain sugar (reg-
ular) or sweetener (diet). This grouping can be used to anticipate general
trends of consumer demand.

The forecast can be entered on any of these aggregation branches and
levels. For instance, the forecast planners from the sales organization would
enter their forecast on the “subgroup” level, i. e. Cola, Ginger Ale, Root Beer,
etc. Planners from the product management department would forecast the
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distribution of regular vs. diet beverages on the “style” level. On each level
there may be one or multiple time series representing the forecast quantities.

Beverages
100I120 110 Oct || Nov [| Dec
Forecast [
2008
Glass l Can l
80 || 72 ff 77 20 || 48 || 33 f—OQ
Beverages
100 I 100 f| 100
Sales [
2007
Glass l Can l
80 || 60 || 70 20 || 40 || 30

Fig. 7.4. Disagreggation by some other time series (example)

Forecasts can easily be aggregated to higher levels. For example, the fore-
cast of the sales planners can be aggregated to the product “group” level (Soft
Drinks, Ice Teas, Juices, etc.) and to the top level (“Beverages”) by adding
up the forecast quantities of the “subgroups” level. Forecast quantities can
also be disagreggated to lower levels. Disaggregation of a forecast quantity to
a lower level has to be defined by disaggregation rules:

o Fven distribution: The forecast quantity of the higher level is evenly dis-
tributed to the items on the lower level.

e FExisting quantities on lower level: If there are already forecast quanti-
ties on the lower level, the percentage distribution of the instances is
computed and applied to the forecast quantity on the higher level.

o According to some other time series: The distribution of values of some
other time series is used to disaggregate the quantities from the higher to
the lower level. For instance, the forecast on top level (“Beverages”) could
be disaggregated to the “packaging” level by using the historic distribution
of packaging styles from a time series representing historic sales. Fig. 7.4
illustrates the disaggregation by some other time series.

In many cases the values used for disaggregation are taken from another time
period, e.g. from the year before (as it is the case in the example shown in
Fig. 7.4). In other cases data from the same time period is used. For example,
the forecast on “subgroup” level could be disaggregated to “product” level
using forecasted quantities for the packaging style and sizes and forecasted
quantities for the consumer trends towards regular vs. diet beverages for
the same time period. However, this will require more complex calculation
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schemes than the simple disaggregation rules described above. Many APS
offer simple macro programming languages for this purpose.

7.2.3 Geography Dimension

The third dimension of forecasting is geography. As all demand originates
from customers, customers form the lowest level of the geography dimen-
sion. Similar to products, customers may be grouped according to multiple
aggregation schemes:

e Grouping by regions and areas supports the planning of regional demand;

e grouping by supply source (distribution centers, manufacturing plants,
etc.) may be used to check the feasibility of the forecast against rough-
cut capacity constraints;

e grouping by key account supports the consolidation of forecasts for in-
ternational customer organizations, consisting of multiple national sub-
sidiaries.

Fig. 7.5 shows options to structure forecast by geography. Please note that
similar aggregation and disaggregation rules can be applied to the geography
dimension as described in the previous subsection for products.

All Geography
+Global
Areas
Manufact. Plant *AMR
. *-EMEA
Plant X “APAC
JRlant’y Key Account
[ ‘ *Key Acc A
Distribut. Center Region +Key Acc B
DG 1 +United States
-DG 2 +Canada
-DC_3 « Latin America
Customer
«Cust_001
«Cust_002
«Cust_101
«Cust_201

Fig. 7.5. Geography dimension (example)

In many modern APS there is no distinction between product dimen-
sion and geography dimension. Instead, planning structures are build up
from planning attributes (sometimes also called characteristics). Planning
attributes represent properties of the products used to structure the forecast
and support the forecasting process by aggregation and disaggregation.
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7.2.4 Consistency of Forecast Data

As described in Sect. 7.3 demand planners usually select the best aggregation
level to enter “their” forecast. Thus, forecast data may be entered on any level
of the planning structures. As a consequence there may exist inconsistencies
in the forecast data. As an example, consider the forecast quantities shown
in Fig. 7.6. The forecast on “product” level is consistent with the aggregation
on “subgroup” level, but there is an inconsisteny between “product” level and
the “packaging style and size” level. (The quantities in parentheses show the
aggregated quantities from the “product” level.) A situation like this may
occur if (1) forecast data is entered on “subgroup” level by some planner, (2)
the forecast data is then automatically disaggregated to product level using
the sales data from the year before, and (3) after that the forecast is changed
on the level “packaging style and size”. There are two ways to keep forecast
data over all levels of the planning structures consistent:

1. Immediate propagation of changes: All changes are aggregated to the
higher levels and disaggregated to the lower levels applying pre-defined
aggregation and disaggregation rules. Note that immediate propagation
of changes might make changes to forecast data very slow as a lot of data
has to be updated. Most APS enforce immediate propagation of changes
as forecast data is stored only on the lowest level.

2. Consistency checks: Changes are entered into the APS without propa-
gation to other levels. Aggregation and disaggregation rules are applied
manually. The APS realigns the data on all levels and flags inconsisten-
cies that cannot be resolved due to conflicting rules. These have than to
be resolved manually.

Packaging style and size Subgroup
Glass Glass
16 0z. 60 32 o0z 40 Cola | 100
/(65)", L (35) .
Product
ge . / 8ielt Ige SN gielt L
ola ola ola ola
Glass 40 Glass 25 Glass 20 Glass 15
16 0z. 16 0z. 32 oz. 32 oz.

Fig. 7.6. Inconsistency of demand planning data
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7.3 Demand Planning Process

The demand planning process consists of multiple phases. Fig. 7.7 shows a
typical demand planning process that is used in many industries. The time
scale shows the number of days needed to update the forecast in a monthly
rolling forecasting process. The process starts in a central planning depart-
ment with the preparation phase. In this phase the demand planning struc-
tures are updated by including new products, changing product groups, de-
activating products that will no longer be sold (and therefore will not be
forecasted anymore). The historic data is prepared and loaded into the de-
mand planning module of the APS — e.g. shipments and customer orders.
The accuracy for previous forecasts is computed (see Sect. 7.5 for details on
the computation of forecast accuracy). In certain cases it is necessary to cor-
rect historic data before they may are used as input to demand planning. For
example, shipment data must be corrected if stock-out situations occurred in
the past — otherwise, these stock-out situations would potentially influence
statistical forecasting methods using this time serices as input.

(1) (2) (3) (4) (5) 6
Preparation
of demand Computation Planning of
paming ) ofstatsical ) {oSmental ) Concersus ) cependant ) oleese of
structures and forecast 9 9 demand
historic data
U-5 U+1 U+2 U+7 U+8 U+9 U+10

U = ultimo (last working day of month)

Fig. 7.7. Phases of a demand planning process

In the second phase the statistical forecast is computed based on the up-
dated historic data. Sect. 7.4 gives an introduction into statistical forecasting
methods. When it comes to statistical methods and their application one typ-
ical question arises: How is the software able to make better forecasts than a
human planner with years of experience in demand planning? The simple an-
swer is that mathematical methods are unbiased. Empirical studies (see e. g.
Makridakis et al. 1998) give evidence, that bias is the main reason why myopic
statistical methods often produce better results. But that’s only half of the
truth, because information on specific events or changes (e.g. promotional
activities, customer feedback on new products etc.) can lead to significant
changes in demand patterns which might not be considered in standard time
series analysis models. Therefore, it is necessary to combine the advantages
of both worlds in an integrated demand planning process. For example, con-
sider the demand planning process of a company selling beverages. In such
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an environment the regular demand can be forecasted by a seasonal model
quite accurately (refer to Sect. 7.4). But, the demand series are distorted
by occasional additional demand due to promotional activities in some retail
outlets. This effect can be estimated by the sales force responsible for the
promotion, while the base line is forecasted by a seasonal model.

In the third phase of the demand planning process judgmental forecasts are
created by multiple departments. Typical departments involved in judgmen-
tal forecasting are sales, product management, and marketing. Integration
of statistical and judgmental forecasting is only reasonable, if information
inherent in a statistical forecast is not considered in the judgmental process.
In this case the information would be double counted and therefore the de-
mand would be overestimated (or underestimated, if the judgment reduces
the statistical forecast). In the following we describe some methods on how
to integrate statistical forecasting and structured judgment. Non-structured
judgment is often applied by demand planners, if they check the figures pro-
duced by a decision-support tool and “tune” the values using their sure in-
stinct. But, for integration purposes it is necessary to structure judgment.
Detailed process definitions and guidelines create a framework for such a
structured judgment. Armstrong and Collopy in Wright and Goodwin (1998)
describe the following five procedures for the integration:

o Revised judgmental forecasts: The first step in this procedure is made by
demand planners, who create judgmental forecasts based on the knowl-
edge of relevant data (e. g. historical data, causal factors etc.). Afterwards
they are confronted with forecasts which are calculated using statistical
methods. Then, the planners have the possibility to revise their initial
estimate incorporating the new information. But, there is no predefined
percentage to which extent each of the components has to be considered
in the final forecast. This procedure often leads to more accurate forecasts
than simple judgment not aided by statistical methods. Furthermore, it
has the advantage that it leaves the control over the demand planning
process to the human planner.

e Combined forecasts: As the above procedure assigns variable weights to
the two forecasts, it is evident that these values are often biased or in-
fluenced by political means. A more formal procedure is assured by com-
bining the two values according to a predefined weighing scheme. Even
if equal weights are assigned to judgmental forecasts and statistical fore-
casts, better results are possible.

e Revised extrapolation forecasts: Modifying statistical forecasts manually
to take specific domain knowledge of the planner into account is common
practice in a lot of companies. But, the revision process has to be struc-
tured accordingly. This means that the judgmental modification has to
be based on predefined triggers (e.g. promotions, weather etc.).

e Rule-based forecasts: Rule-based forecasts are also based on statistical
forecasts. But, the selection or combination of different forecasting meth-
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ods is supported by structured judgments of experts. The rules used for
the selection are derived from the specific knowledge of the experts or on
past research. They are based on characteristics of time series or on causal
factors. Rule-based forecasting improves simple extrapolation methods
especially, if the series have low variability and low uncertainty.
Econometric forecasts: Regression models are referred to as econometric
forecasting methods, if the model selection process and the definition of
causal variables is provided by structured judgment. Improvements are
reported especially, if this procedure is applied to long-range forecasts.
As bias could have much impact on the result of econometric forecasts,
it is advisable to give the judgmental process a very rigid structure.

In practice the forecast resulting from the structured judgment processes
is often discussed in a consensus forecast meeting. The goal is to reach a
consensus about open issues like different opinions about the influence of
a promotion to the sales quantities in a particular region. The degree to
which the judgmental forecasts from the individual departments contribute
to the consensus forecast may be derived from the average forecast accuracy
the departments achieved in the past. Consensus forecasting and structured
judgment needs to be supported by detailed feedback mechanisms which show
the planners the quality of their inputs. Therefore, forecast accuracy reports
have to differentiate between the quality of (automatic) statistical forecasting
and judgmental forecasts.

Based on the consensus forecast dependent demand may be planned. The
consensus forecast represents the demand for finished products (or product
groups representing finished products). In many industries it is necessary to
compute demand on component level from the consensus forecast. There are
three applications for the computation of dependent demand:

o Constrained availability of a key component: If there is a key component
that limits the supply of the products, it might be required to check the
feasibility of the forecast based on the demand for that component result-
ing from the forecast (Dickersbach 2005). The pharmaceutical industry
is a good example for this, as the supply of active ingredients is typically
constrained and fixed for a long period of time.

e Demand constraints that can be expressed by a key component: In other
industries like the computer industry or the automotive industry, over-
all market demand is constrained, and every finished product contains a
specific key component: In computer industry this component is the pro-
cessor, in automotive industry every Diesel car contains a fuel injection
pump. The conformance of the forecast with realistic market development
can easily be checked using the overall demand for these key components.

e Product bundling: Especially in consumer goods industries, products are
often bundled as part of a promotion. These bundles have an individual
product number and are forecasted in the same way as “normal” products.
However, it is important to understand that these products consist of
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other products and — therefore — influence the demand for the products
of which they consist. These so-called cannibalization effects have to be
analyzed and the forecast has to be adjusted accordingly (Dickersbach
2005).

Of course the dependent demand of components is also determined during
master planning and materials requirements planning. However, it is much
faster to compute and check dependent demand as part of the demand plan-
ning process and to update the forecast immediately.

The last step of the demand planning process is the formal approval and
technical release of the forecast. This step makes the forecast available for
other processes.

7.4 Statistical Forecasting Techniques

Forecasting methods were developed since the 1950’s for business forecasting
and at the same time for econometric purposes (e.g. unemployment rates
etc.). The application in software modules makes it possible to create fore-
casts for a lot of items in a few seconds. Therefore, all leading APS vendors
incorporate statistical forecasting procedures in their demand planning solu-
tion. These methods incorporate information on the history of a product /item
in the forecasting process for future figures. There exist two different basic
approaches — time series analysis and causal models. The so-called time se-
ries analysis assumes that the demand follows a specific pattern. Therefore,
the task of a forecasting method is to estimate the pattern from the history
of observations. Future forecasts can then be calculated from using this esti-
mated pattern. The advantage of those methods is that they only require past
observations of demand. The following demand patterns are most common
in time series analysis (see Silver et al. 1998 and also Fig. 7.8):

1. Level model: The demand z; in a specific period t consists of the level a
and random noise u; which cannot be estimated by a forecasting method.

Ty =a+ u (7.1)
2. Trend model: The linear trend b is added to the level model’s equation.
Te=a+b-t+u (7.2)

3. Seasonal model: It is assumed that a fixed pattern repeats every T' periods
(cycle). Depending on the extent of cyclic oscillations a multiplicative or
an additive relationship can be considered.

= (a+b-t)+ ¢ +u, additive model, (7.3a)
x¢ = (a+b-t)- ¢ +u; multiplicative model (7.3b)

where ¢; = ¢t = ¢t—o7 = ... are seasonal indices (coefficients).



7 Demand Planning 145

Level demand Trend

= 2
2 €
[ [
3 3
o o

time time

Additive seasonal influence Multiplicative seasonal influence

2 =
2 g
© [
3 3
o o

time time

Fig. 7.8. Demand patterns

The second approach to statistical forecasting are causal models. They
assume that the demand process is determined by some known factors. For
example, the sales of ice cream might depend on the weather or temperature
on a specific day. Therefore, the temperature is the so-called independent
variable for ice cream sales. If enough observations of sales and tempera-
ture are available for the item considered, then the underlying model can
be estimated. For this example, the model might consist of some amount of
independent demand z° and the temperature factor z!(t)

=20+ 2N (t) - we g (7.4)

where w; is the temperature on day ¢.

As for parameter estimation in causal models the demand history and
one or more time series with indicators are needed, the data requirements
are much higher than for time series analysis. Furthermore, practical expe-
rience shows that simple time series models often produce better forecasts
than complex causal models (see e. g. Silver et al. 1998, pp. 130). These tend
to interpret stochastic fluctuations (noise) as “structure” and therefore, in-
troduce a systematic error into the model. In the following two paragraphs
the characteristics and the approach of the most frequently used forecasting
methods are described.
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7.4.1 Moving Average and Smoothing Methods

As each demand history is distorted by random noise u;, the accurate esti-
mation of parameters for the model is a crucial task. Also, the parameters
are not fix and might change over time. Therefore, it is necessary to estimate
under consideration of actual observations and to incorporate enough past
values to eliminate random fluctuations (conflicting goals!).

Simple Moving Average The simple moving average (MA) is used for
forecasting items with level demand (see Sect. 7.1). The parameter estimate
for the level a is calculated by averaging the past n demand observations. This
parameter serves as a forecast for all future periods, since the forecast #;41
is independent of time. According to simple statistics, the accuracy of the
forecast will increase with the length n of the time series considered, because
the random deviations get less weight. But this is no more applicable if the
level changes with time. Therefore, values between three and ten often lead to
reasonable results for practical demand series. But the information provided
by all former demands is lost according to this procedure.

Exponential Smoothing The need to cut the time series is avoided by
the exponential smoothing method, because it assigns different weights to
all (1) observed demand data and incorporates them into the forecast. The
weight for the observations is exponentially decreasing with the latest demand
getting the highest weight. Therefore, it is possible to stay abreast of changes
in the demand pattern and to keep the information which was provided by
older values. For the case of level demand the forecast for period ¢ 4+ 1 will
be calculated according to the following equation:

=i =a-ri+a(l—a) z g +a(l —a)? o o4... (7.5)

The parameter « is the smoothing constant, to which values between 0 and
1 can be assigned. For @ = 0.2 the weights in Table 7.1 are being used, if the
forecast has to be made for period 1. Furthermore it is not necessary to store

Tab. 7.1. Weights of past observations in exponential smoothing for a = 0.2
period ‘ 0 ‘ -1 ‘ -2 ‘ -3 ‘ -4 ‘
weight | 0.2 | 0.16 | 013 | 010 | 008 |

the whole history of an item as (7.5) can be simplified. The only data which
needs to be kept in the database are the latest forecast and the latest demand
value. Exponential smoothing for level demand patterns is easy to apply and
requires little storage capacity. Therefore, it provides good forecasts for this
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kind of model and it also calculates reasonable forecasts for items which are
influenced by high random fluctuations (Silver et al. 1998).

The exponential smoothing procedure for level demand can be extended
to trend models and multiplicative seasonal models (see (7.2) and (7.3b)).
The method for the trend model is known as Holt’s procedure (see e.g. Nah-
mias 2005). It smoothes both terms of the model, the level a and the trend
component b with different smoothing constants « and .

Winters introduced the seasonal model with exponential smoothing. A
lot of lines of business are facing seasonal patterns, but don’t incorporate
it in forecasting procedures. For example, consider the manager of a shoe
store, who wants to forecast sales for the next two weeks in daily buckets. As
sales are usually higher on Saturdays than on Mondays, he has to take the
weekly “season” into account. Winters’ method is an efficient tool to forecast
seasonal patterns, because it smoothes the estimates for the three parameters
a, b and c. In contrast to the former two models the seasonal method needs far
more data to initialize the parameters. For reliable estimates for the seasonal
coefficients it is necessary to consider at least two cycles of demand history
(e. g. two years). For more details on Winters’ model see Chap. 28.

7.4.2 Regression Analysis

Where significant influence of some known factors is present, it seems to be
straightforward to use causal models in the forecasting process. Regression
analysis is the standard method for estimation of parameter values in causal
models. Usually linear dependencies between the dependent variable z; (e. g.
the demand) and the leading factors (independent variables; e.g. tempera-
ture, expenditures for promotions etc.) are considered. Therefore, a multiple
regression model can be formulated as follows (see e.g. Hanke and Wichern
2005):

Ty = 20+ 21 Wi + 22 - Wor + ... (7.6)

The ice cream model in (7.4) is called the simple regression model, as it only
considers one leading indicator. Multiple linear regression uses the method
of least squares to estimate model parameters (zg, 1, 22, . . . ). This procedure
minimizes the sum of the squared difference between the actual demand and
the forecast the model would produce. While exponential smoothing can con-
sider all past observations, the regression method is applied to a predefined
set of data. The drawbacks of such a procedure are the same as for the moving
average model. Further, the weight of all considered values equals one and
therefore the model cannot react flexibly to changes in the demand pattern.

As the data requirements of linear regression models are much higher than
for simple time series models, it is obvious that this effort is only paid back,
if the models are used for aggregate mid-term or long-term forecasts or for a
few important end products.

The following example shows the application of linear regression for the
ice cream model: Assuming that the ice cream retailer observed the following
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demands and temperatures (°C) over 10 days (Table 7.2) the linear regression

Tab. 7.2. Demand and temperature data for the ice cream example

period | 1 2 3 4 5 6 7 8 9 10
actual demand | 43 45 54 52 54 55 43 33 52 51
temperature (°C) | 15 17 19 16 21 22 18 15 19 18

will calculate the equation
demand z; = 8.24 + 2.22 - wy, (7.7)

with wy; being the temperature on day ¢. Using (7.7) one can determine the
forecasts (model value) which the model would have produced (see Table 7.3).
But, for this it is necessary to be able to estimate the temperature reliably.
Figure 7.9 shows the data and the resulting forecasts for the ice cream model.

Tab. 7.3. Example forecasts using the linear regression model

period| 1 2 3 4 5 6 7 8 9 10
model value ‘ 42 46 50 44 55 57 48 42 50 48

Linear Regression

[ temperature —o- actual demand —+model value |
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Fig. 7.9. Linear regression: results for the ice cream model
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7.5 Demand Planning Controlling

Demand planning controlling has the task to control the quality of the forecast
and the quality of the demand planning process itself. The processes using
the forecast as a foundation for their decisions (pre-production, purchasing,
provision of additional capacity, etc.) need a quality measure to understand
the accuracy of the forecast and the dimension of possible deviations of the
forecast from the actual demand. No Master Planner would accept forecasts
without being sure about the quality of the demand plan. Furthermore, the
quality of the forecast is used as a feedback mechanism for the contributors
to receive information about the quality of their contributions.

7.5.1 Basic Forecast Accuracy Metric

The first step in setting up a demand planning controlling is to define a
basic metric for the accuracy of the forecast on some level of the demand
planning structures. Based on this basic metric aggregated metrics can be
computed. Note that aggregated measures cannot be computed directly on an
aggregated level of the demand planning structures, as in this case shortage
and excess planning would level out. A basic metric used to measure the
forecast accuracy must have the following properties (Eickmann 2004):

e It must be summable. The domain of the metric must be positive. (Oth-
erwise, positive and negative values would compensate when being aggre-
gated.) The metric must be standardized (values between 0 and 100 %).

e All key figures (time series) required for the computation of the basic
metric and for its aggregation must be available for all instances of the
planning structures (all products, customers, time buckets, etc.). For in-
stance, time series as a capacity-checked demand plan or historic ship-
ments are often not available for all instances of the planning structures.

e It must be possible to get the buy-in of all involved departments in the
organization regarding the definition of the basic metric. For example, if
the “delivered quantity ex-works” is used as a reference to measure the
forecast accuracy, sales might not commit to this metric — as sales cannot
be made responsible for a low delivery service of production.

Furthermore, the level of the demand planning structures must be defined on
which the basic forecast accuracy metric will be measured. Note that this level
must not necessarily be the same as the lowest level of the demand planning
structures (which is often only used to easily enter and structure the forecast
data). For example assume that the total sales quantity per sales region
is important to drive decisions in the supply chain, but the sales planners
want to enter the forecast per customer. In this situation the basic forecast
accuracy metric would be defined based on the sales quantity per sales region
per article. Please note that shortage and excess planning per customer level



150 Christoph Kilger, Michael Wagner

out on the sales region level. It is important that the logistical conditions
are similar for all customers within the same sales region — otherwise the
precondition mentioned at the beginning of this example would not hold,
which states that supply chain decisions are driven by sales quantity per
sales region, not per customer.

All accuracy measures are based on the forecast error ey .. It is defined as
the difference between the forecasted quantity Z:, and the actual quantity
Tt err = Tt — T¢. The actual quantity z; is the observed value of the time
series (that is being forecasted) for time bucket ¢, e. g. shipments or customer
orders based on customer requested date. The forecasted quantity &, is the
forecast for x; that was created at time bucket r. Note, that in a rolling
forecast scenario, there are multiple forecasts for the same actual quantity,
each being created at a specific forecast run. The forecast error is influenced
by the following parameters:

e The time delta between forecast and actuals: Forecasting is aiming at
providing information about future shipments, sales etc. Normally, it is
easier to tell the nearer future than the future that is far away. Thus, the
forecast accuracy strongly depends on the time between the forecast cre-
ation and the time period that is being forecasted. For example, consider
a forecast for the sales volume in June this year. The sales forecast for
the month of June that has been created in March normally has a lower
accuracy than the forecast created in May: € june, March > € June, May -

e The forecast granularity: The level of aggregation also has a strong impact
on the forecast accuracy. Take sales forecast again as an example: It is
easier to forecast the total sales volume for all products, for all geographic
areas and for a complete fiscal year, than to forecast on a weekly basis low
level product groups for all sales regions individually. Thus, the forecast
accuracy normally decreases if the forecast granularity increases.

et » does not yet fulfill the rules for a basic forecast accuracy metric described
above: it is not positive and not standardized. Thus we have to refine the
definition of forecast error. Common refinements are the following:

squared error SE, ,. = eir (7.8)

absolute deviation AD; , = |e; | (7.9)

absolute percentage error APE, . = lecrl 100% (7.10)
: I

Note that APE,, cannot be computed if the actual quantity x; is zero (e. g.
a product without any customer demand in time bucket ¢). In practice a
forecast accuracy measure — e.g. according to the following equation — is
often used rather than a forecast error measure:

absolute percentage accuracy APA,; . = max{100% — APE; ;0%} (7.11)
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Implementations of this metric in APS may even consider the case that
x; = 0; in this case, APA; , would be set to 0%.

The basic forecast accuracy metrics must be aggregated in order to en-
able the controlling of the demand planning process. We distinguish between
aggregation along the time dimension and aggregation along the product or
geography dimension.

7.5.2 Aggregation of Forecast Accuracy by Time

There are many methods to aggregate the forecast accuracy or the forecast
error by time. Each measure is calculated for a fixed horizon n (in the past)
which has to be defined by the planner. If the horizon is short, then the value
reacts fast to deviations from the average, but then it also might fluctuate
heavily due to random demand variations. The following measures (for the
first three measures see e. g. Silver et al. 1998) are common in practice:

mean squared error MSE, = efyr (7.12)
let,r]

mean absolute deviation MAD, = Etr (7.13)

1 n
2

t=1
1 n

1 <=~ |esr
mean abs. perc. error MAPE, = | — Z lecrl] 100%  (7.14)
n =1 Tt

1 n
mean abs. perc. accuracy MAPA, = [n ZAPAt,r -100%  (7.15)
t=1

The MSE is the variance of the forecast error in the time horizon under con-
sideration. In the Linear Regression forecasting procedure the MSE is used as
the objective function which is minimized. As the error is squared in the for-
mula, large deviations are weighted more heavily than small errors. Whereas
the MAD uses linear weights for the calculation of the forecast accuracy. Fur-
ther, the meaning of the MAD is easier to interpret, as it can be compared
with the demand quantity observed. The main drawback of the two measures
above is the lack of comparability. The values of MSE and MAD are abso-
lute quantities and therefore, cannot be benchmarked against other products
with higher or lower average demand. The measures MAPE and MAPA stan-
dardize the value based on the observed demand quantities x;. The result is
a percentage-value for the forecast error or accuracy, respectively, which is
comparable to other products. The drawback of this calculation is the need
for a positive actual. Therefore a rule for this case has to be defined.

The measures described above allow detailed analysis of the past, but
they need to be discussed from the beginning each time they are calculated.
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In demand planning tools for some 100 or 1000 items one wants an auto-
matic “interpretation” of the forecast error and therefore, might need an alert
or triggering system. This system should raise an alert, if the statistical fore-
casting procedure no more fits to the time series or if the sales office did
not provide the information on a sales promotion. Such an alert system can
be triggered by thresholds which are based on one of the measures for the
forecast accuracy. These thresholds are defined by the demand planner and
updated under his responsibility. Besides the threshold technique some other
triggering mechanisms have been developed which all are based on the fore-
cast accuracy measured by MSE or MAD.

7.5.3 Aggregation of Forecast Accuracy by Product and
Geography

In many industries, the units of measures, the sales quantities, the contri-
bution margin, and the logistical conditions of all products considered in
demand planning differ strongly. Thus, appropriate weighting schemes must
be applied in order to aggregate the basic metric by product or by geography.

Simply computing the average of the basic forecast accuracy or forecast
error for each instance of some aggregation level is not sufficient. For instance
consider a product group with two articles A and B. Assume that in June A
had sales of 1000 and a forecast accuracy from May APA A june, May = 100%
and B has sales of 10 pieces and a forecast accuracy of APA g, june, May = 0%.
Using the average of both basic metrics results in a forecast accuracy for the
product group of 50 % — not reflecting the actual situation of the supply
chain.

A common weighting factor for some product p is the sum of the forecasted
quantity Z, and the actual quantity x, for that product related to the sum
of forecasted quantity and actual quantity for all products:!

Tp + Xp

224(&q +24)

The forecast accuracy of a product group G can than be defined based on
the weight per product as

weight,, = (7.16)

forecast accuracy, = Z(APAP - weight,)) (7.17)
peG

This definition is robust against situations in which either the forecasted
quantity or the actual quantity is zero. If for some product, there are no actu-
als (z; = 0, e. g. consider a product with no customer orders in the respective
time horizon), weight, > 0 if ; > 0. The same proposition (weight, > 0)

! We omitted the indices ¢ and r from x and & in order to improve readability;
precisely we should write %), ; » instead of &, and z,; instead of xp.
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holds if there is no forecast or the forecast is zero (Z; = 0) and z; > 0. If
both — actuals and forecast — are zero, the weight is zero and the product is
not considered in the aggregated forecast accuracy.

Note that all aggregation types — by time, by product and by geography
— can be combined; the respective formulas can easily be formulated by the
reader. In many APS, macro languages are used to “customize” the aggrega-
tion schemes for the basic forecast accuracy metrics by all dimensions.

7.5.4 Forecast Value Added

If multiple departments are contributing to the forecast, the Forecast Value
Added (FVA) can be measured (Gilliand 2002). This shows whether the effort
of a specific step in the overall process pays off. Typically the first forecast (in
most cases this is the automatic statistical forecast) is compared to a simple
naive forecast. The naive forecast is simply created by using the most recent
sales figure as forecast. Every successive step needs to improve (add value)
to the forecast. As measure for the quality of a forecast one may use any
suitable standardized forecast accuracy measure like MAPA. The FVA of the
first forecast can then be calculated by subtracting the MAPA of the naive
forecast from the MAPA of the first forecast. If this value is positive then one
adds value by using the first forecast. This can be continued by measuring
the MAPA of the revised forecast from marketing and comparing it to the
MAPA of the statistical forecast and so on.

Based on the FVA the management can set targets and incentives for the
participants in the forecasting process. This is a clear comprehensible system
which contributes to the overall supply chain efficiency.

7.5.5 Biased Forecasts

In practice, sales (and other departments) tend towards overestimating future
sales volume due to safety thinking. A larger forecast might lead to higher
production and purchasing volume and — thus — to a better supply situation.
This behavior results in a bias of the forecast which can be measured sys-
tematically, and based on that, controlled (and corrected). The bias can be
measured by the mean deviation:

1 n
mean deviation MD, = — E et r (7.18)
n
t=1

If MD, > 0 the forecast is overestimated systematically. In this case, the
forecast might be reduced by the bias MD,., in order to “correct” the forecast
and make it more realistic.
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7.6 Additional Features

In this section additional features of demand planning based on APS are
described, that have to be taken into account in order to address the specific
demand planning needs of the supply chain.

7.6.1 Life-Cycle-Management and Phase-in/Phase-out

In quite a lot of innovative businesses, like the computer industry, the life-
cycles of certain components or products were reduced to less than a year.
For example, high-tech firms offer up to three generations of a hard-disk
every year. As common statistical forecasting procedures require significant
demand history, it would take the whole life-cycle until useful results are
gathered. But, since new products replace old products with almost the same
functionality, it is plausible to reuse some information on the demand curve
for the next generation.

Two main approaches are known in practice: The first one indexes the
complete time series and determines the life-cycle-factor which has to be
multiplied with the average demand to get the quantity for a specific period in
the life-cycle (life-cycle-management). This method is able to stay abreast of
arbitrary types of life-cycles. The only information needed for the application
for new products is the length of the cycle and the estimated average demand.
These two values are adapted continuously when observed demand data gets
available during the “life” of the product.

The second approach (phasing method) divides the whole life-cycle in
three phases. The “phase-in” describes the launch of a new product and is
characterized by the increase of the demand according to a certain percentage
(linear growth). Afterwards the series follows a constant demand pattern, as
considered for the statistical forecasting procedures. During the “phase-out”
the demand decreases along a specific percentage until the end of the life-
cycle of the product. The only data necessary for the phasing model are the
lengths of the phases and the in-/decrease-percentages.

For successful application of the above models it is necessary that the
APS provides the functionality to build a “model library”. In this database
life-cycles or phasing models are stored for each product group under con-
sideration. Mostly only one life-cycle exists for the whole product group and
this model is updated every time a life-cycle ends.

7.6.2 Price-Based Planning

In some industries — for example in the mineral oil industry — demand quan-
tities strongly correlate with market prices. The quality of the products (dif-
ferent fuel grades, diesel, etc.) is fully specified and products from different
suppliers can easily be interchanged. Second, there are spot market structures
that make demand and supply transparent, leading to a “free” formation of
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prices. Third, products can be stored, such that the demand is — within cer-
tain bounds — independent from the consumption of the products.

As a consequence, suppliers may sell nearly any quantity of their products
— as long as they meet (or undercut) the current market price level. In this
environment demand planning must include the planning of price levels, as
prices are a major factor influencing demand. To include price planning into
a demand planning environment, additional time series are needed:

e Price levels: There are multiple price time series that might be of interest
for the demand planning process, e. g. market price, sales price, differen-
tial price (spread between market and sales price, might be negative!),
average price level of competition, contracted prices.

e Revenues: The revenue can either be entered manually or computed by
the product of price and quantity.

e FExchange rates: In international markets multiple currencies are involved
(US Dollar, Euro, etc.). Usually, one currency is used as standard and
all other currencies are transformed into the standard currency. For this
purpose the exchange rates have to be known over time.

Incorporating these time series into a demand planning framework requires
some further considerations. Only revenue and quantities can be aggregated —
prices cannot be aggregated: What is the price of a product group G consisting
of two products A and B, A having a price of 100 and B of 10?7 Clearly, the
average price of the product group can only be computed from the aggregated
revenue and the aggregated quantity:

Priceg = ( > Revenuep> / ( > Quantityp) (7.19)

peG peG

After prices have been aggregated to the higher levels of the demand planning
structures, one might want to manually adjust prices on aggregated levels.
As described in Sect. 7.2 time series may be disaggregated to lower levels of
the demand planning structures using disaggregation rules. In order to bring
the demand planning structures into a consistent state after the change of a
price information, the following procedure can be applied:

1. Disaggregate the price time series to the lowest level using some disag-
gregation rule (e.g. based on existing price information on lower levels).

2. Adjust the revenue data on all levels by computing the product of quan-
tity and updated price and store this value in the revenue time series.

7.6.3 Sporadic Demand

We call a time series sporadic (intermittent), if no demand is observed in quite
a lot of periods. Those demand patterns especially occur for spare parts or
if only a small part of the demand quantity is forecasted; for example the
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demand for jeans in a specific size on one day in a specific store might be
sporadic. The usage of common statistical forecasting methods would produce
large errors for those items. Additional judgmental forecasting would not
increase the quality, because the occurrence of periods with no demand is
usually pure random and therefore not predictable. Furthermore, sporadic
demand often occurs for a large amount of C-class items, for which it would
be appreciable to get forecasts with low time effort for human planners.

Efficient procedures for automatic calculation of forecasts for sporadic
demand items were developed. These methods try to forecast the two com-
ponents “occurrence of period with positive demand” and “quantity of de-
mand” separately. For example, Croston’s method (see Silver et al. 1998 or
Tempelmeier 2006) determines the time between two transactions (demand
periods) and the amount of the transaction. The update of the components
can then be done by exponential smoothing methods. Significant reduction of
the observed error is possible, if the sporadic demand process has no specific
influence which causes the intermittent demand pattern. For example, the
frequent occurrence of stockouts in a retail outlet could produce a time series
that implies sporadic demand.

7.6.4 Lost Sales vs. Backorders

Forecasts are usually based on the demand history of an item. But, while
industrial customers (B2B) often accept backorders, if the product is not
available, the consumer (B2C) won’t. Therefore, the amount of observed sales
equals the amount of demand in the backorder case, but in the lost-sales
case the sales figures might underestimate the real demand. For forecasting
purposes the demand time series is needed and therefore, must be calculated
from the observed sales figures. This problem frequently occurs, if forecasts
for the point-of-sales (retailers, outlets) should be calculated.

There are two generally different solution approaches for the problem of
forecasting in presence of lost sales: The first one tries to calculate a virtual
demand history which is based on the sales history and the information on
stock-outs. The forecasts can then be computed on the basis of the virtual
demand history. This approach delivers good results, if the number of stock-
outs is quite low. An alternative solution to the lost-sales problem is the
usage of sophisticated statistical methods which consider the observed sales
as a censored sample of the demand sample (see e.g. Nahmias 2005). For
these methods it is necessary to know the inventory management processes
which were/are applied for the products under consideration.

7.6.5 Model Selection and Parameter Estimation

The selection of the forecasting model and the estimation of the necessary
parameters should be updated more or less regularly (e. g. every year) but not
too often, as this would result in too much nervousness. APS often provide
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some kind of automatic model selection and parameter estimation. This is
called pick-the-best option. The user only has to define the time-horizon on
which the calculation should be based. The system then searches all available
statistical forecasting procedures and parameter combinations and selects
the one which produces the best forecast accuracy in the specified time-
segment. As a result the user gets a list with the forecasting method and
the corresponding parameters for each product/item he should implement.
Therefore, the demand planner doesn’t have to check if a model fits the time
series under consideration (e.g. “Are the sales figures really seasonal or does
the system only interpret random fluctuations?”) and can use the toolset of
statistical methods like a black box.

But, practical experience shows that the long-term performance is bet-
ter and more robust, if only 1-3 forecasting methods with equal parameter
settings for a group of products are applied. This follows from the following
drawbacks of the described automatic selection:

e The time-horizon should cover enough periods to get statistically signifi-
cant results. But often the history of time series is relatively short when
demand planning is introduced first.

e The criterion for the evaluation is mostly one of the forecast accuracy
measures described above. However, those values don’t tell you anything
about the robustness of the models’ results.

e For the selection procedure three distinct time-segments are necessary:

In the first segment the models components are initialized. For example
for Winters seasonal model 2-3 full seasonal cycles (e.g. years) are nec-
essary to calculate initial values for the seasonal coeflicients. The second
segment of the time series history is used to optimize the parameter val-
ues. Therefore, the parameters are changed stepwise in the corresponding
range (grid-search) and the forecast accuracy is measured. The optimized
parameters are used to get forecasts for the third time-segment which is
also evaluated using the forecast accuracy. This accuracy value is then
the criterion for the selection of the best forecasting model.
The setting of the length of each of the time-segments has significant
influence on the result of the model selection. Mostly the user has no
possibility to change those settings or even can not view the settings in
the software.

Therefore, the automatic model selection can guide an experienced demand
planner while searching for the appropriate proceeding. But, it is not sugges-
tive to use it as a black box.

7.6.6 Safety Stocks

Most APS-providers complement their demand planning module with the
functionality for safety stock calculation. This is intuitive since the forecast
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error is one of the major factors influencing the amount of stock which is
necessary to reach a specific service level. The calculation of safety stocks
is quite complex, as there exist many different formulas each for a specific
problem setting. The demand planner’s task hereby is to check whether the
prerequisites are met in his application. While this chapter cannot provide a
fully detailed overview on safety stocks and inventory management, we want
to focus on the functionality which can be found in most APS. For further
information the reader is referred to one of the inventory management books
by Silver et al. (1998) or Nahmias (2005).

Most software tools offer safety stock calculations for “single-stage inven-
tory systems”. This means that it is assumed that there exists only one single
stocking point from which the demand is served. Multi-stage or multi-echelon
systems (e.g. distribution chains with DC- and retailer-inventories) on the
other hand have the possibility to store safety stocks on more than one stage.

For single-stage systems the amount of necessary safety stock ss is gen-
erally determined by the product of the standard deviation of the forecast
error during the risk time or and the safety factor k:

safety stock ss =k -op (7.20)

Assuming that the variance of the forecast error in the future is the same as
in the past, or can be calculated by multiplying the standard deviation of
the forecast error (calculated from past time series) o, with the square root
of the risk time v/R. The length of the risk time depends on the inventory
management system. The following two systems have to be distinguished:

e Periodic review system: In such an environment the inventory position
is reviewed only every ¢ time periods (review interval). Each time the
inventory is reviewed, an order is triggered and sent to the supplying
entity (e.g. the production department, the supplier). The delivery is
assumed to be available after the replenishment lead-time L. Therefore,
the risk time equals the sum of the review interval and the replenishment
lead-time: R =L + t.

e Continuous review system:

In continuous review systems the point in time at which an order is re-
leased is triggered by a predefined reorder point. If the inventory position
falls below the reorder point, an order of a specific quantity ¢ is released.
The risk time in a continuous review system equals only the replenish-
ment lead-time L: R = L.

But that is only half of the safety stock formula. The safety factor k represents
all other determinants of the safety stock. In the following the determinants
and some of their values are explained:

e Service level: For the service level quite a lot of definitions exist. The
most common ones are the following:
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— cycle- or a-service level: « is defined as the fraction of periods in
which no stock-out occurs. Therefore, the safety stock has to ensure
the probability (which fits the companies business objectives) of no
stock-out during the replenishment cycle;

— fill rate (B-service level): The fill rate is the order quantity of a product
which can be met directly from stock;

— order fill rate: While the fill rate considers the smallest unit of mea-
surement of a product, the order fill rate counts complete customer
orders served from stock.

e Review interval or order quantity: In periodic review systems the review

interval is fixed and the order quantities depend on the estimated demand
in an order cycle. For continuous review systems the opposite applies, as
the order quantity is fixed and the length of the order cycle depends on
the demand. But, if the demand is approximately level, both parameters
can be converted in each other by the simple relation:
order quantity ¢ = demand d- cycle length t.
The required parameter can be calculated by minimizing the ordering
costs and the holding costs for the lot-sizing stock. This computation can
be made by applying the well-known economic order quantity (EOQ)-
formula (e. g. Silver et al. 1998).

o Demand distribution function: The distribution function of the observed
demand is usually approximated by a standard distribution known from
statistics. One of the most common distribution functions is the normal
distribution. The distribution parameters (mean and variance) can easily
be calculated from a sample of demands from the historic time series.

All these parameters have to be combined in a formula which stays abreast
the requirements of the business under consideration. Now, it should be clear
that an APS-tool can only provide safety stock calculations if specific assump-
tions are met. But, if all parameters are user-definable the software can cover
a wide range of different settings. Therefore, it is necessary to transfer the
inventory management rules which are applied in the company to the stan-
dard parameters which are needed in the software. And that is the challenge
of the demand planner.

This section on safety stock calculation gives only a short impression on
the complexity of inventory management. The inspired reader can gather
more information in one of the inventory management books listed below.
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The main purpose of Master Planning is to synchronize the flow of materials
along the entire supply chain. Master Planning supports mid-term decisions
on the efficient utilization of production, transport, supply capacities, sea-
sonal stock as well as on the balancing of supply and demand. As a result of
this synchronization, production and distribution entities are able to reduce
their inventory levels. Without centralized Master Planning, larger buffers
are required in order to ensure a continuous flow of material. Coordinated
master plans provide the ability to reduce these safety buffers by decreasing
the variance of production and distribution quantities.

To synchronize the flow of materials effectively it is important to decide
how available capacities of each entity of the supply chain will be used. As
Master Planning covers mid-term decisions (see Chap. 4), it is necessary to
consider at least one seasonal cycle to be able to balance all demand peaks.
The decisions on production and transport quantities need to be addressed si-
multaneously while minimizing total costs for inventory, overtime, production
and transportation.

The results of Master Planning are targets/instructions for Production
Planning and Scheduling, Distribution and Transport Planning as well as
Purchasing and Material Requirements Planning. For example, the Produc-
tion Planning and Scheduling module has to consider the amount of planned
stock at the end of each master planning period and the reserved capacity up
to the planning horizon. The use of specific transportation lines and capac-
ities are examples of instructions for Distribution and Transport Planning.
Section 8.1 will illustrate the Master Planning decisions and results in detail.

However, it is not possible and not recommended to perform optimization
on detailed data. Master Planning needs the aggregation of products and ma-
terials to product groups and material groups, respectively, and concentration
on bottleneck resources. Not only can a reduction in data be achieved, but
the uncertainty in mid-term data and the model’s complexity can also be re-
duced. Model building including the aggregation and disaggregation processes
is discussed in Sect. 8.2.

A master plan should be generated centrally and updated periodically.
These tasks can be divided into several steps as described in Sect. 8.3.
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8.1 The Decision Situation

Based on demand data from the Demand Planning module, Master Planning
has to create an aggregated production and distribution plan for all supply
chain entities. It is important to account for the available capacity and de-
pendencies between the different production and distribution stages. Such a
capacitated plan for the entire supply chain leads to a synchronized flow of
materials without creating large buffers between these entities.

To make use of the Master Planning module it is necessary that produc-
tion and transport quantities can be split and produced in different periods.
Furthermore, intermediates and products should be stockable (at least for
several periods) to be able to balance capacities by building up inventories.
Because Master Planning is a deterministic planning module, reasonable re-
sults can only be expected for production processes having low output vari-
ances.

The following options have to be evaluated if bottlenecks on production
resources OCcur:

e produce in earlier periods while increasing seasonal stock,

e produce at alternative sites with higher production and/or transport
costs,

e produce in alternative production modes with higher production costs,

e buy products from a vendor with higher costs than your own manufac-
turing costs and

e work overtime to fulfill the given demand with increased production costs
and possible additional fixed costs.

It is also possible that a bottleneck occurs on transportation lines. In this
case the following alternatives have to be taken into consideration:

e produce and ship in earlier periods while increasing seasonal stock in a
distribution center,

e distribute products using alternative transportation modes with different
capacities and costs and

e deliver to customers from another distribution center.

In order to solve these problems optimally, one must consider the supply chain
as a whole and generate a solution with a centralized view while considering
all relevant costs and constraints. Otherwise, decentral approaches lead to
bottlenecks at other locations and suboptimal solutions.

To generate feasible targets, a concept of anticipation is necessary. This
concept should predict the (aggregate) outcomes of lower levels’ decision-
making procedures that result from given targets as precisely as possible
within the context of Master Planning. This prediction should be less com-
plex than performing complete planning runs at the lower planning levels. A
simple example for anticipation is to reduce the periods’ production capacity
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by a fixed amount to consider setup times expected from lot wise produc-
tion. However, in production processes with varying setup times dependent
on the product mix, this concept may not be accurate enough; therefore,
more appropriate solutions for anticipating setup decisions have to be found
(for further information see Schneeweiss 2003; approaches for accurate antici-
pation of lot-sizing and scheduling decisions are given, for example, in Rohde
2004 and Stadtler 1988).

The following paragraph introduces a small example to depict this decision
situation. It will be used to illustrate the decisions of Master Planning and
show the effects, results and the data used.

Fig. 8.1. Example of a supply chain

The example supply chain in Fig. 8.1 has two production sites (Plant 1 and
Plant 2) as well as two distribution centers (DC1 and DC2). Two different
products are produced in each plant in a single-stage process. The customers
are supplied from their local distribution center (DC), which usually receives
products from the nearest production site. However, it is possible to receive
products from the plant in the other region. Such a delivery will increase
transport costs per unit. Inventory for finished products is exclusively located
at the DCs. The regular production capacity of each production unit is 80
hours per week (two shifts, five days). It is possible to extend this capacity
by working overtime.

In introducing a third production unit (supplier S), a multi-stage pro-
duction problem and, in this example, a common capacity restriction for the



164 Jens Rohde, Michael Wagner

production of parts, has to be considered. In the remainder of this chapter
the third production unit will not be regarded.

8.1.1 Planning Horizon and Periods

The planning horizon is characterized by the interval of time for which plans
are generated. It is important to select a planning horizon that covers at
least one seasonal cycle. Otherwise, there would be no possibility to balance
capacities throughout a season, and hence, peaks in demand would possibly
not be covered. If, for example, demand peaks were to occur in the last quarter
of a year, and only half a year were considered, it might not be possible to
balance this peak during planning of the second half (see following simplified
example, Tables 8.1-8.3). Often, the planning horizon for Master Planning
covers twelve months.

Tab. 8.1. Seasonal demand peak

Quarter 1 2 3 4

Demand 12 13 10 45
Capacity available 20 20 20 20

Table 8.1 shows the quarterly demand and the available capacity. Produc-
ing one part takes one capacity unit. If it is not possible to extend capacity,
a plan with a horizon of two quarters would lead to the infeasible plan shown
in Table 8.2. Considering a whole seasonal cycle (in this case four quarters),
a feasible plan can be derived (see Table 8.3).

Tab. 8.2. Infeasible solution

Quarter 1 2 3 4
Demand 12 13 10 45
Capacity available 20 20 20 20
Capacity used 12 13 20 35

Tab. 8.3. Feasible solution

Quarter 1 2 3 4

Demand 12 13 10 45
Capacity available 20 20 20 20
Capacity used 20 20 20 20
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As we have already seen in the previous example, the planning horizon is
divided into several periods, the so-called time buckets. The length of these
periods (often a week or month) must be chosen carefully with respect to
the lead-times at every stage of the supply chain. In bucket-oriented Mas-
ter Planning, the lead-time of each process! that uses potential bottleneck
resources is usually defined as one time bucket or an integer multiple. A po-
tential bottleneck resource might cause delays (waiting times) due to a high
utilization rate. It is also possible that one might neglect the lead-time of
some activities performed on non-bottleneck resources. Then, a part has to
be produced in the same bucket as its predecessor and successor, respectively.
This imprecision may lead to instructions that may not be disaggregated into
feasible schedules at the lower planning levels, but then, shorter planned lead-
times are possible. On the other hand, using one bucket or an integer multiple
regularly leads to more appropriate instructions, but artificially extends the
planned lead-times.

Shorter time buckets result in a more accurate representation of the deci-
sion situation and the lead-time modeling, but imply a higher complexity for
the planning problem. Higher complexity, inaccuracy of data in future peri-
ods and the increasing expenditure for collecting data emphasize the trade-off
between accuracy and complexity. Only the use of big time buckets allows
for the planning of quantities, but not for individual orders or product units.

Another possibility is the use of varying lengths for different periods; that
is, the first periods are represented by shorter time buckets to enable more ex-
act planning on current data. The more one reaches the planning horizon, the
bigger the chosen time buckets are. However, this approach poses problems
with the modeling of lead-time offsets between production and distribution
stages (see also Chap. 4).

To work on current data, it is necessary to update the master plan at
discrete intervals of time. Thus, new and more reliable demand forecasts
as well as known customer orders are considered in the new planning run.
During the frozen horizon (see also Chap. 4), the master plan is implemented.
Looking several periods ahead is necessary to be able to balance demand and
capacities as already mentioned.

8.1.2 Decisions

Master Planning has to deal with the trade-off between costs for inventories,
production, transports and capacity extension. The corresponding quantities
that are produced, moved or stored need to be determined in the master
planning process.

Production quantities (for each time bucket and product group) are mainly
determined by the production costs and the available capacity. Capacity ex-

! Here, a process is an aggregation of several successive production and transporta-
tion activities (see also Sect. 8.2.3).
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tensions have to be modeled as decision variables in Master Planning if pro-
duction quantities also depend on these enhancements. Not only production
capacity, but also transport capacity on the links between plants, warehouses
and customers needs to be planned in Master Planning. Decisions on setups
and changeovers are taken into account in Master Planning only if lot-sizes
usually cover more than a period’s demand. Otherwise, the decision is left
to Production Planning and Scheduling, and setup times are anticipated in
Master Planning.

While transport capacities only set a frame for the quantities that can
be carried from A to B, the decision on the transport quantity (for every
product group and time bucket) also needs to be addressed. Generally, lin-
ear transport costs are considered in mid-term planning. Hence, it is only
possible to determine the quantities, not the detailed loading of single trans-
portation means. This is to be done in Distribution and Transport Planning
(see Chap. 12).

If production and transport quantities are determined, the stock levels are
known. Inventory variables are used to account for inventory holding costs.
Decision variables in the example are:

e production quantities for every product, period and plant,

e transport quantities on every transportation link from plant to DC, for
every product and period,

e ending inventory level for every product, period and DC and

e overtime for every plant in every period.

8.1.3 Objectives

As described in the previous section, a model for Master Planning has to
respect several restrictions when minimizing total costs. The costs affecting
the objective function depend on the decision situation. In Master Planning
they do not have to be as precise as, for example, within accounting systems;
they are only incorporated to find out the most economical decision(s). A
simple example may clarify this. If two products share a common bottleneck,
it is only necessary to know which of the two products has the least inventory
cost per capacity unit used. This will be the product to stock first, irrespective
of “correct costs,” as long as the relation between the costs remains valid.

In most master planning settings, products can be stored at each produc-
tion site and DC, respectively. Therefore, the inventory holding costs (e.g.
for working capital, handling) have to be part of the objective function. Fur-
thermore, the ability of extending capacity has to be taken into account. The
corresponding costs need to be considered in the objective function. Also,
variable production costs may differ between production sites, and thus, are
part of the master planning process. If lot-sizing decisions should be made in
Master Planning, it is necessary to incorporate costs for setups as well.
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The different prices of the suppliers have to be considered in the objective
function if Master Planning models are extended to optimize supply decisions.

Every stage of the production-distribution network is connected to other
entities of the supply chain by transportation links, which are associated with
transport costs. Usually, only variable linear cost rates for each transportation
link and an adequate lead-time offset are considered in mid-term Master
Planning.
The objective function of the ezample minimizes to the sum of

production costs,
inventory holding costs,
additional costs for using overtime and

transport costs.

8.1.4 Data

Master Planning receives data from different systems and modules. The fore-
cast data, which describe the demand of each product (group) in each period
in the planning horizon, are a result of Demand Planning.

Capacities need to be incorporated for each potential bottleneck resource
(e. g. machines, warehouses, transportation). Transport capacities need not to
be modeled if a company engages a third-party logistics provider who ensures
an availability of 100%. But if capacity has to be extended on condition that
cost rates increase, this additional amount of capacity and the respective
cost rates have to be considered. For the calculation of necessary capacity,
production efficiency and production coefficients have to be part of the model.

The BOMs of all products (groups) form the basis of the material flows
within the model and provide the information on input-output coefficients.
For every storage node (e. g. warehouse, work-in-process inventory) minimum
(e. g. safety stocks and estimated lot-sizing stocks) and maximum stock levels
(e.g. shelf lives) need to be defined for each product (group).

Additionally, all cost elements mentioned above are input to the model.
Data for the example are

forecasts for each sales region and product in every period,
available regular capacity for each plant (machine) and period,
maximum overtime in each plant,

the production efficiency of products produced at specific plants (e.g. in
tons of finished products per hour),

the current stock levels at each DC and for every product and
e the minimum stock levels at each DC and for every product.
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8.1.5 Results

The results of Master Planning are the optimized values of decision variables,
which are instructions to other planning modules. Some decision variables
have only planning character and are never (directly) implemented as they
are determined in other modules in more detail (e.g. production quantities
are planned in Production Planning and Scheduling).

Therefore, the most important results are the planned capacity usage
(in each bucket for every resource (group) and transportation link) and the
amount of seasonal stock at the end of each time bucket. Both cannot be
determined in the short-term planning modules because they need to be
calculated under the consideration of an entire seasonal cycle. Production
capacities are input to Production Planning and Scheduling, and seasonal
stock (possibly plus additional other stock targets), at the end of each Mas-
ter Planning bucket, provide minimum stock levels in detailed scheduling.

Capacity extensions need to be decided during the frozen period as they
often cannot be influenced in the short term. The same applies to procure-
ment decisions for special materials with long lead-times or those that are
purchased on the basis of a basic agreement.

Results in the example are

e seasonal stock, which is the difference between the minimum stock and
the planned inventory level, for every product, period and DC and

e amount of overtime for every plant in every period that should be re-
served.

8.2 Model Building

In most APS, Master Planning is described by a Linear Programming (LP)
model with continuous variables. However, some constraints (including binary
and integer variables, respectively) imply to convert the LP model to a more
complex Mized Integer Programming (MIP) model. Solution approaches for
LP and MIP models are described in Chap. 29. In this section we will illus-
trate the steps of building a Master Planning model, and we will illustrate
how complexity depends on the decisions modeled. Furthermore, it will be
explained how complexity can be reduced by aggregation and how penalty
costs should be used for finding (feasible) solutions.

Although it is not possible to give a comprehensive survey of all possible
decisions, this chapter will show the dependence between complexity and
most common decisions. In contrast to a perfect representation of reality,
Master Planning needs a degree of standardization (i.e. constraints to be
modeled, objectives, etc.), at least for a line of business. Thus, it is possible to
use a Master Planning module that fits after adjusting parameters (i. e. costs,
BOMs and routings, regular capacities, etc.), as opposed to after building new
mathematical models and implementing new solvers.
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8.2.1 Modeling Approach

Figure 8.2 shows a general approach for building a supply chain model that
can be applied to most APS.

Step 1: Model Macro-level
¥

Model suppliers, production and
distribution sites, and customers
'

Link modelled entities by directed
(transportation) links

Step 2: Model Micro-level
¥
Model major internal flows of
materials and bottleneck capacities
of each site for each product group
and item
v

Step 3: Model Planning-profile
i

Define (different) planning
strategies and optimizer profiles

Fig. 8.2. Building a supply chain model

Step 1: Model Macro-Level

In the first step, key-customers, key-suppliers, and production and distribu-
tion sites of the supply chain are modeled. These entities are connected by
directed transportation links. In some APS, transportation links are mod-
eled as entities and not as directed connections?. The result of this step is a
general network of supply chain entities.

In our example (Fig. 8.1) the two plants (Plant1 and Plant2) and the
distribution centers (DC 1 and DC2) are modeled; that is, their locations
and possibly their types (e.g. production entity and distribution entity) are
determined. Afterwards, the key-supplier (S) and the key-customers (C1, ...,
C8) are specified. The supplier (S) does not represent a potential bottleneck.
Hence, he should not explicitly be modeled in this step. The customers repre-
sent the demand of products of the supply chain. Finally, the transportation
links are modeled. If no transportation constraints are applied, transportation
links represent a simple lead-time offset between two stages.

2 For example, i2 Technologies’ Supply Chain Planner (see also Chaps. 18 and 20).
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Step 2: Model Micro-Level

Each entity of the supply chain can be modeled in more detail in the sec-
ond step, if required. All resource groups that could turn out to become a
bottleneck should be modeled for each entity and transportation link. The in-
ternal flows of material and the capacities of potential bottlenecks are defined
for each product group and item (group). The dependence between product
and item groups is modeled by defining input and output materials for each
process. Table 8.4 shows selected features that can be modeled in APS.

Tab. 8.4. Selected model features of Master Planning in APS

Process Parameter Characteristics
Procurement purchase costs linear
piecewise linear
Production production costs linear
piecewise linear
production quantities continuous
semi-continuous
capacity regular capacity
enhanced capacity with linear
costs per extra unit
capacity requirements fixed or linear
Storage inventory costs linear
capacity regular capacity
enhanced capacity with linear
costs per extra unit
Distribution  transport costs linear
piecewise linear
transport quantities continuous
integer
partially integer
capacity regular capacity
enhanced capacity with linear
costs per extra unit
Sales lateness maximum lateness

not fulfilled

linear penalty costs
linear penalty costs

In our example, capacities and costs are modeled for each entity and
transportation link. Plant 1 has a regular capacity of 80 units per time bucket.
Each unit of overtime costs 5 monetary units (MU) without fixed costs, and
producing one part of Product 1 or Product 2 costs 4 MU. Plant 2 is equally
structured except that linear production costs amount to 5 MU for each unit
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produced. Then, the internal structure of each distribution center is modeled.
The storage capacity of each distribution center is limited. DC 1 has linear
storage costs for Product 1 of 3 MU per product unit per time bucket and for
Product 2 of 2 MU per product unit per time bucket. DC 2 has linear storage
costs of 4 and 3 MU for one unit of Product 1 and 2, respectively, per time
bucket. Finally, the transportation links are modeled on the micro-level. All
transportation links are uncapacitated. Transport costs from Plant 1 to DC1
are linear with 2 MU per unit of both Products1 and 2, and to DC2 costs
of 3 MU per product unit are incurred. The transport from Plant 2 to DC1
and 2 costs 5 and 2 MU per product unit, respectively. Transportation from
distribution centers to customers is not relevant.

Step 3: Model Planning-Profile

The last step is to define a planning-profile. Defining the planning-profile
includes the definition of resource calendars, planning strategies for heuris-
tic approaches and profiles for optimizers. Planning strategies could include
how a first feasible solution is generated and how improvements are obtained.
Optimizer profiles could include different weights for parts of the objective
function (inventory costs, transport costs, etc.). For example, an optimizer
profile that forces production output could be chosen within a growing mar-
ket. One way to force production output could be setting a lower weight
on penalties for capacity enhancements and a higher weight on penalties for
unfulfilled demand.

The example of this chapter should be solved by Linear Programming.
The only objective is to minimize total costs resulting from inventories, pro-
duction, overtime and transportation. A planning-profile would instruct the
Master Planning module to use an LP-solver without special weights (or with
equal weights) for the different parts of the objective function.

8.2.2 Model Complexity

Model complexity and optimization run time are (strongly) correlated. For
this reason, it is important to know which decisions lead to which complexity
of the model. Thus, it is possible to decide on the trade-off between accuracy
and run time. The more accurate a model should be, the more the deci-
sions are to be mapped. But this implies increased run time and expenditure
for collecting data. The following paragraphs show the correlation between
decisions described in this chapter and a model’s complexity.

The main quantity decisions that have to be taken into consideration
in a Master Planning model are production and transport quantities. For
these quantities integer values are mostly negligible at this aggregation level.
Mainly, they are used to reserve capacity on potential bottleneck resources.
Because these are rough capacity bookings, it is justifiable to abstract from
integer values. If different production or transportation modes can be used
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partially, additional quantity decisions for each mode, product and period are
necessary. Other important quantity decisions are stock levels. They result
from corresponding production and transport quantities as well as stock levels
of the previous period.

Capacity decisions occur only if it is possible not to utilize complete reg-
ular capacity or to enhance capacity of certain supply chain entities. One
aspect of enhancing regular capacity is working overtime. This implies a new
decision on the amount of overtime in each period for each resource. Addi-
tional costs have to be gathered. Binary decisions have to be made if extra
shifts are introduced in certain periods (and for certain resources) to take
fixed costs for a shift into account (e. g. personnel costs for a complete shift).
Thereby, the problem is much harder. Performance adjustments of machines
usually lead to non-linear optimization models. Computational efforts, and
thus, solvability of such models, decrease sharply.

Decisions concerning production and transportation processes are, for ex-
ample, decisions about the usage of alternative routings. Such additional de-
cisions and more data will increase the model’s complexity. However, if it is
not possible to split production and transport quantities to different resources
— e. g. supply customers from at least one distribution center — process modes
have to be considered. In contrast to the quantity decision on different modes
as described above, additional binary decisions on the chosen process mode
have to be made.

8.2.3 Aggregation and Disaggregation

Another way to reduce complexity of the model is aggregation. Aggregation
is the reasonable grouping and consolidation of time, decision variables and
data to achieve complexity reduction for the model and the amount of data
(Stadtler 1988, p. 80). The accuracy of data can be enhanced by less variance
within an aggregated group, and higher planning levels are unburdened from
detailed information.

Furthermore, inaccuracy increases in future periods. This inaccuracy, e. g.
in case of the demand of product groups, can be balanced by reasonable aggre-
gation if forecast errors of products within a group are not totally correlated.
Therefore, capacity requirements for aggregated product groups (as a result
of Master Planning) are more accurate, even for future periods.

Aggregation of time, decision variables and data will be depicted in the
following text. Regularly, these alternatives are used simultaneously.

Aggregation of Time

Aggregation of time is the consolidation of several smaller periods to one
large period. It is not reasonable to perform Master Planning, for example,
in daily time buckets. Collecting data that are adequate enough for such small
time buckets for one year in the future, which is mostly the planning horizon
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in mid-term planning, is nearly inoperable. Therefore, Master Planning is
regularly performed in weekly or monthly time buckets. If different intervals of
time buckets are used on different planning levels, the disaggregation process
raises the problem of giving targets for periods in the dependent planning
level that do not correspond to the end of a time bucket in the upper level.
To resolve this problem, varying planning horizons on lower planning levels
can be chosen (see Fig. 8.3).

MP

2 6 2 ; 6 time
v ? v
PP&S ?—1—1 ?—1—1 varying
v v planning
horizon
}—?—1\ ——+—
guidelines

Fig. 8.3. Aggregation of time

Aggregation of Decision Variables

Generally, aggregation of decision variables refers to the consolidation of pro-
duction quantities. In the case of Master Planning, transport quantities also
have to be aggregated. Bitran et al. (1982) suggest aggregating products
with similar production costs, inventory costs and seasonal demand to prod-
uct types. Products with similar setup costs and identical BOMs are ag-
gregated to product families. A main problem in Master Planning, which is
not regarded by the authors, is the aggregation of products in a multi-stage
production process with non-identical BOMs. The similarity of BOMs and
transportation lines is very important. But the question of what similarity
means remains unanswered. Figure 8.4 illustrates the problem of aggregating
BOMs. Products P 1 and P 2 are aggregated to product type P 1/2 with the
average quotas of demand of P 1/2 of % for P1 and % for P 2. Parts A and B
are aggregated to part type AB. The aggregated BOM for P 1/2 shows that
one part of P1/2 needs one part of type AB and i part of part C (caused
by the average quota for demand). Producing one part of type AB means
producing one part of A and two parts of B. The problem is to determine a
coefficient for the need for type AB in product P 3 (an aggregation procedure
for a sequence of operations in discussed in Stadtler 1996 and Stadtler 1998).
Shapiro (1999) remarks with his 80/20-rule that in most practical cases about
20% of the products with the lowest revenues regularly make the main prod-
uct variety. Thus, these products can be aggregated to fewer groups while
those with high revenues should be aggregated very carefully and selectively.

It is important to perform an aggregation with respect to the decisions
that have to be made. If setup costs are negligible for a certain supply chain,
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Fig. 8.4. BOM aggregation (following Stadtler 1988, p. 90)
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it does not make sense to build product groups with respect to similar setup
costs. No product characteristic, important for a Master Planning decision,
should be lost within the aggregation process.

Aggregation of Data

The aggregation of data is the grouping of, for example, production capac-
ities, transport capacities, inventory capacities, purchasing bounds and de-
mand data. Demand data are derived from the Demand Planning module
and have to be aggregated with respect to the aggregation of products. Par-
ticularly, aggregating resources to resource groups cannot be done without
considering product aggregation. There should be as few interdependencies
as possible between combinations of products and resources. Transport ca-
pacities, especially in Master Planning, have to be considered in addition
to production and inventory capacities. Due to the various interdependen-
cies between decision variables and data, these aggregations should be done
simultaneously.

8.2.4 Relations to Short-Term Planning Modules

Master Planning interacts with all short-term planning modules by sending
instructions and receiving reactions (see Fig. 8.5). Furthermore, master plans
provide valuable input for collaboration modules and strategic planning tasks
such as mid-term purchasing plans or average capacity utilization in different
scenarios (see also Chaps. 13 and 14).

Instructions can be classified as primal and dual instructions (Stadtler
1988, p. 129). The first type directly influences the decision space of the base-
level model (here: the short-term planning modules) by providing constraints
such as available capacity and target inventory at the end of a period. The
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Fig. 8.5. Instruction and reaction in Master Planning (following Schneeweiss 2003,
p. 17)

second one influences the objective function of the base-level model by setting
cost parameters.

After a planning run for the short-term modules is performed, Master
Planning is able to receive feedback/reactions from the base-level. Instruc-
tions that lead to infeasibilities have to be eliminated or weakened. By chang-
ing some selected Master Planning parameters, e. g. maximum capacity avail-
able, elimination of particular infeasibilities can be achieved.

To avoid a multitude of instruction/reaction loops, an anticipated model
of the base-level should predict the outcome of the planning run of this level
according to given instructions (see also Sect. 8.1).

Finally, ex-post feedback, gathered after executing the short-term plans,
provides input, e. g. current inventory levels or durable changes in availability
of capacity, to the Master Planning module.

As part of model building, the coupling parameters, i. e. instructions, reac-
tions and ex-post feedback parameters, have to be defined (see also Chap. 4).
Additionally, the type of the coupling relations (e. g. minimum/maximum re-
quirements, equality) and the points of time in which to transfer the coupling
parameters have to be assigned (Stadtler 1988, pp. 129-138). To build the
anticipated base-level model, the main influences of the short-term planning
decisions within Master Planning have to be identified. For example, lot-sizes
and setup-times resulting from Production Planning & Scheduling might be
anticipated.

8.2.5 Using Penalty Costs

A model’s solution is guided by the costs chosen within the objective func-
tion. By introducing certain costs that exceed the relevant costs for decisions
(see Sect. 8.1.3), these decisions are penalized. Normally, relevant costs for
decisions differ from costs used for accounting, e.g. only variable production
costs are considered without depreciations on resources or apportionments
of indirect costs. Penalty costs are used to represent constraints that are not
explicitly modeled. Master Planning has to fulfill all demand requests in time.
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To avoid infeasible plans, it can be necessary to penalize unfulfilled demand.
Similarly, if setup times are not explicitly considered, the loss of time on a
bottleneck resource can be penalized by costs correlated to this loss of time.

To be able to interpret the costs of the objective function correctly, it is
important to separate the costs according to accounting and penalty costs.
Regularly, penalty costs exceed other cost parameters by a very high amount.
To obtain the “regular” costs of a master plan, not only the penalized costs
of a solution, this separation is indispensable. Among others, the following
penalties can be inserted in the objective function:

e setup costs to penalize the loss of time on bottleneck resources (if not
explicitly modeled),

e costs for unfulfilled demand and late deliveries of finished products and
parts,

e costs for enhancing capacity (especially overtime) to penalize its use ex-
plicitly,

e additional production costs for certain sites to penalize, for example, mi-
nor quality and

e penalty costs for excessive inventory of customer specific products.

8.3 Generating a Plan

This section illustrates which steps have to be performed to generate a master
plan (see Fig. 8.6) and how to use Master Planning effectively.

J‘ Step 1: Gather relevant data
'

| Step 2: Simulate plans for

alternative models

Adjust models ‘

ﬁ Step 3: Analyzéz plans ‘

‘ Step 4: Release a plan ‘

l

Step 5: Gather feedback from

lower planning levels
\

Fig. 8.6. Steps in Master Planning
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As already mentioned, the master plan is updated successively, e.g. in
weeks or months. Thus, new and accurate information such as actual stock
levels and new demand data are taken into consideration. It is necessary
to gather all relevant data before performing a new planning run (see Sect.
8.1). This can be a hard task as data are mostly kept in different systems
throughout the entire supply chain. However, to obtain accurate plans this
task has to be done very seriously. To minimize expenditure in gathering
data, a high degree of automation to execute this process is recommended.
For the previous example, the parameters described in Sect. 8.2.1 and the
demand data shown in Table 8.5 have been gathered.

Tab. 8.5. Demand data

Period 1 2 3 4 5

Product 1 Sales region 1 20 30 30 50 40
Product 2 Sales region 1 50 40 60 40 50
Product 1 Sales region2 40 30 30 40 40
Product 2 Sales region 2 50 40 50 60 50

Most APS provide the possibility to simulate alternatives. Several models
can be built to verify, for example, different supply chain configurations or
samples for shifts. Furthermore, this simulation can be used to reduce the
number of decisions that have to be made. For example, dual values of decision
variables (see Chap. 29) can be used after analyzing the plans to derive actions
for enhancing regular capacity.

The master plan does not necessarily need to be the outcome of an LP
or MIP solver. These outcomes are often unreproducible for human plan-
ners. Thus, insufficient acceptance of automatically generated plans can be
observed. Following the ideas of the OPT philosophy (Goldratt 1988), an
alternative approach comprises four steps:

1. Generate an unconstrained supply chain model, disregarding all purchas-
ing, production and distribution capacities.

2. Find the optimal solution of the model.

3. Analyze the solution regarding overloaded capacities. Stop, if no use of
capacity exceeds upper (or lower) limits.

4. Select the essential resources of the supply chain of those exceeding ca-
pacity limits. Take actions to adjust the violated capacity constraints and
insert those fixed capacities into the supply chain model. Proceed with
step 2.

If each capacity violation is eliminated, the iterative solution matches the
solution that is generated by an optimization of the constrained model. Due
to the successive generation of the optimal solution, the acceptance of the
decision makers increases by providing a better understanding of the system
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and the model. In contrast to a constrained one-step optimization, alterna-
tive capacity adjustments can be discussed and included. It must be pointed
out that such an iterative approach requires more time and staff than a con-
strained optimization, particularly if capacity usage increases. It seems to be
advisable to include some known actions to eliminate well known capacity
violations in the base supply chain model.

In the next step one has to decide which plan of the simulated alter-
natives should be released. If this is done manually, subjective estimations
influence the decision. On the other hand, influences of not explicitly modeled
knowledge (e. g. about important customers) are prevented by an automated
decision.

Tab. 8.6. Production quantities

Period 1 2 3 4 5

Product 1 Plant 1 30 30 30 50 40
Product 2 Plant 1 50 50 50 40 50
Product 1 Plant 2 30 30 30 40 40
Product 2 Plant 2 50 40 50 60 50

Table 8.6 shows the planned production quantities of our example. The
transport quantities correspond to the production quantities, except for trans-
port of Product 1 from Plant 1 to the DCs in the first period. Twenty units
of Product 1 produced in Plant 1 are delivered to DC 1, while 10 are deliv-
ered to DC2 to meet the demand of Sales region 2, even though transport
costs are higher. Seasonal stock is only built in the second period for Prod-
uct 2 in DC 1, amounting to 10 product units. Overtime is necessary for both
plants in periods four and five. Plant 1 utilizes 10 time units of overtime each,
while Plant 2 utilizes 20 and 10 time units, respectively. The costs for the five
periods’ planning horizon are shown in Table 8.7.

Tab. 8.7. Costs for five periods

Production 3,780.00
Overtime 250.00
Transportation 1,690.00
Inventory 20.00

Having forwarded the master plan’s instructions to the decentral decision
units, detailed plans are generated. The results of these plans have to be
gathered to derive important hints for model adjustments. For example, if
setups considered by a fixed estimate per period result in infeasible decentral
plans, it is necessary to change this amount.
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The mid-term purchasing quantities for raw materials from supplier S in
our example (see Fig. 8.1) can be derived from the mid-term production plans
for plants P1 and P2. These purchasing quantities are input for a collaborative
procurement planning process (see Chap. 14). The joint plan of supplier S
and plants P1 and P2 then serves as adjusted material constraint. Once an
adequate master plan has been generated, decisions of the first period(s) are
frozen and the process of rolling schedules is continued.
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The planning process that determines how the actual customer demand is ful-
filled is called demand fulfillment. The demand fulfillment process calculates
the first promise date for customer orders and — thus — strongly influences
the order lead-time and the on time delivery.! In today’s competitive mar-
kets it is important to generate fast and reliable order promises in order to
retain customers and increase market share. This holds particularly true in
an e-business environment: Orders are entered on-line in the e-business front
end, and the customer expects to receive a reliable due date within a short
time period.

Further, e-business solutions have to support on-line inquiries where the
customer requests a reliable due date without committing the order.
The fast generation of reliable order promises gets more complex as

the number of products increases,

products are configured during the ordering process,
the average product life cycles get shorter,

the number of customers increases,

flexible pricing policies are being introduced and
demand variations increase and get less predictable.

The traditional approach of order promising is to search for inventory and to
quote orders against it; if there is no inventory available, orders are quoted
against the production lead-time. This procedure may result in non-feasible
quotes, because a quote against the supply lead-time may violate other con-
straints, e. g. available capacity or material supply.

Modern demand fulfillment solutions based on the planning capabilities
of APS employ more sophisticated order promising procedures, in order

1. to improve the on time delivery by generating reliable quotes,

2. to reduce the number of missed business opportunities by searching more
effectively for a feasible quote and

3. to increase revenue and profitability by increasing the average sales price.

! In the following, we use the terms order promising and order quoting synony-
mously, as well as the terms promise and quote.
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In the following section, the principles of APS-based demand fulfillment so-
lutions are described and the basic notion of ATP (available-to-promise) is
introduced. Sections 9.2 and 9.3 show how ATP can be structured with re-
spect to the product and the time dimension, whereas Section 9.4 introduces
the customer dimension and the concept of allocation planning, resulting in
allocated ATP (AATP). Finally, Section 9.5 illustrates the AATP-based order
promising process by means of examples.

An early reference describing the concept of ATP and the improvement of
the customer service level by ATP based on the master production schedule is
Schwendinger (1979). In Ball et al. (2004) and Pibernik (2005) comprehensive
overviews of ATP related work are given. Fleischmann and Meyr (2003) inves-
tigate the theoretical foundations of demand fulfillment and ATP, classify the
planning tasks related to ATP, and discuss the generation of ATP and order
promising strategies based on linear and mixed integer programming models.
The practical application of ATP concepts in concrete APS is, for example,
described in Dickersbach (2004) for SAP/APO and in i2 Technologies Inc
(2000) for i2 Technologies.

9.1 Available-to-Promise (ATP)

The main target of the demand fulfillment process is to generate fast and
reliable order promises to the customer and shield production and purchasing
against infeasibility. The quality of the order promises is measured by the on
time delivery KPI as introduced in Chap. 2. Using the traditional approach
— quoting orders against inventory and supply lead-time — often will result in
order promises that are not feasible, decreasing the on time delivery.

(a) Order Quoting Against Lead-Time (b) Order Quoting Against Master Plan
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Fig.9.1. Demand wave beyond the standard lead-time

Figure 9.1 illustrates this by means of a simple example. Consider a mate-
rial constrained industry like the high-tech industry, and let us assume that a
specific component has a standard lead-time of two weeks. There are receipts
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from the suppliers scheduled for the next two weeks and — as we assume
a material constrained industry — no additional supply will be available for
the next two weeks. The volume of new customer orders that need to be
promised for week 1 and week 2 is exceeding the volume of the scheduled
receipts. Figure 9.1 (a) illustrates this situation. Standard MRP logic is to
schedule all new orders against the scheduled receipts and — if not all orders
can be satisfied by that — against the standard lead-time (in our example two
weeks). In other words, MRP assumes infinite supply beyond the standard
lead-time and creates supply recommendations based on the order backlog.
The gray line in Fig. 9.1 (a) shows the quotes created by the MRP logic. In
week 3 (i. e. after the standard lead-time) all orders are scheduled that cannot
be quoted against the scheduled receipts. It is quite clear that the fulfillment
of this “demand wave” will not be feasible, as the available supply will most
probably not increase by 100% from one week to the next week.

The master planning process (see Chap. 8) has the task to create a plan
for the complete supply chain, including production and purchasing decisions.
Thus, master planning generates a plan for future supply from internal and
external sources (factories, suppliers) even beyond the already existing sched-
uled receipts.? The idea of APS-based demand fulfillment is to use the supply
information of the master plan to create reliable order quotes. Figure 9.1 (b)
shows the master plan and the orders quoted against the master plan. For
week 3 the master plan reflects the constraints of the suppliers, anticipating
a slight increase of the supply volume that is considered to be feasible. As
orders are quoted against the master plan the unrealistic assumption of in-
finite supply beyond the standard lead-time is obsolete — resulting in more
reliable order promises.

In most APS — and also ERP systems — the supply information of the
master plan that is used as the basis for order promising is called available-to-
promise (ATP). ATP represents the current and future availability of supply
and capacity that can be used to accept new customer orders.

Figure 9.2 summarizes the role of master planning for demand fulfill-
ment and ATP. The master planning process is based on the forecast, which
reflects the capability of the market to create demand. During the master
planning process all material, capacity and time constraints of the supply
chain are applied to the forecast, resulting in a feasible master plan. This
plan is the common basis for the supply processes (supply recommendations
for purchasing, production, distribution etc.) and the order promising process
(based on the available-to-promise quantities). By that, supply processes are
synchronized with order promising, resulting in reliable order quotes. As a
consequence the on time delivery KPI is improved.

Please note that the on time delivery KPI is mainly influenced by the
ability of the master planning model to reflect the reality in a sufficiently
accurate way. ATP based on an accurate master planning model guarantees

2 For week 1 and 2 the master plan reflects the scheduled receipts.
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Demand Planning

forecast accuracy
{_increases the customer service |
level and reduces

Master Planning mventory
Supply Recommendations Available-to-Promise (ATP)
Supply Processes: - x"”éynchronization 6?“*,&, “7| Order Promising
* Purchasing 7~ the supply processes and "
* Production i order promising based on the }
« Distribution “.._ master plan improves the .~
. etc. “-.._ontime delivery .-

Fig.9.2. Master Planning as the common basis of supply processes and order
promising

almost 100% on time delivery which is only influenced by supply deviations
on the supply side and unexpected capacity problems, e.g. in production,
on the capacity side. Apart from on time delivery the delivery performance
KPI plays an important role in demand fulfillment as it reflects how fast
the supply chain is able to fulfill a customer order. Delivery performance in
contrast to on time delivery depends mainly on the forecast accuracy and
the ability of the supply chain to satisfy the forecast. The master planning
process is responsible to create a feasible supply plan based on the forecast.
If the forecast does not mirror future orders very well the probability is low
that there is ATP available when a new customer order requests for it. In this
case, the customer order receives a late, but reliable promise and the delivery
performance is affected. If new customer orders come in as anticipated by
the forecast and the master planning process was able to generate a feasible
supply plan for the forecasted quantities, then supply matches the demand,
the number of inventory turns increases and orders receive a reliable promise
within a short lead-time.

As ATP is derived from the supply information of the master plan, it is
structured according to the level of detail of the master plan. The typical
dimensions for structuring ATP are product, time, supply location, sourc-
ing type, customer, market, region, etc. For example, if the master plan is
structured by product group, month, and sales region, the ATP originating
from the master plan is represented on the same level of detail. To enable
more detailed order promising decisions ATP can be disaggregated to a more
detailed level. In the following Sects. 9.2 — 9.4 we discuss the structuring of
ATP along the most important dimensions: product, time and customer.

9.2 Structuring of ATP by Product

In principal ATP can be represented on any stage of the supply chain, e. g. fin-
ished goods, components, or raw materials. The decision where to represent
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ATP best for a certain business is strongly linked with the location of the de-
coupling point (see Chap. 3) in that particular supply chain. The decoupling
point separates the forecast-driven parts of a supply chain from the order-
driven parts (Fleischmann and Meyr 2003). Typically, a safety stock is held at
the decoupling point to account for forecast errors. Figure 9.3 shows the loca-
tion of the decoupling point for make-to-stock (MTS), assemble/configure-to-
order (ATO/CTO), and make-to-order (MTO) business environments. Note
that decisions on the location of decoupling points are usually made as part
of the long term, strategic planning (see Chaps. 1 and 4) because shorter cus-
tomer order lead times for a downstream decoupling point have to be paid
off by higher values and holding costs of decoupling point inventories.

Assemble-To-Order
Make-To-Order Configure-To-Order Make-To-Stock

Production ’ .
Procurement 15t stage Final Assembly Distribution
order lead time
anticipative processes reactive processes
= Forecasts = Customer Orders

Safety stocks

Fig.9.3. Decoupling point in make-to-stock, assemble/configure-to-order, and
make-to-order business environments (adapted from Fleischmann and Meyr 2003)

9.2.1 Make-to-Stock

In an MTS environment (see Chap. 3) the standard way to represent ATP
is on finished goods level (e. g. actual end products, articles, etc. that are to
be sold or on aggregated product group level). The supply and production
processes in an MTS business are driven by the forecast — not by customer or-
ders. Further, parts of the distribution processes can be forecast-driven (for
example if products are to be transported to regional distribution centers,
refer to Chap. 12). From there customer orders are served with a shorter
lead time than from a central warehouse. The promise would be given under
consideration of availability of finished goods ATP and transportation times.
Examples for MTS industries are consumer packaged goods, food and bev-
erages, and retail. In some MTS industries the decoupling point even moves
with a seasonal pattern in the distribution network.?

3 In the tire industry the decoupling point is usually located at the central DC.
At the start of the winter tire business (in Western Europe usually in October),
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9.2.2 Assemble/Configure-to-Order

In an ATO environment, all components are produced and/or procured driven
by the forecast. Only final assembly is order-driven (see Fig. 9.3). Usually,
there are some (or many) configuration options the customer can choose
from (e.g. color, technical options, country specific options like power plug),
and the actual configuration is determined only at order entry time. This is
called configure-to-order. In an assemble/configure-to-order environment the
forecast is created on finished products or product group level; the forecast is
then transformed by master planning into a supply plan on component level.
For this, the bills of materials of the finished products are exploded and lead-
times and capacity usage are considered. If the master plan is represented
on product group level specific planning bills of materials for the product
groups are used that describe a typical representative product of that group.
ATP is then represented on component level based on the planned material
requirements on component level.

Upon customer order entry, the bill of materials of the (configured) prod-
uct is exploded, component request dates are derived from the customer
requested date, and component availability is checked for all ATP-relevant
components. The latest availability date of all ATP-relevant components de-
termines the quote for the complete order; all ATP consumptions are then
synchronized according to the final quote, and lead times for assembly and
transportation are added. This scheme is also called multi-level ATP (Dick-
ersbach 2004), as ATP can be represented on multiple levels of the bill of
materials.

For configurable products there exists no deterministic bill of materials
representation for final products or product groups. Thus, the distribution of
demand for the configuration options must be planned explicitly. For example,
consider a color option with three possible values “red”; “blue” and “green”.
The demand for the three options may be distributed as follows: “red” 60 %,
“blue” 15 % and “green” 25 %. Based on this distribution of the demand for
the configuration options and on the forecast on product group level, master
planning provides a supply plan on component level, that is then represented
as ATP. Consider the computer industry as an example (see Chap. 20 for
further details). From a limited number of components — e.g. disk drives,
processors, controllers, memory — a huge number of configurations can be
made. An order consumes ATP from the base configuration of the computer
(motherboard, housing, power supply, key board, etc.), and from all compo-
nents that were configured by the customer, e.g. speed of processor, size of
disk drive and memory.

the demand for winter tires is at peak and exceeds the handling capacity of the
central DC. Therefore the decoupling point for winter tire business is moved from
the central DC to the regional DCs for that time period.
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9.2.3 Make-to-Order

MTO environments are similar to ATO, but the decoupling point is located
further upstream. In an MTO environment procurement is driven by fore-
cast, and production, final assembly and distribution are driven by customer
orders (see Fig. 9.3). Finished products and components are either customer-
specific or there are so many different variants that their demand cannot be
forecasted with a high accuracy. Besides material availability, the required
capacity is typically an important constraint for the fulfillment of customer
orders. Thus, ATP in an MTO environment is representing (a) the availabil-
ity of raw material (see description of multi-level ATP above) and (b) the
availability of capacity. For this purpose, specific ATP sources are formed
representing the capacity of a specific kind that is available for promising
customer orders. The capacity ATP is either represented in the demand ful-
fillment module of the APS on an aggregated level (resource groups), or the
production planning and scheduling module is used to generate a promise.
In the first case, capacity is treated like a component, and the availability of
that “capacity component” is checked as described above for ATO and CTO
environments. In the second case, the customer order is forwarded to the
production planning and scheduling module of the APS, is inserted into the
current production plan, and the completion date of the order is returned to
the customer as promised date. This concept is also called capable-to-promise
(CTP) — see e.g. (Dickersbach 2004).%

With capable-to-promise, the production process is simulated for the new
customer order. This simulation may involve all subordinate production levels
(multi-level production). Both, material and capacity availability are checked,
resulting in a highly accurate order promise. A further advantage of CTP is
that planned production orders are created upon order promising directly,
and have only to be changed later if orders have to be replanned (due to
material or capacity shortages or additional demand with higher priority). In
complex production environments with many levels in the bill of materials
and complex capacity constraints including setup constraints, CTP does not
lead to an optimal production plan and schedule. The reason is the order-by-
order planning scheme applied by CTP, often leading to poor schedules.

Please note that the consumption of ATP does not mean that a certain
supply represented by ATP is reserved for a certain customer order. ATP
is a concept that allows a customer order to enter the planning sphere of a
supply chain to a certain date (promise date) so that it can be delivered on
time. The detailed material and capacity assignment for a customer order
is only done in detailed scheduling and execution to keep the flexibility for
optimization.

4 Note that capable-to-promise can also be applied to ATO environments.
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9.3 Structuring of ATP by Time

ATP is maintained in discrete time buckets. As ATP is derived from the
master plan, the ATP time buckets correspond to the time buckets of the
master plan. Please note that the master plan time buckets might be different
from the time buckets used by demand planning. Usually the master planning
and ATP time buckets are more granular than the demand planning time
buckets. For example the forecast could be structured in weekly or monthly
buckets whereas master plan and ATP could be structured in daily or weekly
buckets. Orders are quoted by consuming ATP from a particular time bucket.

The time granularity of the master plan is usually a compromise between
the needed level of detail to offer accurate promises and the performance of
an APS. The higher the level of detail the more exact a master plan has
to be calculated and the more time buckets have to be searched for ATP
to generate a promise. An approach to combine the generation of detailed
promise dates and the achievement of a high performance is to split the time
horizon: in the near term horizon ATP is represented in detailed time buckets
(e.g. days or weeks); in the mid term horizon, ATP time buckets are more
coarse (e. g. months). The near term horizon is often called allocation planning
horizon. The concept of allocation planning is described in the next section.

9.4 Structuring of ATP by Customer

A supply chain (or a part of a supply chain) operates either in supply con-
strained mode or in demand constrained mode. If material and/or capacity are
bottlenecks, then there is “open” demand that cannot be fulfilled. The supply
chain supplies less finished goods than the customers request and operates in
supply constrained mode. If demand is the bottleneck, then all demand may
be matched with supply. The supply chain operates in demand constrained
mode. It is the task of the master planning process to anticipate the operat-
ing mode of the supply chain, and to provide good decision support to take
appropriate counter measures in advance. In the following we describe both
operating modes of supply chains in more detail and explain the impact on
the structuring of ATP along the customer dimension.

9.4.1 Demand Constrained Mode

In demand constrained mode the supply chain is able to generate “excess”
supply that is not requested and will — most probably — not be consumed
by customers. In demand constrained mode, the master plan must help to
identify sources of excess supply. The usage of the corresponding supply chain
components might then be reduced in order to save costs, or additional de-
mand has to be generated by promotional activities or other additional sales
measures.
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The capability of a supply chain to produce excess supply is an indica-
tor for inefficiencies in the supply chain (refer to Chap. 15). A supply chain
is working more profitable if it is “operated on the edge” (Sharma 1997) by
removing all inefficiencies, e.g. excess capacity, excess assets and excess ex-
penses. Thus, on the long term a demand-constrained supply chain should
move toward supply constrained mode. This can be achieved either by gen-
erating additional demand or by reducing the ability of the supply chain to
generate excess supply (see Chap. 6).

In demand constrained mode there are no specific considerations for struc-
turing ATP as all demand can be fulfilled by the supply chain.

9.4.2 Supply Constrained Mode

In supply constrained mode, not all customer demand can be fulfilled. Master
planning must support the decision how to generate additional supply and
also how to allocate supply to demand. If orders are promised on a first-
come-first-served policy, all orders are treated the same without taking the
profitability of the order, the importance of the customer and the fact whether
the order was forecasted or not into account. As a consequence the profitabil-
ity of the business, the relationship to the customers and the performance of
the supply chain may be jeopardized.

A good example of how business can be optimized by using more sophis-
ticated order promising policies than first-come-first-served is given by the
revenue management activities of international premium airlines (Smith et al.
1992). Premium airlines keep a specific fraction of the business and the first
class seats open even if more economy customers are requesting seats than
the total number of economy seats. For each flight, some of the business class
and first class seats are allocated to the business and first class passengers
based on the forecasted passenger numbers for that flight. Only a short time
before the flight departs the allocations are released and passengers are “up-
graded” to the next higher class. By that, airlines achieve a higher average
sales price for the available seats and strengthen the relationship to their
important customers, the business class and first class passengers.

Talluri (2004) classify revenue management in price—based and quantity—
based approaches. Price—based approaches try to gain higher revenues by
varying the sales prices over time, thus actively influencing demand. This is
commonly practiced by budget airlines and in retail (see also Elmaghraby and
Keskinocak 2003), but also important for promotions planning within demand
planning modules of APS (see Sect. 7). Quantity—based approaches, however,
segment customers into several groups showing different buying behavior,
strategic importance and/or average profits. Thus they try to exploit the
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customers’ different willingness to pay or various profit margins, as it has
been illustrated in the premium airline example above.’

APS also apply these quantity—based ideas by allocating ATP quantities
to customer groups or sales channels in order to optimize the overall business
performance. A classification scheme is defined that is used to segment and
prioritize customer orders. Typically, the order classes are structured in a
hierarchy. The ATP quantities are allocated to the order classes according to
predefined business rules (also called allocation rules, ref. to p. 191). These
allocations represent the right to consume ATP. The principal connection
between allocations and ATP is straightforward: When an order is entered,
the order promising process checks the allocations for the corresponding order
class. If allocated ATP is available, ATP can be consumed and the order is
quoted accordingly. Otherwise, the order promising process searches for other
options to satisfy the order, e.g. by checking ATP in earlier time buckets, by
consuming ATP from other order classes (if that is allowed by the business
rules defined) or by looking for ATP on alternate products.

The time buckets for the allocations and the actual ATP quantities may
differ. Allocations must be carefully controlled and regularly adjusted by hu-
man planners (as described for the “airline” example above). Otherwise the
order lead time for some order classes will deteriorate while the ATP buckets
for other order classes remain full as they are not consumed as anticipated.
Thus, it is helpful to provide allocations in a larger granularity, e.g. weeks
or months than the actual ATP quantities, in order to support the manual
control and adjustment processes. Furthermore, the two levels of granularity
for allocations and actual ATP quantities provide the opportunity to imple-
ment a two-phased order promising process: In step 1, customers receive the
allocation time bucket (e.g. a week) as delivery date. In step 2, this initial
promise is detailed down to the actual delivery day depending on the actual
consumption of ATP. A two-step order promising approach keeps a certain
degree of flexibility until the actual delivery day is promised to the customer
in step 2.

The allocation of ATP to order classes can be exploited to increase the
revenue and profitability of the business. For example, the average selling
price may be increased by allocating supply to customers that are willing
to pay premium prices, instead of giving supply away to any customer on a
first-come-first-served basis. Traditional ATP mechanisms without allocation
rules have to break commitments that have been given to other customers
in order to be able to quote an order of a key customer or an order with a
higher margin. It is obvious that this business policy has a negative impact
on the on time delivery and deteriorates the relationship to other customers.

5 For an overview on the relations between revenue management, demand ful-
fillment and ATP, inventory management/rationing, and pricing the reader is
referred to Quante et al. (2007).
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9.4.3 The Customer Hierarchy and Allocation Rules

In order to allocate supply to customers a model of the customer structure
and a forecast of the future customer demand is required. The model of the
customer structure should be aligned with the geographic dimension in de-
mand planning (see Chap. 7), as demand planning is structuring the forecast
in terms of the geographic dimension. Hence, the customer structure forms a
hierarchy similar to the geographic dimension in demand planning. Figure 9.4
shows an example of a customer hierarchy.

Forecast
Aggregation
World-wide
top 1400 Sales
area 1400 America Europe
400
country 1000 Germany France Italy
\ 400 200
region 400 West East
L 200 200

Fig. 9.4. Sales forecast aggregated along the customer hierarchy

In the first step the forecast quantities for each customer (or customer
group, resp.) are aggregated to the root of the hierarchy. This number gives
the total forecast for that specific product (or product group). The total fore-
cast is transferred to master planning, and master planning checks whether
it is feasible to fulfill the total forecast considering the supply constraints. In
our example, the total forecast is 1400, and we assume that master planning
can confirm only 1200 to be feasible.

In the second step the total feasible quantity according to the master plan
is allocated from the top down to the leaves of the customer hierarchy. This
allocation process for our example is visualized in Fig. 9.5 (the quantities
in parentheses indicate the original forecast for this customer group). The
allocation of the master plan quantities to the nodes of the customer hierarchy
is controlled by allocation rules. In our example we have used three different
allocation rules:

e Rank based: U.S. customers receive a higher priority (rank 1) compared
to customers in Europe (rank 2). Thus, the available quantity for the U.S.
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country 800 (1000) Germany France Italy
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4 224 (200) 96 (200)

Fig. 9.5. Allocation of ATP in the customer hierarchy

and European customers is allocated to the U.S. first up to the original
forecast for that area. A rank-based allocation policy may be helpful to
support sales to a specific market, e. g. if the development of that market
is in an early stage.

Per committed: The available quantity is allocated to the nodes of the
customer hierarchy according to the forecast the customers have commit-
ted to. In our example Germany and France have forecasted 400 each, and
ITtaly has forecasted 200, making 1000 in total. However, for this group of
customers, only 800 is available. The quantity of 800 is split according to
the fraction of the original forecast, i. e. Germany and France receive 40%
each (320), and Ttaly receives 20% (160). The per committed allocation
policy is well suited if each customer group shall get a fair share allocation
according to what has been forecasted by that customer group.®

Fized split: The fixed split allocation policy applies predefined split fac-
tors to distribute the feasible quantity to the customer groups. In our
example, the customers in the Western part of Germany receive 70% of
the available quantity, the customers in East Germany 30%. Please note
that the resulting quantities are independent of the individual forecast of
the customer groups. (But it does depend on the total forecast of these
customer groups.)

5 In allocation situations (supply constrained supply chain) the per committed al-
location policy may lead to a so-called shortage gaming behavior, as planners are
motivated to forecast higher quantities than actually needed in order to increase
their allocations. It is necessary to establish incentive systems to prevent short-
age gaming. Otherwise this behavior may induce a bullwhip effect into the supply
chain. Shortage gaming and the bullwhip effect are described in more detail in
Chap. 1.
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In addition to these allocation rules a portion of the available quantity can
be retained at every level of the customer hierarchy. These retained quantities
are consumed based on a first-come-first-served policy. Retained ATP can be
used to account for potential variations of the actual demand related to the
forecasted demand. For example, if 25% of the total quantity available for
European customers is retained at the customer group Europe, 200 would be
available on a first-come-first-served basis for all European customers, and
only 600 would be allocated to German, French and Italian customers as
defined by the corresponding allocation rules. The retainment of ATP can
be interpreted as a wvirtual safety stock on an aggregate level, as it helps to
balance deviations between forecast and actual demand.

The allocations are the basis for generating order quotes. Thus, the alloca-
tions are an important information for the sales force before making commit-
ments to their customers. Further, the APS keeps track of the consumptions
due to already quoted orders. The total allocated quantities and the already
consumed quantities give a good indication whether the order volume matches
the forecast. If orders and forecast do not match, some allocations are being
consumed too fast, whereas others remain unconsumed. This can be sent as
an early warning to the supply chain that the market behaves differently than
forecasted — and an appropriate action can be taken. For example, sales can
setup a sales push initiative to generate additional demand to consume the
planned ATP.

9.4.4 Allocation Planning

The process that assigns the overall ATP quantities received from master
planning to the nodes of the customer hierarchy is called allocation planning.
Allocation planning is executed directly after a new master plan has been
created — which normally takes place once a week. Thus, once a week the
adjusted forecast is transformed into ATP by master planning and allocated
to the customer hierarchy.

In addition to that, the allocations are updated on a daily basis in order
to reflect changes in the constraints of the supply chain. For example, if the
supplier of some key component announces a delay of a scheduled delivery
this may impact the capability of the supply chain to fulfill orders and —
because of that — should be reflected in the ATP as soon as the information
is available in the APS. Please note, if ATP is short and if additional capacity
and raw material might be available, which have not been needed in the last
master planning run and thus have not been exhausted, a new run has to
be triggered in order to generate a new ATP picture reflecting the current
supply capabilities of the supply chain.

The planning horizon of allocation planning cannot be longer than the
planning horizon of master planning, as no ATP is available beyond the mas-
ter planning horizon. The master planning process covers usually six to twelve
months. However, in many cases it is not necessary to maintain allocations
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over six months or more. For example, in the computer industry, 90% of the
orders are placed three weeks prior to the customer requested delivery date.
Thus, dependent on the lead-time from order entry date to the customer
requested delivery date a shorter planning horizon for allocation planning
can be chosen compared to master planning. In the computer industry, for
example, a three-months horizon for allocation planning is sufficient.

9.5 Order Promising

Order promising is the core of the demand fulfillment process. The goal is
to create reliable promises for the customer orders. The quality of the or-
der promising process is measured by the on time delivery and the delivery
performance.

The on time delivery KPI is described in detail in Chap. 2; it measures
the percentage of the orders that are fulfilled as promised (based on the first
promise given). Thus, to achieve a high on time delivery it is important to
generate reliable promises. A promise is reliable if the supply chain is able
to fulfill the order as promised, i.e. if the customer receives the promised
product in the promised quantity at the promised date. A supply chain that
is able to consistently generate reliable promises over a long time period gets
a competitive advantage over supply chains with a lower on time delivery.

There are multiple execution modes to promise customer orders (Ball
et al. 2004; Pibernik 2005):

o On-line (“real-time”) order promising: A new customer order is promised
during the order entry transaction. After the new order is booked, the
promised date and quantity are transfered to the customer immediately.

e Batch order promising: Customer orders are entered into the sales trans-
action system without generating a promise. At certain periods (e. g. once
per day) a batch order promising is triggered and all new orders receive a
promise. For instance, these promises could be generated by a production
planning module.

e Hybrid order promising: Each new customer order is temporarily promised
at order entry time. In addition to that a batch order promising run is
triggered regularly in order to detail the promises (cf. Ball et al. 2004,
Sect. 2.3 describing an example of the Dell Computer Corporation and
the two—phase approach of Sect. 9.4.2) or to improve the promises of
all customer orders in total (re-promising). Please note that hybrid or-
der promising schemes can lead to changes and delays of customer order
promises.

On-line order promising offers advantages in responsiveness and performance
toward the customer. On the other hand, on-line order promising prevents
that promises can be reviewed by order management before they reach the
customer. In the remainder of this chapter we focus on on-line order promis-
ing schemes.
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9.5.1 ATP Search Procedure

The general ATP-based order promising process works as follows: First, the
order promising process searches for ATP according to a set of search rules
that are described below. If ATP is found, it is reduced accordingly and a
quote for the order is generated. If ATP can only be found for a portion of
the ordered quantity and partial fulfillment of the order is allowed, a quote is
generated for the partial order quantity is generated. If no ATP can be found,
no quote is generated, and the order must be either rejected or confirmed
manually at the end of the allocation planning horizon. Note that if no ATP
can be found for an order, the supply chain will not be able to fulfill the order

within the allocation planning horizon.
World-wide
Sales
BN
[ L : J [ L :
America ||| Europe

[ [ e
2. Customer i i= i=
Germany France J Italy
o e e O e e e e
3. Product \
[ L : [ L :
West East | Request |
[ e e
1. Time

Fig.9.6. Three dimensions of ATP search paths

In principal ATP can be searched along all dimensions used to structure
ATP (see Sect. 9.1). In the following, we describe the ATP search procedure
based on examples where ATP is structured by time, customer and product.
Figure 9.6 illustrates these three dimensions of the ATP search paths. The
following search rules are applied (for simplicity we assume that the ATP is
on finished goods level; the search rules are similar for ATP on product group
level and component level):

1. The leaf node in the customer hierarchy, to which the customer belongs,
the product being requested by the order and the time bucket containing
the customer requested date are determined. The ATP at this point is
consumed — if available.

2. If ATP is not sufficient, then the time dimension is searched back in time
for additional ATP (still at the leaf node in the customer hierarchy and
at the product requested by the order); all ATP found up to a predefined
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number of time buckets back in time is consumed. Note that if ATP is
consumed from time buckets earlier than the time bucket containing the
customer requested date, the order is pre-built, and inventory is created.
If ATP is still not sufficient, steps 1. and 2. are repeated for the next higher
node (parent node) in the customer hierarchy (searching for retained ATP
quantities), then for the next higher and so on up to the root of the
customer hierarchy.

If ATP is still not sufficient, steps 1. to 3. are repeated for all alternate
products that may substitute the original product requested by the order.
If ATP is still not sufficient, steps 1. to 4. are repeated, but instead of
searching backward in time, ATP is searched forward in time, up to a
predefined number of time buckets. Note that by searching ATP forward
in time, the order will be promised late.

The set of search rules described above is only one example of an ATP search
strategy. In fact, an ATP search strategy may consist of any meaningful
combination and sequence of the following search rule types:

Search for Product Availability: This is the standard ATP search for a
product including future receipts and constraints.

Search for Allocated ATP: ATP is searched for along the customer di-
mension.

Search for Forecasted Quantities: The creation of a quote for an order is
based on forecasted quantities. The forecasted quantities in general are
not customer specific.

Search for Component Availability: For complex production processes and
bill of materials structures a multi-level ATP search for component avail-
ability is performed.

Capable-to-Promise: ATP is dynamically generated by invoking the pro-
duction planning and scheduling module.

Perform Substitution: If no ATP can be found for a given product in a
given location this type of rule allows to search for (a) the same product
in another location, or (b) another product in the same location, or (c)
another product in other locations. This so-called rule-based ATP search
requires the maintenance of lists of alternate products and/or locations
and a rule to define the sequence in which the product and/or location
substitutions are to take place.

In the following, we illustrate the ATP search procedure by means of a simple
example.

9.5.2 ATP Consumption by Example

Let us assume an order is received for 300 units from a customer in East
Germany, with a customer requested date in week 4. The ATP situation
for East Germany is depicted in Fig. 9.7. First, the ATP is checked for the
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customer group East Germany for week 4, then for week 3 and for week 2.
(We assume that the ATP search procedure is allowed to consume ATP 2
weeks back in time.) The ATP that is found along that search path is 10 in
week 4, 60 in week 3 and 50 in week 2, 120 in total (see Fig. 9.7).

World_Wide_Sales -> Europe -> Germany -> East

W Request
1. Time 300 units

‘ 70 50 60 10 week 4

Fig.9.7. Consumption of ATP along the time dimension

As the ATP search procedure may not consume ATP from a time bucket
that is more than two weeks prior to the customer requested date, 180 units
of the requested quantity is still open after the first step. In the second step,
ATP is searched along the customer dimension. We assume for this example
that there is ATP in the next higher node in the customer hierarchy that is
Germany as shown in Fig. 9.8, but no ATP in the next higher nodes, i.e.
Europe and World-wide Sales. From the ATP allocated at Germany, another
120 units can be consumed in weeks 4, 3 and 2, resulting in a total promised
quantity of 240. 60 units are still open, as the requested quantity is 300 units.

2. Customer
Germany
20 10 30 80
weeks
1234
West East y/\
Request
30 20 40 30 70 30 60 10 300 units
1 2 3 4 Weeks 1 2 3 g4Weeks week 4

Fig. 9.8. Consumption of ATP along the customer dimension

In the next step, the ATP search algorithm looks for alternate products
as shown in Fig. 9.9. The alternates are sorted by priority. First, the alternate
with the highest priority is considered, and the same steps are applied as for
the original product, i.e. first search back in time and second search up the
customer hierarchy. Then, these steps are applied to the alternate with the
second highest priority and so on.
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East, Product A, alternate 3

East, Product A, alternate 2
3. Product

East, Product A, alternate 1

East, Product A

‘ 70 50 60 ¥ Request
e > - 300 units
1 2 3 4 weeks week 4

Fig. 9.9. Consumption of ATP along the product dimension
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Assuming that the master plan has been generated, we can now derive de-
tailed plans for the different plants and production units. In the following
we will describe the underlying decision situation (Sect. 10.1) and outline
how to proceed from a model to a solution (Sect. 10.2). Some of these steps
will be presented in greater detail, namely model building (Sect. 10.3) and
updating a production schedule (Sect. 10.4). Whether Production Planning
and Scheduling should be done by a single planning level or by a two-level
planning hierarchy largely depends on the production type of the shop floor.
This issue will be discussed together with limitations of solution methods in
Sect. 10.5.

10.1 Description of the Decision Situation

Production Planning and Scheduling aims at generating detailed production
schedules for the shop floor over a relatively short interval of time. A pro-
duction schedule indicates for each order to be executed within the planning
interval its start and completion times on the resources required for process-
ing. Hence, a production schedule also specifies the sequence of orders on a
given resource. A production schedule may be visualized by a gantt-chart (see
Fig. 10.4).

The planning interval for Production Planning and Scheduling varies from
one day to a few weeks depending on the industrial sector. Its “correct” length
depends on several factors: On the one hand it should at least cover an interval
of time corresponding to the largest throughput time of an order within the
production unit. On the other hand the planning interval is limited by the
availability of known customer orders or reliable demand forecasts. Obviously,
sequencing orders on individual resources is useful only if these plans are
“reasonably” stable, i.e. if they are not subject to frequent changes due to
unexpected events like changing order quantities or disruptions.

For some production types (like a job shop) Production Planning and
Scheduling requires sequencing and scheduling of orders on potential bot-
tlenecks. For other production types (like group technology) an automated,
bucket-oriented capacity check for a set of orders to be processed by a group
within the next time bucket(s) will suffice. Sequencing of orders may then be
performed manually by the group itself.
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Planning tasks can and should be done decentrally, utilizing the expertise
of the staff at each location and its current knowledge of the state of the
shop floor (e. g. the availability of personnel). Readers interested in the daily
business of a planner and scheduler and resultant requirements for decision
support are referred to McKay and Wiers (2004).

The master plan sets the frame within which Production Planning and
Scheduling at the decentralized decision units can be performed. Correspond-
ing directives usually are:

e the amount of overtime or additional shifts to be used,

e the availability of items from upstream units in the supply chain at dif-
ferent points in time,

e purchase agreements concerning input materials from suppliers — not be-
ing part of “our” supply chain.

Furthermore, directives will be given by the master plan due to its extended
view over the supply chain and the longer planning interval. As directives we
might have

e the amount of seasonal stock of different items to be built up by the
end of the planning horizon (for production units facing a make-to-stock
policy),

e given due dates for orders to be delivered to the next downstream unit
in the supply chain (which may be the subsequent production stage, a
shipper or the final customer).

10.2 How to Proceed from a Model to a Production
Schedule

The general procedure leading from a model of the shop floor to a production
schedule will be described briefly by the following six steps (see Fig. 10.1).

Step 1: Model building

A model of the shop floor has to capture the specific properties of the produc-
tion process and the corresponding flows of materials in a detail that allows
to generate feasible plans at minimum costs.

Only a subset of all existing resources on the shop floor — namely those
which might turn out to become a bottleneck — will have to be modeled
explicitly, since the output rate of a system is limited only by these potential
bottlenecks. Details on model building are presented in Sect. 10.3.
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Step 2: Extracting required data

Production Planning and Scheduling utilizes data from

e an ERP system,
e Master Planning and
e Demand Planning.

Only a subset of the data available in these modules will be used in Production
Planning and Scheduling. Therefore, it is necessary to specify which data will
actually be required to model a given production unit (see step 2 in Fig. 10.1).

Step 3: Generating a set of assumptions (a scenario)

In addition to the data received from sources like the ERP system, Master
Planning and Demand Planning the decision-maker at the plant or produc-
tion unit level may have some further knowledge or expectations about the
current and future situation on the shop floor not available in other places
(software modules). Also, there may be several options with respect to avail-
able capacity (e.g. due to flexible shift arrangements).

Therefore, the decision-maker must have the ability to modify data and
thereby to set up a certain scenario (step 3, Fig. 10.1: A dotted frame indicates
that this step has to be performed by the decision-maker and is optional).

Step 4: Generating a (initial) production schedule

Next, a (initial) production schedule will be generated for a given scenario,
automatically (step 4, Fig. 10.1). This may be done either by a two-level
planning hierarchy or in one step (for more details see Sect. 10.4).

Step 5: Analysis of the production schedule and interactive
modifications

If there is a bucket-oriented upper planning level then this production plan
may be analyzed first before a detailed schedule is generated (step 5, Fig. 10.1).
Especially, if the production plan is infeasible, the decision-maker may indi-
cate some course of action interactively to balance capacities (like the in-
troduction of overtime or the specification of a different routing). This may
be easier than modifying a detailed sequence of operations on individual re-
sources (lower planning level). Infeasibilities — like exceeding an order’s due
date or an overload of a resource — are shown as alerts (see Sect. 13.1).

Also, a solution generated for a scenario may be improved by incorporat-
ing the experience and knowledge of the decision-maker, interactively. How-
ever, to provide real decision support, the number of necessary modifications
should be limited.
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1. Model building

\ 4

2. Extracting required data from
ERP system, Master Planning, ...

3. Generating a set of assumptions (a scenario)

o i

4. Generating a (initial) production schedule

5. Analysis of the production schedule
and interactive modifications

no

" 6. Approval - ]
~, of ascenario .-~

i yes
7. Executing and updating the production schedule
via the ERP-System until an “event” requires
reoptimization

Fig.10.1. General procedure for production scheduling
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Step 6: Approval of a scenario

Once the decision-maker is sure of having evaluated all available alternatives,
he / she will choose the most promising production schedule relating to a
scenario.

Step 7: Executing and updating the production schedule

The production schedule selected will be transferred to

e the MRP module to explode the plan (Chap. 11),
e the ERP system to execute the plan and,

e the Transport Planning module for generating routes and vehicle loadings
to deliver customer orders.

The MRP module performs the explosion of all planned activities on bot-
tleneck resources to those materials that are produced on non-bottleneck
resources or those to be purchased from suppliers. Furthermore, required
materials will be reserved for certain orders.

The schedule will be executed up to a point in time where an event signals
that a revision of the production schedule seems advisable (loop II; Fig. 10.1).
This may be an event like a new order coming in, a breakdown of a machine or
a certain point in time where a given part of the schedule has been executed
(for more details on updating a production schedule see Sect. 10.4).

Changing the model of the plant is less frequent (loop I; Fig. 10.1). If the
structure remains unaltered and only quantities are affected (like the number
of machines within a machine group or some new variants of known products),
then the model can be updated automatically via the data that is downloaded
from the ERP system. However, for major changes, like the introduction of a
new production stage with new properties, a manual adaptation of the model
by an expert is advisable.

We will now describe the task of modeling the production process on a
shop floor in greater detail.

10.3 Model Building

A model of the shop floor has to incorporate all the necessary details of the
production process for determining (customer) order completion times, the
input required from materials and from potential bottleneck resources. The
time grid of a production schedule is either very small (e.g. hours) or even
continuous.



204 Hartmut Stadtler

10.3.1 Level of Detalil

The model can be restricted to operations to be performed on (potential)
bottlenecks, since only these restrict the output of the shop floor.

Since Production Planning and Scheduling is (currently) not intended for
controlling the shop floor (which is left to the ERP system) some details of
the shop floor — like control points monitoring the current status of orders —
can be omitted.

All processing steps to be executed on non-bottleneck resources in between
two consecutive activities modeled explicitly are only represented by a fized
lead-time offset. This recommendation is no contradiction to the well-known
statement that Advanced Planning yields lead-times as a result of planning
and not as an a priori given constant. Here, the lead-time offset consists only
of processing and transportation times on preceding non-bottleneck resources,
since in general waiting times will not exist.

The model can be defined by the associated data. We discriminate between
structural data and situation-dependent data.

Structural data consists of

locations,

parts,

bill of materials,

routings and associated operating instructions,
(production) resources,

specification of suppliers,

setup matrices and,

timetables (calendars).

In a large supply chain with many plants at different locations it may be
advantageous to attribute all the data to a specific location. Consequently, a
part can be discriminated by its production location even if it is the same in
the eyes of the customer.

The bill of materials is usually described on a single-level basis (stored in
a materials file). There, each part number is linked only to the part numbers
of its immediate predecessor components. A complete bill of materials for
a given part may be constructed easily on a computer by connecting the
single-level representations.

The resource consumption per item can be obtained from the routings
and operating instructions. Both the number of items per order as well as
the resource consumption per item are required for sequencing and scheduling
of individual orders. Hence, a combination of the two representations called
Production Process Model (abbreviated by PPM) concept is appealing.

As an example the PPMs in Fig. 10.2 describe the two-stage production
of ketchup bottles of a specific size and brand. The first PPM represents
production of the liquid — including cleaning the tub, stirring the ingredients
and waiting to be filled up in bottles. Once the liquid is ready it has to be
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Primary cleaning ingredients
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—on Material flow between activitie@vith maximum lead time
Fig.10.2. A Production Process Model (PPM) for a two stage ketchup production

bottled within the next 24 hours. The liquid can be used in bottles of different
sizes. For each size there will be an individual PPM. Also the liquid ketchup
can be used up for different bottle sizes simultaneously.

A PPM is made up of at least one operation while each operation con-
sists of one or several activities. An operation is always associated with one
primary resource (like a tub). Secondary resources — like personnel — can also
be attributed to an activity.

Activities may require some input material and can yield some material
as an output. Surely, it has to be specified, at which point in time an input
material is needed and when an output material is available. The technical
sequence of activities within an operation — also called precedence relation-
ships — can be represented by arcs. Like in project planning activities can be
linked by

e end-start, end-end, start-end and start-start relationships together with
e maximal and minimal time distances.
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This allows a very precise modeling of timing restrictions between activities
including the parallel execution of activities (overlapping activities).
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Fig. 10.3. Pegging: Linking two Production Process Models (PPMs)

The timing as well as the resource and material requirements of a (cus-
tomer) order may be derived by linking the associated PPMs by the so-called
pegging arcs (bolt and dotted arcs in Fig. 10.3). Pegging arcs connect the in-
put material (node) of one PPM with the respective output material (node)
of the predecessor (upstream) PPM. Consequently, exploding an order (see
order C505X in Fig. 10.3) and the corresponding PPMs, starting with the
final production stage, yields information about resource and material con-
sumption within respective time windows. These time windows may be used
directly when generating a feasible schedule (see also Vollman et al. 1997,
pp. 804).

PPMs may be stored and updated solely within an APS. This option al-
lows to take into account more details - like timing restrictions - than are
usually stored and maintained in an ERP system. On the other hand oper-
ating instructions and routings are also kept in an ERP system. As one can
imagine this may give rise to inconsistencies. Hence, some APS vendors pro-
pose to take (only) the data from the ERP system and to transfer the BOM,
operating instructions and routings to the APS whenever a new production
schedule will be created. From these so called runtime objects are created
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resulting in the PPMs needed for an APS. Instead of using runtime objects
also flat (ASCII) files may be used.

The (factory) calendar indicates breaks and other interruptions of working
hours of resources. Another information included will be whether a plant (or
resource) is operated in one, two or three shifts. Usually Advanced Planning
Systems offer several typical calendars to choose from.
Situation-dependent data varies with the current situation on the shop
floor. It consists of

e initial inventories, including work-in-process,
e setup state of resources and
e set of orders to be processed within a given interval of time.

Operational procedures to be specified by the user may consist of

e lot-sizing rules,
e priority rules or
e choice of routings.

Although rules for building lot-sizes should ideally be based on the actual
production situation — like utilization of resources and associated costs —
Advanced Planning Systems often require to input some (simple) rules a
priori. Such rules may be a fixed lot-size, a minimum lot-size or a lot-size with
a given time between orders. Software packages might either offer to pick a
rule from a given set of rules or to program it in a high level programming
language. Note, that fixing lot-sizes to the Economic Order Quantity (EOQ)
does not seem wise in many cases because even large deviations only result in
small cost increases (regarding setup and inventory holding costs). Instead,
lot-sizing flexibility should be regarded a cheap means to smooth production
and to avoid overtime (see Stadtler 2007 for a detailed analysis). Rules for
determining sequences of orders on a certain resource are handled in a similar
fashion (for more details on priority rules see Silver et al. 1998, pp. 676).

If alternative routings exist to perform a production order then one should
expect that the system chooses the best one in the course of generating a
production schedule. However, we experienced that the user has to pick one
“preferred” routing. Sometimes alternative routings are input as a ranked list.
Only if a preferred routing leads to infeasibilities the solver will try the second
best routing, then the third best etc.

10.3.2 Objectives

Last but not least objectives will have to be specified. These guide the search
for a good — hopefully near optimal — solution. As objectives to choose from
within Production Planning and Scheduling we observed mainly time oriented
objectives like minimizing the
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makespan,

sum of lateness,

maximum lateness,

sum of throughput times, and
sum of setup times.

Three objectives referring to costs should be mentioned, too, namely the
minimization of the sum of

e variable production costs,
e setup costs, and
e penalty costs.

Although the degree of freedom to influence costs at this planning level is
rather limited one can imagine that the choice of different routings, e. g. declar-
ing an order to be a standard or a rush order, should be evaluated in monetary
terms, too.

Penalty costs may be included in the objective function, if soft constraints
have been modeled (e.g. fulfilling a planned due date for a make-to-stock
order).

If the decision-maker wants to pursue several of the above objectives, an
“ideal” solution, where each objective is at its optimum, usually does not exist.
Then a compromise solution is looked for. One such approach is to build a
weighted sum of the above individual objectives. This combined objective
function can be handled like a single objective, and hence, the same solution
methods can be applied (for more details on multi-objective programming
see Tamiz 1996).

10.3.3 Representation of Solutions

There are several options for representing a model’s solution, namely the
detailed production schedule. It may simply be a list of activities with its
start and completion times on the resources assigned to it. This may be
appropriate for transferring results to other modules.

A decision-maker usually prefers a gantt-chart of the production schedule
(see Fig. 10.4). This can be accomplished by a gantt-chart showing all the
resources of the plant in parallel over a certain interval of time. Alternatively,
one might concentrate on a specific customer order and its schedule over
respective production stages. Likewise, one can focus attention on one single
resource and its schedule over time.

If the decision-maker is allowed to change the production schedule inter-
actively — e. g. by shifting an operation to another (alternative) resource — a
gantt-chart with all resources in parallel is the most appropriate.

Now we will point our attention to the options of updating an existing
production schedule.
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10.4 Updating Production Schedules

Production Planning and Scheduling assumes that all data is known with
certainty, i.e. the decision situation is deterministic. Although this is an ideal
assumption, it may be justified for a certain interval of time. To cope with
uncertainty — like unplanned variations of production rates or unexpected
downtime of resources — software tools allow monitoring deviations from our
assumptions taking place on the shop floor immediately, resulting in updated
expected completion times of the orders. Whether these changes are that large
that a reoptimized schedule is required will be based on the decision-maker’s
judgment. Current software tools will enhance this judgment by providing
extensive generation and testing facilities of alternative scenarios (also called
stmulation) before a schedule is actually delivered to the shop floor (see also
steps three to five; Fig. 10.1).

Another feature to be mentioned here is a two step planning procedure
— also called incremental planning. Assume that a new order comes in. If it
falls into the planning horizon of Production Planning and Scheduling the
activities of this new customer order may be inserted into the given sequence
of orders on the required resources. Time gaps are searched for in the existing
schedule such that only minor adjustments in the timing of orders result. If
feasibility of the schedule can be maintained a planned due date for the new
customer order can be derived and sent back to the customer.

Since this (preliminary) schedule may be improved by a different sequence
of orders, reoptimization is considered from time to time, aiming at new
sequences with reduced costs.

The following example will illustrate this case. Assume there are four
orders that have to be scheduled on a certain machine with given due dates
and the objective is to minimize the sum of sequence dependent setup times.
Then the optimal sequence will be A-B-C-D (see Fig. 10.4). The current time
is 100 (time units). Processing times for all orders are identical (one time
unit). Sequence dependent setup times are either 0, 1/3, 2/3 or 1 time unit.

Tab. 10.1. Data: Due dates
Order A B C D
Due Dates 102 104 107 108

After having started processing order A, we are asked to check whether a
new order E can be accepted with due date 107. Assuming that preemption
is not allowed (i.e. interrupting the execution of an order already started in
order to produce another (rush) order), we can check the insertion of job
E in the existing sequence directly after finishing orders A, B, C or D (see
Fig. 10.5). Since there is a positive setup time between order A and E this
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Tab. 10.2. Data: Matrix of setup times

to A B C D E

A o 0 1 1 1
B 1 o o o 2
C 1 1 0 o0 32
D 1 1 : 0 1
E 1 1 2 1 0

sub-sequence will not be feasible since it violates the due date of order B.
Three feasible schedules can be identified, where alternative ¢ has the least
sum of setup times. Hence, a due date for order E of 107 can be accepted
(assuming that order E is worth the additional setup time of one time unit).

Once reoptimization of the sequence can be executed, a new feasible sched-
ule — including order E — will be generated reducing the sum of setup times
by 1/3 (see Fig. 10.6).

Generating new sequences of orders is time consuming and usually will
result in some nervousness. We discriminate nervousness due to changes re-
garding the start times of operations as well as changes in the amount to be
produced when comparing an actual plan with the previous one. Nervousness
can lead to additional efforts on the shop floor — e. g. earlier deliveries of some
input materials may be necessary which has to be checked with suppliers. In
order to reduce nervousness usually the “next few orders” on a resource may
be firmed or fized, i.e. their schedule is fixed and will not be part of the
reoptimization. All orders with a start time falling within a given interval of
time — named frozen horizon — will be firmed.

Explanations:

=7 setup time?
> |:| productiom

100 01 02 03 04 05 06 07 08

Fig. 10.4. Gantt-chart for four orders on one machine with due dates and sequence
dependent setup times
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Alternative a)

Sum of setup times: 2 1/3

>
100 01 02 03 04 05 06 07 08

Alternative b)

Sum of setup times: 2 1/3

Alternative c)

Sum of setup times: 2

> ¢
100 01 02 03 04 05 06 07 08

Fig. 10.5. Generating a due date for the new customer order E

Sum of setup times: 1 2/2/3

100 01 02 03 04 05 06 07 08
Fig.10.6. Reoptimized schedule

10.5 Number of Planning Levels and Limitations

10.5.1 Planning Levels for Production Planning and Scheduling

As has been stated above, software modules for Production Planning and
Scheduling allow to generate production schedules either within a single plan-
ning level or by a two-level planning hierarchy. Subsequently, we will discuss
the pros and cons of these two approaches.

Drexl et al. (1994) advocate that the question of decomposing Production
Planning and Scheduling depends on the production type given by the pro-
duction process and the repetition of operations (see Chap. 3 for a definition).
There may be several production units within one plant each corresponding
to a specific production type to best serve the needs of the supply chain. Two
well-known production types are process organization and flow lines.

In process organization there are a great number of machines of similar
functionality within a shop and there are usually many alternative routings
for a given order. An end product usually requires many operations in a
multi-stage production process. Demands for a specific operation occurring at
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different points in time may be combined to a lot-size in order to reduce setup
costs and setup times. Usually many lot-sizes (orders) have to be processed
within the planning interval.

In order to reduce the computational burden and to provide effective
decision support the overall decision problem is divided into two (hierarchical)
planning levels. The upper planning level is based on time buckets of days
or weeks, while resources of similar functionality are grouped in resource
groups. These big time buckets allow to avoid sequencing. Consequently, lot-
size decisions and capacity loading will be much easier. Given the structure
of the solution provided by the upper planning level, the lower planning level
will perform the assignment of orders to individual resources (e. g. machines)
belonging to a resource group as well as the sequencing. The separation of
the planning task into two planning levels requires some slack capacity or
flexibility with respect to the routing of orders.

For (automated) flow lines with sequence dependent setup times a sep-
aration into two planning levels is inadequate. On the one hand a planning
level utilizing big time buckets is not suited to model sequence dependent
setup costs and times. On the other hand sequencing and lot-sizing deci-
sions cannot be separated here, because the utilization of flow lines usually
is very high and different products (lot-sizes) have to compete for the scarce
resource. Luckily, there are usually only one to three production stages and
only a few dozen products (or product families) to consider, so Production
Planning and Scheduling can be executed in a single planning level.

In the following some definitions and examples illustrating the pros and
cons of the two approaches will be provided.

A time bucket is called big, if an operation started within a time bucket
has to be finished by the end of the time bucket. The corresponding model is
named a big bucket model. Hence, the planning logic assumes that the setup
state of a resource is not preserved from one period to the next. Usually,
more than one setup will take place within a big time bucket of a resource
(see Fig. 10.7).

In a model with small time buckets the setup state of a resource can be
preserved. Hence, the solution of a model with small time buckets may incur
less setup times and costs than the solution of a model with big time buckets
(see operation B in Fig. 10.8). Usually, the length of a time bucket is defined
in such a way that at most one setup can take place (or end) in a small time
bucket on a resource (a further example is given by Haase 1994, p. 20).

An aggregation of resources to resource groups automatically leads to a
big bucket model, because the setup state of an individual resource as well
as the assignment of operations to individual resources is no longer known.

However, although a feasible big bucket oriented production plan exists,
there may be no feasible disaggregation into a production schedule on respec-
tive resources. This can occur in cases such as

e sequence dependent setup times,
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Capacity of
resource group

-
100 01 02 04 05 06 07 !

M2

M1 B B

> ¢
100 01 02 03 04 05 06 07

Fig.10.8. Gantt-chart: A small bucket model (Time buckets of one time unit and
two resources M1 and M2)

e loading of resource groups, or
e a lead-time offset of zero time units between two successive operations.

Sequence dependent setup times cannot be represented properly within
a big bucket model, since the loading of a time bucket is done without se-
quencing. Usually a certain portion of the available capacity is reserved for
setup times. However, the portion may either be too large or too small. The
former leads to unnecessarily large planned throughput times of orders while
the latter may result in an infeasible schedule. Whether the portion of setup
times has been chosen correctly is not known before the disaggregation into
a schedule has been performed.

Another situation where a feasible disaggregation may not exist is related
to resource groups. As an example (see Fig. 10.9), assume that two resources
have been aggregated to a resource group, the time bucket size is three time
units, thus the capacity of the resource group is six time units. Each operation
requires a setup of one time unit and a processing time of one time unit. Then
the loading of all three operations within one big time bucket is possible.
However, no feasible disaggregation exists, because a split of one operation
such that it is performed on both machines requires an additional setup of
one time unit exceeding the period’s capacity of one machine. To overcome
this dilemma one could reduce the capacity of the resource group to five time
units (resulting in a slack of one time unit for the lower planning level). Then
only two out of the three operations can be loaded within one time bucket.
However, one should bear in mind that this usually will lengthen the planned
throughput time of an order.



214 Hartmut Stadtler

Production plan: Corresponding detailed schedule:
M2 ?
C
M1
e ' g
100 01 02 03 04 100 01 02 03 04 "

Fig.10.9. An example of no feasible schedule when resource groups are loaded

For a multi-stage production system with several potential bottlenecks
on different production stages, a feasible schedule might not exist if an order
requiring two successive operations is loaded in the same big time bucket.
As an example (see Fig. 10.10) depicting a two-stage production system with
operation B being the successor of operation A each with a processing time
of nine hours. A production stage is equipped with one machine (M1 and
M2 respectively). A time bucket size of 16 hours (one working day) has been
introduced. Although the capacity of one time bucket is sufficient for each op-
eration individually, no feasible schedule exists that allows both operations to
be performed in the same time bucket (assuming that overlapping operations
are prohibited).

M2 | 5 i M2 B

M 'I = 'I Mi A
et |
100 04 08 12_ 16 _ 100 04 08 12 16

Fig. 10.10. An example of no feasible schedule in multi-stage production with lead-
time offset zero

A feasible disaggregation can be secured if a fixed lead-time offset corre-
sponding to the length of one big time bucket is modeled. Again this may
incur larger planned throughput times than necessary (32 hours instead of
18 hours in our example).

Consequently, it has to be considered carefully which of the above ag-
gregations makes sense in a given situation. Usually, the answer will depend
on the production type. Surely, an intermediate bucket oriented planning
level can reduce the amount of detail and data to be handled simultaneously,
but may also require some planned slack to work properly leading to larger
planned throughput times than necessary.
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In order to combine the advantages of both the big and the small bucket
model a third approach — a big time bucket with linked lot-sizes — has been
proposed in Siirie and Stadtler (2003). Here, several lots may be processed
within a time bucket without considering its sequence (hence a big bucket
model). However, a “last” lot within a time bucket is chosen which can be
linked with a “first” lot in the next time bucket. If these two lots concern the
same product a setup will be saved. While this effect may only seem to be
marginally at first sight, it also allows to model the production of a lot-size
extending over two or more time buckets with only one initial setup — like in
a small bucket model.

Last but not least a fourth approach has to be mentioned which does not
use time buckets at all, instead a continuous time axis is considered (Mar-
avelias and Grossmann 2003). Although this is the most exact model possible
it usually will result in the greatest computational effort. For a comparison
with small bucket models see Siirie (2005).

10.5.2 Limitations Due to Computational Efforts

For finding the best production schedule one has to bear in mind that there
are usually many alternatives for sequencing orders on a resource (of which
only a subset may be feasible). Theoretically, one has to evaluate n! different
sequences for n orders to be processed on one resource. While this can be
accomplished for five orders quickly by complete enumeration (5! = 120), it
takes some time for ten orders (10! > 3.6-10%) and cannot be executed within
reasonable time limits for 20 orders (20! > 2.4 - 10'8). Furthermore, if one
has the additional choice among parallel resources, the number of possible
sequences again rises sharply. Although powerful solution algorithms have
been developed that reduce the number of solutions to be evaluated for finding
good solutions (see Chaps. 30 and 31), computational efforts still increase
sharply with the number of orders in the schedule.

Fortunately, there is usually no need to generate a production schedule
from scratch, because a portion of the previous schedule may have been fixed
(e.g. orders falling in the frozen horizon). Similarly, decomposing Produc-
tion Planning and Scheduling into two planning levels reduces the number
of feasible sequences to be generated at the lower planning level, due to the
assignment of orders to big time buckets at the upper level.

Also, incremental planning or a reoptimization of partial sequences spec-
ified by the decision-maker will restrict computational efforts.

Further details regarding the use of Production Planning and Scheduling
are presented in Kolisch et al. (2000).
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An indispensable part of an ERP system, Material Requirements Planning,
also plays an important role in APS, because it

e generates replenishment orders (production orders) for uncritical com-
ponents and parts (operations) in a multi-stage production environment
(Sect. 11.1 and 11.2) and

e provides access to a transactional ERP system and thus can initiate the
execution of orders.

The typical tasks of purchasing are to analyze procurement markets, to nego-
tiate the terms of trade with potential suppliers and finally to select suppliers
and to place replenishment orders. Here, we are interested in the way APS
can support the selection of suppliers and the decisions on order sizes, tak-
ing into account the specific cost functions of suppliers, which often allow
for quantity discounts (Sect. 11.3). This may apply to input materials for
production, indirect materials and articles of merchandise.

11.1 Basics of Material Requirements Planning

Material Requirements Planning (MRP) is regarded as the core engine of an
ERP system, which calculates time-phased plans of secondary demands for
components and parts based on a time series of primary demands (usually
finished products). Time-phased secondary demands are a prerequisite for
generating production or replenishment orders so that demands for finished
products can be met in time with as little work-in-process and inventory as
possible.

Although most appealing, this logic suffers from ignoring available ca-
pacities. Consequently, production orders may result in overloaded capacities
and thus infeasibilities. Experience has shown that also a two step procedure,
i.e. first calculating all secondary demands and then balancing capacities by
means of an ERP’s capacity requirements planning (CRP) module, does not
provide satisfactory solutions (for a further discussion of the drawbacks of
ERP systems see Drexl et al. 1994 or Tempelmeier and Derstroff 1996).

These drawbacks gave rise to develop APS, which do not separate the
generation of secondary demands and capacity balancing. However, in order
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to reduce complexity, APS concentrate on operations to be performed on
potential bottlenecks, which usually are only a small subset of all operations
relating to factory orders. The time needed to execute non-bottleneck op-
erations (including transport) in between two adjacent critical operations is
taken into account by a fixed lead-time offset. Once plans have been generated
for critical operations, the timing and quantities of non-critical operations can
be calculated easily by making use of the standard MRP logic. This is the
topic of the next subsection.

There are many textbooks that describe the MRP logic (e. g. Silver et al.
1998 and Vollman et al. 1997). Thus we will only briefly describe the terms
and the basic logic. More important is a discussion of issues occurring when
using MRP in conjunction with an APS.

First of all, we have to decide on the series of primary demands to take
as a starting point. These may be (see Fig. 11.1)

e production quantities per period for (critical) product groups calculated
in Master Planning (see Chap. 8),

e production quantities per period for critical operations calculated in the
Production Planning module or

e critical production orders generated in the Scheduling module (see Chap.
10).

In case that we look for the requirements of parts to be purchased from
outside suppliers over a longer period of time (e. g. for negotiating contracts
with suppliers or providing an outlook of expected part demands to suppliers),
Master Planning will be the starting point. Note that demands for product
groups have to be disaggregated into demands of respective products before
starting the MRP logic.

long-term Strategic Network Design
mid-term Master Planning
\’_‘\ Demand
Purchasing || Production | | Distribution | | ~'2"""9
& Planning Planning
Material Domand
Requirements )
shortterm|  Planning Scheduling -Il;rlzr:;?r?gn Flgfif?;nt

Fig.11.1. Modules providing the input data (production quantities) for Purchasing
and MRP

For placing replenishment orders or for the timing of uncritical operations
(production orders), either Production Planning or Scheduling will be the
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source of information. If Production Planning is chosen, demands per time
bucket will result, while Scheduling will give the exact timing of the start
of production orders. Hence, Scheduling best corresponds to a bucketless
(continuous time axis) MRP, while the two former are best suited for a bucket
oriented MRP logic. Both time axes are possible today (Vollman et al. 1997,
pp. 30). In the following, we assume Production Planning to be the starting
point.

As additional data we will need:

e Dbill of materials, indicating for each part number, which other part num-
bers are required as direct inputs,

e production coeflicients indicating the quantity of each direct input part
needed for one unit of a given part number,

e lead-times representing a fixed interval of time needed between releasing
an order for a part number and its availability,

e the inventory status, indicating for each part number, the (physical) stock
at hand, scheduled receipts (i. e. outstanding orders and work-in-process),
reservations, backorders and safety stock levels and

o low-level code (numbers).

A low-level code of a part number or operation corresponds to the longest path
in the product structure starting with an end item and terminating in the
respective part number. All parts visited along the path are counted yielding
the level code. Due to the fact that a part number may be used in several
product structures, the maximum has be taken for determining the low-level
code. By definition, a low-level code “0” is attributed to end items (for an
example see Fig. 11.2). Low-level codes have to be calculated preceding the
bill of materials (BOM) explosion, i. e. the generation of secondary demands,
to allow a pure sequential execution of calculations.

While in standard text books on MRP the level of detail for a BOM
explosion is finished products, components or parts, the level of detail required
in the context of APS is operations. Normally, several operations are required
to transfer input material(s) into a specific part. Some of these operations may
be critical, i. e. they have to be performed on a potential bottleneck resource,
some are uncritical. Consequently, we will have to combine the BOM with
the routing of operations — sometimes called the bill of capacities (BOC)
(Vollman et al. 1997, p. 128).

To ease understanding we will simplify matters (without loss of general-
ity) by assuming that there is exactly one operation to a finished product,
component or part.

11.2 Generation and Timing of Uncritical Orders

The generation of uncritical orders originating from production orders sched-
uled on bottleneck resources will be explained now in an example. Firstly,
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the data required — like the BOM — will be presented (see Fig. 11.2). Sec-
ondly, some remarks on the generation of a production plan will follow and
thirdly, we will show how to derive orders for uncritical operations. Fourthly,
a simplification is shown as proposed by APS vendors today.

0 &)
4 1
1 Py
Explanations:

— E1, E2 represent end products, C1 a component and P1, P2, P3 single parts
— single digits indicate production coefficients
— materials in circles are regarded as critical, materials in boxes as uncritical

Fig. 11.2. Bill of materials for end products E1 and E2 as well as low-level codes

E1 and E2 are completed on a highly utilized assembly line. Component
C1 is produced in a manufacturing cell. Since the manufacturing cell is un-
derutilized if only C1 is produced, surplus capacity has been sold to a partner
company. The terms of the contract establish priorities for scheduling oper-
ation C1; hence, the manufacturing cell is no bottleneck. P1 is bought from
an external supplier, while P2 and P3 are processed on an injection moulding
machine, which is often a bottleneck, too.

Consequently, E1, E2, P2 and P3 are regarded critical operations for which
a production plan is generated by the APS module Production Planning.

In addition to the data shown in Fig. 11.2 lead-time offsets are needed for
each operation. For the example presented here we assume one period except
for C1, which has a lead-time of two periods.

While lot-sizing plays a major role for critical operations, incurring setup
times or setup costs on potential bottlenecks, this is generally negligible on
non-bottlenecks. Since time is not scarce at non-bottlenecks, an hour saved
by saving setup time is of no value. Hence, a lot-for-lot production, i.e. no
lot-sizing, is advisable. Exceptions may only occur in case of technological
reasons relating to production or transport activities requiring some mini-
mum quantity or integer multiple of a fixed amount to work properly (e. g.
production in full tub loads).

In contrast to lead-times used in an ERP system, which usually incor-
porate a large portion of waiting times, lead-times in the context of an APS
pertaining to uncritical operations should only cater for production and trans-
port activities. The reason is that, by definition, utilization rates of non-
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bottlenecks are low and thus a production order should find the resource
empty in general. However, it seems wise to include “some” safety time into
the lead-time offset of uncritical operations that is the direct predecessor of a
critical operation. This will allow for some uncertainties in processing times
and will make sure that a bottleneck resource, which governs the through-
put of the whole supply chain, will not run empty. Another reason why an
APS can do with smaller lead-times than an ERP system (and thus smaller
planned throughput times) is due to the fact that lead-times in an ERP sys-
tem also cater for its inability to take into account finite capacity checks of
bottleneck resources when making the BOM explosion. However, in order to
avoid an overlap of two adjacent operations — which might cause infeasibili-
ties when it comes to Scheduling — an operations minimum lead-time should
be set to one period.

From these lead-times now cumulated lead-times have to be calculated
relating two adjacent critical operations simply by adding the single lead-
times of operations along the path (in the BOM) from the upstream critical
operation to the downstream critical operation — excluding the lead-time of
the upstream critical operation. Thereby, the finishing point (period) of the
downstream critical operation is connected with the finishing point (period)
of the upstream critical operation. Consequently, cumulated lead-times cover
production times and transport activities in between two critical operations
plus the lead-time of the downstream critical operation (e.g. cumulated lead-
times for E1-P2, E1-P3 and E2-P3 are 3, 1, and 1 period(s), respectively).
These cumulated lead-times, as well as (cumulated) production coefficients,
primary demands and the inventory status of items, parts, and components
form the input to Production Planning.

Figure 11.3 shows the primary demands for finished products E1 and E2
(critical operations) and resultant production orders to meet demands for
the upcoming five periods, while taking into account a lead-time offset of one
period (see solid arrows). This production plan has been generated assuming
that operations E1 and E2 are produced on the same machine with a capacity
of 40 units per period and that productions coefficients are “1”. Note, that
some demands are fulfilled from initial inventory (dashed arrows).

period 1 2 3 4 5

material
El demands ~.-=30 ~.=-=20 30 20 30
starting inv. = 40 /"i 10 / - / - / .
order 10 30 20 30 -
E2 demands _-=-20 - 20 - 30
starting inv. = 20 - 7 - - 7 :
order 10 4/10 20 4/10 -

Fig.11.3. Primary demands and production plans for E1 and E2 (in quantities per
period; inventory abbreviated by inv.)
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Positive lead-times are the reason why there are no production orders for
E1 and E2 in period five even though the forecast and planning horizon is five
periods. Similarly, even for materials with a low-level code greater than “0”
production orders cover a smaller interval of time. Consequently, utilization
rates near the planning horizon should be interpreted with caution. Further-
more, it becomes clear that a reasonable planning horizon for Production
Planning should at least cover the longest path, with respect to lead-times,
from a final operation (finished product) to a part with no direct predecessor
in the BOM. In our example, the longest path is E1-C1-P1 or E1-C1-P2,
both with an overall lead-time offset of four periods. An appropriate plan-
ning horizon should also cover a (small) frozen horizon and some periods for
decision making (e.g. for making lot-size decisions).

To keep our example small production plans for critical operations P2 and
P3 are not exhibited here, because they don’t cause secondary demands. Now
we are in the position of calculating the time-phased order sizes of uncritical
operations C1 and P1.

demand/order per period
LLC [Operation 1 2 3 4 5
O|E1 order 10 30 20 30 -
0|E2 order 10 10 20 10
1|C1 starting inv. 80 60 - -
gross dem. 20 (E1) 60 (E1) 40 (E1) 60 (E1)
net dem. - - 40 60
order 40 %/
2|P1 starting inv. 200 - - -
gross dem. 40 (E2) 40 (E2) 80 (E2) 40 (E2)
160 (C1) 240 (C1) - (C1) - (C1)
net dem. - 280 80 40
order PR i el
Explanations:

— LLC: low-level code

— inv.: inventory

Fig.11.4. BOM explosion with pegging

Here, the logic of a time-phased BOM explosion (Orlicky 1975; Tem-
pelmeier 2006) has to be slightly adapted. First, finished products (i.e. final
operations) are always declared “critical”. Second, all orders for critical opera-
tions and possessing at least one uncritical direct predecessor (i.e. upstream)
operation, are labeled with low-level code “0”. Now we can start with any op-
eration belonging to low-level code “0” and derive the associated secondary
demands for all its uncritical direct predecessor operations by multiplying a
period’s order size (e. g. generated in Production Planning) by the production
coefficient and placing it in the same time period; e.g. the order for opera-
tion C1, for 20 units, must be ready at the beginning of period 1 in order to
be used for the assembly operation E1 in period 1 (see Fig. 11.4). In order
to know which operation caused the secondary demand we further store its
name — (see the operation’s names in brackets in Fig. 11.4). This identifica-
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tion is called pegging and can be most useful in the case that operations are
not ready in time. Then, it is easy to see which orders are affected and thus
specific counter actions can be initiated.

Once direct secondary demands have been calculated for all low-level code
“0” operations, then secondary demands of low-level code “1” operations are
complete. Next, we can calculate orders for any low-level code “1” operation
and explode these into the secondary demands of its direct predecessors. This
is only necessary for uncritical direct predecessors, because a production plan
exists for the critical operations. (However, a BOM explosion into critical op-
erations may also be useful in order to check the feasibility of the production
plan. In case there is a mismatch of orders between the production plan and
the BOM explosion, an alert should be generated automatically).

Before starting the BOM explosion, we will have to calculate net demands
by netting gross demand with initial inventory. This logic may be more elab-
orate than shown in our example by considering safety stock requirements,
outstanding orders and reservations. Given the net demands of an operation
these have to be time-phased and assigned to an order period by taking into
account the operation’s lead-time offset (indicated by an arrow in Fig. 11.4).
These tasks are repeated until all operations have been considered.

One may ask what reasons there are for generating an alert during the
BOM explosion. Obviously, if we started from an infeasible production plan,
e.g. with backlogging, then the BOM explosion would also generate alerts
showing that some materials are not ready in time. At this stage a popular
counter measure would be expediting, resulting in reduced lead-times. A sec-
ond reason for a mismatch of a (feasible) production plan and the result of a
BOM explosion may be that lead-times used in Production Planning are in-
dependent of the amount produced, while in a BOM explosion lead-times can
be calculated based on the order size. Again, any discrepancy jeopardizing
efficiency or feasibility should be shown to the decision maker by an alert.

While the logic of the BOM explosion is rather simple, implementing the
interface between the Production Planning module and the MRP module
may be tricky. One issue is the generation and exchange of alerts between
modules.

In order to avoid the complexity of an arbitrary mix of critical and un-
critical operations some APS vendors propose a distinct separation: The final
operation, resulting in a finished good, is always defined as critical. Also, any
upstream operation can be defined as critical. However, a critical operation
may never possess a direct uncritical downstream operation. This can best
be illustrated by our example (Fig. 11.2) transformed into a Gozinto graph
(Fig. 11.5). Here, a separation line divides operations into the set of critical
operations and the set of uncritical operations.

The advantage is that Production Planning can be executed first, fol-
lowed by the BOM (or BOC) explosion for uncritical operations — and one
can be sure that both plans will match. Hence, an exchange of alerts between
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critical operations

uncritical operations

Explanations:

— E1, E2 represent end products, C1 a component and P1, P2, P3 single parts
— single digits indicate production coefficients

— materials in circles are regarded as critical, materials in boxes as uncritical
— the dashed line separates critical from uncritical operations

Fig. 11.5. Gozinto representation of the bill of materials with a separation line for
the set of critical and the set of uncritical operations

modules is unnecessary. Also, there is no need to calculate, maintain and use
cumulated lead-times or cumulated production coefficients. The disadvantage
is that some formerly uncritical operations now have to be declared as critical
(e.g. C1), which increases the scope and efforts of Production Planning. Espe-
cially, if the most upstream operations are processed on a bottleneck resource
then (nearly) all operations in the BOC have to be defined as critical.
Referring to our example, the generation of purchase orders for P1 now
starts from production orders for E2 and C1 (see Fig. 11.6). For simplifi-
cation purposes, we assume here that production orders for C1, generated
by Production Planning, are equal to those derived by the BOM explosion
(Fig. 11.4). Now, applying the BOM explosion for P1 provides the same
results as before. The only difference is that computational efforts will be
smaller, while they will be larger for Production Planning (not shown here).
Given that the production plan started from is feasible and no alerts
have been generated during the BOM explosion, then all production orders
for critical and uncritical operations are known and can be handed over for
execution (at least for the upcoming period, see Chap. 4). The only exception
are purchase orders to outside suppliers which may need further attention due
to fixed ordering costs or quantity discounts — which will be dealt with next.

11.3 Quantity Discounts and Supplier Selection

Life cycle contracts are predominant today in many industries for the most
important production input. Also, materials to be purchased and considered
strategically important are usually procured from a supply chain partner.
However, there are a number of additional materials, which are purchased
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demand/order per period
LLC [Operation 1 2 3 4 5
O[E1 order 10 10 20 10 -
0|C1 order 40 60 - -
1|P1 starting inv. 200 - - -
gross dem. 40 (E2) 40 (E2) 80 (E2) 40 (E2)
160 (C1) 240 (C1) - (C1) - (C1)
net dem. - 280 80 40
order 280 4~ g0 4= a0 4« .
Explanations:

— LLC: low-level code
— dem.: demand
— inv.: inventory

Fig.11.6. BOM explosion with pegging

from outside suppliers, where it may be economical to select a supplier and
to decide on the order size in the short term and to make use of quantity
discounts. These materials may be commodities used as direct production
input, often classified as C items, as well as materials for maintenance, repair
and operations (MRO). In the case of a commodity, quality is also defined
by industry standards and there are usually a number of suppliers to choose
from. Also, it can be assumed that the quantity to be purchased is rather
low compared to the overall market volume so that availability is no prob-
lem. Examples are standard electronic components, like a capacitor, or office
equipment bought with the help of an e-catalog.

In an abstract form the procurement decision incorporates the following
features (Tempelmeier 2002): For each item to be purchased there is a series
of demands over a finite planning interval (e.g. see row “order” for item P1,
Fig. 11.4). There may be one or several suppliers to choose from, each with
specific costs. These costs will incur

e supplier specific fixed ordering and procurement costs (including the
transport of the consignment) and

e supplier specific quantity discounts (either all-units or incremental dis-
counts).

Figure 11.7 illustrates the two most popular forms of quantity discounts.

Here, the supplier’s fixed ordering cost is depicted as “U” on the total
acquisition cost axis. The x-axis represents the order quantity. There are
three purchasing intervals, each with a specific price per unit. In the all-units
discount case, the price charged for the last unit ordered also holds for the
total order quantity. In an incremental discount case, only those units falling
within a purchasing interval are charged with the corresponding price (see
lower bounds Q; and Q, of purchasing intervals 2 and 3 in Fig. 11.7). In both
cases it is wise to stick to one supplier and item per period and not to split
the order, because this will result in the lowest total acquisition cost. Only if
the amount ordered exceeds the maximum a supplier is able to procure (Qs)
another supplier will come into play.
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Fig.11.7. Incremental discounts and all-units discount with three purchasing in-
tervals

In general, the demand of several periods will be combined when forming
purchase orders in order to make use of attractive price reductions for a large
quantity. Large order quantities usually result in holding stocks for some
periods; thus, holding costs counteract savings due to quantity discounts.
To find a procurement plan that results in minimal costs over the planning
horizon will be the task of the APS module on purchasing.

Note, that it might be difficult to specify an item’s “correct” holding cost
per period because a large portion of the holding cost is interest on the capital
employed. Since an item’s purchase price can change over time — especially if
there are time-dependent, supplier-specific quantity discounts — one does not
know in advance which items will be in inventory and at which price. One
way to overcome this “problem” is to keep track of each item purchased, its
purchase price, purchasing period and the period of consumption.

In a practical setting, one often has to take into account supplier-specific
lead-times, delivery schedules or minimum order quantities. Also, if several
items are bought from one supplier and procured by a single consignment,
fixed ordering costs may be shared among these items. Even more, discounts
may be granted for total purchases of a group of products (see Degraeve et al.
2005).
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A simple example is constructed to illustrate the decision situation: Let us
assume that item P1 can be purchased from two suppliers (s = 1,2) with one
offering all-units and the other offering incremental discounts (Table 11.1).
There are three purchasing intervals (v = 1,2,3) for each supplier s with
prices py, s.

Tab. 11.1. Conditions for purchasing item P1 from two suppliers

Supplier discount fixed cost

s Us p1s Qis D2s Q25 DP3s Q3
1 all-units 100 8.00 200 7.80 400 7.60 Hoo
1 incremental 50 7.90 300 7.50 500 7.20 1000

Some additional remarks are necessary regarding the demand series gen-
erated by the BOM explosion. Namely, we require a reasonable number of
period demands covering a planning interval that allows for the exploitation
of quantity discounts. Also, the first replenishment decision should not be
influenced by the target inventory at the planning horizon (usually set to the
safety stock level). A rough rule of thumb is a planning interval and thus
a demand series covering five ordering decisions (also called time between
orders (TBO)).

To keep our example small, we will do with five periods. Here, the de-
mands calculated (see Fig. 11.4) suffer from the effect of the lead-time offset,
i.e. there are no demands at all in period five while for periods three and four
secondary demands are missing resulting from future production of item C1.
Hence, it is recommended to switch to demand forecasts (see Chap. 7) for
periods with incomplete secondary demands (periods two to five in our ex-
ample). Still, one should check whether existing secondary demands for these
periods are in line with demand forecasts. Resulting demands are shown in
Table 11.2.

Tab. 11.2. Expected demands for item P1 resulting from BOM explosion and De-
mand Planning

Demand/order period

Source of demand 1 2 3 4 5
BOM explosion 280 &80 40 — —
Demand forecast — 280 240 240 280

Expected demands 280 280 240 240 280

The only data missing is the interest rate to be used for capital employed
within the supply chain which is assumed 2.5 % per period.
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The optimized purchasing plan (Stadtler 2007) shows that the first order
should be placed in period 1 from the second supplier with an order quantity
of 800 units while the second order is placed with the first supplier in period
four with an order quantity of 520 units (Table 11.3). The total cost within
the planning interval comes to 10,333.25 [MU] (monetary units). Here, holding
costs sum up to 201.25 [MU] (including interest on fixed ordering costs), fixed
purchasing costs are 150 [MU] and variable purchasing cost are 9,982 [MU].

Tab. 11.3. Purchasing plan from two suppliers

order quantity per
period from supplier
Sourcing from supplier 1 2 3 4 5

1 — — — 520 —
2 800 — — — —

Some APS vendors provide a separate purchasing module for exploiting
quantity discounts. This may be particularly appealing for commercial en-
terprises and for the procurement of MRO items in general. In the case that
procurement decisions incur quantity discounts and resulting costs have a
strong impact on the overall cost situation of a production unit, it may be
advisable to declare respective items as “critical” and to include procurement
decisions into the module Production Planning (assuming that correspond-
ing cost functions can be modeled and solved there). If procurement decisions
have to cover a longer planning horizon, one might even consider including
these items at the Master Planning level.

In summary, the automation of the procurement process by means of an
APS module can streamline the traditional, labor intensive tasks of procure-
ment, especially in a B2B environment. Optimized procurement decisions can
further reduce holding and total acquisition costs by exploiting quantity dis-
counts and selecting suppliers in the best way possible. However, care must
be taken that the decision problem at hand is represented adequately in an
APS including the specific cost functions of suppliers and obeying conditions
imposed by both parties.
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12.1 Planning Situations

12.1.1 Transport Systems

Transport processes are essential parts of the supply chain. They perform
the flow of materials that connects an enterprise with its suppliers and with
its customers. The integrated view of transport, production and inventory
holding processes is characteristic of the modern SCM concept.

The appropriate structure of a transport system mainly depends on the
size of the single shipments: Large shipments can go directly from the source
to the destination in full transport units, e.g. trucks or containers. Small
shipments have to be consolidated in a transport network, where a single
shipment is transshipped once or several times and the transport is broken
at transshipment points (TPs). A particularly effective consolidation of small
shipments is achieved by a logistics service provider (LSP), who can combine
the transports from many senders.

The consolidation of transport flows decreases the transport cost. As the
cost of a single trip of a certain vehicle on a certain route is nearly indepen-
dent of the load, a high utilization of the loading capacity is advantageous.
Moreover, the relative cost per loading capacity decreases with increasing
size of the vehicles. But even with a strong consolidation of shipments to full
loads, e. g. by an LSP, the smaller shipments cause relatively higher cost, be-
cause the consolidation requires detours to different loading places, additional
stops and transshipment (see Fleischmann 1998, pp. 65).

The following transport processes occur in a supply chain:

e The supply of materials from external suppliers or from an own remote
factory to a production site. Both cases are identical from the viewpoint
of logistics.

e The distribution of products from a factory to the customers. The distri-
bution system depends on the type of products:

— Investment goods, e.g. machines or equipment for industrial custo-
mers, are shipped only once or seldom on a certain transport link.

— Materials for production are also shipped to industrial customers, but
regularly and frequently on the same path.

— Consumer goods are shipped to wholesalers or retailers, often in very
small order sizes (with an average below 100kg in some businesses),
requiring a consolidation of the transports.
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Note that the transport of materials from factory to factory is part of
the distribution function of the supplier as well as part of the procurement
function of the receiver. Transport planning is usually the responsibility of the
supplier. But there are important exceptions, e. g. in the automotive industry,
where the manufacturer controls the transports from his suppliers. In this
case, transport planning occurs on the procurement side as well.

An LSP may consolidate the transport flows of several “shippers”, oper-
ating in separate supply chains, in his own network. Then he is responsible
for planning how the transports are executed, i.e. by which vehicles along
which routes. However, the decisions on the transport orders, i.e. the quan-
tity, source and destination of every shipment, remain a task of the APS of
the shipper. Usually, it is not practicable to include the flows of all other
shippers of an LSP into the APS. However, the additional flows have an im-
pact on the transport cost and should be taken into account implicitly by
appropriate transport cost functions.

Distribution Systems

A typical distribution system of a consumer goods manufacturer comprises
the flow of many products from several factories to a large number of cus-
tomers. Products made to stock are often shipped first to central DCs on
forecast. The deliveries of the customer orders may then use the following
distribution paths:

Shipments may go directly from the factory or from a DC to the customer,
with a single order. This simplest form of distribution is only efficient for large
orders using up the vehicle. Smaller orders can be shipped jointly in tours
starting from the factory or DC and calling at several customers. A stronger
bundling of small shipments is achieved by a joint transport from the DC to
a TP and delivery in short distance tours from there. Figure 12.1 illustrates
the different distribution paths.

The transport of materials for production, as far as controlled by the
supplier, is mostly done in direct shipments. A recent concept for the supply
of standard materials is the vendor managed inventory (VMI), where the
supplier decides on time and quantity of the shipments to the customer but
has to keep the stock in the customer’s warehouse between agreed minimum
and maximum levels. In this case, the customer’s warehouse has the same
function as a DC, so that the planning of VMI supply is similar to the DC
replenishment.

Procurement Logistics Systems

If a manufacturer controls the transports of materials from his suppliers, he
can use various logistics concepts, which differ in the structure of the trans-
portation network and in the frequency of the shipments. They may occur
in parallel for different classes of materials for the same receiving factory.
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Fig.12.1. Distribution paths

Cyclical procurement in intervals of a few days up to weeks permits to bun-
dle the transport flow into larger shipments, but generates cycle stock at the
receiving factory. JIT procurement with at least daily shipments avoids the
inbound material passing through the warehouse. Instead, it can be put on
a buffer area for a short time. If the arrivals are even synchronized with the
production sequence, the material can be put immediately to the production
line where it is consumed. The latter case is called synchronized procurement
in the following.

The following transport concepts exist for procurement:

e Direct transports from the supplier are suitable for cyclical supply and, if
the demand is sufficiently large, also for daily supply. Only if the distance
is very short, direct transports may be used for synchronized procure-
ment.

e A regional LSP collects the materials in tours from all suppliers in his
defined area, consolidates them at a TP and ships them in full trucks to
the receiving factory. This concept permits frequent supply, up to daily,
even from remote suppliers with low volume. The trunk haulage can also
be carried out by rail, if there are suitable connections.
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e An LSP warehouse close to the receiving factory suits for synchronized
procurement: The LSP is responsible for satisfying the short-term calls
from the receiver by synchronized shipments. The suppliers have to keep
the stock in the warehouse between agreed minimum and maximum levels
by appropriate shipments, like in the VMI concept.

12.1.2 Interfaces to Other APS Modules

The common expression “Distribution and Transport Planning” denotes a set
of various functions which overlap with other APS modules. In the proper
sense, “Transport Planning” is the generic term, and it may occur on the
procurement side as well as on the distribution side, as explained in the
previous section. Moreover, it extends from the mid-term aggregate planning
of transport processes, which is part of Master Planning, down to the shortest-
term planning level: Planning deliveries of known customer orders is the last
step of Demand Fulfilment and the release of orders for delivery from stock
is part of the ATP function (see Chap. 9).

Distribution and Transport Planning is linked to the other modules by
the following data flows:

Strategic Network Design (see Chap. 6) provides the structure of the trans-
port network, i.e.

the locations of factories, suppliers, DCs and TPs,

the transport modes and potential paths,

the allocation of suppliers and customers to areas and of areas to factories,
DCs, TPs and

the use of LSPs.

Master Planning (see Chap. 8) determines

e aggregate quantities to be shipped on every transport link and
e the increase and decrease of seasonal stocks at the factory warehouses
and the DCs,

where the first point can also be considered as part of mid-term transporta-
tion planning. The aggregate transport quantities should not serve as strict
instructions to the short-term transport planning in order to keep the latter
flexible. The main purpose of that quantity calculation is to provide appropri-
ate resources and capacities and to take the duration of the various transport
links into account. However, in case of multiple sources — e. g. if a material
can be ordered from several suppliers or if a product is produced in several
factories or if a customer can be supplied from several DCs — the aggregate
quantities reflect the global view of Master Planning. Then they represent
important guidelines for short-term transportation which could be used, for
instance, as fractions of the demand sourced from different locations.

Also Demand Planning (see Chap. 7) provides essential data for transport
planning;:
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e customer orders to be delivered,
e forecast of demand at the DCs and
o safety stocks at the DCs.

The relationship with Production Scheduling is twofold: On the one hand,
Transport Planning may determine

e net requirements, timed at the planned departure of shipments from the
factory, as input to Production Scheduling,

on the other hand, the latter module provides

e planned and released production orders as input to Transport Planning
for the very short term decisions on the release of shipments.

12.1.3 Planning Tasks

As mentioned before, Distribution and Transport Planning comprises mid-
term and short-term decisions, which are explained in the following.

Mid-Term Planning Tasks

The frequency of regular transports on the same relation is a key cost factor. It
is a mid-term decision variable for the DC replenishment on the distribution
side and for the supply of materials on the procurement side. The objec-
tive is to optimize the trade-off between transport cost and inventory (see
Sect. 12.2.1). The resulting frequencies set target values for the short-term
decisions on shipment quantities. Moreover, they determine the necessary
transport lot-sizing inventory (see Sect. 2.4), which should be a component
of the minimum stock level in Master Planning as well as in Production
Planning and Scheduling.

The selection of distribution paths for the delivery of customer orders
usually follows general rules fixed by mid-term decisions. They are mostly
based on limits for the order size, e.g. orders up to 30 kg by a parcel service,
up to 1000 kg from DC via a TP, up to 3000 kg directly from DC and larger
orders directly from factory.

On the procurement side, the assignment of material items to the supply
concepts - direct, via regional TP or via LSP warehouse - also has to be fixed
on a mid-term basis. As explained in the previous section, these decisions are
closely related with the supply frequencies.

The determination of aggregate transport quantities on every transport
link in the supply chain is an essential mid-term planning task. As far as
the distribution side is concerned, this is the “Distribution Planning” part of
“Distribution and Transport Planning”. But this task should be integrated
in the Master Planning in order to guarantee a close coordination of the
production and transportation flows in the supply chain.
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Short-Term Planning Tasks

Short term transport planning is usually carried out daily with a horizon
of one day or a few days. This task, also called Deployment, consists of the
following decisions:

The quantities to be shipped on the current day have to be determined, in
the distribution system for the replenishment of every DC and VMI customer
by every product, in the procurement system for the supply of every mate-
rial. The shipment quantities can be influenced by the mid-term decisions on
shipment frequencies and aggregate quantities.

The task of vehicle loading is to adjust the sum of the shipment quantities
of the various items on the same transport link to a full vehicle load or a
multiple thereof. It is relevant for DC replenishment and supply of materials,
if the vehicle, as usual in these cases, is used exclusively for the concerned
supply chain.

For the deliveries to customers, the quantity is fixed by the customer
order, but there may be several sources from where to deliver and several
distribution paths. These choices normally follow the guidelines set by the
Master Planning quantities and by the general rules on the distribution paths,
as explained above.

The deployment function for products made to stock is closely related to
the ATP function (see Chap. 9): Customers expect orders to be delivered
from stock within a short agreed lead-time, mostly between 24 and 72 hours,
necessary for order picking, loading and transportation. If the incoming orders
of the current day in total exceed the available stock of a certain item, the
orders cannot be released according to the standard rules. Instead, some of
the following measures have to be decided on:

e shipping some orders from an alternative source,

e substituting the item by an available product, if the customer accepts it,

e reducing the quantities for DC replenishment which are in competition
with the customer orders to be shipped from factory and

e reducing some customer orders in size, delaying or canceling them: This
most undesired decision is usually not completely avoidable. Even if it
is only necessary for a very small percentage of all orders, the concerned
orders must be selected carefully.

Vehicle scheduling comprises two different tasks:

e scheduling the short distance tours for delivering small orders from a TP
in smaller vans and

e scheduling the trunk haulage from the factory to the DCs, from DCs to
TPs and the direct delivery tours from a factory or a DC to customers.

These decisions can again be prestructured by longer term planning of fixed
areas for the short distance tours and a regular line schedule for the circulation
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of trucks between factories, DCs and TPs. However, except for the case where
the vehicles are used exclusively for the supply chain under consideration,
vehicle scheduling is typically the task of the LSPs in charge. As far as an
LSP uses the vehicles for clients outside the considered supply chain — and
this is a source of efficiency of the transport processes — vehicle scheduling
cannot be integrated into advanced planning.

12.2 Models

12.2.1 Transport and Inventory

Transport planning has a strong impact on the inventory in the supply chain.
It directly creates transport lot-sizing stock and transit stock (see Sect. 2.4)
and influences the necessary safety stock. The lot-sizing stock results from
the decision on the transport frequencies. Unfortunately, the present APS do
not (yet) support the optimization of mid-term transport planning with re-
gard to inventory. Nevertheless, this section presents some generic planning
models, since the resulting frequencies and inventories are also important
data for other APS modules. When setting these data, the following relation-
ships should be taken into account. A review of combined transportation and
inventory planning is given by Bertazzi and Speranza (2000).

Single Link, Single Product

The simplest case is a transportation process linking a production process of
a certain product at location A with a consumption process at location B.
Both production and demand are continuous with a steady rate. In this case,
the optimal transportation scheme consists in regular shipments of the same
quantity. Figure 12.2 depicts the cumulative curves of production, departure
from A, arrival in B and consumption. The vertical distances between these
curves represent the development of the stock in A, in transit and in B. With
the notations

P production rate (units per day)

d=p demand rate

Q maximum load per shipment

L transport lead-time

t cycle time

q=d-t shipment quantity

h inventory holding cost (per unit and day)
T(q) cost of a shipment of quantity g < Q

the following relationships are obvious: The average transit stock is L - d. As
it does not depend on the transport schedule, it can be neglected in transport
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planning, as long as the transportation time is fixed. Therefore, L = 0 can
be assumed in the following. The total cost per day due to transportation is

hq+T(q)d/q. (12.1)

As the transport cost usually shows economies of scale, i.e. T'(g)/q is decreas-
ing with increasing g, there is a tradeoff between inventory and transport cost
which can be optimized by the choice of ¢. If T'(q) = F' is fixed for 0 < ¢ < @,
i.e. the shipment is exclusive for the quantity g, the optimal ¢ is obtained
from the usual EOQ formula (see Silver et al. 1998, Chap. 5.2) with two
modifications: The factor % of the holding cost h is missing and ¢ must not

exceed @, i.e.
g =min(Q,/Fd/h). (12.2)

However, in most cases, the transportation costs are dominant, so that the
transport in full loads ¢* = @ is optimal.

It follows from Fig. 12.2 that Production Planning must consider the de-
mand in B shifted by the time L+ ¢*/d or, equivalently, guarantee a minimum
stock of Ld + q*.

Single Link, Several Products

Now, several products ¢ are produced in A and consumed in B, each with
a steady rate d; and holding cost h;. If the transport cost F' per shipment
is fixed again, it is optimal to ship always all products together, i.e. with a
common cycle time ¢ and quantities ¢; = d;t (see Fleischmann 1999). The
optimal cycle time is

t* = min(Q/ Zdi, |F/ Z hids). (12.3)
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Even if demand fluctuates, it is optimal, at a certain shipment, to ship all
products with positive net demand in the following cycle. Rules for determin-
ing shipment quantities in this case are discussed in Sect. 12.2.2.

General Case

The above assumption of steady demand may be realistic in case of consumer
goods, whereas the consumption of materials in production and the output
from production mostly take place in lots. Blumenfeld et al. (1991) and Hall
(1996) investigate the influence of production and transport scheduling on
inventories in various supply networks and underline the difference between
independent and synchronized schedules. Synchronization of transports and
the consumption of materials is the basic idea of JIT procurement. Syn-
chronization of production and distribution is the rule in a make-to-order or
assemble-to-order situation. Production to stock is by its nature not synchro-
nized with the shipments of customer orders.

But shipments from a factory to remote DCs or to VMI customers can
be synchronized with production to stock. However, in case of many items
produced cyclically on common lines and distributed to several destinations,
the synchronization may become very difficult or impractical. Figure 12.3
depicts the cumulative production, transportation and demand curves for a

independent schedules production + transport synchronized
R, s
qP
slopep slope d §
q q
.': q°
> time > time
............ production
— transport
— demand

Fig.12.3. Independent and synchronized schedules

single product and a single destination in case of independent and of syn-
chronized schedules. In the latter case the production lot-size ¢P is an integer
multiple of the shipment quantity gq. Note that the production rate p is now
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greater than the demand rate d, because the production line has to produce
other items in the intervals between the depicted lots. Obviously, synchro-
nization reduces the average stock level which is in total (at the factory and
at the DC)

1
I= iqp(l —d/p) +¢q for independent schedules (12.4)

1
I° = §qp(1 —d/p) +qd/p for synchronized schedules (12.5)

(see Blumenfeld et al. 1991). But the difference is less than the shipment size
q which is often small compared with the production lot-size gP. Note that in
the case of independent schedules production and transportation scheduling
are decomposed by a demand line, which is left-shifted from the true demand
line by the transport cycle time (plus the transit time which is not shown in
Fig. 12.3). Production has to satisfy this demand line, whereas transportation
planning assumes this line as continuous supply as in the single link cases
considered above.

Transportation and Safety Stocks

In a distribution system for products made to stock, the safety stocks that
are necessary for guaranteeing a certain service level, depend on the strategy
of the transports between the factory and the DCs (see Silver et al. 1998,
Chap. 12.4): In a strong push system any production lot is distributed imme-
diately to the DCs. A modification consists in retaining some central safety
stock at the factory warehouse which is distributed in case of imminent stock-
out at some DC. In a pull system, transports are triggered by the local stock
at every DC, when it reaches a defined reorder point. In a push system, global
information on the demand and stock situation at every DC is required for
the central control. But also in a pull system, global information can improve
the central allocation of stock in case of a bottleneck. In an APS, such global
information should be available for the whole supply chain.

The push system corresponds to the case of synchronized production and
distribution and thus requires less cycle stock, but in general higher total
safety stock or more cross-shipments between the DCs. The local safety stock
at a DC has to cover the local demand uncertainty during the transport lead-
time, the total system safety stock has to cover the total demand uncertainty
during the production lead-time and cycle time. In a consumer goods dis-
tribution system, the transport cycle time is usually very short, as a DC
is usually replenished daily, but the production cycle time may last weeks
to months, if many products share a production line. Therefore, the system
safety stock calculation should be based on a periodic review model with the
review period equal to the production cycle.
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12.2.2 Deployment

The general task of deployment is to match the short-term demand with
the available and expected stock for the next day or few days. As the source
locations (factories, suppliers), where stock is available, are in general different
from the demand locations (DCs, customers), it has to be decided how much
to ship from which source location to which demand location.

A Network Flow Model
This task can be formulated as a network flow problem with the data

source locations S; with available stock a; (i = 1,..,m),
demand locations D; with demand d; (j =1, ..,n),
transport cost ¢;; per unit from S; to Dj,

and the decision variables
shipment quantities z;; from S; to D;

as follows:

minimize ), ; ¢;; - @45 , subject to

> T < aq for every source location .S;
Yo Tij =dj for every demand location D;
x5 >0 for all 4, j.

This is a special LP problem which can be extended to the case of several
products and restricted transport capacity. It is in fact an extract from the
Master Planning LP for the entire supply chain (see Chap. 8), restricted to
transport processes and to a shorter horizon. It is therefore easy to integrate
into an APS as it is offered by most APS suppliers. In the following we
consider the more detailed release of single shipments. It can be supported
by the above model in certain cases.

Delivering Known Customer Orders

In a make-to-order situation, the completion of the orders in due time is the
responsibility of production planning and scheduling. Deployment can only
deal with completed orders ready for delivery, and the shipment size is fixed
by the customer order.

In a make-to-stock situation, many customer orders may compete for the
same stock. If the stock at every source is sufficient for the normal allocation
of orders, again, all order quantities can be released for delivery.
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Otherwise, ATP decisions about measures against shortage have to be
taken as explained in Sect. 12.1.3. If there are several sources with suffi-
cient stock in total, reallocations can be made, either by transshipments from
source to source or by directly reallocating certain customer orders from their
normal source to an exceptional one. The latter measure is both faster and
cheaper, in particular if customers are selected near the border between the
delivery areas of the concerned sources. While this is difficult in conventional
distribution systems with local control within the areas, it is no problem in
an APS with global information and central control of deployment.

The optimal combination of the measures against shortage for all cus-
tomers competing for the stock of a certain product can be determined with
the above network flow model, with the following interpretation (see Fleis-
chmann and Meyr 2003):

e Every customer j is modeled as a demand location.

e Besides real locations with available stock, the source “locations” 7 in-
clude other potential measures, in particular a “source” with unlimited
availability that stands for reducing or canceling orders.

e The cost c;; includes penalties for delaying, reducing or canceling a cus-
tomer order, depending on the priority of the customer.

Replenishment of DCs and Procurement

Shipment quantities for replenishment and procurement are not determined
by customer orders but have to be derived from Demand Planning. Moreover,
the calculation requires the prior specification of a certain transport cycle time
(or of the transport frequency) for every relation, as explained in Sect. 12.2.1.
The net demand for a shipment is then
d"N = demand forecast at the destination
during the following transport cycle and the transport lead-time
+ safety stock for the destination
./. available stock at the destination.

In a pull system the shipment quantity is set equal to d'V, if there is sufficient
stock at the source for all destinations. The quantities may be modified by
a vehicle loading procedure, as explained below. If the stock at the source
is not sufficient, it is allocated to the destinations using a “Fair Shares” rule
which takes into account the demand and stock situation of every destination
and therefore requires global information and central control (see Silver et al.
1998, Chap. 12.4.3). The basic idea of fair shares is to balance the stock at
various demand locations so that the expected service level until the arrival of
a new supply at the source (e.g. by a production lot) is equal at all locations.
If the local stocks are included into the allocation procedure, it may result
that, for some destination, the allocation is lower than the available stock,
indicating that stock has to be transferred by lateral transshipments.
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Distribution Requirements Planning (DRP) (see Silver et al. (1998, Chap-
ter 15.6)) can be used to propagate the net demand upstream in a network, if
every node is supplied by a fixed single source. It is an extension of the MRP
demand calculation to the distribution network and permits, like MRP, to
consider time-phased dynamic demands and lead times from node to node.

In a push distribution, every supply arriving in the source is immediately
distributed to the destinations according to fair shares. In case of short trans-
port lead-times and long supply cycles for the source, it is advantageous to
retain some central safety stock at the source which is distributed later ac-
cording to updated fair shares.

In the case of shortage, the determination of the DC replenishment quan-
tities can also be integrated in the network flow model, together with the
deliveries of customer orders, where a DC appears as demand location with
the above net demand.

Vehicle Loading

The previous calculations of shipment quantities are carried out separately
for every product. They do not consider joint shipments of many products in
appropriate transport units (e.g. whole pallets). This is the task of vehicle
loading which starts from those shipment quantities and fits them to the
vehicle capacity. As far as the quantities represent net demand, they can only
be increased, but in general, the demand calculation can specify minimum
quantities below the proposed quantities. An upper bound is given by the
stock which is ready for shipment. Vehicle loading comprises the following
steps:

e round up or down the shipment quantity of every product to whole trans-
port units (e. g. pallets),

e adjust the size of the joint shipment, i.e. the sum of the single prod-
uct quantities, to a full vehicle capacity, where the vehicle is eventually
selected from a given fleet.

Both steps have to consider the minimum quantities and the available stock,
the second step should try, within these bounds, to balance the percentages
of increase (or decrease) over the products.

Vehicle Scheduling

As explained in the previous section, vehicle scheduling has only a limited
importance for advanced planning. Therefore, and in view of the huge body
of literature, models and algorithms for vehicle scheduling, this subject is not
dealt with here. Instead, the reader is referred to the following review articles.
Most literature concerns scheduling round trips of vehicles starting and end-
ing at a single depot. This case is relevant for delivering small orders to cus-
tomers from a TP and for collecting small orders for materials from suppliers
by a regional LSP. A recent survey is Cordeau et al. (2006).
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Vehicle scheduling for trunk haulage, as it occurs on the relations fac-
tory — DC, DC — TP, for direct deliveries to customers and in procurement
transports, has been investigated by Stumpf (1998).

12.2.3 APS Modules

There is no standard structure of the APS modules for Distribution and
Transport Planning. In any APS, these tasks are covered by several mod-
ules or by multi-functional modules, but with different allocations within
the SCP-matrix. In the following, essential features of these modules are ex-
plained regarding the planning tasks of Sect. 12.1.3. This Section is based on
information from i2 Technologies Inc. (2007), Oracle (2007) and SAP (2007).

Mid-Term Planning

The optimization of transport frequencies (see Sect. 12.2.1) w.r.t. transport
and inventory cost is not supported. The same is true for establishing rules on
the use of distribution paths and for assigning materials to supply concepts.
However, the effect of such tactical decisions can be studied by means of
analytical modules like the i2 Transportation Modeler.

The integration of Distribution Planning in the Master Planning function
is standard in all the above APS. Thus, using the LP solver or heuristic
algorithms of Master Planning, aggregate quantities can be determined for
every transport link in the supply network.

Short-Term Planning

For the short-term deployment, the APS provide the same modules as for Dis-
tribution Planning, used with a shorter horizon and more detailed demand
information. Alternatively, there are special heuristics for calculating deploy-
ment quantities following a push or pull strategy, but restricted to the case,
where every order has a specified single source. They work in two steps: First,
a DRP calculation is performed upstream, starting from the net demand at
the demand locations. If the available stock is not sufficient at some location,
then fair share rules are applied downstream in a second step. The fair share
rules are rather simple, e. g. the inventory is distributed proportionally to the
demand or such that the same proportion of the target stock level at every
location results (SAP APO). They do not consider service levels. The DRP
calculation may differentiate several types of demand: customer orders, fore-
casts, safety stock replenishment and pre-built stock. Then, the allocation of
tight inventory proceeds in this order and fair shares are only applied within
one type of demand.

The Production & Distribution Planning Module of Oracle’s JD Edwards
EnterpriseOne SCM APS incorporates a special submodule called “Connect
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Algorithm” for the allocation of insufficient inventory. It runs after the normal
deployment algorithm (LP or heuristics) and allocates the resulting inventory
to the customer orders and forecast. It considers multiple sources and tracks
the effects of reallocations along the supply network.

Vehicle loading is supported in all the above APS by particular modules or
submodules running after the deployment. For every shipment they perform

e rounding procedures to multiples of transport units for single items, and
e building vehicle loads containing several items.

At least the first step considers the effects of quantity changes on the
planned inventories. In Oracle’s JD Edwards EnterpriseOne SCM the two
functions are split: The first one runs as “Rounding Engine” after the De-
ployment and before the reallocation, the second one is done by a separate
Vehicle Loading module.

The modules Transportation Planning and Vehicle Scheduling of SAP
APO as well as Transportation Planning and Management of the i2 APS
perform a detailed planning of the single shipments and aim at an efficient
consolidation of the shipments and an optimal use of the vehicles. They adopt
primarily the view of an LSP:

e Input data are shipments (customer orders) with given quantity, origin
and destination.

e The paths of shipments through consolidation points (TPs and hubs) and
the routes of the vehicles are planned.

e The use of various carriers is controlled.

e Various transport tariffs of the carriers and for billing the customers can
be considered.

In contrast, a manufacturer deals with customer orders that specify only
quantity and destination, but leave the source location open. For DC replen-
ishment shipments, even the quantity is open. If the transports are outsourced
to one or several carriers, then it is usually an LSP who is responsible for
the above tasks. However, for the collaboration between an LSP, who works
in several supply chains, and the manufacturers in these supply chains, these
modules are certainly useful.
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A strong coordination (i.e. the configuration of data flows and the division
of planning tasks to modules) of APS modules is a prerequisite to achieve
consistent plans for the different planning levels and for each entity of the
supply chain. The same data should be used for each de-centralized planning
task and decision. APS can be seen as “add-ons” to existing ERP systems with
the focus on planning tasks and not on transactional tasks. In most cases an
ERP system will be a kind of “leading system” where the main transactional
data are kept and maintained. The data basis of APS is incrementally updated
and major changes on master data are made in the ERP system. This task
will be called integration of APS with ERP systems.

The coordination between the different planning modules described in
Part II of this book is very important to derive dovetailed detailed plans for
each supply chain entity. Section 13.1 will show which guidelines are given,
which data are shared and how feedback is organized. Furthermore, one can
see which modules are normally used centrally and de-centrally, respectively.

As we have already seen in Chap. 5, some decisions and tasks are left to
the ERP system. These tasks and data which are used by APS but are kept
in ERP systems are described in Sect. 13.2. The definition of the interface
between ERP and APS has to determine which ERP data are used in APS and
which data are returned. Moreover, Data Warehouses which keep important
historical data and are mainly used by Demand Planning buil