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Preface

Diagnostic techniques in industrial engineering are the most multi-dimensional
study topic that can face an industrial engineering nowadays. Diagnostics tech-
niques deals with the fault detection, isolation and identification. Fault detection is a
task to indicate whether something is going wrong in the inspected engineering
system; fault isolation is a task to locate the element that is faulty; and fault
identification is a task to determine the nature of the fault when it is identified.

The main aim of the book is to give theoretical as well as practical information
about diagnostic techniques in industrial engineering like methods of modern air-
craft structures health monitoring; machine signature integrity and data trends
monitoring; hazard and risk assessment and mitigation for objects of critical
infrastructure; re-manufacturing strategy for economic benefits; computer inter-
faces; models for soil vapor extraction; vibration-based diagnostics of fatigued
structures based on damage pattern recognition via minimization of misclassifica-
tion probability; statistical techniques of reliability, availability, and maintainabil-
ity; fuzzy logic in flexible manufacturing system.

This book “Diagnostic Techniques in Industrial Engineering” gripped on a
comprehensive range of diagnostic techniques in industrial engineering areas for
different tasks not only in a particular field. Several tools, techniques and strategies
in industrial engineering applications will be discussed in the book.

Dehradun, India Mangey Ram
Aveiro, Portugal J. Paulo Davim
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Methods of Modern Aircraft Structural
Health Monitoring and Diagnostics
of Technical State

Yury A. Svirskiy, Andrey A. Bautin, Ljubisa Papic
and Irina V. Gadolina

Abstract This chapter provides an overview of the most relevant methods for
monitoring the integrity of structures made of isotropic (metals and alloys) and
anisotropic (polymer composite) materials, which are widely used in the manu-
facture of parts and construction structures in the modern industry. Special attention
is paid to ensuring the safe operation of aircraft structures, the use of onboard
monitoring systems which will allow to reduce economic costs in the near future
and to increase flying safety. The paper describes different variants of implemen-
tation of the onboard recording systems of data in the analysis of the actual state of
the elements of the air frame. The advantages are shown, due to which the con-
struction monitoring will be able to replace the existing system of provision and
supporting of the airworthiness, implemented through periodic inspections.
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1 Introduction

In the last two decades, automated structural health monitoring (SHM) systems
were developed and widely implemented in the most technically developed coun-
tries of the world. The SHM means the continuous and autonomous monitoring of
damage, loading, the environmental parameters, and interaction of structural ele-
ments with the environment by means of permanently attached or embedded sensor
systems ensuring the integrity of the structure [1]. After a successful approbation
for land-based structures (bridges, power elements of high-rise buildings, etc.),
SHM methods began to be introduced in aviation. In the 90s of the last century, the
Airbus company with the purpose of increasing the strength, reliability, and
durability of aircraft structures and reducing the downtime of aircraft and the cost of
their maintenance started to develop common approaches on creation of the SHM
system for aircraft plane (A/C) within the framework of the “philosophy of intel-
ligent aircraft structures” [2]. The Aerospace Industry Steering Committee
SHM-AISC was established in 2007. It is responsible for coordinating the devel-
opment and implementation of automated onboard systems for monitoring the
design integrity of aircraft and reusable orbital carrier with the use of networks of
embedded sensors. The International Council of Management SHM-AISC includes
such companies and organizations as Airbus, Boeing, BAE Systems, Embraer,
Honeywell, Aviation Administration of the USA and Europe, as well as the sci-
entific laboratory of the US armed forces, NASA, and some leading universities [3].

Operation of the structural health monitoring systems involves the installation of
different types of sensors on the structures to determine the effects of physical
(humidity and ambient temperature) and power (static, cyclic, impact, and other
types of loads) actions on their strength and durability [1, 4, 5].

The ultimate goal of these developments is the creation of an artificial intelli-
gence system, which is supposed not only to be able to detect defects and mal-
functions, but also to respond adequately to defects’ presence and to provide
appropriate recommendations to the service personnel [2, 4].

The development of the health monitoring system is divided into several stages
corresponding to the system generations. These stages are close to the stages that
are considered by leading aviation firms like Airbus and Boeing up to the num-
bering of stages and minor details [2].

• At the first stage (zero and first generation), the SHM systems are used at the
structures’ testing, their maintenance, and restoration. These trials also serve to
test different sensors and monitoring systems in terms of their applicability to
real structures. The zero-generation SHM systems are widely used in ground
tests of the aircraft in our days. As an example, the SHM has been used at the
certification testing on the Airbus A380 [2].

• The next stage of the SHM systems development (the second generation) is
characterized by the use of sensors, information from which is read after the
flight or during maintenance. While ensuring an adequate level of sensors’
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reliability, it is planned to pass to sensors operating in real time, i.e., recording
and transmitting information during the flight.

• The full integration of the SHM systems with onboard A/C computing and
control system means the transition to the third and final generation. It is
expected that the SHM system will be used to develop new approaches to the
aircraft design that will ensure weight reduction of metal and composite struc-
tures by 15% [2].

The general condition for obtaining and processing the diagnostic information
about the presence of damage in structures is the use of built-in and external
sensors, nondestructive testing (NDT) devices, systems for storage, and processing
of information, algorithms, and programs for decision-making. As noted in paper
[6], diagnostic information is usually limited in volume and indirect. Existing
nondestructive inspections do not detect all damages and cracks, which can later
become the reason of failure states. There is a high probability of defects missing
due to the equipment imperfection, negligence of the operator or inaccessible
location of defects and the ungrounded frequency control. For example, if the
frequency of inspections is inconsistent with the timing of initiation and propaga-
tion of fatigue cracks, it can lead to the formation of defects of critical size and
consequently to the destruction of the structure [7]. Thus, the data on loading
regimes provide a valuable additional source of information on the technical con-
dition of structures. On the basis of these data using various numerical schemes, it is
possible to identify the load history of the test unit and the degree of damage
accumulated during its service. While comparing the results of damage evaluation
with the diagnostic data of the technical condition of constructions, the parameters
are estimated which have not been identified with sufficient accuracy in the pre-
vious stages. Thus, two sources of information—diagnostic data on the state of the
object and data on the loading history for metal structures—are closely related and
mutually dependent [7]. For the construction of the polymer composite materials
(PCM), the additional information of impact damage and its intensity is more
important. The solution to the problem of obtaining such information, its processing
and decision-making about the maintenance strategy of an individual sample of A/C
and prediction of its residual life should be implemented in the framework of
integrated intelligent systems, which monitor the A/C structural integrity [8]. It
should be pointed out that the important part of the SHM system creation is to
develop the standards, defining rules, procedures of use, and decision-making about
receiving information from them.

2 A Brief Overview of Sensors Used

The sensors development is moving in the direction of the technologies through
which it is possible to detect various types of practically important damages such as
cracks, corrosion, the breach of adhesion, laminations, impact damages, etc. in
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metal and composite materials. The main requirements are as follows: small size
and weight, ease of installation or adaptability, durability, and reliability. Currently,
these requirements are satisfied by a number of sensors, which are based on dif-
ferent physical methods [9]:

• Acoustic emission (AE): Passive transducers listen to matrix cracking, lami-
nation, and fiber breakage;

• Acousto-Ultrasonics (AU): A grid of piezoelectric sensors sends and receives
ultrasonic pulses and analyzes changes in impulses patterns to identify and
describe the damage;

• Comparative vacuum monitoring (CVM): The smallest air flow can be detected
by leakage failure between atmospheric pressure and vacuum because of the
crack in the matrix;

• Comparative vacuum monitoring through the thickness (CVM-TT): Using the
drilled holes with a diameter of <1 mm, it is possible to reveal a breach of
adhesion and lamination using the principle of similar systems in CVM;

• Crack wire sensors (CW): The break due to the occurrence of cracks or other
damage serves as an alarm;

• Electromagnetic interference sensors (EMI): The system applies the built-in
piezoelectric sensors and signal level analyzer. Increasing the level of signal
relative to baseline values due to grease contamination or moisture indicates the
presence of stratification;

• Eddy testing foil sensors (ETFS): Sensors generate a field of eddy currents in
conducting materials which are violated by the cracks and corrosion damage;

• Fiber Bragg grating (FBG): The most used method of FBG is its use for
measurement of temperature, strain, and vibration;

• Imaging ultrasonics (IU): Miniature, integrated network of sensors generate a
signal through the material of the structural member. Changes in the reflected
signal indicate the discontinuity or damage;

• Strain gages (SG): Using traditional strain gages to determine the strain.

Also, the new types of sensors are developed, in particular:

• Micro- and nanoelectromechanical systems MEMS and NEMS (microelec-
tromechanical systems—MEMS, nanoelectromechanical systems—NEMS) (see
Fig. 1);

Fig. 1 Example of a MEMS
sensor (�16 cm3), including a
wireless telemetry system,
microprocessor, sensors, and
power supplies
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• Sensors on the basis of printing conductive ink (printed conductive-ink sensors).
• Other types of fiber-optic sensors, including ones for registration acoustic

emission signals [10] and for their use as sensors of cracks, use the effect of
Rayleigh scattering (Rayleigh scattering). The FBG sensors are also used in
conjunction with piezoelectric sensors [11]. In Ref. [11], it is noted that the
measurement of deformation using FBG for the detection of damage caused by
impacts is not effective enough. To illustrate, there is the following data. The
impact energy of 40 J has caused significant damage but did not cause change of
deformation at a distance of 40 mm from the point of impact. Reliably measured
changes in the deformation caused by impact energy 30 J were localized at a
distance not exceeding 20 mm.

Table 1 lists the applications of the main types of sensors (˅˅ indicates that the
sensor suits the best for this type of damage).

We should also add the conventional sensors of displacement, acceleration
(accelerometers), and temperature to this list. They are used in the following
methods [12]:

• Stiffness monitoring: This enables the damage stages to be identified and any
deflection limit to be maintained. For coupons, changes in the modulus can be
determined from the stress–strain curve, either during fatigue testing or by static
loading.

• Load–deflection curve (hysteresis) monitoring: For composites, the internal
damping is much higher than in metals and is an indicator of damage in the
material.

Table 1 Applications of the main types of sensors

Damage type Sensor type

CVM ETFS AE IU CW IDDS AU FOS EMI CVM-TT SG

Crack detection and
evaluation

˅˅ ˅ ˅

Rupture detection and
evaluation

˅˅ ˅ ˅

Impact detection and
evaluation

˅˅ ˅ ˅˅

Delamination
detection and
evaluation

˅ ˅ ˅˅ ˅˅ ˅

Adhesion quality
assessment

˅˅ ˅ ˅˅ ˅

Monitoring of sticky
repair pads

˅˅ ˅ ˅

Disorders of adhesion
detection and
evaluation

˅ ˅˅ ˅˅

Deformation/strain
monitoring

˅˅ ˅˅

Methods of Modern Aircraft Structural Health Monitoring … 5



• Resonant frequency and natural frequency monitoring: They provide informa-
tion at a global level of the state of the material or structure at microlevel.

• Temperature monitoring: Damage induced in composites will generate heat, and
as these materials have poor conductivity, it should be generally easy to detect.
Infrared emissions can be detected with a suitable camera and will locate the
areas of damage and how these will grow. Thermocouples are simple to install
and have been placed in locations where high strains have been detected, pos-
sibly by a strain analysis.

In many cases, the sensors are combined in a distributed network, the use of
which is performed in three ways [9]:

1 By the place of installation: The sensors are just the objects which are set on the
construction in this case. The reading is collected manually using an external
measuring system through the selected interval.

2 A network of sensors at the place of installation: In this case, the sensors are
complemented by miniature measurement electronics. Stored data are periodi-
cally collected by the technical staff on the ground.

3 Wireless network sensors: Electronics provides wireless transmission of data as
a development of the second method. Systems receiving this data diagnose
construction in real time. The telemetry system gives the possibility of contin-
uous wireless data transmission in the air or on the ground to a remote site. The
Web site can be programmed to data scan, the determination of the threshold of
structural damage, and informing staff about the need for repairs or other
maintenance.

Currently, SHM systems have become a standard tool in the certification of static
and fatigue full-scale tests of air constructions [9]. It reduces the switching-off of
testing for control of the selected zones. For example, sensors of acoustic emission
(Physical Acoustics Corp. (PAC, Princeton Junction, NJ, USA)) were used to
monitor carbon horizontal stabilizer during field tests of the wide-bodied Boeing
777. Also, the AE systems were used for static tests on critical load and destruction
for the identification and assessment of subcritical damage propagation and deter-
mination of a sequence of destruction of individual elements of the design.

Similarly, during the full-scale fatigue testing of the Airbus A380 in Toulouse
(Toulouse, France) conducted by IABG (Dresden, Germany), 47500 flights were
made during 26 months using a variety of health monitoring system (HMS) sen-
sors, including the vacuum systems CVM, eddy current foil sensors (ETFS), AE
sensors, and crack wire. Installed on the fuselage and wings, these HMS provided
detailed information on crack generation in aluminum airframe, in the carbon fiber
center section of the wing and parts of the fuselage made of the glass-reinforced
aluminum (GLARE).

6 Y.A. Svirskiy et al.



3 Methods of Location of Impact Damage Based
on the Analysis of the Response of Polymer Composite
Materials’ Structures

The problem of damage detection and determination of their parameters in aircraft
construction is a difficult task even for ground services. In this regard, for SHM
systems the urgent task is not only to detect the damage but also to detect the fact of
impact damage. It can be done monitoring the structural elements response to the
impact. The fact of an impact serves as a signal to an extraordinary nondestructive
testing of the integrity of the structure.

The problem of impact damage detecting on the response to the impact of
structural elements of onboard monitoring system includes the following
subproblems:

• Identification of the point of impact;
• Evaluation of damage parameters from impact;
• Determination of impact parameters.

Conventionally, the approaches to solving these subtasks can be divided into two
types:

1 Creating the most accurate mathematical model which predicts the properties of
the structure (“theoretical” approach) and

2 Conducting a large number of experiments and then predicting the properties of
the structure via interpolation of data obtained in such experiments
(“calculation-experimental” approach).

Due to the fact that the construction of sufficiently accurate models of complex
aircraft constructions suitable for the SHM systems is currently unrealizable, the
most popular is the “theory-experimental” approach.

Let e(i, t) be the deformation of the i-th sensor at time t, et is the vector
composed of such deformations. Suppose that at time t = 0 the impact occurred,
and at times t = 0, …, t = ∞ of the sensor readings were taken. In the general case,
the dependence of the impact force at the moment t at point x would be as follows:

Fxt ¼ ftðe(t ¼ 0Þ; e(t ¼ 1Þ; . . .; e(t ¼ 1ÞÞ ð3:1Þ

In the simplest cases (infinite perfectly rigid one-dimensional rod,
two-dimensional infinite surface, the infinite speed of sound, etc.), the dependence
ft takes the simple enough forms. In such cases, we may build the appropriate
mathematical model to determine the coordinates of the impact. So, in an envi-
ronment with an infinite speed of sound and a very fast damping of the oscillations,
members with t > 0 can be neglected, and dependence (3.1) takes the form:

Methods of Modern Aircraft Structural Health Monitoring … 7



Fx0 ¼ f0ðe(t ¼ 0ÞÞ ð3:2Þ

However, in the case of the arbitrary configuration construction assembled from
materials with random properties, the dependence of (3.1) is very difficult. In this
case, the main factors preventing the creation of effective mathematical models are
as follows:

• The complexity of mathematical modeling of composite materials and complex
parts from them;

• The complexity of modeling processes in various joints of complex structures;
• Difficulties in modeling the construction made from various materials.

In this regard, in practice, there are various ways of overcoming the above
difficulties.

3.1 Simplified Model Methods

In work [13], it was proposed to localize the point of impact according to a highly
simplified mathematical model: The distance from sensor pi to the impact point x is
proportional to the maximum amplitude: |x − pi| * max(ei,t = 0, …, ei,t = ∞). In
work [13], this model was checked experimentally, but the results were not satis-
factory. In this regard, there is a reason to believe that the approach of using a
deliberately simplified model is unsatisfactory.

Another common method of finding the point of impact is the method of time
delays: It is supposed that the disturbance comes faster to the sensors located closer
to the point of impact. This method is also unsatisfactory for complex anisotropic
structures.

There are other approaches to finding the point of impact, based on simplified
mathematical models: the measurement of power distribution [14], etc.

3.2 Linear Stationary System

One of the most promising approaches is the approach given in [14, 15]: a repre-
sentation of the model in the form of a linear stationary system. In this case, a
minimum number of initial assumptions are used: linearity (deformation of the i-th
sensor is proportional to the impact force) and time invariance (a delay of indica-
tions of the i-th sensor relative to the exposure time is fixed). In such a system, the
deformation depends on the strength in the following form:

8 Y.A. Svirskiy et al.



e(i,t) ¼
Xt

k¼0

h(i, k)F(x, k� t) ð3:3Þ

where F(x, t) is the force at point x at time t, h(i, t) is the transition function.
In matrix form, this equation can be written in the form:

e(i) ¼ H(i)Ftðx) ð3:4Þ

where H is the lower triangular matrix composed of the transition functions of this
linear system, Ft is a vector of power values at points in time t.

Thus, the problem is reduced to the following stages:

1 Definition of the matrix H: While doing this, it is necessary to use the experi-
mentally obtained compliance of the strains e(i, t) on the history of the loading F
(x, t). Using these data and using the least squares method, we can find the
desired transition functions.

X
e(i) � H(i)Ftðx)ð Þ2 ! min ð3:5Þ

2 The definition of the point of impact x was found by means of transition
functions: Assuming the setting of force F0(t) is known, we solve the mini-
mization problem (3.5) for all x;

3 Determination of the settings of the force F(t): Using the properties of linearity
of our system, we find the inverse transition matrix H′, such that

Ftðx) ¼ Y0ðt) � e(t) ð3:6Þ

Assuming that the impact location is known, we find the history of loading by
the formula (3.6);

4 Alternately, assuming that the point of impact and the load history are known,
we solve tasks p. 2 and p. 3 by mean of iterations. Eventually, the solution is
converged.

3.3 The Dynamic System

The most promising approach for the recovery of impact force by sensor readings is
a representation of the model as a dynamic system [13], because during the impact
the condition of linearity and stationarity of the system typically fails. According to
the theorem of Takens [16], it is possible to recover the properties of the random
smooth dynamical system without knowing its exact mathematical model. It is done
according to the following algorithm:

Methods of Modern Aircraft Structural Health Monitoring … 9



1 Selection of parameters s (time, seconds) and D (constant): Parameters can be
chosen arbitrarily, but in that case good results are not always obtained. In
practice, some empirical assumptions are often used;

2 Let E(i, t) be matrix function of time t composed of sensor readings in some
points of time.

E(i, t) ¼ ðe(i, t), e(i, tþ sÞ; . . .; e(i, tþ sðD� 1ÞÞÞ ð3:7Þ

3 In our dynamic system, the matrix will depend on the force of the impact at the
point x at time t: E(i, t) = f(F(x, t)).

Next, we need to obtain the dependence of f.

X
E(i, t)� f(F(x, t))ð Þ2 ! min , (for all i, x, t) ð3:8Þ

Usually, neural networks are used for the approximation of such
high-dimensional functions. In work [14] for the approximation of f, the support
vector machines were used.

3.4 Method Using Neural Network

The results of the method of determining the coordinates and power of the impact
using a neural network developed by Rybakov are presented in work [17]. The
method was applied to the specimen, which was a square 200 � 200 � 3 mm of
the combined composite material. Layers of carbon and fiberglass are alternated in
the specimen. Three (directed along axes X, Y, Z) piezoelectric IPC accelerometers
were attached at the specimen at each points 1, 2, 3, 4 (see Fig. 2), a total of 12
sensors, for registering acceleration.

Fig. 2 Location and the
directional axis of the sensor
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The specimen was fixed on the edges. A hammer was used to strike and check
force. The hammer was secured in a homemade impact machine for the replicability
of frequency of occurrence of energies and angles of impacts. Impacts were made at
random points with uniform distribution on the sample surface with different
energies A, B, C at an angle of 90° to the surface. Also, the impacts were carried out
with different heads on the hammer. The steel head made 10 impacts; a plastic head
was made 230 impacts; and a rubber one made 160 impacts. Data logging was
carried out using the LMS data acquisition system at a frequency of 51200 Hz.

3.4.1 A Dynamic System Construction

The approximation of properties of the specimen was conducted by means of
restoration of properties of the corresponding dynamic system. For this purpose, the
corresponding vectors of the phase space were built (1.7) E(i, t) ¼
ðe(i, t), e(i, tþ sÞ,. . .; e(i, tþ sðD� 1ÞÞÞ at the moment of contact upon impact
(3–10 ms).

The parameters s, D are selected according to the maximum and minimum
frequencies of the spectrum of sensor values at the moment of impact. A typical
spectrum at the moment of contact upon impact of the tested plate is as follows
(Fig. 3):

It is shown that significant signal frequencies are in the range from 600 to
6000 Hz. The time discretization was chosen with the focus on the theorem of
Nyquist–Shannon [18]: To restore the dependency, it is necessary to take it equal to
half of the minimum period of significant frequencies of the signal. Accordingly,
s ¼ 0:5=6000 s ¼ 8:3�10�5 s:

Dimension of constant D was determined on the basis of the empirical
assumption that the vector of the phase space should cover at least the minimum
period of all significant frequencies of the signal.

Fig. 3 Spectrum at the
moment of contact upon
impact, 3 ms

Methods of Modern Aircraft Structural Health Monitoring … 11



3.5 System Properties Restoration by Means of Neural
Networks

The properties of the dynamic system were approximated by a back-propagation
neural network [19]. The input of the network was supplied by vectors
E(i, t) ¼ ðe(i, t), e(i, tþ sÞ; . . .; e(i, tþ sðD� 1ÞÞÞ. A total of D � N input neurons
were used (D = 10 is the dimension of embedding, N = 12 is the dimension of the
data vector at the particular moment of time, i.e., the number of sensors).

The output was supplied by the registered values of power F, the X,
Y coordinates: a total of three output neurons.

Several different existing variants of back-propagation algorithm were tested.
The best results (by far) were obtained during the training using the optimization of
Levenberg–Marquardt [20]. The training was applied to 70% of the data of the
entire set of data for inputs and outputs of the network, and testing was carried out
on 30% of the data.

As a result of training, a neural network was obtained which is able to restore the
history of loading at the moment of impact and the point of impact.

An example of a graph of restored power is shown at Fig. 4. The exact values of
power cannot be restored; however, the general trend can be seen clearly.

Figure 5 shows the experimental and calculated coordinates of the impacts. The
distance between the real and the estimated points is 14 ± 12 mm.

Fig. 4 Graph of power at the
moment of impact restored by
neural network
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3.5.1 Restoration of Properties by the Support Vector Machine
System

The support vector machine [21] is a promising algorithm for optimization and
classification of the data that is rapidly developed recently. In this work, it was
attempted to use the support vector machine for the purpose of approximation of
properties of the achieved dynamic system. We used the library LibSVM in this
work. The input of each machine was supplied by vectors
E(i, t) ¼ ðe(i, t), e(i, tþ sÞ; . . .; e(i, tþ sðD� 1ÞÞÞ. The output of the first machine
was supplied with power, the output of the second machine was supplied with
X-coordinate values, and the output of the third machine was supplied with
Y-coordinate values.

For the purpose of training, the supported vector machines with kernels were
used:

• Radial basis function (RBF);
• Heterogeneous polynomial kernel.

When using the machine with kernel-RBF, the convergence was very fast, but
error at the end of training was much higher than in the case of a neural network
(under fitting).

In case of polynomial kernel, the convergence rate was also very high. However,
such machines have been overfitting (the error rate was too low on the learning set,
and the high one was on the test set). Attempts to apply the cross-validation resulted
in underfitting again.

Thus, it is necessary to conduct further researches of support vector machine,
which has two advantages:

• High speed of convergence;
• The existence of local minima does not impede the determination of the optimal

solution, which provides a higher reliability of the results.

Fig. 5 Coordinates of the
impacts (striped markers are
experiment, white ones are
calculation)
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4 Development of Methods of Damage Detection Based
on Results of Measurements of Local Stress–Strain State
Kinetics

4.1 Problem Formulation and Analysis of Existing Methods
of Monitoring of Polymer Composite Materials
Structures

Currently, the miniaturization and cost reduction of the measuring and computing
technology has provided the possibility of application of embedded strain gage
system that allows to determine the local stress–strain state accurately.
Conventional strain gages as well as of becoming more widespread fiber-optic
sensors of strain and temperature can be used. With their help, as the results of a
number of studies show, it is possible not only to determine the service loading data
of the structure, but also to discover the damages in the main load-bearing elements

Fig. 6 Benefits of HMS

Fig. 7 Comparison of periods of crack propagation in case of absence and presence of SHM
system (NDM—nondestructive monitoring)
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of constructions. In this section, we examine works carried out in this direction and
methods which can be used for their practical implementation.

The work [22] shows that information about the integrity of the main reinforcing
element, for example, stringer, allows to increase the interval between inspections
or reduce the weight (Fig. 6).

The increase of the interval between inspections is achieved due to the fact that
the duration of crack propagation in case of non-failured stringer is substantially
increased (Fig. 7) [23].

The advantage in weight is achieved due to the fact that if there is the SHM it is
possible just to provide structural strength at much less lengths of the cracks.

Fig. 8 Analysis of the
possibilities of weight
reduction for the various
fuselage elements and the
location of SHM sensors
necessary for that [18]

Fig. 9 Scheme (left) and photograph (right) of the examined fiberglass PCM construction with
bolting connection

Fig. 10 Scheme (left) and photograph (right) of the examined carbon fiber PCM construction
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Figure 8 shows the results of the analysis carried out for the wide-body pas-
senger aircraft of a medium action radius which is made of aluminum alloy 2024.
Sensors of monitoring of stringers’ integrity are indicated by the solid lines, and
sensors of monitoring of shell integrity are indicated by the dashed lines. Symbols:
ST—stringer, FR—frame, rskin_circ/rskin_long—the ratio of circular stresses of the
shell to longitudinal ones.

Along with monitoring of stringers’ integrity and other load-bearing elements, it
is relevant for PCM structures to monitor such specific for PCM types of
destruction as the lamination. From this point of view, the subject of great interest is
the result of work [24], which examines the ability to detect damage by monitoring
local stress–strain state (Figs. 9 and 10) in the PCM construction.

Three types of specimens were examined: fiberglass PCM testboxes with bolted
joint (Fig. 9) and adhesive connection, and also carbon fiber PCM testbox
(Fig. 10). The loading type was the cantilever bend.

There were three options examined upon the fiberglass PCM testboxes with
bolted joint:

• Integral structure: The testbox was tested with fully installed bolts to provide a
basis for comparison with damaged constructions.

• Four bolts were removed. Four pairs of bolts were removed along the central
spar near the fixed edge (Fig. 11). Since the distance between the bolts was
equal to 20 mm, the length of lamination was 100 mm.

• Eight bolts were removed. Eight pairs of bolts were removed along the central
spar near the fixed edge. The length of lamination was 180 mm.

Fig. 11 Scheme of the lamination simulation of the fiberglass PCM structure with bolted joint
(left). The location of the bolts and the scheme of sensors adhering (right)
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The width of lamination was equal to 30 mm—the width of the flange of the
spar. In all three cases, deformation and displacement were measured. Figure 11
shows the schemes of the lamination simulation, the location of the bolts, and
sensors’ layout. The deformation was measured by both fiber Bragg grating (FBG)
sensor and strain gages (SG).

One fiberglass PCM testbox with adhesive connection was made integral, and
there was the simulation of 180 mm length lamination on the second one by means
of the lack of adhesive connection in the same place where eight bolts were
removed in case of the fiberglass PCM testboxes with bolted joint.

The carbon fiber PCM testbox was designed to test stiffness which is more
typical for modern aviation structures and with the higher resistance to local
buckling, particularly, due to the central rib. Lamination was simulated by

Fig. 12 Plan view of FBG and strain gage sensor location on testbox (left), bolt location on the
spar for debond (right)

Fig. 13 Response of fiber-optic sensors with Bragg gratings under homogeneous and heteroge-
neous deformations
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removing five bolts consecutively (with a step of 30 mm), simulating 180 mm
length lamination for different variants in three central spars (Fig. 12).

The main results that were obtained are as follows:

• In case of fiberglass PCM testboxes with bolted joint and adhesive connection,
sensors located in the lamination zone allow to detect damage quite reliably,
particularly, due to local buckling.

• In case of carbon fiber PCM testbox, sensors located in the lamination zone
allow to detect damage quite reliably only if the detection is carried out by
means of comparing sensor data in the same place of damaged and undamaged
structure, i.e., not by absolute but by relative values of deformations.

• In addition to the deformation value, another damage indicator can be a vio-
lation of linearity between power applied and the deformation measured by
strain gages as a result of local buckling (Fig. 13).

In addition, it was received:

• Removing the bolts on the fiberglass PCM testboxes allows to simulate
delamination well enough; however, under the adhesive connection, local
buckling occurs later and more abruptly.

• Measurement of deformation by fiber-optic sensors and strain gages gives alike
results.

The subject of great interest is the work [25], which shows the possibility of
detection of such defects of carbon fiber PCM as the lamination and transverse
cracks due to the property of fiber-optic sensors with Bragg gratings to change the
spectrum form of the output signal due to the appearance of heterogeneity caused
by lamination and/or transverse cracks. However, it should be noted that the issues
of practical use of this method require further study in order to provide monitoring
not only of the area where the sensor is located, but also of the structure (Fig. 14).

4.2 Monitoring of Multiple Site Damages of Structures
Made of Aluminum Alloys

Multiple site damages are the most dangerous type of damages in aircraft structure.
Nowadays, designers of aircrafts are trying to prevent emergence of such damages

Fig. 14 Small diameter
fiber-optic sensor, integrated
into the layer −45° for the
detection of transverse cracks
in the adjacent layer 90°
quasiisotropic laminate
[45/0/-45/90]
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at the stage of design [26]. Major aviation accidents connected with the emergence
of multiple site damages forced air operators to set a lifetime of construction
elements where the multiple site damages can occur, based on the principle of “safe
life,” which made the operation of such aircrafts much more expensive [27].

As a solution to this problem, there is an approach nowadays connected with
such structure design when it is possible to confirm experimentally the impossibility
of multiple site damages in it.

This approach contradicts to the concept which has been developed over many
years of designing of aviation structures without significant differences between the
durability in various locations, since such a design implies the absence of unrea-
sonable reserves of the individual elements of airframe with high service life [28].

The use of monitoring of damages, which is able to provide multiple site
damages detection in time, allows to set a lifetime of construction elements, where
multiple site damages can occur based on the principle of “fail safe,” which will
make the maintenance of modern aircraft structure more cost saving without
reduction in safety level during the operation.

The use of monitoring damage, which is able to provide timely detection of
multiple site damages, provides the ability to assign resource for design elements
with the multiple site damage, on the principle of “fail safe” that will make the
maintenance of modern aircraft design more economical, not reducing the operation
safety.

4.2.1 The Results of the Monitoring of Damages During Fatigue
Testing of Longitudinal Joints

While determining the fatigue characteristics of elements of prospective passenger
A/C, the authors of this work had carried out the testing of the damages monitoring
by means of analysis of data of strain gages.

The prototypes of samples of the longitudinal joints of the fuselage, designed to
obtain fatigue characteristics and determine the optimal structure of the connection,
were used for the purposes of the experiment. All the samples were represented by
two sheets of the same thickness, connected to stringer by three rows of rivets
(Fig. 15).

During the testing, the strain was measured having different number of operating
cycles, and the damages effect on the stress–strain state of the sheets was deter-
mined. The wire strain gages were used in the experiment, which were installed in
two rows at the outer rivets on two sides of the inner and outer sheets. In this case, a
large number of sensors used in the experiment were due to the examination of the
size of the area where the changes of stress–strain state occurred as a result of
emerging damages. In close proximity with the rows of rivets, due to the limitations
connected with the available space for installation, small-base sensors with a base
of 1 mm were used. In the regular part of the sheets, sensors with base size of
10 mm were used (Fig. 16, sensors with a base of 1 mm are shown in gray, and the
ones with a base of 10 mm are shown in black).
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After the fatigue testing of the samples of longitudinal joints, the fracture sur-
faces of separated parts were carefully analyzed; as a result, the initial centers of
cracks origin were identified, as well as the speed of cracks growth in different
zones of the fracture and appearance of the fronts of cracks in different service time
(Fig. 17). The received information was used to determine the zones of change of
the stress–strain state by means of finite-element (FE) simulation.

The research of the longitudinal joint samples showed the following results:

• The destruction of samples in the longitudinal joint in most cases occurs in cross
section that goes through the middle of the outer row of rivets on the outer
connection sheet. Macropicture of fractures of the joint indicates that the
emerging fatigue fractures related to the initially formed fatigue cracks are
concentrated in the area of several holes. Some centers of small fatigue cracks
observed in particular places of the damaged critical sections of the sample are
secondary. Their initiation is triggered by increase of existing stresses due to the
reduced area of the sample effective cross section during the propagation of the
initially formed fatigue cracks. The initiation of all the fatigue cracks occurred
on the surface of the outer sheet of the shell that contacts through the sealant
layer with the inner sheet made of the same material. During almost all the
period of propagation of the initial fatigue cracks, they evolved as blind cracks
and could not be visually detected until the cracks became through and reached
the length of reliably detectable size on the surface of the shell inverted outward

Fig. 15 Sample of the longitudinal joint of the fuselage with installed strain gages, and the
specific destruction at an outer row of rivets
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Fig. 16 Scheme of sensors’ layout

Fig. 17 Scheme of the fracture of the sample and size of the cracks (table of symbols is in the
Table 2), received by means of fractography
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of the fuselage. The overall unsatisfactory assessment, which characterizes
possible maintenance of used longitudinal fuselage joints for damage tolerance,
is caused by the poor inspection ability of the connection sheets by means of a
visual control.

• Changes in the strain gage readings registered during the experiment can be
divided into three groups. The first group includes the sensors located near the
place of future destruction. The registered change in the strain gages readings in
this group ranges from 10% to 50% and is found in all places across the width of
the outer sheet used for installation of the sensors (Fig. 18, left graph). The
change in the sensors’ readings of this group is a result of the emergence of
fatigue cracks in the structure. The second group includes sensors installed
between the rows of stay bolts. There was a change in readings of this group of
sensors as well, which is most likely caused by the changes in allocation of the
stresses in the distances between the rows of rivets during the operating time of
structure (Fig. 18, middle graph) A significant change in readings occurred in the
interval between the first and second strain measurements, and further indications
of the strain gages were on the same level. The third group of sensors is the strain
gages which are maximally distant from the damage location. There was no
change in the sensors readings of this group (Fig. 18, right graph).

The conducted experiment shows that in cases when the examination of the state
of the structure by means of visual monitoring is impossible, damages in the
structure can be detected by means of sensors measuring parameters of local stress–
strain state.

Fig. 18 Deformation change in different areas of the structure

Table 2 Table of symbols used in the diagrams of the fracture

Arrow indicates the location of the fatigue fracture focus and the direction of
propagation of closed fatigue cracks

Fatigue zone where the crack rate is less than 5 mkm/cycle

Fatigue zone where the crack rate is more than 5 mkm/cycle

Rupture zone

Hole
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4.3 Analysis of the Kinetics of Stress–Strain State
in the Area of Damage by Means of a Finite-element
Model of the Structure

For analysis of the kinetics of the elastic deformations field, finite-element mod-
eling was conducted by means of several FE models of three-row double-shear
connection in the software package ABAQUS. The models consider the data about
location of the fronts of fatigue cracks obtained during fractography of the samples
during the fatigue life, when strain measurement was carried out. The model of the
upper shell sheet was divided into three parts for the purpose of a correct subdi-
vision of the simulated objects into the elements. In the geometry of the middle part,

Fig. 19 Appearance of the destroyed section with a simulated crack

Fig. 20 FE model of the joint, calculated as for undamaged (top) and for fatigue damaged
(bottom)
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the contours of the fronts of fatigue cracks were used which were received by means
of analysis of the fractures of the tested samples (Fig. 19).

Figure 20 shows the change in the stress–strain state of the longitudinal fuselage
joint which was reproduced in FE models corresponding to the initial (undamaged)
and the final (before destruction) state of the joint.

The kinetics of the stress–strain state of the joint is shown in Table 3, which
illustrates the change of the elastic stresses field in comparison with the initial state:
Light gray is no change, shaded is a change of not less than 5%, dark grey is a
change of not less than 30%. In the analysis of the kinetics, it was used the data
about deformations obtained on the undamaged and damaged models taking into
account the size of damages corresponding to the appropriate operating time.

According to the analysis of the kinetics of stress–strain state, you can make the
following conclusions:

• Extensive zones, where changes of stress–strain state have occurred, are fixed
similarly well on the upper and the lower surface of the destroyed sheet;

• The damage effect can be fixed in advance. There are several variants of sensors’
layout in the area of stress–strain state changes;

• When the complete destruction of the joint would be not less than 15 thousand
flight cycles, the region of maximum change of stress–strain state covers about
two-thirds of the width of the top sheet and is located in the third row of the
outer sheet;

• For the type of fatigue fracture with multiple sites of crack initiation investigated
in the experiment, it can be defined and compiled the optimum sensors’ layout
scheme based on the analysis of strain gages and fractography of fractures by
means of FE simulations, which do not require control of the stress–strain state
of a large number of places. It will guarantee the early detection of fatigue
damage.

• An estimated number of required sensors, which is necessary for the detection of
damages of this type, is one monitoring location for every 100 mm of width of
the sheet.

The examination of the kinetics of the stress–strain state showed that the
monitoring of local stress–strain state can be used in the creation of a full-sized
monitoring system. This measure is intended to expand the perspectives of the
whole complex of methods providing the safety and maintenance of airworthiness
of civil aircraft (Table 3).

5 Conclusion

This chapter gives a short review of the various methods of monitoring the con-
dition of aircraft structure elements, of various sensors used in modern health
monitoring systems and areas of sensor’s application.
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It is shown that localization of impact damage on composite structures by means
of the analysis of the strain gages’ readings is possible. The best result in detecting
the location and force of impact is obtained through the use of neural networks.

The paper presents the results of the research and application of monitoring
techniques based on monitoring local stress–strain state for the detection of fatigue
damage of the elements of modern aircraft structures. The effective use of strain
sensors was confirmed experimentally for monitoring damage of the structures
from polymer composite materials and aluminum alloys with multiple sites of crack
initiations. The paper shows that the inability of visual detection of fatigue damage
of a longitudinal joint of the fuselage timely can be compensated by the analysis of
local stress–strain state using a small number of strain gages installed on the
structure.

To determine the parameters of sensors’ layout scheme for monitoring the
longitudinal joint, this work represents the analysis of the kinetics of stress–strain
state calculated by FE model of the structure based on the detected fatigue damages.
The analysis shows that the estimated number of sensors should be based on the
assumption about the location of at least one sensor for every 100 mm along the
longitudinal fuselage joint or alternatively one sensor should be placed for every
five holes near the outer joint row.
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Machine Signature Integrity and Data
Trends Monitoring, a Diagnostic
Approach to Fault Detection

Michael Kanisuru Adeyeri

Abstract This chapter proposes machine signature integrity and its violation
detection as an approach to fault diagnostic. It uses machine history and its present
(in situ) data through monitoring as potent tool in detecting incipient faults. This
monitoring program is a function of set parameters that put in place as watch dog to
provide signals or alert whenever there is fault initiation on the machine system.
A robust flowchart on how fault could be detected, isolated, and identified along
with its algorithm for the diagnostic program inherent on vibration-induced faults is
presented, and if these algorithms are rightly appropriated, fault will not only be
detected, but isolated and identified in any production system or manufacturing.

1 Introduction and Definition of Key Terms

Isermann [1] defined fault as “an unpermitted deviation of at least one charac-
teristic property of a variable from an acceptable behavior.” Faults are disturbance
to the machine systems which are not meant to be tolerated or endured. It is the
outcome of system alteration and impairment. Whenever there is fault, be it minor
or major, job shop or plant managers are not always happy because of many things
that are at stake. Production processes, production hours, and inventory cost etce-
tera are being endangered. Thus, leading to the initiation of customer dissatisfaction
on products and in the long run, the enterprise will start losing valuable customers,
running at loss and will not be able to stand competitively with the world class
leading manufacturing industries. To corroborate this, Yen [2] affirmed that fault
assessment in machinery is characterized by robust control architecture.
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In view of this, there is need to have understanding about the science and
mechanics of the industrial machinery which are inborn in the machine, hence its
signature.

The machine signature is defined as the machine itself. It is likened to a scenario
of someone who issued out a cheque to a third party, in accessing the amount of
money written therein in the bank, at the cite and confirmation of the endorsed
signature in line with issuer’s name identity in the bank data base, even at his or her
absence, the cheque would be honored. It is honored because the signature on it
represents the presence of the account holder.

In the same vein, the signature of a machine defines the entirety of the machines.
It defines its geometry, mechanism, operational behavior to vibration, thermal
behavior, shock pulse attribute, acoustics, and sounds at no-load and on-loading
characteristics. In a nutshell, these are inherent features exhibited in the machine for
its identification. It is through this signature that assistance can be received in
identifying various types of machines when used. Listening to the sound from
various group of machines should be able to give distinct characteristics instinct and
clue that this is airplane, that is helicopter and this is hammer mill.

Let us consider this scenario. In a plain description, in a group of ten (10) boys
who are very close in relationship. If someone is picked, blindfolded, and saddled
with the task of identifying the remaining nine (9) friends by name as the nine boys
are engaged in discussion, without mincing word and mismatching of the voice
character with individual names, the blindfolded boy will correctly identify the nine
boys. Why? Because the voice signature produced by each of them over time in the
course of their relationship has been registered in the memory database of the
identifier (the blindfolded boy).

Another key word that needs to be explained is integrity. Integrity as a word
discusses the undiluted, unpolluted behavior, or uncompromised signature of what
something is known for. On a broader note, if “machine A” is known to process a
10 kg load of wheat in ten (10) minutes on the platform of ceteris paribus. Then
four (4) days later, if such “machine A” is given another 10 kg of wheat to process,
based on its integrity, it is expected that after ten (10) minutes the whole wheat
would have been processed. To elucidate further, if the same “machine A” is now
given 20 kg of wheat to process, drawing inference from its previous trend of
activities and actions on wheat processes through the use of model formulation of
its behavioral act, as expressed in model Eqs. (1) and (2).

t / m ð1Þ

where t is the process time and m is the mass of the wheat.
Introducing constant of proportionality k will transform Eq. (1) to:

t ¼ km ð2Þ

With the scenario explained above, k is found to be 1.
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Based on this model, it is expected that at the end of twenty (20) minutes, such
“machine A” would have completed the given task of processing twenty (20) kg of
wheat.

On the contrary, if such expectation of time from the “machine A” now extends
beyond twenty (20) minutes to twenty-five (25) minutes, it is an indication that the
machine integrity has been compromised due to one reason or another.
Furthermore, it is possible that with the twenty (20) minutes spent, the expected
grain size particle output may not be reached or attained.

These are the issues to be discussed in this chapter. The chapter is to identify
why a given task meant for twenty (20) minutes has extended to twenty-five
(25) minutes.

This is now called for the fourth key term of the topic that says “trends moni-
toring.” Through the monitoring of the behavioral pattern(s) of the machines, it can
give clue to how such faults could be detected, isolated, and identified.

There are facilities that are meant for these, forming basis for the ease of
machines’ condition monitoring. These facilities are meant to assist in machine data
collection and its analysis. Data are needful because when processed, viable
information is got and interpreted. The facilities and its setup shall be discussed in
the following subsection.

Diagnostic is the process of discovering the unsatisfying status condition of an
object through scientific analysis based on training of background historical data of
the subject under consideration of investigation. However, Wang et al. [3] opined
that diagnostics is carried out to know the reason behind the occurrence of the
degradation in machines. In human medicine, the diagnostic approach in knowing
or detecting what is wrong with human body and cells involves critical examination
through various tests ranging from blood count test, body temperature measure-
ment, blood pressure reading etcetera with the use of sophisticated medical labo-
ratory diagnostic tools.

Likewise in industrial machinery systems, to be able to identify the causative
agent behind system alteration from its initial signature state requires the use of
many tested and trusted diagnostic tools which shall be considered briefly in the
following subsection.

The underlining effect calling for this research is to address the catastrophic
nature of damages and disturbance befalling the industries through incessant fail-
ures resulting from unidentifiable incipient faults. A stratified fault identification
framework is proposed to meet the challenging needs of manufacturing based on
training of machine integrity on past and in situ machinery data.

2 Literature Review

The basic strategies for fault identification in industrial machinery have been in
place for over 3–4 decades ago. Prominent scholars had prevalently made mean-
ingful contributions to this industrial menace. Some of the literatures consulted in
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the course of preparing this chapter are as stated by extracting the cogent contri-
butions and examining areas for which the newly proposed approach could be of
help in proffering solution to faults diagnosis in industrial engineering.

Mehra and Peschon [4] postulated an innovative approach to fault detection and
diagnosis in dynamics systems by outlining the approach for establishing fault
detection, its root cause, and prognosis with the introduction of mathematical
models in affirming its postulation. With the duo’s input, it is an indication that the
struggle for fault identification has been on for a while.

Isermann [5] worked on fault diagnosis of machines through the use of
parameter estimation, parametric physical coefficient, fault sign tree, and knowl-
edge processing. Isermann [1] further posited that fault detection and its diagnosis is
hinged on the formulation of robust dynamic model using the input and output
signals of the systems. Isermann’s work made use of dynamic process models on
the systemic appropriation of the input and output signals generation from system
being observed. The framework laid has its root on parametric estimation and
equations’ parity under the use of actuator, passage car, and a combustion engine.

Yen [2] researched on health monitoring of vibration signatures in rotor wings.
His proposition was on the design and evaluation of onboard rotor craft machines
using intelligent assessment tools. The aftermath of the proposition resulted in
having a system that could house incipient faults, detect it, and as well identify it.

Frank and Koopen-Seliger [6] unveiled the usefulness and application of fuzzy
logic and neural network to fault diagnosis. The work done entails the use of
residual concept on generation and evaluation analysis all knitted on the fuzzy logic
tools and “knowledge observer.”

Benbouzid [7] discussed the review of induction motor signature analysis as a
medium for fault detection. His work only gave an informative and educative
resume of induction motors’ signature analysis by laying foundation of the theory,
implication, and outcome of using motor signature tools in determining faulty and
degraded status of mechanical and electrical component wrapped on spectrum
threshold of the stator current.

Venkatasubramanian et al. [8] explicitly reviewed the methods involved in fault
diagnosis through the proposition of inherent characteristics for diagnostic system.
Structural work for determining and comprehending diagnostic strategies based on
qualitative model-based methods, process history-based record, and their limita-
tions were as well documented.

Gang and Dahiya [9] worked on current signature analysis and its application in
the condition monitoring of wind turbine for rotors. The work was hinged on the
measurement of characterized frequency at excitation level of the wind turbine
generator. The excitation produced was measured and analyzed at no load, full load,
and different stages of wind conditions using the fast Fourier transform algorithm.
Their submission was that the key approach to fruitful diagnosis is a function of
putting up the right strategy in establishing frequency range and diagnostic index
between normal and degraded condition.

Staroswiecki [10] researched on quantitative and qualitative models for fault
detection and isolation. His research employed the use of differential informative
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knowledge of the system being observed by integrating both numerical and qual-
itative models in one entity. The explanation regarding the model principles for the
fault detection and isolation was highlighted. But the work was limited by size as it
cannot be applied on a large-scale system.

Kahraman et al. [11] gave a clear application of fuzzy sets in industrial engi-
neering using topical classification approach. The work explicitly gave the survey
and how the fuzzy set theory could be applied in industrial engineering in solving
related faults challenges.

The formulation of mechanistic models for degradation and failed propagation
arrest in rolling bearings was revealed in the work of Kurfess et al. [12]. Their work
posited that the formulated models would be helpful in diagnostic and prognostic
analysis of industrial system.

Rajakarunakaran et al. [13] used artificial neural network for the detection of
faults in rotary system. The authors employed feed forward network algorithm and
binary adaptive resonance of the artificial neural network phenomenon. The
implementation of the proposition was carried out on centrifugal pumping machine
encompassing the detection of seven (7) different faults ranging from shaft and
bearing problem, leakage problem, impeller and mechanical problem, operability
and vibration problem. The methodology on case-based reasoning system of
industrial diagnosis was borne on Chebel-Morello et al. [14]. The methodology
addressed diagnosis analysis based on “knowledge-oriented system” built on arti-
ficial reasoning.

Mendonca et al. [15] gave the architecture needed for fault detection and iso-
lation using fuzzy methods hinged on tree search concept, residual computation
analysis, and fuzzy decision factors. In another perspective, Ierace et al. [16] opined
that electric signature is a potent tool if properly used will be a better and as well a
cheap diagnostic and prognostics tool for fault detection and industrial machine
upkeep. This proposition of Ierace was implemented on a vending machine to
determine the economic importance of its quality, and it was submitted that the
approach was quite relatively cheap.

Yin et al. [17] gave a comparative study of basic data-driven fault diagnosis and
process monitoring methods on the benchmark Tennessee Eastman Process. The
work was data-driven meant to monitor and determine associated faults in the
system. The outcome of the work has become industrial reference for monitoring
processes. Also, Yin et al. [18] posited another theory that a well formulated data-
driven design could lead to a robust fault detection system. This premise was used on
wind turbines by harvesting the available residual data of generators. The robustness
of the design was captioned on the performance index and optimization provision in
the generic framework developed. Nonparametric dimension reduction algorithm
was proposed by Chamay et al. [19] as another approach of neural networks appli-
cation that could be used for diagnostic analysis. Their concept works on algorithm
that reduces the dimension of the system-retrieved data to be trained for the neural
application. This proposition was confirmed by its implementation on wind power
machine. Their findings revealed that if and only if classification error rate is to be
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achieved, and only six input variables would be required for the artificial neural
network.

Skelton [20] presented a synopsis on delivery reliability improvement and effi-
ciency through emerging diagnostic techniques using Powercor as a base study. The
work made use of historical details and the acquaintance interaction in the industrial
field of Powercor. The findings established the probable cause of the fault associ-
ated with power poles and gave recommendation on how the pole structure should
be.

Chamay et al. [21] developed a diagnostic system using linear predictive coding/
cepstrum analysis in machine vibration purposely for diagnostics analysis. The
development was on the use of linear predictive coding procedures in finding
abnormality of failed components in engines’ assembly line. Their findings revealed
that the linear predictive coding cepstrum diagnostic tools are at advantage over the
“Euclidean distance approach” being used in detecting faults.

Islam et al. [22] reviewed the condition monitoring techniques and it diagnostic
tests for lifetime estimation of power transformers. Their work further gave the
summary of what is obtainable in the power industry especially on transformer by
establishing the strengths and weaknesses of all the various methods in vogue using
the “health index” life estimation and probability “failure criteria.”

Other documented related researches worthy of note in this chapter are on:
overview of process fault diagnosis [23]; integrated diagnostic process for auto-
motive systems [24]; failure diagnosis of complex systems [25]; data-mining
approach for machine fault diagnosis based on associated frequency patterns [26];
review of condition monitoring parameters for fault diagnosis of fixed gearbox [27];
fault detection and classification in automated assembly machines using machine
vision [28]; and state of the art and taxonomy of prognostics approaches, trends of
prognostics applications, and open issues toward maturity at different technology
readiness levels [29].

Furthermore, all other classical authors who had toiled greatly with their
meaningful contributions in the niche area of fault diagnosis are as tabulated in
Table 1.

With the aforementioned literatures on the enormous works that had been done
in fault diagnosis, the approaches employed had been on fault detection and iso-
lation using neural network, data-driven model, symptom-based model, qualitative
model, quantitative model, fault-based model, normal-based model, process history,
statistical knowledge, real-time analysis, vector support machine, auto regression,
and just to mention a few. There is still a gap yet to be addressed in the area of
machine signature integrity, and few literatures documented in this area do not give
the holistic concept of it. Therefore, this chapter will proceed further in giving the
algorithm of how machine signature integrity could be harnessed as a tool in fault
diagnostic analysis.
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Table 1 Summary of contributors who had worked on fault diagnosis-related research

S/n Authors Title of work done Methods used/findings and
contributions

1 Rao [30] Condition monitoring and the
integrity of industrial systems

It led to the introduction of
condition monitoring and
diagnostic engineering
management (COMADEM)

2 Huang and Wang
[31]

Related work on machine
monitoring and diagnostics

Mainly a review work on signal
processing tools, artificial
intelligence, artificial network,
and sensors

3 Stefanoiu and
Ionescu [32]

Fuzzy statistical reasoning in
fault diagnosis

Nonconventional approach was
used.
The approach initializes the
automation of human reasoning
integration into detection and
classification of defects. And it
was implemented on bearings

4 Dai et al. [33] Machinery vibration signals
analysis and monitoring for fault
diagnosis and process control

Application of vibration for
locating machine fault

5 Bongers and
Gurgenci [34]

Fault detection and identification
for longwall machinery using
SCADA data

Application of data in detecting
fault
Use of semi-autonomous concept
was adopted in addressing
constraints in retrieving detailed
equipment record on
deterioration and failure

6 Sobhani-Tehrani
and Khorasani
[35]

Fault diagnosis of nonlinear
systems

Encompassing fault diagnosis
technique was introduced.
Hybrid framework formulation
for fault detection isolation

7 Peng et al. [36] Current status of machine
prognostics in condition-based
maintenance: a review

Generic models on machinery
prognostics analysis were
formulated for the
condition-based maintenance
strategy identification (FDII)
which was achieved

8 Cholewa et al.
[37]

Diagnostic methods It uses dynamic neural model
hinged on bounded error
Its parameters are based on
knowledgeable information
It is a belief-network-based
diagnostic model

9 Qin [38] Survey on data-driven process
monitoring and diagnosis

Review work on state-of-the-art
strategies used for fault detection

10 Hwang et al. [39] A new machine condition
monitoring method based on

Likelihood-based change of
stochastic model hinged on live

(continued)
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3 Introduction to Machine Fault Diagnosis

Industrial machines and their components are bound to be faulty once they con-
tinually perform their day-to-day operations as the need arises. Fortuna et al. [23]
opined that whenever a fault occurs, there are actions that needed to be taken in
order to rectify such industrial operation interruption. The actions in diagnosing
faults are strategically sequential and phased as found in Wang [40], Vachtsevanos
et al. [44], Fortuna et al. [23] and Samantaray and Bouamama [45]. As shown in
Fig. 1, the three phases identified with fault diagnosis are: fault detection state,
fault-isolation state, and fault identification sate.

Table 1 (continued)

S/n Authors Title of work done Methods used/findings and
contributions

likelihood change of a stochastic
model

machine data to overcome
previous defects likelihood was
proposed
It uses pretrained hidden Markov
model
The concept was implemented on
machine and weld status
condition

11 Wang et al. [40] Health monitoring of engineering
systems

Introduction of basic concepts in
analysis and classification of
faults and degradation prognosis
and class function

12 Wang et al. [3] Spectral kurtosis for fault
detection, diagnosis, and
prognostics of rotating machines:
a review with applications,
mechanical systems, and signal
processing

Based on kurtosis concept

13 Tidriri et al. [41] Bridging data-driven and
model-based approaches for
process fault diagnosis and health
monitoring: a review of
researches and future challenges

Model-driven fault diagnostic
and health monitoring concepts
for fault location and
identification
It enhances high accuracy of fault
detection

14 Vog et al. [42] A review of diagnostic and
prognostic capabilities and best
practices for manufacturing

Proposition of sustainable
prognostic and health
management system

15 Ogidi et al. [43] Fault diagnosis and condition
monitoring of axial flux
permanent magnet wind
generators

Axial flux fault was addressed
stemming out from static
eccentricities and circuits failure
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The first phase which is fault detection state is to detect, and in other words, it
connotes recognizing the initiating time that the fault begins to commence. As this
is recognized, the next phase is to isolate (which is fault-isolation phase). Fault
isolation implies establishing the nature, spot of occurrence, and period in which the
fault occurs. After which, the fault will now be identified. Fault identification calls
for knowing the degree, extent, and time transformation characteristics from which
a normal system becomes being degraded or failed.

Faults are classified into three classes namely: abrupt fault; incipient fault; and
intermittent fault. The detailed theory and characteristics of these classifications
could be found in Vachtsevanos et al. [44], Fortuna et al. [23], Wang et al. [40],
Yen [2] and Mendonca et al. [15].

There are several tools based on scientific proof which could be used for fault
detection. Fortuna et al. [23] categorized these approaches as: parity check
(checking the consistency of the parity through the model describing the industrial
machine); observer-based scheme (processed harvested data from observation point
of view are used in redesigning of the system); and parameter estimation (which
works on the physical parameters as it is a reflection of the of the actual state of the
system). Therefore, allowing residual inference to be drawn by using the compar-
ative differences between the nominal and the estimated parameters. Thus, giving
hint on the detection of the system fault.

While the fault diagnosis analysis techniques are inherent in the use of any or
combination of these three tools, namely [44, 46]:

i. Data-driven-based tool: The approach is characterized with the use of sensor
to harvest data read, and the data are trained for inferences with the help of
decision logic. It finds its application on anticipated faults diagnosis;

ii. Model-based techniques: It makes use of sensors for data retrieving from
machine to be diagnosed, data collected are modeled, and residuals or inno-
vative knowledge is required which is built on the decision logic. This tool is
good for addressing unanticipated faults; and

Fault detection state
 (1 st  Phase)

Fault isolation state
(2nd  Phase)

Fault identification state
(3rd  Phase)

Fig. 1 Stages in fault diagnosis
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iii. Statistical regression and clustering techniques: This works on historical data.
Signature patterning groupings and classification are done using historical data
and algorithm of decision-making.

4 Machine Signature and Integrity

As earlier revealed in the introductory section of this chapter, machine signature
exhibits the signals spectrum of the behavioral model of how the machine works.
Ierace et al. [16] posited that the phenomenon lies on an action resulting into an
effect.

In an approach to know what the machine signature holds, it is easily determined
by machine learning and vector support machine principles. These two principles
aid in determining the machine signature pattern.

Kavulya et al. [25] explained that machine learning is the science dealing with
building up of procedural rules that enables computers to imitate characteristics of
machine hinged on data training. In the same note, Behnia et al. [47] stated that
machine learning and pattern recognition referred to “the act of taking raw data and
adopting an action based on the category of the pattern which is mostly a set of
data linked to a set of classes.”

The machine learning is grouped into three, namely: supervised learning,
unsupervised learning, and deep learning. While the widely used machine learning
algorithms are support vector machines, linear regression, logistic regression,
tree-based modeling, Bayesian modeling, k nearest neighbor, k-means, neural
network, and perceptron ensemble modeling and anomaly detection [29, 53]. The
explanation on machine learning, support vector machines, support vector regres-
sion can be found in Widodo and Yang [48], Wuest et al. [49], Nishani and Biba
[50] and Behnia et al. [47] and Gui et al. [51]. But for the purpose of clarity on what
the tools of the diagnostics analysis of this chapter are built on, it is on machine
learning and support vector machine due to the following unique characteristics
they possess:

i. Establishment of machine signature pattern [47];
ii. Provision of family classification grouping [47];
iii. Possibility of training of known data to learn from so as to be able to forecast

on unforeseen situation [50];
iv. The learning algorithm implores the use of preliminary facts to kick start the

process;
v. Good for extracting features and identification of defect [51]; and
vi. Has high accuracy and good generalization for a smaller group of samples

[47].

Machine signature is made up of the individual components’ signature it has, be
it electric motor, actuator, gear, switch, couplings, belt, impeller, sprocket, sensors,
rotor, etc.
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Let the total component parts in any given “machine A” be n, such that the list of
the components will flow from component A1, A2 ………… A(n − 1), An.

At delivery of a newly produced “machine A,” the reliability is expected to be
100% functional provided all things are equal (ceteris paribus). As machine A
commences operation, the efficiency and its reliability is expected to be approxi-
mately high as 99% for the first three to six months of its operation. With the
passage of time, if proper maintenance practice is put in place, the efficiency will
still be optimal. Figure 2 shows the transformation change with time when
degradation starts to set in and the probable state of its reliability as well as the

Fig. 2 Likelihood transformation change with time in machine signature according to degradation
initiation in components’ parts
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likelihood signatures the machine might display. As the machine system compo-
nents are altered due to initiation of incipient fault(s), the signature pattern of the
machine is bound to change.

In other words, as machine reliability changes, the machine signature changes
accordingly. But for a well-maintained machine, its signature will probably remain
constant. Mathematically, it could be inferred that machine signature should be
directly proportional to its reliability rating as expressed in Eq. (3)

MS / R ð3Þ

where MS is the machine signature integrity pattern and R is the machine reliability
or its efficiency. And R is the summation of all the individual components reliability
divided by the total number of components it possesses as given in Eq. (4) or (5)

That is:

RAðtotalÞ ¼
RA1 þRA2 þRA3 þRA4 þ � � �RAðn�1Þ þRAn

n
ð%Þ ð4Þ

or

RAðtotalÞ ¼ 1
n

Xn

i¼1

RA

 !
ð5Þ

where n is the total number of the components makeup of the machine being
considered. RA1, RA2, RA3… are the individual reliability rating of each component
presents in machine A.

Machine Integrity

Machine integrity is a function of what the machine is known for and what it can do at
any given time, t on any given operation, pwhen all the principles behind its operation
are kept to the letter. Just as earlier noted in the introductory aspect of this chapter,
when amanufacturer produces any industrialmachine, before such is introduced to the
market, series of test would have been carried out on it to make it certified, trade-
marked, and guaranteed for end users. For the machine to deny its integrity is an
indication that something is wrong somewhere since it is a dummy object that awaits
commands from its users or operators. For the course of clarity, let us consider Figs. 3
and 4 which are excerpt from the work of Garg and Dahiya [9]. Figure 3a–c excerpt
presents the experimental result at which rotor signature wavelength of a wind turbine
was being monitored under (no load) decomposition at normal condition, faulty
condition at constant speed of 7 m/s, and faulty condition at varying step speed,
respectively.While Fig. 4a–c excerpt presents rotor signature wavelength of the wind
turbine at (full load) decomposition under normal condition, faulty condition at
constant speed of 7 m/s, and faulty condition at varying step speed, respectively. From
the excerpt, it could be noted that there are different wavelength patterns of the rotor as
the frequency components increase with gravity of fault.
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5 Machine Data Trending

Trend monitoring is an approach that is used in making known the acceptable and
healthy signature patterns of machine. Trend analysis works on prediction of the
future based on the existing facts and figures. It uses the present trend of operational
event to predict what the likelihood of the machine would be in subsequent interval
periods of time through the generated graphical pattern exhibiting or describing it.
When extracted data from machine are to be trended, such data and the monitoring
factors would be worked upon using regression model which could be linear,
exponential, logarithmic, power, or moving average to establish the relationship
between the generated data and the observed factors. The use of time series data for
trending analysis would involve generating a model of y ¼ axþ b, where “a”
symbolizes the rate of change of the machine behavior and “b” the intercept on the
y-axis. Once “a” is known, and “b” is established, relevant information could be
derived in forecasting the behavior of the machine.

The approaches for data trending are:

Fig. 3 Excerpt signature of the rotor modulating signal of no-load decomposition under: a normal
healthy condition at constant wind speed of 7 m/s; b rotor eccentricity fault at constant wind speed
of 7 m/s; and c rotor eccentricity fault at step variation in wind speed (from [9])
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i. Rule-based model;
ii. Data simulation;
iii. Statistical time series modeling; and
iv. Machine learning.

These approaches had been introduced in the previous subheadings.
Based on the knowledge of data trending, Okah-Avae [52] revealed that with

experience of industrial machine users, the mechanical condition of machines is
always proportional to its vibration level. And that a system degradation from its
mechanical point of view would manifest itself in a corresponding change of its
vibration response. Therefore, the use of historical data and in situ data taken
continuously, intermittently, and periodically for establishing the trend pattern of
the machinery behavior will give a reliable information of health status or condition

Fig. 4 Excerpt signature of the rotor modulating signal of full load decomposition under:
a normal healthy condition at constant wind speed of 7 m/s; b rotor eccentricity fault at constant
wind speed of 7 m/s; and c rotor eccentricity fault at step variation in wind speed (from [9])
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of the machines. Based on this, the fault identification given in this chapter is built
on vibration-related diagnosis trouble shooting tips.

6 The Proposed Concept for Machine Fault Diagnosis

The diagnostic analysis proposed in this chapter is as shown in Fig. 5.
Industrial machinery sends its behavioral data information into the data acqui-

sition system either through wired or wireless communicating sensors on
vibration-related data, temperature values, acoustic and sound data, humidity, wear
rate, corrosion, lubrication data, etc. (However, this chapter will not discuss the
necessary sensors needed for this). The data acquisition system retrieves the data
and communicates it to the diagnostic analysis toolbox for various analyses. The

Fig. 5 Architectural framework of the proposed fault diagnostic system
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machine signature toolbox receives the communicated data for analysis using
data-based model, machine learning fast Fourier transform, and support vector
machine knitted in one system for data training, filtering, signature patterning/
features extraction, classification, and trending. Simultaneously, the data are com-
municated to the fault-isolation section where some decisions are being made based
on “if, then else” principles. Also, the logic gate is integrated into this section to
assist in robust filtering and decision-making, which is meant to aid the fault
identification process.

For clarity on how this works, consider this scenario. The condition monitoring
techniques are anchored on three different monitoring indices: vibration, tempera-
ture, and sound for detecting, isolating and identification of faults. The logic gate
will function on the basis of truth table. Since there are three factors, the expected
combination output will be 2f. That is, the expected combination output Q will be 2f

as expressed in Eq. (6) where f is the number of factors being considered.

Q ¼ 2 f ð6Þ

For this scenario under explanation, the truth table will have eight combinations
as shown in Table 2 with the assumption that:

i. Logic 1 represents a state when an active factor is predominantly contributing
to the machine fault;

ii. Logic 0 represents a state when a factor is not contributing to the machine
fault;

iii. Vibration as a factor is denoted by “A”;
iv. Temperature is represented with “B”; and
v. Sound be represented by “C.”

The conversion of the truth table of Table 2 to Boolean equation is thus given in
Eqs. (7) and (8)

F ¼ ABCþABCþABCþABC ð7Þ

F ¼ CðABþABÞþAðBCþBCÞ ð8Þ

Table 2 Truth table for
fault-isolation assistance

S/N A B C F

1 0 0 0 0

2 0 0 1 0

3 0 1 0 0

4 0 1 1 1

5 1 0 0 0

6 1 0 1 1

7 1 1 0 1

8 1 1 1 1
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These equations are now used to build the logic gate which is as shown in Fig. 6.
With reference to the Truth Table of Table 2 and Fig. 6, at the fourth, sixth,

seventh, and eighth combinations, there will be indicator signaling information into
adjoining system to initiate the fault identification programs for the machines. How
the fault will be identified would be discussed under the flowchart and algorithm of
the proposed program.

The Supporting Flowchart and Algorithm for the Proposed Diagnostic
Approach

Figure 7 refers. As serially numbered in red ink, serial number:

i. 1-3 gives the pre-fault detection stage of the machine signature integrity. This
is needed because it will be a useless and wasteful act if the needed precau-
tions that ought to have been adhered to by machine users are not been kept.
These precautions check will ensure the reliance important in machine
integrity. The needed precautions referred to include the way and manner on
how the machine should be operated, be it on-load or no-load condition,
recommended power rating and just to mention a few. The pre-fault detection
algorithm gives the pre-check conformance test which requires the following
tasks: input of manufacturer’s data guidelines, setting of machine signature
threshold spectrum pattern, and a decision control box. Once this is not met,
the algorithm instructs the machine operator to task labeled “1” in the flow-
chart shown. If met, the program proceeds to the next stage which is signature
patterning and data trending phase;

ii. 4-6 gives the signature patterning and data trending phase. In this phase,
machine data are being extracted for signature patterning and data trending
using the aforementioned analytical tools. Machine signature pattern is now
compared with the set standard frequency pattern in task serial 1. After which,
a decision based on the inference drawn would be made. If the machine

Fig. 6 Logic gate design for the assisted fault-isolation process
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Fig. 7 (continued)
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integrity is not compromised, the system will take it back to task “4,” else, it
will proceed to the next stage which is fault detection;

iii. 7 gives the task to be done under the fault detection phase.
iv. 8–10 discusses the operation task of the fault-isolation state. The logic gate in

line with the machine learning and other data-driven model are used in the

Fig. 7 (continued)
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fault-isolation phase. Prominent fault indicators are determined as pointer to
the knowledge of what to be identified; and

v. 11–12 highlights the tasks of fault identification phase. The stage hinges on
the outcome from fault-isolation process. From the flowchart, seven factors
were identified, all with question mark (?) except vibration. For the course of
this chapter, only the fault identification based on vibration-related cases
would be provided as the research work is just being kick started. The flow-
chart to identify the fault is contained in the remaining flowchart continuation
shown in Fig. 7b–d

7 Diagnostic Algorithm

The set of programs that will implement the flowchart of Figs. 4, 5, and 6 depend
solely on the algorithm describing the flow of activities sequentially and simulta-
neous actions that needed to be done for any point in time. Therefore, the algorithm
of the proposed approach is thus as stated.

Algorithm I Algorithm I—Pre-setting/pre-fault detection and signature pat-
terning stage

Step 1: establish the manufacturers’ instructions and requirement, input into the
system
Step 2: set system connections (as rightly indicated above)
Step 3: initialize data retrieving process
Step 4: transform data into models
Step 5: train data, classify data, filter data by Support Vector Machines and
Machine Learning tools
Step 6: generate machine signature pattern
Step 6: trend data and machine signature
Step 7: define frequency pattern, its boundary and associated classifiers
Step 8: commence diagnostic analysis
Step 9: is machine being used the way it should as preset and recommended by
manufacturers?
Step 10: if yes, next step 11, else GOTO step1
Step 11: compare machine signature pattern with set reference standard of pattern
Step 12: is machine signature integrity compromised?
Step 13: if yes next step 14, else GOTO step3

Algorithm II Algorithm II—Fault detection and Isolation Phase

Step 14: initialize fault detection system
Step 15: logic gate receives communicated data to initialize isolation process
Step 16: system isolate fault using the designed logic gate
Step 17: determine prominent fault indicators
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Step 18: is it vibration related, if yes, next step 19………. ** (the system can
simultaneously work on all the factors that seem to be noticeable)

Algorithm III Algorithm III—Fault Identification Phase

Step 19: initialize fault identification
Step 20: system memory recall back set of signature pattern spectrum preset on it.
(Here the vibration based signature patterns are activated)
Step 21: system makes decision based on the dominant frequency of the machine
Step 22: system compares and compares based on dominant frequency ***
Step 23: is fault identified?
Step 24: if yes, next step, else GOTO 19
Step 25: stop machine and rectify fault.
Step 26: program paused
Step 27: Program restart

Discussion of Algorithm Step 18 and Step 22

The sign “**” indicated in the algorithm means that the diagnostic program can
simultaneously work on quite large factors identified. But for the sake of this
chapter, only the vibration identification algorithm and flowchart are documented.

Similarly, the symbol “***” is shown so as to give a full explanation on how the
fault is identified.

Therefore, with reference to Fig. 7b–d, the identification of vibration-related
faults is integrated into the algorithm based on the indicated frequency range of
documented vibration as found in Okah-Avae (1995). For instance, once the fault
identification phase is initialized, the process starts to watch like a watch dog and
using the inference mechanism built-in based on dominant frequency output
translated from the various signature waveforms. The system will run through series
of trouble shooting tips in his processor memory using generative decision ques-
tions based on the dominant frequency. Generative decision questions such as “is
dominant frequency equals 3 multiply by the angular velocity, x. If “NO,” it asks
another decision question that “is dominant frequency equals 4x?” If “YES,” the
system quickly matches the “compromised signature integrity” or fault and drawn
inference that the fault is as a result of “MISALIGNMENT.” The system will
proceed further to validate the authenticity of its submission by asking the question
“HAS FAULT BEEN IDENTIFIED?” Then, the system pause for the rectification
or repair of the identified fault or failed component(s) provided the answer to the
question raised is “YES.” But if “NO,” the system will revert back to the
“INITIALIZE FAULT IDENTIFICATION USING DOMINANT FREQUENCY”
subroutine of the program as shown in Fig. 7b to continue to watch until fault is
identified. The cycle of the diagnosis continues with the production cycle.
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8 Conclusion

The concept presented is a preliminary work of a subpart outline program stemming
out from a research work entitled smart predictive maintenance system for pro-
duction system being supported under the “TWAS-DFG Cooperation Research
Visit Program.” The research is still at the framework level of which the explicit
detail of result and finding could not be presented to readers, researchers, and
industrialist at this instance, but the veracity of the program is of high importance.
However, with the understanding of the proposed architectural frame work, flow-
chart and algorithm presented on machine signature integrity and data trending
technique, if followed and fully implemented, stepwise/abrupt fault, drift/incipient
fault, additive faults, and multiplicative faults which are based on time of appear-
ance and addition would be detected, isolated, and identified. The anticipated fur-
ther work to be done is to ensure the full implementation of the concept presented
and as well move further by integrating a self-induced repairing module so that
when a fault is detected, the system on its own should rectify the identified fault.
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Hazard and Risk Assessment
and Mitigation for Objects of Critical
Infrastructure

Alexander V. Bochkov

Abstract This chapter presents the basic definitions of hazard and risk assessment
and mitigation for objects of critical infrastructure. The problem of investigation
and assessment of risks, stability, vulnerability and survivability of large-scale
systems (LSS) has been formulated. Approaches to the solution of a problem of
assessing an abnormal situation in the a priori (pre-crisis, crisis) situation in the
similar systems and construction of the system of its state indicators. The concept of
rational distribution resources. The priority ranking that belongs to critical infras-
tructure (as exemplified by the fuel and energy complex facilities) has been dis-
cussed. The ranking algorithm as applied to similar facilities, which is based on
their systemic value for the LSS, has been suggested. Besides, the algorithm for
forming the ranked list of different types of facilities. In addition, the approaches to
solving problems of analysis and risk management for critical infrastructure objects
of LSS that allow making informed decisions on the rational allocation of funds for
their protection are outlined. The noted features of situational management in the
understanding of the management process as a process of transfer of information
flows from one subject to another. It is shown that the selected persons can be
described by including them in a broad, understandable category using special
questionnaires. It is noted that such a questionnaire introduces systematicity in the
process of apprehension in the analysis of assessed situations. It is shown that if
there is sufficiently representative statistics on some criterion (for example,
bad/good, regular/freelance, etc.), then using the support vector method, you can
define rules in the automatic section of the stream. Consider an example of practical
application of the method to the problem of risk prequalification of counterparties.
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1 Structural Complexity and Critical Infrastructure
Objects Safety Problems Summary Experience of Risk
Assessment

The so called and often discussed [1–5] problem of critical infrastructure is in the
following: almost in all major sectors of economics there are systems which ele-
ments are so far distributed over a distance (sometimes these systems are classified
as of territorial distributed) that it is almost impossible from economical point of
view to protect completely all objects even of any one sector, without mentioning
all sectors of the system. The main issues and a problem of the decision-maker
(DM) in the field of safety of functioning of similar systems is the question of
threats and risks assessment, significant for the system in general and for its ele-
ments, and definition of priority of elements and objects protection of critical
infrastructure taking into account as a rule limited resources which are available at
his disposal.

Besides huge sizes many sectors are so difficult that technologically and eco-
nomically it is impossible to predict and estimate all unforeseen consequences of
any incident regardless of whether an incident has been caused by consequences of
people’s malicious actions, or it was a consequence of natural disasters. As a rule, it
is extremely difficult to predict consequences of small perturbation in one part of
critical infrastructure for its other sectors. For example, all communications in the
Internet in South Africa were completely stopped because of falling of the Twin
Towers as a result of terrorist attack on the USA on September 9, 2001, and rather
insignificant malfunctions in the electric useful power of First Energy in Ohio
(USA) accelerated the blackout in August 2003 which has affected 50 million
people for thousands of kilometers from the source of problem [6–8].

In fact, the existing infrastructure is vulnerable just because it contains so many
very closely interconnected components that for most of technical consultants,
analysts and DM defining its security policy it becomes an insoluble problem.

The concept of structural complexity, as well as the concept of the system in
general still hasn’t found unambiguous definition. At the same time, modern
requirements to creation of systems of safety and efficiency of their functioning
were and remain rather high. As a result, there are problems of the choice of priority
objects of equipping from their general totality and optimum distribution at the
disposal of the owner of the system (the owner, the state) of financial and material
resources for their protection.

A person in his daily activities constantly faces the need of the choice using his
logical apparatus, carrying out reasoning chain, addressing associations and
analogies, remembering precedents in the past, stating forecasts, assumptions and
guesses, applying to an intuition, and, at last, carrying out calculations. Analytical
activity in general is always connected with the choice: anyway, its result is a
decision made as a result of the analysis of some data set and some options.
Naturally choosing the decision, DM seeks for receiving the best result for himself.
Such way of action is usually called the optimum choice or the optimal solution.
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With the expansion and complication of solvable problems also the cost of mistake
grows during decision-making. Besides the more difficult the task is the more
difficult it is to find not just optimal solution but also the correct decision in general.
Proceeding from abovementioned further we will rather talk not about optimum but
about rational decision. To possess methods of creation of such decision in the field
of safety, planning and business of large energy companies, industries and the state
in general is extremely important. The demand for adequate description and
especially for modeling of reality grows constantly and along with it there is a need
for synthesis and description of theoretical bases, ways of organization and main-
taining, and also for creation of technological tools of information and analytical
work.

Before going on it is necessary to define unambiguously an object of research
and to agree about basic definitions of key concepts.

Hereinafter the term “system” is understood to be the set of operating inter-
connected elements and considered as uniform structural whole [9]. In general, any
system means existence in its structure of a certain quantity of elements having a
certain quality and characterized by relations among themselves. Some researchers
pay attention that if the question is about system, in these relations “the principle of
proportionality” must be observed [10, 11]. All this in total defines conditions for
the solution of the main research task—the search of arguments of risk function.

The first exploratory phase is collection of data on the system, its surround,
existing communications and interactions out of and in it, available resources, i.e.,
in other words—risk function synthesis after which it is possible to start the analysis
of collected and systematized data.

There is quite large number of classifications of systems, each of which differs in
the specifics. In this work, we consider only a class of so-called structural and
difficult systems (the Latin word “structura” means interposition and communica-
tion of components of something).

Objects and the whole system in general are characterized by a set of properties.
One of basic—reliability—property of an object to function smoothly continu-

ously with 100% efficiency level. In the analysis of reliability, the main criterion is
failure criterion which divides everything into “yes” and “no”.

Operational efficiency of functioning is a property of the system to function
continuously though perhaps with the lowered level of “output parameters”.
Actually, it is the same reliability but without rigid failure criterion, and with
several “levels” of quality/efficiency.

Stability is a property of the system to come back (for allowed time) to former
100% functioning level after disabling its separate components. At natural influ-
ences stability can be characterized by number of elements which casual “switching
off” from the system leads to such state when the system stops satisfying to the
concept 100% working capacity. At the same time elements are understood to be
structural units (“blocks”) of equal “scale”. At hostile influences stability charac-
terizes the number of elements arranged by importance, the removal of which leads
the system to a state when it stops being 100% workable. Stability is an ability of
the system to adapt and revert to the original state. In recent years during the
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analysis of stability of structural and difficult systems the terms resilience and
“antifragility” [12] also started to be used.

Vitality is a property of an object to continue functioning in admissible limits
after disabling of separate components. At natural influences vitality is character-
ized by number of elements which “switching off” from the system in a random
way leads to its “dying”. At hostile influences vitality is characterized “switching
off” of the elements arranged by importance. Vitality is as margin of safety.

Safety is a property of an object to perform its functions without endamagement
to operational personnel, environment and so forth.

One more concept about which it is already much written and told but without
which it is impossible to consider approaches to the solution of the tasks designated
in the introduction is danger. The best measure for the quantitative description of
danger is risk today. We will dwell upon this concept.

The concept of risk is widely used in modern literature and often has absolutely
various sense. So, for example, if they say that this car has high risk of accident then
in this context the term “risk” can be simply replaced with the concept “accident
risk”.

Sometimes risk is used for the description of individual probability of death or
any other consequence as a result of a certain activity, etc.

Today the concept of risk is generally characterized as: probability of an adverse
effect uprising, probability that there is an adverse effect of just this type and
probability that this type of influence causes a certain size of deviations of a
condition of the subject of influence from its dynamic balance.

It follows that risk has to be vector value which can describe dangers of different
type and where all its values given above enter as components. As main questions
discussed below anyway are connected with safety of objects of critical infras-
tructure, therefore where it isn’t stipulated especially, the term “risk” will be
understood as risk of technogenic or more specifically industrial origin.

In questions connected with ensuring industrial safety most often was and
sometimes is now the requirement of achievement of the negligible or “zero” risk
connected with this or that production activity. Therefore, security systems which
were created and used in the industry most often were engineering decisions
directed on implementation of the requirement of absolute safety. The basic prin-
ciple used for creation of these systems is so-called principle of ALAPA (As Low
As Practicable Achievable). According to this principle it is necessary to increase
industrial safety by all means and regardless of the reached level if it is technically
effected.

In other words, according to the principle of ALAPA it was necessary to create
technical security measures which would prevent emergencies, i.e. would nullify
possibility and development of accident. And if an accident practically couldn’t be,
there was no need at the same time to consider actions for weakening of their
consequences. The quality and efficiency of such security systems most often were
judged according to statistical data of the results connected with their introduction.

However, despite all undertaken precautionary measures accidents at the
industrial enterprises and sometimes very serious occurred and occur now. At the
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present stage of development when production itself and technological processes
have become complicated and are connected with use of large numbers of energies,
potential consequences of accidents became so serious that it became impossible to
base the principles and criteria of safety on statistical approach any more. Besides
complication of technologies has led to the fact that it is often just impossible to
foresee all possible scenarios of development of accident and, respectively, to
provide engineering and organizational decisions for their prevention that was
convincingly confirmed once again by the Chernobyl accident and the accident in
Fukushima.

All this has demanded essentially new approach in the solution of problems of
industrial safety. It became necessary to develop new provisions and criteria of
safety, to create a technique of the solution of these tasks. In the last two decades
these questions are shown in a significant number of works which convincingly
confirmed the statement which has already become axiomatic that achievement of
absolute safety is impossible. But if it so, then there is a question: what the level of
acceptable risk has to be, according to what criteria and what methods it has to be
defined.

Thus, risk philosophy based on the concept of absolute safety with need has
come to the concept of acceptable risk. The concept of acceptable risk demanded
refusal of ALAPA principle and pass to a new ALARA principle (As Low As
Reasonable Achievable). According to ALARA principle it is necessary to achieve
a certain level of safety which has to be defined proceeding from social and eco-
nomic conditions of social development. For accidents risk from which is higher
than accepted it is necessary to use engineering decisions for their prevention and
alleviation of the consequences, and for those accidents risk from which is less it is
necessary to use only measures for alleviation of the consequences.

Realization of this principle for nuclear energetics found reflection in provisions
on safety. The concept of safety of the NPP now they add not only design, but also
beyond design basis accidents with possible damage of an active zone to its
complete fusion. Consideration in the concept of safety of the NPP of beyond
design basis accidents demanded a new level of protection provided with so-called
accident management in the system of safety. Accident management means actions
directed to prevention of development of design accidents into beyond design basis
ones and alleviation of the consequences of beyond design basis accidents for what
any serviceable technical means provided for reduction of consequences of beyond
design basis accidents have to be used.

As development of design accident into beyond design basis one means the exit
of the situation out of control, accident management at the first stage aims on
restoration of this control of how active zone fusions will arise. If actions at this
stage were unsuccessful, then there comes the second stage when accident man-
agement aims on weakening of its consequences.

Due to the fact that safety rules include the possibility of emergency mode on the
NPP connected with beyond design basis accident there appeared the need for
standard regulation of such actions as an assessment of possible doses of radiation
of people in case of this type of accident, definition of zones of radioactive pollution
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and criteria for making decision on measures of protection of personnel and the
population up to their evacuation. Therefore, an important feature is inclusion as
one of criteria of safety the size of calculated value of probability of “limit emer-
gency emission” which shouldn’t exceed 10−7 for the reactor in a year (in Russia).

It can be said that now the solution of problems of safety comes down to the
following: on the basis of certain criteria to answer a question of what means and to
what level it is necessary to reduce risk in a particular field of production activity in
order safety both a person and the environment will be optimum.

Today one of possible and the most developed tool of the solution of this task is
the tool united under the name “risk analysis”.

2 Risk Creation

We consider a problem of the characteristics of the functioning and sustainability of
the structurally complex techno-economic systems (SCTES) in terms of different
types of risk. The validity of the application to describe the behavior of this class of
systems of semi-empirical mathematical models, which are based on a vector
description of the system states, using the criteria approach for assessing the quality
of its functioning, is demonstrated.

Under discussion is conceptual model for the interaction of the object and its
environment, allowing to estimate the “optimal” allocation ratio between the pro-
ductive system and its development potential.

The concept of non-formalizable threats for the sustainable functioning of this
systems class was introduced. Expert procedure to account non-formalizable threats
in case of risk assessment was proposed. For the construction of indicators for
assessing the status the methods of quantitative analysis based on the theory and
multi-criteria utility was used. Multi-criteria utility as an indicator of sustainability
in the form of dimensionless complex hierarchy of indicators was proposed.
Computing for through the convolution of the primary indicators.

The hierarchical model proposed to calculate the integral index of multi-criteria
preference of one embodiment of the system over the other. Some results of case
study are discussed.

Usually, the SCTES are characterized by distribution in space, big variety and
interaction of objects types, non-uniform structure of processing chains, unique
conditions of influence of risks of the various nature on objects of the subsystem
and the system as a whole.

In the idea of situation management of SCTES principles of changeable
(adaptive) behavior in terms of possible risks and uncertainties are initially put.
Presence of such risks generated by different circumstances is capable to brake or
change this or that way of movement, to force the system to live « under another
scenario », different from all variety of plans shaped before.

If as sustainability of SCTES functioning to understand the plan performance of
its development with admissible variation on volumes and terms of problems
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performance, then situation safety management in this system is reduced to mini-
mization of hazardous losses at extraordinary situations and to carrying out of
actions for their prediction. The success of such tactics depends substantially on
intuition and talent of management of the company, on its ability to expect the
possibility of weakly formalized threats outgrowth into notable risks and losses.

Under weakly formalized threats we understand here the threat for criticality
estimation of which the development of original algorithm of the decision
depending on a concrete situation is required and for which uncertainty and
dynamism of the initial data and knowledge can be characteristic.

However, in the absence in enough of adequately estimated information nec-
essary for decision-making, tactics of adaptive management quite often turns to a
continuous chain of the “emergency” scenarios leading to disruption of controlla-
bility of all system. Hence, company management should be engaged not only the
current work bringing quite notable results which utility is measured in economic
factors, but also to care of creation the company condition monitoring system and
the world surrounding it, watching dynamics of internal and external threats to its
growth and development.

That is optimal control of SCTES aimed at reception of profit on its activity,
consists in ability to find balance of redistribution of the available resources (ma-
terial, human, information) by proprietor of the company between « productive
activity » and « maintenance of development potential ».

The elementary model illustrating the abovementioned and allowing to estimate
“optimal” proportions of resources distribution between “useful” (production)
system and its development potential is the model of interaction of developing
object and its environment [13, 14].

Let’s present the activity of some SCTES, consisting of two subsystems (Fig. 1).

Fig. 1 Activity of productive system
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The first, « productive subsystem » , brings profit, proportionally to quantity of
received resources aðtÞ � xðtÞð Þ with some positive resources increase speed
coefficient

u
1� aðtÞ
aðtÞ

� �
; ð2:1Þ

available in the system.
The second subsystem- « development potential » plays the role of the accel-

erator (retarder) of resources reproduction speed in the system.
Herein aðtÞ is proportion of resources distribution between productive subsystem

and its development potential, c1ðtÞ; c2ðtÞ—coefficient of resources exchange
intensity between investigated system and some external in relation to it system in
the process of coexistence. Actually, the difference cðtÞ ¼ c1ðtÞ � c2ðtÞð Þ is the
share of resources deduced from the cycle of reproduction in the form of losses of
one kind or another, for example, of final consumption, taxes, etc.

In the elementary representation “potential” influence is the value of function
(2.1) and coefficient cðtÞ for large-scale systems we consider independent of times
in an explicit form as constants. In this case system development is described by the
homogeneous linear equation on a variable xðtÞ at parameters a and c

dxðtÞ
dt

¼ aðtÞ � xðtÞ � u
1� aðtÞ
aðtÞ

� �
þ c� xðtÞ ð2:2Þ

The optimum proportion a�ðtÞ between productive system and its development
potential is defined from the condition

a� � u
1� a�

a�

� �
! max ð2:3Þ

At the natural assumption that u nð Þ is monotone function with saturation
(Fig. 2) there is a simple way of its optimum definition, as

Fig. 2 Dependence of the “development potential” on the resources expended
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a ¼ 1
1þ n

� �
:

According to Fig. 2 it is clear that this optimum is reached in some point n�,
having quite certain sense. So, if resources for development potential are allo-
cated « excessively much » n � n�ð Þ, then means n� n�ð Þ are incorrectly with-
drawn from the current reproduction and there is a situation when efforts to
studying and counteraction to numerous risks which the developing system can
never come across are spent.

The point n ¼ 0ð Þ corresponds to the situation when all resources are spent
exclusively for growth of productive system. The potential of similar system is low
because of constant losses which it is possible to avoid if there is a potential for
prediction of arising risks and struggle against them.

The segment n ¼ 0; n1
� �

shows that if the means allocated for studying and
counteraction to threats and risks are small, then return from similar researches and
done actions less than the resources allocated for them. Information gathering,
research of internal and external threats on a low level doesn’t allow to receive an
adequate estimation for improvement of decision-making quality in most cases
anyhow developing circumstances.

On the segment n ¼ n1; n�
� �

the contribution to development potential starts to

give positive return, however only in the point n2 the level of “self-support” of
expenses for development of “potential” of system will be reached
u n2
� � ¼ u 0ð Þ� �

.
Therefore, it is expedient to consider this point as the point of “critical” position.
Decrease of potential u nð Þð Þ to the level u n2

� �� �
threatens that “in accordance

with the circumstances” economically expediently there will be « strategy of sur-
vival »—strategy of full refusal of expenses for the decision of problems of pre-
diction and anticipation of threats and risks and reproduction maintenance only at
the expense of escalating inefficient capacities in productive subsystem n ! 0.

In spite of the fact that the conceptual model stated above is schematically, it,
nevertheless, provides guidance that threats and risks as a matter of fact are
“anti-potentials” of development, that is they are retarders of speed of all system
reproduction. Since SCTES, as a rule, are non-uniform, they are subject to risks
various by the nature and on influence levels. The received expert estimations of
optimum proportions, certainly, need updating if to consider balanced development
of the system consisting from many productively and territorially connected
subsystems.

The logic of optimum proportional development in this case also remains.
Received estimations should be considered only as “reference points” for the further
researches, otherwise struggle for escalating of development potential will be car-
ried out only in those territories and only in those productive-technological chains
for which it by theoretical estimations is “economically expedient” that will lead to
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destruction of integrity of the system (connectivity loss), withdrawal from unified
state and branch standards.

Let’s suppose that the exit of investigated system runway from admissible
corridor (a component of the vector of functioning efficiency indicators) can be
caused to four reasons:

(a) owing to increase of importance of the problems put before the system to such
level that default of these problems at occurrence of extraordinary situation
(and furthermore in a normal mode of functioning) appears critical for system
existence, up to necessity of its re-structuring as a whole;

(b) owing to system simplification or destruction at which locally arising
extraordinary situations are really capable to outgrow in events with large-scale
losses under scenarios of cascade type;

(c) owing to dramatic or long deterioration of operating conditions of objects and
subsystems in one or several territorial formations formed, including, as a result
of non-formalizable threats increase;

(d) owing to decrease in level of industrial and fire safety and (or) physical pro-
tection for technological blocks and objects of various type.

It is offered for an estimation of extraordinary situation threat level in SCTES to
use the following hierarchical multi-criteria model [15].

Integrated risk of extraordinary situation Rðr1; . . .ri; . . .; rnÞ represents function
of risks of private extraordinary situations occurrence ri ði ¼ 1; . . .; nÞ. The kind of
dependence R on the arguments gets out proceeding from conditions:

0�Rðr1; . . .; ri; . . .; rnÞ� 1 ð2:4Þ

Rð0; . . .; 0; . . .; 0Þ ¼ 0; ð2:5Þ

Rð0; . . .; ri; . . .; 0Þ ¼ ri; ð2:6Þ

0�Rðr1; . . .; 1; . . .; rnÞ ¼ 1 ð2:7Þ

for 8 ri ¼ 1 irrespective of values of other arguments.
Continuous function Rðr1; . . .ri; . . .; rnÞ, meeting (2.4)–(2.7), has the following

general view

Rðr1; . . .ri; . . .; rnÞ ¼ 1�
Yn
i¼1

1� rið Þ
( )

� gðr1; . . .ri; . . .; rnÞ; ð2:8Þ

where gð0; . . .; ri; . . .; 0Þ ¼ 1.
If in special case gðr1; . . .ri; . . .; rnÞ � 1, then formula (2.8) is of the form

Rðr1; . . .ri; . . .; rnÞ ¼ 1�
Yn
i¼1

1� rið Þ
( )

ð2:9Þ
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states the underestimated estimation of integrated risk from calculation that the
stream of extraordinary situations represents a mix of ordinary events taken from
homogeneous, but differing with values ri ði ¼ 1; . . .; nÞ samples.

But for real systems risks, as a rule, are dependent.
Then we have

gðr1; . . .ri; . . .; rnÞ ¼ 1�
Xn�1

i¼1

Xn
j¼iþ 1

Cij � ri½ �aij� rj
� �bij ð2:10Þ

Xn�1

i¼1

Xn
j¼iþ 1

Cij � 1 Cij 	 0

aij [ 0

bij [ 0

ð2:11Þ

where Cij—coefficients of risks connection of i and j extraordinary situation; aij and
bij—positive coefficients of elasticity of replacement of corresponding risks, allow
to consider the facts of risks replacement, caused mainly by that simultaneously
effective actions for decrease in all risks can’t be done owing to limitation of time
and resources.

The current risks values ri ði ¼ 1; . . .; nÞ, entering integral risks factor R are
values changed in time with various speeds (for example depending on the seasonal
factor priorities of solved technological problems essentially change).

Thereof classical calculation of risks equation leads to problems of combinatory
complexity on the initial data having objectively casual, uncertain, often qualitative
(semi-quantitative) nature.

The decision of problems of risks analysis becomes complicated also because
non-formalizable threats can play considerable role.

For the account of these factors it is offered to form values ri as product of four
components:

ri ¼ rðaÞi rðbÞi rðcÞi rðdÞi : ð2:12Þ

The component rðaÞi in (2.12) is estimated through categorizing of problems the
performance of which is cancelled or delayed owing to the arisen extraordinary
situation (for example, in gas supply systems categorizing can be defined through
percentage distribution of categories of power users, affected in case of extraordi-
nary situation because of the termination of gas supply).
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The component rðbÞi is estimated through maximum permissible losses (MPL) in
extraordinary situations at existing technological levels and materials (subjectively
established) calculations of such losses.

Before achievement the level of MPL rðbÞi can be considered as linear function

rðbÞi ¼ Li

MPL
; ð2:13Þ

where Li—current level of losses.

At exceeding of the level of MPL rðbÞi fixed with value 1.

The multiplier rðcÞi is estimated as dimensionless value, is calculated under
empirically picked up statistical data about characteristics of objects in a binding to
their territorial placing and has the meaning of indicator of absolute vulnerability of
object on which the scenario of i extraordinary situation is initiated.

In general, rðcÞi can be considered as the indicator of environment aggression in
which the object functions.

For each territory owing to geographical factors, features of productive structure,
sociocultural, ethnic and other differences the construction of unique models of
calculation significantly found on personal assessment of the experts familiar with
this specificity is required.

And a last, valuation of rðdÞi is in terms of ranging of objects types. It reflects
quality of relative “susceptibility” of objects of the set type on a wide range of

external changes of the factors defining rðcÞi . Values rðdÞi are used so that to result
estimations of risks of extraordinary situations initiated by events on objects of
various types to a uniform scale.

The offered scheme of calculation of integrated index R is mainly intended for
the preliminary analysis of variants of system development on the basis of hierarchy
of the indicators characterizing all aspects of extraordinary situations including both

estimations of consequences rðaÞi , rðbÞi , and estimations of causes rðcÞi , rðdÞi .
Lines of levels of R values allow to build borders of reaction zones to changes of

all spectrum of risks: R	Rred (a “red” zone demanding change of the existing mode

of functioning or additional means for decrease of risks rðcÞi and rðdÞi ), Rred 	R	Ror

(an « orange » zone demanding balancing of contract activity, carrying out of
diagnostic and other actions), R�Ror (a “green” zone in which pertinently to speak
about growth and the further development of the system, introduction of new
capacities and new risks connected with their occurrence).

It is obvious that between developing object what is any of SCTES and its
development potential, one of the components of which is the subsystem of safety
(risk) management there should be a balance. High-yielding system with the
underestimated risk is doomed to inefficient functioning owing to losses and on the
contrary, the excessive safety concern leads to withdrawal of resources from a cycle
of reproduction.
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Thus, for SCTES, having diversified multiphasic production and difficult
space-territorial topology of estimations having only economic character are
unacceptable. Expediently complex development of development potential control
system which can be realized, for example, within the limits of audit formly
occurred crisis and pre-critical situations, estimation and generalization of experi-
ence, development of system of indicators of early detection of threats to steady
functioning of objects (groups of objects).

Let’s notice that during development of such indicators system for realization of
situational approach to management of the company, it is necessary to accept a
number of “reconciliatory agreements ».

The first main agreement consists that preservation of integrity of system and
knowledge (information) about it is more significant, rather than economic success
of separately taken productive element or productive-territorial formation.

The second agreement: threats and risks are considered as factors, braking
development potential and, accordingly, use of the device of an estimation of the
analysis and risks management without taking charge for risks corresponding to
their competence by regulatory bodies is impossible. Concealment of risks or their
revaluation’ll become a subject of economic auction, inappropriate in the conditions
of approaching threats.

The third agreement: pure « one-criteria » approach when to every discovered
risk (social, economic, foreign policy) “cost” estimation of consequences of its
realizations and (or) prevention of scenarios of their expansion is offered, isn’t
universal.

Activity of any person separately, groups of people, labor collective of the
company as a whole many-sided and various, the use of multi-criteria approach
with elements of “indistinct” logic, with use (as far as data permits) detection device
of the latent laws in conjunction with and mutual strengthening of numerous factors
therefore is the most pertinent.

The methodological approach taken as a principle offered method has advantage
in comparison with the cost approaches, expressed that multi-criteria utility “ab-
sorbs” in itself in “share” participation all factors, but not just having cost
expression ones (that, however, doesn’t allow to remove all uncertainties).

Multi-criteria utility is formed on the indicators having in the basis different
dimensions, units and scales of measurements which are easily arranged in the
presence of computing resources to specific features of investigated objects and
risks generated by numerous factors at different circumstances of place and time.

Classical schemes of multi-criteria analysis, based on linear and multiplicative
convolutions are successfully enough used in design and predesign analysis, at the
decision of some problems of situational management in marketing, at risks esti-
mation of continuation or termination of research and developmental works but as
SCTES is dynamic system, it is offered to use more developed model of dynamic
multi-criteria analysis which will allow to include the situations generated so-called
non-formalizable threats and risks-factors into consideration.
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3 Risk Analysis

In many cases risk analysis is the only opportunity to investigate those safety issues
on which the answer from statistics can’t be received as, for example, accidents
with small probability of realization, but with big potential consequences. Of
course, risk analysis isn’t the solution of all problems of safety but only using it, it
is possible to compare risks from various sources of danger, to allocate the most
essential of them, to choose the most effective and economic systems on increase in
safety, to develop actions for decrease in consequences of accidents, etc.

In a foreign press together with the name “Risk Analysis” they sometimes use
the name PRA (Probabilistic Risk Analysis), a probabilistic risk analysis approved
by NRC (National Research Council). There is no basic distinction between them
though it is considered that PRA is mainly aimed on the analysis of accidents with
low probability, however through PRA events with a wide range of probability of
emergence are often investigated.

At the present time the procedure of risk analysis can be divided conditionally
into two main components and several intermediate each of which is characterized
by its problems and uses its methods and models:

• risk assessment the main purpose of which is identification of dangers and
quantitative description of potential damage (at this stage of analysis models are
developed and measures which can be used for finding the risk size are defined,
and also those factors which significantly influence this size are defined);

• risk management when priority areas and necessary means for increase in safety
are defined (this stage uses results of risk assessment and intermediate phase of
risk determination for security policy formulation).

Certainly risk analysis isn’t completely finished and perfect tool for a research of
problems of industrial safety yet and its improvements are possible and necessary,
but even for modern level of industry development it became clear that the deci-
sions made in this area on the basis of risk analysis already today will define the
directions of industry and energetics development, production efficiency and wealth
status of the population.

It is also an important circumstance that questions of risk analysis can’t be
considered separately from game statement. At the same time basic formulas in risk
analysis are perverted, simplified, their belonging to game theory is forgotten. There
are several reasons for it. The word “risk” became “fashionable”, as a result experts
“jumped on the term” without understanding from where it occurs, what axioms
“are put” in this term. As a result, economists, insurers, ecologists, and others
during many years produce false scientific results proceeding from their false
thought-up definitions. Sometimes (multiplying “lie” by “lie” gives the “truth”)
they receive acceptable results. But, as a rule, it concerns only static and stationary
cases (where there is the theory of “reliability”), but not dynamic cases. For a
number of appendices, it was necessary to simplify a formula of risk calculation. As
a result, risk as a dynamic characteristic, depends on time, means and information
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came down to two-dimensional “pictures of photos” where there are only proba-
bilities and damage. In modern risk analysis “the theory of strength” and “the
theory of reliability” have been left. But researches on “the theory of survivability“,
“theories of a gomeostazis”, adaptive theories, including “the theory of decisions
choosing”, “the theory of perspective activity”, “the theory of reflections”, “the
theory of the self-organized systems” have been curtailed.

It is necessary to remember basic difference between stochastic factors leading to
decision-making in the conditions of risk and uncertain factors leading to
decision-making in the conditions of uncertainty. Both result in dispersion of
possible outcomes of management results. But stochastic factors are completely
described by the known stochastic information, this information allows to choose
the best decision on average.

In respect to uncertain factors similar information is absent. Generally, uncer-
tainty can be caused either counteraction of reasonable opponent (more difficult
case connected with the opponent’s reflections (terrorist threat)), or insufficient
awareness on conditions in which the choice of the decision is carried out.

Let us consider the principles of decisions choice with insufficient awareness
concerning conditions in which the choice is carried out. Such situations are usually
named “games with the nature”.

In terms of “games with nature” the problem of decision-making can be for-
mulated as follows. Let the person making the decision can choose one of m of
possible options of his decisions: X1, X2, …, XM and concerning conditions in
which possible options will be realized it’s possible to make n supposals: Y1, Y2,…,
YN. Assessments of each option of the decision in each conditions (Xm, Yn) are
known and set in the form of gains matrix of the DM: A = A (Xm, Yn) = |Amn|.

Let us assume in the beginning that aprioristic information on probabilities of
emergence of any situation of Yn is absent.

The theory of statistical decisions offers several criteria of optimality of deci-
sions choosing. We don’t formalize the choice of this or that criterion, it is carried
out by the DM, subjectively proceeding from his experience, intuition, etc. Let us
consider these criteria.

Laplace criterion. As probabilities of occurring of this or that situation Yn are
unknown, let us consider all of them equiprobable. Then for every line of gain
matrix the arithmetic average value of assessments is counted. To the optimal
solution there will correspond such decision to which there corresponds the max-
imum value of this arithmetic average, i.e.

F ¼ FðX; YÞ ¼ max
1�m�M

1
N

XN
n¼1

Amn

 !
ð3:1Þ

Wald criterion. In each line of matrix, we choose the minimum assessment. To
the optimal solution there corresponds such decision to which there corresponds the
maximum of this minimum, i.e.
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F ¼ FðX; YÞ ¼ max
1�m�M

min
1� n�N

Amnð Þ
� �

ð3:2Þ

This criterion is very careful. It is focused on the worst conditions only among
which you can find the best and now guaranteed result.

Savage criterion. In each column of matrix there is maximum assessment of
An ¼ max1\m\M Amð Þ and a new matrix which elements are defined by a ratio of
Rmn ¼ An � Amn is formed. It is the size of regrets that at the strategy of Yn not
optimum choice of Xm is made.

The value Rmn is called risk which means a difference between maximum win
which would take place if it was well aware that there would come the most
favorable situation Yn for the DM, and a real gain at the choice of the decision of Xm

in the conditions of Yn.
This new matrix is called risk matrix. Further from risk matrix they choose such

decision when the value of risk accepts the smallest value in the most adverse
situation, i.e.

F ¼ FðX;YÞ ¼ min
1�m�M

max
1� n�N

Rmnð Þ
� �

: ð3:3Þ

The content of this criterion is in risk minimization. As well as Wald criterion,
Savage criterion is very careful. They differ with different understanding of the
worst situation: in the first case it is minimum gain, in the second it is maximum
loss of gain in comparison with what could be reached in these conditions.

Hurwitz criterion. Some coefficient a, named “optimism coefficient”, 0 < a < 1
is entered. In every line of gains matrix there is the biggest assessment of
max1\n\N Amnð Þ and the smallest one min1\n\N Amnð Þ.

They are multiplied respectively on a and (1 – a) and then their sum is calcu-
lated. To the optimal solution there will correspond such decision to which there
corresponds the maximum of this sum, i.e.

F ¼ FðX; YÞ ¼ max
1�m�M

a� max
1� n�N

Amnð Þþ 1� að Þ � min
1� n�N

Amnð Þ
� �

ð3:4Þ

At (a = 0) Hurwitz criterion is transformed to Wald criterion. It is a case of
extreme “pessimism”. At (a = 1) a case of extreme “optimism”) the DM expects
that he will be accompanied by the most favorable situation. “Optimism coefficient”
a is appointed subjectively, on the basis of experience, intuitions, etc. The more the
situation is dangerous, the more careful approach to the choice of the decision has
to be and smaller value is appropriated to coefficient a.

But this criterion has no relation to risk analysis. Unless too subjective per-
ception of “casual” and “voluntary” risks.
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Proceeding from the above risk assessment is possible only in the presence of
alternatives of the choice. If there is the only one option of the choice, then the risk
is automatically equal to zero and the variation of payments is only the charac-
teristic of uncontrollable environment. However, the alternative is always present as
a refusal to make decision. In some cases, the refusal to make decision can give
optimum in columns and then not zero risks in options due to the choice of wrong
decision will appear.

Existence of assessments of probabilities
PN

n¼1 pn ¼ 1 for the description of
environment condition p1 = p(Y1), p2 = p(Y2),…, pn = p(Yn) allows to refuse the
choice of the most negative case when using Savage criterion and to write down the
required decision as follows:

F ¼ FðX; YÞ ¼ min
1�m�M

XN
n¼1

pn � max
1� n�N

Amnð Þ � Amn

� � !
ð3:5Þ

It is more correct formula. Only in that case when for any couple (Xm, Yn) the
payment is defined only by the size of losses Amn = B – Cmn

�F ¼ Fð�X; YÞ ¼ min
1�m�M

XM
n¼1

pn � B� Cmnð Þ
 !

¼ Bþ min
1�m�M

XM
n¼1

pn � Cmn

 !

ð3:6Þ

And only in that case when the level of losses at optimal variant for conditions of
Y1,Y2,…,YN doesn’t depend on n and is equal to �C, then:

�F ¼ Fð�X; YÞ ¼ min
1�m�M

XM
n¼1

pn � B� Cmnð Þ
 !

¼ B� �Cþ min
1�m�M

XM
n¼1

pn � Cmn

 !
ð3:7Þ

Only in this case the decision will be defined by the size of math expectation of
losses. But adjusted for B and �C. Failure to take account of these amendments
contains in many works. Usually put B and �C equal to zero, and that’s all. For
example, in ecology to improve “air” goes for nothing (doesn’t make profit) and if
nobody is sick, then the optimum damage is accepted for 0.
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Bayes Criterion leads to the same assessments:

�F ¼ Fð�X; YÞ ¼ max
1�m�M

XM
n¼1

pn�Amn

 !
¼ ðB ¼ 0; �C ¼ 0Þ

¼ min
1�m�M

XM
n¼1

pn�Cmn

 ! ð3:8Þ

The present-day and prospective structure of the global fuel and energy complex
substantially compounds solution of the problems of ensuring its steady functioning
and reliable supply of consumers. The intersectoral nature of these problems gen-
erates a need for formulating the coordinated solutions aimed at ensuring reliability
and safety of separate specialized subsystems included in fuel and energy complex
with allowance for their interrelations beginning from the projected growth of the
energy systems for 15–20 years and ending with working management of the
systems during their operation. In a more comprehensive sense the intersectoral
nature of the problem of ensuring the stable functioning of the fuel and energy
complex is determined by interrelations of power industry with such other sectors
of the national economy as power-plant industry, electrical engineering industry,
metallurgy, instrument-making industry, transport, supply of materials and
machinery, etc., as well as with the social and economic development plans of
countries and regions.

The necessity of the intersectoral approach to the problem of ensuring the
security and stable functioning of the fuel and energy complex requires the
development of a uniform methodical approach to investigation of reliability,
safety, and stability of the fuel and energy complex components represented by
various energy systems. Such an approach should take into account existence of
several common specific features of various energy systems making it possible to
solve the above problem from the common standpoint both theoretically and
methodically. These common specific features of the fuel and energy complex
include: interrelation with other national economy systems (industries); territorial
distribution and complexity; continuity and persistence of development; uninter-
rupted functioning and interrelation of the operation modes of the system compo-
nents (parts); multipurpose nature and practical impossibility of the system’s
complete failure; irregularity of the products consumption process; exposure to
large-scale external effects—both unintentional and intentional; possibility of cas-
caded development of breakdowns; dependence of capacities of the intercommu-
nications on their locations, operation modes of the system and composition of the
operating equipment; hierarchical pattern; diversity of reliability ensuring objects;
active participation of a human being in the management process; uncertainty,
incompleteness, insufficient authenticity of the information on the system param-
eters and modes. Inconsistent (adaptive) behavior principles under the conditions of
possible risks and uncertainties are inherently laid as a foundation for the idea
of management of the most of the fuel and energy complex subsystems. Existence
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of such risks originated by heterogeneous circumstances is able to block or vary this
or that way of advancement and make the system exist “under another scenario”
differing from multiplicity of previously shaped plans (Fig. 3).

The problem of ensuring security of the fuel and energy complex objects under
the conditions of the varying scope and intensity of threats to stable development of
the industry retains its relevance over extended periods [16–19].

The security requirements established for the higher- and medium-grade hazard
objects are rather high and drastically increase the expenses of the objects’ owners.
It is practically impossible to elevate protection and security to the level required by
the federal legislation at a single step. This brings up the question of ranking the
objects within the preset grades for determining the order of priority for provision of
the objects with the required protection means. To do this, it is necessary to specify
the criterion, relative to which the importance (and, accordingly, the serial number)
of this or that object in the ranked list will be determined.

Within the framework of countering the anthropogenic threats some corporations
has developed and introduced the corporate standards, which are used to ensure
uniform approaches to security organization for a certain category of objects, as
well as establish the principles and rules for classification of protection sites by
probable aftereffects (risks) of terrorist acts and are applicable for identification of
vital facilities and the facilities first and foremost subject to be equipped with
technical security equipment sets, formulation of the requirements to anti-terrorism
security of the protection sites, and determination of sufficiency of time-sensitive
and long-term solutions for their protection. For instance, some of the standards
uses the class pertinent to the degree of risk of occurrence of the event, which is
negative for the facility functioning, as a criterion for referral of the facilities to the
category of the vital ones. This class takes into account the potential danger and
terrorist vulnerability categories of the object to be determined by the respective

Fig. 3 Rating of objects by potential danger and vulnerability [43]; rating of objects by possible
emergency zone and casualties [43]
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procedures. While solving the problem of classification on the whole, these
approaches do not allow unambiguous solution of the problem of rating the objects
with allowance for their importance (significance) for the whole SCTES being
considered. The differences in the classification (rating) and ranking problems are
clearly shown in Figs. 4 and 5 [43].

The economic security aspects are always of immediate interest. It is a histori-
cally arisen concept of the need of both complex protections of everybody from the
hazard actualization threats on the level of the “as low as reasonably practicable”
principle (first-type problem) and the needs of specific individual protection, whose
level is determined from the circumstances of place and time for the protected
object (second-type problem). If the collective security mechanisms are ensured by
the systems of the “armed forces”, “common law-enforcement authorities”,
“emergency action services” types, specific individual security of high-security
objects is provided by specialized bodies in compliance with the normative stan-
dards exceeding the normative standards for protection of average objects.

The increase of the protection level of the fuel and energy complex objects in
response to the growth of the terrorist threat belongs to the second-type problems. If
for protection against common criminal activities (thefts, vandalism, etc.) it is
sufficient to satisfy the “average industry standards for all objects”, protection
against terrorism implies the understanding that the acts of terrorism are single and
rare events.

The requirements, which are correct for the collective security mechanisms, in
their pure form are not conceptually applicable for attaining the goal to be sought—
ranking of the objects by their measure of significance for the system, where they
are functioning. They are ineffective in the sphere of enhancement of stability of

Fig. 4 Objects ranking results [43]
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these objects as construction of additional protective barriers on those objects, to
which hardly anything threaten, is actually transformed into “underdelivery” of the
protection means to the objects being “most attractive” for terrorists.

In a general case, meant by ranking is the procedure of seriation of any objects
by the increase or decrease of a certain feature provided they really possess this
feature. For instance, the fuel and energy complex objects can be ranked by their
cost and volume of manufactured or pumped products, the research and develop-
ment can be ranked by their importance for the Society development strategy, the
investment projects can be ranked by NPV, etc.

The system significance criterion was selected as the ranking criterion for the
SCTES objects. The system significance was defined as the object’s feature char-
acterizing the degree of its importance for the infrastructure and the life-support
system of the fuel and energy complex, within which it functions. This is a complex
feature that can comprise the criticality and unconditional vulnerability features, as
well as a combination of these features.

The ranking problem proper is not a new one. The objects ranking methods are
based on mathematical simulation, expert appraisals, decision-making theory, and

Fig. 5 Multilevel hierarchy of indicators and homogeneous objects assessment criteria [43]
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interval estimation [20–22]. To any extent they take into account the interests of the
organizations operating these objects, state supervisory agencies, and insurance
companies. At the same time, the currently available ranking methods (for instance,
ranking of the objects by the extent of protection in case of emergency situations on
railroad transport [23], ranking of the hazardous production facilities of the gas
distribution systems [24], etc.) do not take into account the characteristic properties
of the structural connectivity of the ranking objects and importance of the specific
object operation for interfacing systems and subsystems.

The objects ranking problem is a topical problem of the theory of measuring
some complex synthetic features of the objects [25]. Formally solution of the
problem is reduced to plotting some validity or usefulness function which links the
measured feature with simpler resource indicators (factors) measured in actual
values [26]. The validity function is used for both solution of the problems of
selecting some best variant from the set of alternatives [27], and solution of the
more compositional problems like the problem of business acquisition consisting of
work orders with resource constraints (scopes of financing the objects’ creation or
modification) [28]. As the factors employed for arranging the ranks are often
measured in qualitative scales rather than in quantitative ones, use should be made
of the expert evaluation methods and expert system technologies for plotting the
relationships between usefulness and primary resource factors [28, 29]. Owing to
development of computer engineering there appeared a possibility of assessing the
objects, whose description factors are set with an error. This fact necessitates
development of a specific apparatus for statistical processing of the primary data
[30] and use of the fuzzy logic tools [31–33].

The essential trait of solution of the ranking problems consists in the adaptive
nature of the decision-making procedure for selection of optimal variants [32, 34],
under which it is necessary to hold several experimental data and expert preferences
correlation cycles for development of the final formula [33].

All other conditions being equal, the terrorist having some means for hitting a
single target selects the object performing the greatest scope of the
commodity-transport activity (W). The first basic criterion for assessment of sys-
temic significance of the SCTES object as the fuel and energy complex component
is obtained on the assumption that the effect from the functioning disruption is
linear within wide variation range W. The given criterion assesses under deliveries
of products as compared with the ideal functioning mode of the SCTES as the
whole system. This is an estimate indicator closely related to the power rating of the
SCTES object. It is calculated with aid of the object functioning models. In par-
ticular, use is made of gas flow models in the SCTES for the compressor and gas
distribution stations and the underground gas storage facilities, the daily volumes of
shipped products for the plants, etc.

However, the objects, owing to the circumstances of place and time of their
functioning (seasonality), are distinguished by the principle difference in the effects
from the under deliveries. One and the same gas is used in different process chains.
Therefore, the terrorist finds it much more “profitable” (under otherwise equal
conditions) to hit the object fulfilling the more important, more vital, and more
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“highly paid” work or the one that may entail great punitive sanctions (for instance,
in case of violation of the export commitments).

So, the object acquires another indicator (let us call it a) showing the importance
of fulfilling the unit of work unit of work. In other words, there can be cases when
W1 > W2, but at the same time a1 
W1\a2 
W2, i.e. when another object becomes
more attractive for the terrorist due to the fact that he destroys a kind of a more
“qualified object” or a “more critical resource”.

The third indicator (Q) used by the suggested approach is the indicator of
potential feasibility of the planned action. This feasibility is associated with a
possibility of weapon delivery and presence of potential accomplices in the region
of the target object. By analogy with the technical systems this indicator shows the
aggression level of the external environment where the object is operating. With the
advent of this indicator the objects hard-to-get for terrorists with a lower value of
this indicator are not included in the list of potential targets by them as there are
targets having the same effect, but located, for instance, closer to the terrorist base,
to the RF border, etc.

The fourth indicator (b) reflects comparison of the objects of various types by
their attractiveness for terrorists. This indicator rates average accessibility of the
points of application of means of destruction depending on the “layout character-
istics” of the objects in the SCTES. In this indicator the values of the killing effects
are adjusted. Thus, in the case of the SCTES, for example, the gas-distributing
station (GDS) is closer to the consumer and often has no backup, while the
gas-compressor station (GCS), on the contrary, has, as a rule, both intrashop
switchover of gas compressor units (GCU) and a ramified system of loop lines on
the multi-line mains. Figuratively speaking, this indicator is the scale parameter of
the object.

The basic criteria are developed with the use of the convolutions of resource
indicators expressed in natural units, though the formulas of the convolutions are to
reconstructed by expertise. Specific nature of the use of the convolution of indi-
cators in terms of multipliers is associated with the fact that perception of expected
losses (or rather perception of natural signals by human senses) has a logarithmic
scale. To describe the relationships among the criteria, the oriented graph called the
influence graph (Fig. 5) was introduced for consideration. The independent criteria
called the resource ones are arranged in pairs on the lower level of this graph.
Unlike the lower-level criteria, the systemic significance criterion is called the basic
one.

Non-seclusion of the SCTES as an intricate system implies its interaction with
the external environment and the effect of the latter on it. Generally speaking, this
effect can be construed rather widely: there can be natural calamities (for instance,
earthquakes leading to destruction of dams and other engineering structures), major
accidents (for instance, explosion at the nuclear power plant, blackout of the whole
region), as well as illegal actions characterized by the widest spectrum of effects.
Precisely these external effects are characterized by great uncertainty of time, place
and method of action, as well as selection of a specific object for commission of the
action.
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As importance of the object for the system under consideration and violator is
the same, the required object protection level should be determined as a result of
consideration of the nature of possible attacks. The following can be considered as
such attacks:

First, the most commonly encountered “local criminal activities/practice” and
the offences of the law hereto related, which do harm to the economic activity of the
objects. As a rule, they are thefts. This local criminal activities (practice) also
includes hooliganism (vandalism) and protest actions. Its level most probably
correlates with the level of general criminal offences in the region of the object
location. The latent (hidden) part of this kind of criminality can be rather adequately
measured by such indicators as the unemployment level, share of migrants, and
educational level of the population.

Second, migration of the intrastate criminal and terrorist activities. The zones of
intensive terrorist activities tend to expand: criminal gangs “forced out” by the
law-enforcement authorities migrate together with able-bodied population from the
“trouble spots”. The most significant indicator reflecting this kind of offences is
remoteness of the object from the zones of intensive terrorist activities.

Third, specially trained terrorist and guerrilla parties penetrating in full strength
or partly as instructors from abroad. Their actions are characterized by good
forethought, preparedness, and definiteness (planned nature of activity and
weighted measurement of implement ability of this or that action by infliction of
damage).

There can be mixed variants, as well. For instance, when the local criminal gangs
and arriving “emissaries” merge on a common ideological or religious platform.
This is particularly important under the conditions of current-day Russia, when the
ideals and values of co-existence of different nationalities and population groups
under protection of a strong paternalistic state.

For the purpose of the main problem—determination of the systemic signifi-
cance of the SCTES objects it is suggested to consider the criminal underworld as
the source of various external attacks against the objects, but the source with limited
resources. We are more interested to a greater extent in the attacks with high and
medium levels of preparedness and it is suggested to consider that the criminal
underworld involves the whole spectrum of its capabilities. More specifically, it
should be expect both launching large-scale attacks in order to make the owner of
the fuel and energy complex objects bankrupt by forcing him to spend the finances
for reinforcement of the objects’ physical protection and launching the attacks with
medium-level preparation as excessive preparedness of the attacks is not expedient
under the conditions when the company lack resources needed to protect all its
objects according to the variant of the protection systems of the best industrial
prototypes.

Thus, let us consider a certain (k-th) SCTES object. As a result of the anticipated
attack by intruders having this or that training level, a certain damage (X) will be
inflicted to this object through full (or partial) outage. Note that not every attack will
be a priori successful for the attacker and therefore the protection profile of the k-th
object can be described by interval representations through application of four
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matrixes of the following kind: Q½k�
min i; jð Þ, Q½k�

max i; jð Þ, X ½k�
min i; jð Þ, X ½k�

max i; jð Þ, where
i ¼ 0; 1; . . .; I ½k� is the protection level for the k-th object. The. zero level (i = 0)
corresponds to the current protection state. Interpretation of the matrix elements is
as follows: if the enemy attack with preparedness level j is launched against the

above k-th object with protection level i, the damage ranging from X ½k�
min i; jð Þ to

X ½k�
max i; jð Þ to will be inflicted the object owner with a probability from Q½k�

min i; jð Þ to
Q½k�

max i; jð Þ.
It is obvious that the Q½k�

min i; jð Þ, Q½k�
max i; jð Þ, X ½k�

min i; jð Þ, X ½k�
max i; jð Þ values will be

growing with preparedness level j and will decrease progressively as protection
level i of the object grows. It is also obvious that protection at any level will require
certain material expenses on the part of the company and state. let us denote the
value of expenses for creation and maintenance of protection of object k at the i-th
level by Y ½k� i½k�

� �
. As the entire resource allocated for protection of all objects is

limited, the following in equation should be implemented:

X
kY

½k�ðikÞ� Y ð3:9Þ

Here Y is the sum of all expenses for protection of the objects provided pro-
tection system variant i½k� is selected for each object k.

If the criminal does not possess the advantage of choosing the target and variant
of attack, i.e., criminal activities/practice is nonselective like the nature or tech-
nological failures, the optimal objects’ protection profile could be attained by
sequential execution of the following algorithm:

(a) assess probability k½k� jð Þ of the attack against each k-th object by the enemy
with the j-th preparedness level;

(b) calculate the median value of the risk from implementation of the attack against
the k-th object by the enemy with the j-th preparedness level at the i½k� object
protection system variant:

R½k; i½k�� ¼
Xj

j¼0

k½k�ðjÞ � Q½k�
minði½k�; jÞþQ½k�

maxði½k�; jÞ
2

 !(

� X ½k�
minði½k�; jÞþX ½k�

maxði½k�; jÞ
2

 ! ð3:10Þ

(c) determine the value of the prevented risk per unit of finances invested into
protection:
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h k; i�½k�
h i

¼ R k; i�½k�
� �
Y ½k�ði½k�Þ ð3:11Þ

(d) select the maximum prevented risk value for each k-th object:

h k; i�½k�
h i

¼ max
i�½k�

h½k; i�½k�
n o

; ð3:12Þ

i.e., the maximum risk reduction per unit of finances invested into protection for the
k-th object is observed at selected variant i*[k].

(e) compile the ranked list of the objects and arrange them in the order of the value
of indicator h k; i�½k�

� �
descending and then in the list count the first ~K objects,

the entire expenses for whose protection are covered by allocated finances Y,
while the resources are insufficient for the ð~K þ 1Þ-th object. The essence of the
above procedure is simple and clear: it is no use to raise money for additional
protection of those objects, the threat to which is small to negligible (attack
threat values k½k�ðjÞ are small). It is also inexpedient to additionally protect the
objects if the temporary loss of their operating capability practically does not

affect the value of the company’s summary losses (the values of X ½k�
maxði½k�; jÞ are

accordingly small). And, at last, additional protection is not expedient at the
objects, which are so well protected that reduction of losses can be attained only
by allocation of inadequately great funds (i.e., the values of h k; i�½k�

� �
are

small).

The key point of the above algorithm consists in compiling the ranked list of the
objects based on the minimization criterion for the losses’ mathematical expectation
per unit of finances invested into their protection (their stable functioning).

In the formula for R½k; i½k�� one can easily trace the necessity of the data col-
lection and assessment by three components:

1. Values X ½k�
minði½k�; jÞ and X ½k�

maxði½k�; jÞ of the losses caused by implementation of
attacks.

2. Criminal environment aggressiveness indicator k½k�ðjÞ.
3. Dependence of risks on the types of objects k.

As owing to the fact that the objects of SCTES are not stand alone enterprises the
values of losses X should reflect the systemic effect (or socio-economic multi
effect), which drastically increases depending on the users of the attacked object’s
products will suffer from the loss of the enterprise operating capability. So, it is
needed not only to consider the upper boundaries of the damage indications, but
also introduce additional 4th indicator, namely, the indicator showing importance of
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the continuous object functioning pertinent to a possibility of the cascading effect of
increased consequences of the object outage for other national economy objects.

At last, it is expedient to additionally introduce the 5th component required for
adequate ranking of the objects. The necessity of its introduction is caused by the
fact that the enemy implements a task-oriented section of the attack. At the same
time he has the validity factors and priorities displacing the values of k½k�ðjÞ from the
“weighted average” not known either to the owner’s security service, or to the
competent state authorities. Sometimes these additional values have a specific
nature: some criminals are prone to excessive blood-shedding and taking hostages,
ritual killings, etc. Systemic significance of specific objects often grows for short
time, for instance, during the stay of top public officials or ministers and particularly
during the commissioning of the politically important production facilities of both
international and regional (domestic) levels.

The above-mentioned fifth component is adjusting factor l½k� initially equal to
unity for all objects can be (for instance, according to the security service, top
management of the company, etc.) increased so that to increase the priority of
inclusion of precisely the k-th object in the list of objects to be provided with
additional protection measures due to the reasons not taken into account by the
general rules.

Notwithstanding the fact that the considered problem theoretically has quite a
large dimensionality and features great combinatorial complexity, it is perfectly
well at hand due to monotonicity of the criteria employed and linearity of the
systems of given constraints.

The key issues of this problem solution are of the informational and techno-
logical nature rather than the mathematical one:

• the assessments of the aftereffects of possible attacks launched by the enemy
with preparedness level j should be available for each k-th object, which is not
attainable for the time being;

• the whole SCTES needs appraisal of the risks, to which the objects are exposed
within the complex of possible threats, including the weakly formalized ones
(the more precise the assessment of the enemy’s potential capabilities, which are
both technologically and regionally non-homogeneous, the more effective the
optimization of protection).

Within the framework of the considered setting allowing for the complex impact
from the potential enemy activity the understanding of the protection systems’
efficiency assessment cardinally changes. Thus, owing to limitedness of the
resources immediately available for use by the criminal underworld one can
obviously expect that the terrorists will shift the target setting from well protected
objects (with low expected effectiveness of the attacks) to less protected objects
(with greater effectiveness, but with lower one-time damages).

Another key element of the problem being considered consists in the fact that the
search for effective solutions by both opposing forces is to a considerable extent
carried out in the informational sphere:
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• while preparing for the attack against the object, the criminal seeks for
accomplices, which could help him choose the force application target attainable
at his preparedness and equipment level;

• the protection system is capable of render a greater concentrated counteraction
provided it is informed on the intentions of the crime.

Therefore, when describing the above procedure, it was repeatedly emphasized
that we deal only with the appraisals made by both sides. Owing to unremovable
uncertainty of appraisals in the quality of solving the problems of development of
strategy and tactics for promoting the protection of the SCTES objects against
possible deed of crime, including the acts of terrorism and attacks of subversive
groups, it is expedient to “coarsen” the game formulation. In case of coarsening the
“enemy capabilities should be idealized” and the characteristics of possible losses
should be made more stringent, for instance, by way of changing over from the
median risk assessments to the maximum ones.

So, the suggested approach operates on three key notions:

• systemic significance;
• criticality;
• unconditional vulnerability.

Systemic significance has been earlier defined.
Criticality is the feature of the object determining the extent of its influence on

operating capability of the whole system with allowance for weighted consequences
caused by its disconnection from various categories of consumers. Criticality
cannot be determined by some element features, but should be determined within
the framework of the whole system and its functional structure.

Unconditional vulnerability is the feature of the object characterizing the extent of
reduction of its operating capability under the conditions of the environmental
effects exceeding the boundaries of the normal operation conditions of the object.
A specific class of external impacts associated with deliberate acts of human beings,
for instance, sabotage can be singled out. Unconditional vulnerability characterizes a
potential hazard for the object functioning at the present levels of the external
factors, which are essentially the hazard characteristics of the territory of its location.

Themethodological approach being the basic concept of the suggestedmethod has
an advantage over the cost approaches. This advantage consists in the fact that mul-
ticriterion usefulness “absorbs”, on a shared basis, all factors, rather than only those
expressed in monetary terms.Many present-day rating systems proceed only from the
results of assessing one of the indicators describing the objects (for instance, activity
of economic subjects, their criticality, etc.) [35, 36]. However, as practically both
criticality and unconditional vulnerability of the objects (in the problem of objects
ranking the by their systemic significance) arise from a great number of assessments,
whose importance is not known beforehand, there appears a multicriterion ranking
problem [37–40]. This problem belongs to the multicriterion decision making (se-
lection) problems under the uncertainty conditions [31, 41] having a great importance
for analysis of the systems of widely differing purposes [32, 42].
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As in a general case the complicated system objects perform different functions
and the results of their activity (or consequences of their outage) are differently
assessed, it is important to know to what extent (how many times) one same-type
object is more significant than another, as well as to be able to compare the
assessments of the objects of various types. To do this, the necessity arose to
introduce additional axioms specifying the classes of the functions of selection
among heterogeneous objects (Table 1).

It should be understood that the general problem of selecting such axioms for the
collections of objects comprising various types of objects has not been solved yet.
There are several causes, of which the most substantial ones are:

1. A great dimensionality of the selection problem: the number of variants (objects,
from which the choice should be made) and the number of indicators describing
the state of each object are rather great. Data aggregation is required due to the
fact that the time (number of operations) required for selection fundamentally
grows with the dimensionality increase. Sorting and grouping of similar objects
are most frequently used. In this case, simplifications of the real data
(change-over from the quantitative indicators to the scoring and other ones) are
implemented in the course of execution of the procedures, which permit
deliberate accuracy decrease and information loss.

2. Diversity of the data types: Different attributes are measured against different
scales and different objects are described by means of different sets of indicators.

3. Presence of “omitted values”: “ovality” is often observed in statistics (due to
various reasons). The authors of documents (especially text ones) omit the
“implied” words and values “by default”. It is often unjustified and explained by
“lack of time”.

4. Noisiness: Existence of indistinct and random indicators. The “measured” val-
ues used for selection are, as a rule, not equal to the true values, but just “close”
to them. It is desirable to correct the systemic errors for the distorted values. The

Table 1 Axiomatics of arrangement of selection procedures

Basic axioms Explanations

Inheritance axiom: if O0 �O
then p o0ð Þ � p oð Þ \O0ð Þ

The axiom means that with the limited choice the “objects
are the best of the best” variants belonging to p oð Þ \O0

and the objects, which are the best of those available in
limited sampling O0 �O, but would not be selected, if the
choice is available in all alternatives O

Concordance axiom:Q
i
p Oið Þ�p

S
i
Oi

� � If some object O was chosen as the best in each of sets Oi,
it should be chosen from the whole aggregate of sets

S
i
Oi

as well

Omission axiom:
p oð Þ�O0�Oð Þ )
p o0ð Þ ¼ p oð Þð Þ

The axiom holds that if any part of the “rejected” objects is
omitted, the selection result will not change

Note p oð Þ is the true logic function, if the object is chosen to be the best; if O is the set of objects,
p oð Þ is the subset of the best of them
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features of additional distortions are different for the objects of various types and
the selection variants should be agreed with the variants of processing these
distortions.

5. Multicriteriality: It is practically impossible to indicate any single aim of
functioning for any complex objects. The scales determining the target setting
components are called the criterial scales and the respective variables, the cri-
teria. As has been stated above, the practical selection problems are essentially
the multicriterial ones.

Owing to the above causes it is expedient to solve the heterogeneous objects
ranking problem in several steps. At the first step, particular models of systemic
significance of the selected type of objects should be developed for each type of
objects and then used for ranking. At the second step, it is necessary to carry out
“sewing together” of the ranked lists of objects into a combined list. At the third
step, the values of the assessments are adjusted if the necessity arises to take into
account special functioning conditions of individual objects.

Uniformity of objects assumes that several describing variables (resource cri-
teria) x1, x2, …, xN can be suggested for them and the Q(x1, x2, …, xN) scalar
function can be set. This function for each object O takes on a value of Q(x1(O),
x2(O), …, xN(O)).

By now several standardized approaches to description of the choice have been
developed. The simplest variant is to imply that certain function Q called the
criterion (quality criterion, objective function, preference function, utility function,
etc.) can be set for all alternatives. This function possesses the feature establishing
that if alternative x2 is preferable to alternative x1, then Qðx2Þ[ qðx1Þ.

However, it is either difficult or practically impossible to construct such a
function. At the same time the ideas of constructing, for instance, the utility
functions for selection can be applicable at the primary variants selecting steps,
when we try to interpolate a certain nonlinear utility scale on the basis of a limited
amount of the data.

Moreover, to implement the procedure of selecting the most system-relevant
significant object, in a “stepwise” manner we are interested only in the groups and
their component objects, which are among the bidders for “the best of the best
position” at each step. Selection of such objects in the simplest cases is reduced to
the fact that the describing variables are considered to be a certain “test” (exami-
nation), while the attained values for the object are taken to be marks/credits under
this test.

So, if there is certain limited amount M of describing variables (tests), the most
system-relevant significant object is the one that will collect the greatest summary
number of credits. The credits can be summed up with certain weighting factors
reflecting relative significance of the m-th test m ¼ 1; . . .;Mð Þ with respect to the
average test. The properly chosen tests should be generally capable of acting as
adequate tools for exposition of criterial function Qðx1; x2; . . .; xNÞ for assessment of
systemic significance of the objects of the single type, but this is true only in the
cases when the level of attaining a set of the object functioning purposes (as real
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objects are always multipurpose) can be adequately described by a linear combi-
nation of levels of attaining each specific purpose.

While turning back to solution of the initial problem of all lists merger let us note
the known fact: if all pair-wise comparisons of different scales are sown together,
there exists the procedure of arranging all objects in their common list, which will
produce after renormalization into a certain basic type (for instance, comparison
scale of gas-distributing stations, for example) universal assessments of systemic
significance according to a unified scale of the objects of all types.

After arrangement of all objects in the common list, “objects— exceptions to the
rules” “underestimated by the suggested method” will be found practically always
in the course of the critical analysis of such an arrangement. The main cause of
underestimation consists in the failure to take account of the factors (ecological,
geological, ethnic, and other) and/or their combinations, which have not been
included in the lists of resource indicators due to the fact that they do not feature the
required generality for inclusion into a set of state variables of all objects.

In this case the experts should have a limited capability of shifting the object to
the left in the list of the systemic significance objects by way of increasing the
above-mentioned fifth factor from unity to a certain level. However, to prevent
unscrupulous overestimation of this factor, the number of ranks by which the object
significance can be elevated as compared with the initial rank determined according
to the procedure. For instance, if the displacement limitation is taken to equal 20%,
the 100th object can be advanced to the 80th rank, the 500th object, to the 400th
one, and the 10th object by its significance, only to 8th rank and not higher.

After ranking the objects within the homogeneous groups (types) there occurs a
sophisticated problem of developing a unified ranked list of the SCTES objects. To
solve this problem, the authors have suggested the innovative algorithm for the
merger of the heterogeneous ranked lists.

The first step for solution of this problem is the stage of measuring the quan-
titative and qualitative characteristics sufficient for consequent assessments. As the
measurements can be performed only with certain accuracy, the list of indicators
describing the state of the objects is always conveniently sufficient because it
cannot embrace the whole possible multiplicity of internal and external circum-
stances of the objects’ functioning. In this case, we can discuss only the mea-
surements and assessments obtained with certain errors.

In fact, any assessment can be regarded as estimation of the dynamically varying
values of the object indicator close to its equilibrium value. The equilibrium value
has practically never been equal to the assessment value, but the assessment is
always located in the field of the equilibrium point attraction.

The positions of objects O1, O2 and O3 can be clarified on the significance scale
only by way of comparing the selected objects with some other objects more than
likely of another type—~O1, ~O2 and ~O3.

Three cases are possible:

• each of the objects of one type is recognized by the experts to be equal to the
respective object of another type;
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• all objects of the same type are recognized by the experts to be equal to the same
object of another type;

• the first two objects of one type are recognized by the experts to be equal to the
same object of another type, while the third object of the first type is equal to the
less significant object of the second type.

Consideration of these cases has shown that indistinct assessment consisting in
the use of indistinct equality as the comparison apparatus leads to the necessity of
grouping (clusterization) of objects O1, O2 and O3 of one type presented for
assessment by way of their comparison with objects ~O1, ~O2 and ~O3 of another type.
In such a case, the assessments of the objects of the first type can be clarified
through the assessments of the objects of the second type and alike the assessments
of the objects of the second type can be clarified through the assessments of the
objects of the first type.

Moreover, with such an approach nothing constrains the use of more than two
compared scales. Sure enough, when changing over to more than two scales, some
peculiarities associated, for instance, with “competition” between the second and
third scales appear in the course of the process of forming the boundaries of the
clusters in the scale of the first type objects, but the above idea served as the basis
for elaboration of the algorithm for development of the integral estimation of
systemic significance of the objects of different types.

Each type of the objects differing from the other ones is assessed in compliance
with its own procedure. Naturally, different simply ordered lists of the objects
measured with various errors and accordingly with different characteristic dimen-
sions of the clusters are obtained.

The essence of the algorithm is well explained by the following analogy. An
uphill road corresponds to each type of objects, i.e., each scale. The “mile stones”
—assessments of their significance are placed near the objects located along this
road and it be considered acceptable that the assessments are given with errors.
These assessments increase incrementally and the locality sea level increases at the
same time. Comparisons of the objects of different types satisfy the requirements of
the same situation, when it is asserted that the i-th object of type t1 is compared
types can theoretically coincide, which in particular asserts that the respective
“road” from the “smaller” object to the “larger” object is slightly sloping and runs
over a flat terrain. In accordance with this analogy all objects participating in the
comparisons, as well as those, which turn out to be nearly at the same sea level due
to the aggregate of comparisons, are grouped into clusters. An arbitrary set of object
of various types can exist in each cluster. The non-compared objects form, in their
turn, the clusters consisting of a single object.

All conditions are satisfied by normalizing the arrangement of clusters and
projecting the real data (own assessments of the objects included in the clusters)
into the interval determined by the clusters’ boundaries: the approximate parities of
the compared objects are ensured by inclusion of these objects into one cluster,
while the descending sorting of the objects’ significance is ensured by the order of
arrangement of clusters.
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The general picture of the finite solution is given by the diagram represented in
Fig. 6.

In the figure the ordinate axis contains the assessments of the general integral
scale of significance of the objects of three types. Digital marks standing for the
initial own assessments of the objects’ significance are plotted on the individual
graphs for the objects of different types. The clusters comprising the approximately
equisignificant objects are shown by means of horizontal strips and Latin letters.
The algorithm proper consists of two parts. The given data are prepared for cal-
culations in the first part of the algorithm. In the second part of the algorithm,
significance of the objects is assessed in all available types of the scales and the
convolution of these assessments is finally formed to obtain the non-dimensional
integral estimation of significance of the objects.

A detailed description of algorithm for different-type objects ranking problem is
given in the paper [43].

The suggested methodology and adaptive algorithm for ranking the similar
objects fuel and energy complex by their systemic significance takes into account
the case of ambiguity of the given data on the resource and basic criteria or their

Fig. 6 Diagram showing solution of problem of developing integral estimation of systemic
significance [43]
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partial absence and substantiate a possibility of using the expert approach to the
objects’ ranking.

To merge the ranked lists of similar objects into a unified ranked list, use has
been made of several novelties ensuring correctness of the procedure of comparing
the objects of various types on the basis of partial expert findings of equisignifi-
cance of their separately selected representative pairs for solution of more general
problems of enhancing protection of the fuel and energy complex objects.

The suggested approach can be used by the units in charge of security of the fuel
and energy complex objects. A complex analysis of interrelated risks for separate
industries and the fuel and energy complex wholes will make it possible to give
substantiated recommendations for determination of required and sufficient security
levels of hazardous production facilities proceeding from their significance for
solution of a wide spectrum of management problems.

4 Risk Assessment

Risk assessment is the stage at which the adverse effects connected with this or that
production activity is defined. And first of all it is necessary to identify danger
sources for what it is necessary to define borders of the system under study. In other
words, it is necessary to know what sources are needed to include in consideration
and which aren’t at risk assessment in the region or from the concrete system under
study.

There are no hard rules here and they can’t be. Sources and processes which are
needed to consider and explore can be necessarily presented as one unified system
or as a variety of independent subsystems. Degree of aggregation must depend on
complexity of considered production, and also on degree of dependence of working
processes.

However today there is a number of developed provisions which have to be
considered during research of safety issues. So, for example, at risk assessment
from energetic and other difficult technologies, by comparison with each other or
when researches are conducted in regional or even nationwide, borders are defined
so that to include all energetic or industrial system from fuel extraction or raw
materials to final product production.

With reduction of studied geographical or technological scales the value of
inclusion in consideration of full energetic or industrial cycles decreases. The most
fully formulated provisions on delimitation of the studied regional or large indus-
trial systems can be found in works [44, 45].

International organizations note the fact that at risk assessment even from one
concrete technology in different countries in most cases receives various values. It
is explained not only distinction in operating characteristics of fuel, its quality, in
requirements for control of pollution level, but also not always adequate definition
of the bodies of the system under study itself. Therefore, for simplification of
collecting and data processing a unified set of terms and provisions for the
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description of energetic and industrial systems and their main components must be
accepted. The formulation of basic concepts for such systems has been offered in
work [45]. The main of them are:

• process is the smallest technological operation for which the main engineering
characteristics and data on release and leak of dangerous substances are usually
collected;

• action is the following level of aggregation (an action is one or several processes
which answer one purpose, for example, coal transportation is an action since it
can be executed by various processes: by rail, river, by car, etc.);

• trajectory is connected series of processes from production to use of the final
product (the example of trajectory is stub oil production, its transportation to the
coast, sublimation, transportation of the product to fuel station and fueling into
the car);

• system is a set of corresponding trajectories (it can include all uses of this
resource such as all coal trajectories from production to end use, or also can
conclude all national energetic system, including all resources and final energy
consumption).

The description within the offered definitions of supply of any energetic system
will depend on the type of used fuel which has a number of related actions and
within each action there can be one or several processes.

The description of use of the final product of any energetic system is subdivided
at the certain level into concrete sectors (industrial, transport, municipal, etc.). Each
sector consumes certain types of fuel, and each type of fuel is used by corre-
sponding mechanism or device.

Use of such unified concepts and ways of the description of systems must help to
facilitate use of information on systems for obtaining statistical data and their more
adequate description.

To have an opportunity to define what danger this or that industrial system,
production or an object constitutes it is necessary to have certain information on
each of them. It is necessary to consider that since methods of determination of
potential danger source parameters which must reflect the nature of their work and
risk related to them are various depending on conditions of their functioning, then it
is necessary to do distinction between normal (i.e. calculated, accident-free) work
and emergencies which are usually characterized by low probability of imple-
mentation, but extensive possible damage.

Consideration of characteristics of the enterprise must be based on complete
description of industrial complex, on inventory of all stored, processed or produced
substances. For definition of potential danger, especially in the conditions of normal
work of the enterprises it is necessary to have the full list of production wastes,
what and in what quantities are emptied into water or air environment, what ways
and methods of their processing, and main ways of burial.

It is also necessary to have information on types and intensity of transportations
of dangerous substances to and from the enterprise under study. At the same time it
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is necessary to consider transportations on automobile, railway and water lines and
their pipeline transportation.

Key aspects in risk assessment are detailed description of a source of danger and
determination of the related possible damage.

There are various models of sources of danger which allow to define probability
of this or that accident development and to determine the corresponding power of
release of dangerous substances in the environment.

Depending on source type it is possible to select three categories of risk.
The first category is a usual risk connected with normal work of the enterprise.

Into the conditions of normal work, we can also include accidents with insignificant
damage which happen quite often. Thus, this category of risk is characterized by
probability of realization equal or close to one. In most cases usual risk is either an
integral part of the production, or easily controlled. As an example there are sulfur
and ashes emissions from the combined heat and power plants using organic fuel,
CO2emissions, etc. Sources of such risk are usually described by the power of
emission or leak into the environment, connected with normal work or with some
incident. The assessment of power of emission or leak for the working enterprises
can be made on the basis of measurements or results of work experience of similar
enterprises. For projected or when it is impossible to perform direct measurements,
model calculations are carried out.

Other two categories of risk are connected with accidents on production, during
transportation or storage of dangerous substances. By accident is meant an event
with low probability of implementation (for example, less than one for all the time
of existnece of the enterprise), but with considerable or even catastrophic
consequences.

In the analysis of emergencies possible scenarios of development of accident are
usually considered, i.e. the scenario constructed by the principle “what will be
if…”. At the same time such factors as type of the initiating event, quantity of the
available dangerous substance, efficiency of emergency security systems and many
others have to be considered. Usually there is a large number of possible scenarios
of development of accident and therefore in risk assessment it is necessary to define
all range of possible scenarios and their probability. In which case sizes of prob-
ability can change from 10−6 to 10−8 events a year. It is so difficult to estimate rarer
events that it is considered that they are almost improbable.

By consideration of accidents they can be divided into two classes and be
characterized by two categories of risk respectively.

Periodic risk is connected with those accidents which quite often repeat, but
cause limited damage even with loss of human life. It doesn’t mean that such
accidents are planned. Of course they are undesirable, and for their prevention
security systems are created and used. However, despite these measures according
to statistics such accidents can happen and the related risk has quite wide range of
values depending on type of production activity. The reason of such accidents is
usually violations of technological process, incorrect use of the equipment and a
human error.

92 A.V. Bochkov



For risk assessment of this category the frequency of accidents and other nec-
essary parameters are evaluated by means of standard statistical techniques on the
basis of the available data.

Hypothetical risk is connected with accidents which as it is considered, can
happen to very small probability but lead to very big consequences. For such class
of accidents absence or insufficient number of statistical data is characteristic.
However, because of their huge potential damage it is impossible just to wait until
sufficient practical experience is gained. Therefore, in these cases the analysis of
hypothetical accidents is made for the purpose of determination of probability of
realization of this accident and assessment of its possible consequences.

Usually the lack of statistical data belongs to behavior of a large industrial or
energetic system in general. Therefore, such analysis is carried out either with the
help of an expert assessment, or with method of “event trees” where the probability
of hypothetical accident can be predicted on the basis of possible malfunctions or
failures of separate knots or mechanisms which have relevant statistical data.

In many cases such method of predictions makes one of the main parts of the
probabilistic risk analysis—PRA.

Usually it is almost impossible to take direct measurements which would show
impact on the person by all possible ways. Therefore, for risk assessment it is
necessary to use models of transfer of dangerous substances in the environment.
Generally, models of transfer of dangerous substances in the environment are the
simplified mathematical representations of the valid processes of dispersion.

Model type which can be used will depend on the required information, on
characteristics of the considered dangerous substance and on the way using which it
gets to the environment. The essential moment at the same time is the question of
whether the time-dependent result is required to us, or it is possible to assume that
process is quasistationary since in this case various models can be used [46–52].

When modeling distribution of chemical elements, it is often necessary to
consider chemical reactions happening during accident or transfer in the environ-
ment. So, for example, when calculating risk from gas pipelines with high content
of sulfur in gas mix for the case of nonflammable emission of gas in case of a
rupture of the gas pipeline a toxic component, necessary for consideration, is H2S.
If gas flames up, then H2S will be transformed to SO2 which in this case is
considered as toxic component.

However, it is necessary to remember that for risk assessment there is no need to
use excessively complicated transfer models because of big uncertainty and aver-
aging arising during calculating of risk sizes. By the way, finding the size of
uncertainty and range of possible risk values is one more compound characteristic
of risk in general.

So, according to various experts’ points of view uncertainty in risk assessment
from accidents at industrial enterprises can make one and even reach two orders of
value. It is connected with a lack of knowledge base on a wide range of technical,
ecological and social factors which it is necessary to consider in risk analysis.

Therefore, there is no need for strong complication of transfer models. There are
even also conclusions based on the analysis of accuracy and uncertain when
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determining risk that transfer models allowing to receive value of concentration of
dangerous substance in the explored place with an accuracy of 10 or maximum 20%
are quite accepted [53].

In order to connect result of transfer models (usually it is concentration of
dangerous substances in air, water, on the ground, etc.) with possible damage
influence models are used.

In this situation three main groups of consequences which, respectively, will
define three main risk classes can conditionally be understood as damage:

• the risk connected with transition to an irrevocable state (death, destruction of
animal or plant species, total loss of working capacity, etc.),

• the risk connected with transition in steady, worse state in comparison with
former (chronic disease, material losses, deterioration of life), and

• the risk connected with transition to the worst, but returnable state (temporary
disability, restored material resources, environmental pollution, etc.).

There are developed methods and models of calculation of doses radioactive and
chemical materials on various ways of influence which use the results received from
transfer models. An ultimate goal of these calculations usually is definition of either
collective, or individual dose (for radioactive materials the effective equivalent dose
is defined since this value is proportional to radiation risk).

At assessment of injury for health of the person caused by a dose of this or that
substance there is a series of problems. If for influence in high doses it is often
possible to connect a damage to the reasons caused it, then with influences of small
doses the situation is much more difficult. Chronic influences of small doses of
some substances can cause symptoms of certain diseases while effects of other
substances don’t cause the diagnosed symptoms of illness, such as cancer and
which can also be caused also by other reasons.

Direct researches of dependence a dose effect (or a dose damage) are compli-
cated by many reasons. So, for example, in many cases other factors which aren’t
connected with existence of considered influence can also effect and therefore
separation of its “pure” influence can be very difficult or just impossible.
Development of disease can have long latent period equal to years or decades that
also bring difficulties in diagnostics.

One of ways of finding of dependence a dose effect consists in that, using
mathematical models to extrapolate data for high doses to the area of small doses at
which directly it is impossible or it is very difficult to observe effects. The ratio
influence-effect can be at the same time linear or some other function.

Thus steady functioning and development of any structural and difficult system
depends on influence of a large number of external and internal factors, including
factors of negative impact. For monitoring and assessment of these factors and
decision-making directed to decrease in negative consequences of their appearing
the so-called systems of balanced indicators (Balanced Scorecard), key performance
indicators1 (KPI) (which are quantitatively characterizing factors of risks to which
the system is subject) from among which strategic target indicators (STI) which
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quantitatively reflect strategic purposes of system functioning are chosen and rep-
resent the basic economic and operational performance characterizing efficiency of
its development (indirectly, they’re not achievement characterizes the level of the
existing threats and degree of their realization in the considered period).

On the basis of these indicators the monitoring corporate systems of threats and
risks are formed and they allow collecting data on changes and to carry out the
analysis of efficiency of system functioning according to several hundred indicators
in organizational, food, geographical and other sections in daily, quarter and annual
planning horizon. Results of the analysis allow to exercise management by
exception, focusing attention on problem areas of each management object by
means of “go-no-go” indication. However, in process of accumulation of data there
is a problem of interpretation of signals of these hundreds of “ go-no-go indicators”.
It isn’t obvious what to consider a “good” or “bad” signal in general for system if
for example a half of indicators “lights” in green color, and a half with “red”? How
to qualify a situation if it is a little more “green” indicators, than “red”, etc. Also is
unevident connection of analyzed indicators with indicators of the high level
(STI) and degree of their influence on achievement of the STI target values
approved by the management of the company. There is a so-called effect of “big
data” when analysts don’t manage to process the collecting information, and
standard statistical methods just cease to work.

Besides threats and risks monitoring system formed on the basis of the analysis
of trends of change of indicators isn’t capable to predict crises and situations with
negative dynamics. Such events are rare and proceed as a rule at various expected
background, and in case of the analysis of historical dataset of rare events discrete
dynamic probabilistic processes take place. Therefore the purpose of the analysis of
structural and difficult system as object of forecasting is creation of such predictive
model of situations dynamics arising at its functioning which will allow to reduce
degree of events dates uncertainty and their scale by means of computing experi-
ments and selection of acceptable parameters, that is to obtain expected information
on object of forecasting due to detection of hidden regularities which indicate either
changes of object condition, or regularities of changes of external environment
parameters significantly influencing its functioning (so-called laws of variability of
“forecast background”).

Because of the discrete nature of crisis situations using of data analysis device
based on classical laws of large numbers, is incorrectly. Actually convergence on
probability in reality practically is never observed, except for the statistics which is
saved up in systems of mass service (control of assembly operations on conveyors,
casino, insurance of small incidents (road accidents, home and employment injuries,
medicine, etc.). Compliance of reality and theory in these fields of activity is reached
at the expense of very large number of independent realization. Thus indicators panel
realized in the form of “traffic light” constructed on the basis of dispersion use as the
main indicator can indicate during the whole year the normal state when actually the
system passes into the area of pre-crisis values. Besides at officially declared hier-
archical system of indicators as a rule there is no unambiguous functional connection
and mutual influence of indicators of lower and upper level.
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It is necessary to have correct primary analysis of long-term statistics, and on the
basis of this analysis it is possible to draw the conclusion if it is possible to develop
of adequate to the studied problem forecasting instrument and what share of
accident of dates of arising of adverse situations and their scales can be eliminated
with its help. It is also obvious that as true laws of distribution of the analyzed
casual processes and mainly factors defining them will be continuously corrected
(any hi-tech system, changes quicker than adequate statistics collect), it is necessary
to use criteria “free from distributions”. In particular, for example, as criteria of
achievement of the predictive purpose it is necessary to take not sizes of rejections
of model and real data, but the criteria used in methods of classification and
recognition of images. For example, as measurement of accuracy of the forecast it is
possible to use sizes of mistakes of prediction of the first and second kinds for
various classes and types of situations, and if it is possible depending on classes of a
physical object and depending on value of parameters of forecast background. The
second circumstance is very important as, for example, it is incorrect to put statistics
of accident rate of various seasons as during various seasons technological pro-
cesses proceed differently.

Reliable performance by system of its functions is characterized by saving some
set characteristics (reflected in the corresponding STI and KPI values) in set limits.
In practice it is impossible completely to avoid deviations, however it is necessary
to seek for minimization of deviations of current state from some set ideal—the
purpose set for example in the form of STI values of the first level.

The measure of threat of not achievement of STI set values of the first level, is
considered in this case as the variable representing function of rather current system
statement: it increases in case of approximation of the assessed situation to some
admissible boundary after achievement of which the system can’t fulfill the obli-
gations and reach appropriate set STI target values of the first level.

Mathematical statement. Let the set of signs of the current situation of X (for
example, the current KPI values), the set of admissible realization of situations of
Y give (for example, the current STI value of the first level is more (or less) than
previous, etc.), and there is criterion function y*: X ! Y which values yi = y*(xi)
are known only on a final subset of objects x1; . . .; xlf g 
 X (for example, the KPE
values corresponding to the current STI value of the first level). Let us call pairs
“object–answer” (xi, yi) precedents. Set of pairs Xl ¼ xi; yið Þli¼1¼ 1 will make
training selection.

It is required to restore on selection Xl dependence y*, that is to construct
decision function A: X ! Y which would bring closer criterion function y*(x), and
not only on objects of training selection, but also on all set X. As at the same time
decision function A has to allow effective computer realization let us call it also an
algorithm.

In such statement KPI (in fact–risks factors) act as signs of the current situation
characterized by STI value of the first level (risks indicators). Signs can be binary
(1/0, red/green), nominal (a set of values), serial (a set of ordered values) or
quantitative type. In case the current STI value of the first level in comparison with
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the previous value has improved, the current situation is assessed positively (for
example, it is coded as “1”), otherwise—negatively (for example, it is coded as
“0”). In the presence of three “measurements” of the situation (current, previous and
pre-previous), it is possible more difficult (more exact assessment of current state
through dynamic characteristics of speed and acceleration of change of STI value of
the first level for this period of observations).

Let us consider work of an algorithm of classification of observed situations
according to degree of their danger for the considered system. In general, the tasks
connected with need of classification of situations arise rather often at diagnosis of
diseases on the basis of a set of certain, characteristic factors, at technical diag-
nostics of cars and mechanisms, at assessment of financial stability of the con-
tractors participating in competitions on performance of these or those services,
borrowers of banks at an assessment of quality of management or at the analysis of
risks factors and accidents. As a rule, the description of such situations is made out
by means of questionnaires. Each subject of classification is represented as a vector
(point) in p-dimensional space (the ordered set of p numbers). Though decisions on
classification of the analyzed situations are made not only and not just on the basis
of answers to questions of questionnaires (signs), however assessed questionnaires
contain the hidden regularities allowing, in the presence of rather representative
statistics, “to repeat” earlier made decision for new data. The method of basic
vectors considered as a special case of regularization according to Tikhonov allows
to construct the border dividing a set of similar objects into isolated classes. The
main idea consists in construction on the basis of the analysis of signs, internal
connections between unevident sets of “correct” parameters of the description and
classifying signs of ensemble of trees of logical formulas. It allows to classify a
situation unambiguously or to exclude it from further consideration.

Nominally it is possible to mark two classes of objects which experts have to
face in the field of automation of management: “simple” and “complicated”.

“Simple” ones are objects exact mathematical models of which, for example, in
the form of algebraic equations system or linear programming model, at taking into
the account of all necessary quantitative factors influencing behavior of an object
are suitable for realization on the computer of the chosen class are and are quite
adequate to an object.

“Complicated” objects of management have the following main distinctive
features [54]: not all purposes of the choice of operating decisions and conditions
influencing this choice can be expressed as quantitative ratios; formalized
description of an object of management is absent or is unacceptably difficult; the
considerable part of information necessary for mathematical description of an object
exists in the form of ideas and wishes of specialist’s experts having experience with
this object. Creation of exact mathematical models of “complicated” objects suit-
able for realization and operation on modern computers is either difficult or often in
general is impossible.

But it doesn’t mean that the task has no decision. Generally, there can be two
possible directions of search. The first is to try to apply a nontraditional mathe-
matical apparatus for creation of the model considering all features of an object and
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suitable for realization. The second is to build not the model of an object, but model
of object management (i.e., not an object, but the person operator in process of
object management is modelled).

The main tool of similar developments is creation of software products within
the uniform procedures which are carried out by the person—the Automated
Control Systems (ACS). And the question is not about automatic systems, not about
robotic systems making decisions independently, namely the question is about
automated systems in which the main, defining role is assigned to the person. To
emphasize this distinction, during further narration, we will call similar systems
automated advising systems (AAS).

Now there are three basic platforms of development of AAS.
The first is the classical numerical mathematics focused on von Neumann

structures of computing systems [55] based on the concept of algorithm which it is
the final sequence of instructions implementation of which leads to the desirable (or
acceptable) result. In case of small and non-uniform selections often there is no
opportunity for a long time to create steady expert rules in the form of instructions
and, therefore, in the studied case, use of artificial intelligence systems (AI) it is a
situation when costs for creation of system won’t be paid off with efficiency of its
work. A way of creation of von Neumann systems is a way of difficult coordination
with experts of algorithms of use of “general rules” which in the course of coor-
dination become known to many and the control system are “unworthy”, that is
development of bad AAS a priori takes place.

The second is neuromathematics [56] where the desirable acceptable result is
achieved due to training of some computing environment using precedents from the
past. The main difference from the classical scheme are parallel connected nonlinear
calculations. Owing to a trifle of selections and heterogeneity of initial massives of
given neural systems (NS), as a rule, draw negative and positive conclusions for a
set of additional “false images” [57]. Specific nature of neural network approach is
that there are so many entrance signals (features of description of situation) that
already at the first level of connected calculations when selection of communica-
tions is made for formation of necessary combinations of features, obvious ambi-
guity of the choice takes place. In these cases, experts accompanying process of
training of NS have to nullify unclear for what reasons the majority of communi-
cations of neurons in the first layer of NS. Otherwise the weights of features will be
averaged. There is no semantic “mixing” of entrance signals in packages of neu-
romathematics. Algorithms of training of NS are effective when entrance infor-
mation is subject to preprocessing and is uniform, so neural network approach, in its
classical understanding isn’t suitable for the solution of considered tasks.

The third is parallel processors and implementation of a method of support
vectors [58] in them in which qualities of speed of operation of trained NS are
combined with severity of instructions of classical algorithmization. Preliminary
formation of start statuses in training activity (additional training) of NS actually
leads the neural network approach to support vectors offered by a great number of
authors. The most known among them is the academician of the USSR Tikhonov
who in the 40s of the last century used this method for the decision of incorrect
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tasks of zoning of oil fields according to the signals of reflected waves received in
case of electrophysical and seismological investigation [59]. Also, as well as the NS
which in case of correct approach must construct the same separating broken sur-
faces if it optimizes distances, but not amount of neurons, a method of regular-
ization of the task of division of sets got the name “method of support vectors” uses
information from precedents and makes the decision, based only on them. But in
method of support vectors (with coordinates of the middle of the segments sepa-
rating the closest neighbors) it is rigidly set the regulating principle—the closest
neighbor. It makes related a method of support vectors with methods of cluster
analysis [60, 61].

The idea of a method of support vectors is also close to methods of local
approximation [62]: not the “universal world identical to all”, but the world as “the
world of the countries in which there are own laws, and these laws smoothly flow
from one country into another, having, of course, some general part thanks to which
such overflowing is possible” is under construction.

Essential difference method of support vectors from NS is that NS studying
unreasonable “will displace the decision” to the area of rejected objects only
because it is taught according to regression statistical signs—according to the
method of the smallest squares. Considering that (for example, at the auction) only
one wins, and several lose rejected objects must be more so and total contribution to
the total amount of mistakes is more. The method of support vectors is more
reliable: the place of support vector responsible for “its site” won’t change until it
won’t be repealed (again locally) by data on arrival of a new closest to support
vector neighbor. It won’t be required to recalculate the decision anew as the
influence of new data is “local” and won’t influence other constructed rules.

General conclusion: the most preferable is the solution of considered tasks with
“locally optimum methods”, use of the principles of regularization of decisions
underlain in the method of support vectors with adaptation under flows of new data.

The idea of creation of piecewise linear decisive rule of a general view is that the
hyperplane is selected allowing to separate optimum in sense of some criterion (for
example, maximum) a share of objects of any one from classes presented in the
training selection then for the rest of objects they look for a new similar plane and
so till full division of classes. Locally optimum planes used at each step of division
of classes and creation of decisive rule of this kind in the procedure adopted by us
are considered as orthogonal subspaces at first to the initial individually considered
features, and then to new features synthesized from these initial ones.

Synthesis of the feature defining each following element of the decisive rule
begins with the choice of “germ”—one of questions in a projection to which in the
sense of the chosen criterion it is possible to receive the best almost “pure” sepa-
ration of objects of one class from mix of remaining objects of this and other
classes. After “germ” is found, an attempt to improve it is made, forming of it a new
feature by a serial combination with each of all other features, also including earlier
synthesized. And such combination can be made differently. In the elementary case
trial improvements of a germ are carried out by summing up or subtraction. The
best of pair combinations can be considered as “germ” for the following cycle of

Hazard and Risk Assessment and Mitigation … 99



synthesis, etc., till synthesis stop criterion won’t be satisfied. Then on the received
feature it will be possible to design objects which aren’t divided to this step of
creation of the decisive rule, to separate a new part of objects of any class and if
division of objects of different classes in selection hasn’t come to the end yet, to
pass to synthesis of the following feature and definition of the next element of the
decisive rule.

For clarity let us consider the work of offered algorithm on a numerical example.
Set of entering data is training selection—the so-called table of features (Fig. 1)
which includes: keys identifying an object (or a situation); numbers of features of an
object; assessments of features (1/0 – “successful”/”unsuccessful”); indicator “ ±”
defining the class of an object (is accepted/is rejected). In the example (Fig. 7)
discussed further the following basic data are accepted: quantity of objects: 97;
quantity of features: 125; quantity of accepted objects: 59; quantity of rejected
objects: 38; serial numbers of features which participate in all subsequent opera-
tions are assigned to keys.

The main stages of algorithm and their summary are presented in Table 2. The
algorithm has two options of realization: classical (index K) and simplified (index
У). The part of the algorithm realizing the main purpose consists of points К,У[0.1] -
К,У[0.7]. In processing of bivalent information in connection with development of
the theory of information as the tool describing transfer of strings of signals con-
sisting of zero and one Hemming’s metrics is accepted:

q Oi;Oj
� � ¼XK

k¼1

Oik 1� Ojk
� �þ 1� Oikð ÞOjk

� � ð4:1Þ

The size of this metrics is distance between one-dimensional same objects (lines,
columns, screens, size of symbols) is measured by the number of couples, inco-
incident among them. When performing a condition “excluding OR” value of a
metrics increases by 1.

Fig. 7 Table of features (training selection, basic data)
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Discrepancy is interpreted as a mistake, and the proximity of objects, thereby, is
assessed by the minimum quantity of “corrections” which it is necessary to bring
either in one, or in another, or in both objects in order objects to become identical,
indiscernible. Naturally equality is carried out:

q Oi;Oj
� � ¼ q Oj;Oi

� � ð4:2Þ

As in this algorithm operations are performed over a natural class of monotonous
functions, not all discrepancies in couple and only “ordered” are of interest (further
—semi-hemming measure)

l Oi;Oj
� � ¼XK

k¼1

Oik 1� Ojk
� �

; ð4:3Þ

reflecting only quantity of “successful” features l the first object of which has value
equal 1, and the second –0.

On combinations of “successful” features accepted objects from rejected ones
will “be separated”, and on a metrics l the size of “boundary layer” will be
measured. The first step of the algorithm is filling of a matrix of Semi-Hemming for
all couples of objects. The result of such processing is a square matrix with zero
diagonal elements (Fig. 8) whose lines and columns with smaller numbers have
accepted objects.

The matrix is divided into 4 sectors according to participants of relations. So, for
example, the left top sector represents the relation of accepted objects among
themselves, the right lower—rejected among themselves. Two other sectors show
the relation of accepted objects to rejected and vice versa. The right top sector of
matrix is required. The ranges of cells of the table of Semi-Hemming having zero

Table 2 The content of stages of algorithm

Index The content of stage
К,У[0.1] Calculation of matrix “semi-hemming”
К,У[0.2] Elimination of logically contradictory basic data
К,У[0.3] Extraction of copies and “not working” samples of rejected objects
К,У[0.4] Extraction of copies of samples of accepted objects
К[0.5] Extraction of copies and “not working” samples of accepted objects
К[0.6] Calculation of ranks and weights of stiffness of rejected objects
У[0.6] Calculation of ranks and weights of stiffness of rejected objects
К[0.7] Calculation of ranks and weights of accepted objects in classical set
У[0.7] Calculation of ranks and weights of accepted objects in expanded set
К[0.8] Rule building. Classical optimized option
У[0.8] Rule building. Simplified option
У[0.9] Dropping of features copies and also features overly doubling the result of

assessment choice
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values are coloured in Fig. 8 in more intense color that allows to observe the zero
diagonal of matrix distinctly.

When the initial matrix of Semi-Hemming is constructed, it is possible to start
main calculations. The first that Semi-Hemming’s measure allows is to eliminate
contradictory couples of objects which obviously don’t meet conditions of strict
inequalities setting a partial order. Technically it is necessary to overassess objects
if their contents obviously indicate that in some compared couple of objects the
object which is certainly the worst by data is assessed better than the opponent.

There can naturally be couples of objects Oj;Oi
� 	

; i\jð Þ such that all units of
the accepted object Oi contain in set of units of features of rejected object Oj. In this
case we have the obvious contradiction which is reflected in Semi-Hemming matrix
in such manner that the following equality is carried out:

l Oj;Oi
� �	 0

� � ^ l Oi;Oj
� � ¼ 0

� �
: ð4:4Þ

In the concerned example these are objects 13, 49 and 50. The contradictory
(zero) relations are marked with color (Fig. 9).

To decide that the object Oj best by data has mistakenly been carried to rejected,
or on the contrary, the object Oi worst by data has mistakenly been carried to
accepted, i.e. to make reassessment of experimental material only the person
forming the decision—PFD can (even not the expert). But assessment objects, as a
rule, not the last stage of inspection, in all similar cases (there are 3 of them in
reviewed example) the worst object in couple moves to the category of rejected

Fig. 8 Matrix of semi-hemming
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(Fig. 10). As a result, in Semi-Hemming matrix the quantity of lines and columns
of accepted objects decreases, and the quantity of lines and columns of rejected
objects increases by 3.

But in sum the number of objects hasn’t changed. By move of lines and columns
of features of the overassessed objects in Semi-Hemming matrix of dimension
97 � 97 the submatrix of dimension 56 � 41 (Fig. 11) which is settling down in
the right top corner of the matrix is formed, and it doesn’t contain zero any more. It
means that there are all reasons to confirm that all strict inequalities explaining such
choice of objects will be satisfied. In a full matrix 97 � 97 zero remain, but they
aren’t critical.

So among accepted couples Oi1;Oi2h i; i1\i2ð Þ and ejected couples
Oj1;Oj2
� 	

; j1\j2ð Þ of objects there are objects which are coincident, there are also
dominations (enclosure of features of one objects in data of other objects).

At the following stage of the algorithm there is a removal of copies and “idle
examples” of objects in the corresponding submatrices. Actions over both sectors
are made in three steps: removal of copies of objects, their Pareto sorting and
streamlining of the relations in the submatrix with cyclic removal of minimum

Fig. 9 Base purposeful matrix of semi-hemming
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Fig. 10 Submatrix of rejected objects after removal of conflicting data

Fig. 11 Purposeful matrix after removal of conflicting data
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(maximum) according to Pareto objects. Algorithms of removal of copies and “idle”
examples for accepted and rejected objects are similar.

For removal of copies of objects, it is necessary to define symmetric off-diagonal
couples of zero. In the reviewed example the are couples of objects under numbers
78 and 80, and also 86 and 49 (Fig. 12).

The corresponding objects (80 and 49) move (Fig. 13) to the end of the sub-
matrix (lines and columns of the submatrix move to its end).

The quantity of rejected objects becomes equal 39. For the simplified option the
quantity of accepted objects returned by this function is a border of purposeful
submatrix which is used on the step У[0.6] of the algorithm.

At Pareto sorting of objects all “crosses” with the centers in diagonal elements
which don’t contain zero values move to the left top corner of the submatrix
(Fig. 14). The quantity of rejected objects accepts value 28. Streamlining of the
relations between rejected (accepted) objects in the submatrix is carried out after
shift of lines and columns so that all off-diagonal zero become higher (lower) than
zero diagonal. As there are no cycles there has to be a triangular form. Further (until
the triangle still contains zero), the rule is carried out: if in a line/column of any
element there are zero, and there aren’t zero in a column (line) — it is an object not
of maximum (minimum) layer according to Pareto. An object is displaced to the
end (beginning) of the submatrix.

The lines which have remained after all cycles of an exception join number of
maximum (minimum) objects according to Pareto (Fig. 15).

Fig. 12 Submatrix of semi-hemming before removal of copies of objects
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Fig. 13 Matrix of semi-hemming before Pareto sorting objects

Fig. 14 Submatrix of semi-hemming before removal of Pareto minimum objects
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The algorithm returns total quantity of rejected or accepted objects which are
borders of a required purposeful submatrix. The example of such submatrix for
classical option is given in Fig. 16. The quantity of rejected objects for both options
of reviewed example is identical and equal to 33.

It is caused by the fact that in both cases stages К,У[0.3] and К,У[0.4] are carried
out. However the stage К[0.5] is intended only for classical option in this con-
nection the quantity of accepted objects for it will decrease to 43 at 53 (for sim-
plified). Calculation of ranks and weights of objects is made in three stages:
selection of distances for three next objects, calculation of ranks of stiffness and, at
last, calculation of weights. For every (accepted and rejected) object of purposeful
submatrix (Figs. 14 and 15) defined at the previous stages three smaller values all
of their cells are calculated.

They are used directly for calculation of ranks of stiffness: the objects having the
smallest distances in relation to others will differ in the greatest stiffness.

After performance of the above-stated operations there is an opportunity to order
lines and columns according to their ranks.

Weight are calculated by formulas:

Cbad
1

� �� Cbad
2

� �RB½j��1
; ð4:5Þ

Cgood
1


 �
� Cgood

2


 �RG½i��1
; ð4:6Þ

Fig. 15 Submatrix of semi-hemming after removal Pareto minimum objects
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where Cbad Cgood
� �

is the weight of the most “stiffness” rejected (accepted) object
with the rank equal 1; i; j-respectively, the number of the line and the column of the
table.

The sequence and the summary of steps of the stage of building of decisive rules
are given in Table 3. The algorithm of the stage У[0.8] differs from К[0.8] in the fact
that the leader (flagship) of each group isn’t looked for from remained, and is
appointed a new—features of g groups of tests are built so that there is always g
object in it.

For the rest everything is made according to the same scheme: the optimum
structure of objects group possessing the same key features as well as g object is
looked for. Results of calculations are in Fig. 17.

Optimization of structure of the tests received according to the simplified scheme
(optimization on the basis of the analysis of crossings of groups participants lists) is
carried out in 2 steps: removal of enclosed tests and optimization of “overlappings”
of tests.

Removal of enclosed tests is a procedure of sorting according to the size of
groups—to the number of participants, “passed a test”. Filling in the table on

Fig. 16 Purposeful submatrix for classical option
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decrease, from the second line, we make verification with the lines which are earlier
placed in the table. If a new “candidate” is the copy or a subset of the test which is
earlier included in the table, this “candidate” is excluded from the table as obviously
the worst test from recorded earlier.

As a result, 51 test continued participation in calculations (2 have been
removed). On the basis of the data obtained from the previous step the binary
matrix of relations “objects-tests” is created.

The sum of units in the lines ni is the vector-column containing information on
the number of tests to which an object satisfies (i — numbers of object). Its
minimum value is minimum quantity of tests to which each object satisfies—a
threshold (elim).

If elim [ 1 then it can be reduced to value (e00lim [ 0):

e00lim ¼ min e00lim; elim
� �

: ð4:7Þ

Each accepted object has to pass at least one test. In each column but only in the
lines containing unit the minimum is looked for from ni — it is degree of freedom of
the test—a vector line uj. If uj ¼ e00lim among subjects of the test there is an object
which has reached e00lim — this test can’t be removed.

Table 3 Structure of stage К[0.8]
К[0.8.1] Unload and put in order of subsets of lines of work table;
К[0.8.2] Step-by-step complete objects groups passed tests;
К[0.8.2.1] From remained accepted objects not passed previous tests find “flagship” with

the biggest weight of stiffness and against him and remained “expose” all
rejected examples;

К[0.8.2.2.1] Find the most stiffness of remained opponents—”flagship” of rejected objects.
Define group of questions using which accepted “ flagship” “wins” rejected one;

К[0.8.2.2.2] Choose the best from the selected group for continuation of creation of question
groups—there has to be more “own” and less “strangers”;

К[0.8.2.2.3] Remember the chosen question—eliminate “ flagship” of opponents with its
colleagues as who haven’t coped, and also a part of own which have also not
answered this question. If not all opponents are eliminated pass to the point
К[0.8.2.2];

К[0.8.2.3] «Flagship » and its “colleagues”, which answered all questions, are formed.

As questions were asked for “fight” - the final structure of group was unknown—the questions
“for elimination” can describe properties of group not in the best way.
К[0.8.2.4] To create the optimum choice of questions of the test to which every element

from group satisfy, and none of opponents. Record of questions set in the
questionnaire.

If not all groups are created (not all accepted objects have passed the previous tests), transition
to the point К[0.8.2.1]. The last groups can be small, it doesn’t mean that there are no accepted
objects which have entered into earlier built groups, capable to fill up the last groups.
К[0.8.3] Balancing of group members (optionally). Calculation of objects rating.
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In other tests search of a column with the smallest quantity of units among
columns with minimum difference is made. The test which possesses this column is
removed. Recalculation of ni and uj is made. Process comes to the end if for all tests
the following condition is satisfied:

uj ¼ e00lim: ð4:8Þ

In the reviewed example minimum quantity of tests appeared equally to 8. At
this stage operation of an algorithm is complete. The algorithm models the prin-
ciples of data structure, caused by solved by DM task of classification and its
considerably not verbalized representations, feelings, semantic criteria and other
entities intuitively clear but escaping formalization.

Essentially, the described algorithm is connected with creation of the field of
structure of data and the analysis of its effects, including also clarification of the

Fig. 17 Result of the stage of creation of rules for classical option
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structure. At any data at the same time there is both an order, and a disorder. As it is
difficult “to catch” the excluding OR—the idea of creation of decisive rules on
monotonous functions setting a network order is realized. There is a network of
subjects (questionnaires, situations, etc.) of classification refered to one class, there
is a network of the objects refered to other class, and the algorithm looks for the line
separating one network from another. The problem solver sense in geometry is
rather simple: it is necessary to match features in such manner keeping properties of
a private order that objects on a subset of features will be divided: “good”—have
risen, “bad”—have fallen.

It is the classical task of the discrete mathematics about finding of the logic
function accepting TRUE value (1) on “good” examples and FALSE value (0) on
“bad” examples [63, 64] and it is solved in tens of different methods based on the
method of expansion of any logic function in superposition of simpler functions (a
formula of von Neumann) [55, 63]. Fine ideas of use of local superpositions of
functions through relations of variables in model graphs conferred a prestigious
award of von Neumann are offered [64].

There are robotic systems making any chips with given properties for the
solution of specialized functions (so-called, chips). As well there are implementa-
tions of super-large-scale integral circuits [65] if there is a need of processing of
arrays of very big dimensionality. But most often they are technically optimized
decisions. Decision methods with optimization in case of all achievements of
heuristic mathematics as a rule lead to big search of options, not guaranteeing that
found solutions are the most optimum. Methods of creation optimum (containing
less variables, or with not crossed multiplicands in logical amounts) formulas for
partially given logic functions have algorithms of combinatorial complexity with
the exponential growth of expenses of computing resources from the sizes of
solvable tables (both by quantity of variables, and by quantity of training objects)
[63, 64, 66]. In the reviewed example excessive optimization isn’t required: from
125 features of an object 32 features automatically don’t participate in creation of
formulas of the solver.

Thus the task has actually come down to creation of model of “grey box” [67]
testing entrances and exits of some simulator of real system. The model of “grey
box” is partially “transparent” model in which elements of structure of decisions are
visible and there is an opportunity to interfere with process of control of the solver.
The question of extreme quantity of possible mistakes of the solver at “grey”
approach can automatically be solved, on condition of introduction naturally of
restriction for the type of logical functions adequate to a problem to solve.

In this article, we were restricted to rather representative class—a class of logic
functions known as monotonic functions that is dictated by logic of axioms of
choice. The monotonic logic function is a logic function which disjunctive normal
form doesn’t contain any variable with use of logical negation—the unitary oper-
ation NOT is absent.
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That is, the solver has the following view:

y ¼
X

xv;1 
 . . . 
 xv;Dv

� � ð4:9Þ

where y is an object assessment (y = 1 for accepted objects, y = 0 for rejected
objects); v is number of variables group; Dv is dimensionality (quantity of features
in group); xv;1 is the first feature in group; xv;Dv is the last feature in group.

Value y = 1 (TRUE) is reached in that and only in that case when features at
least of one group are reflected in the description of an object. By analogy the solver
is similar to the examiner who asks examinees different groups of questions (dif-
ferent structure and quantity) and such options of groups only V, and at the answer
to all questions gives pass y = 1 or not pass y = 0, giving an opportunity to be
re-examined V times, every time with new fixed group of questions. The first who
takes pass are those examinees who have answered all questions x1;1 
 . . . 
 x1;D1 .
Those who haven’t passed in the first group for the second time will be examined
again, but on group of questions x2;1 
 . . . 
 x2;D2 and so on until all list of groups of
questions—“tests” V is exhausted.

The problem of creation of the solver-examiner consists in such way to match
groups of questions that worthy, even not in the first group, but have got “pass”, but
not worthy have taken all V tests, but “pass” isn’t got. Let us note that affirmative
answer on questions of only one group is sufficient for getting “pass” (at creation of
the solver without duplication increasing reliability) therefore in case of use such
algorithm, for example, when tendering or an assessment of a creditworthiness of
clients, the structure of groups of questions has to remain in secret—the examinee
will get “pass” if he answers all questions in group irrespective of how well he
would answer other questions.

There are many ways to strengthen the solver of view (4.9). For example, by
means of a requirement task that the classified object has to be selected at least on 2
groups, 3 groups, on groups with large (excess) number of questions. It is possible
“to cut off” the number of groups V, that is to increase reliability of selection having
left those who have passed the first V tests. It is a way of mistakes management of
the first sort.

It is possible to operate structure of features—whether to consider at once the main
features or group of specific ones. Then dynamics of passing will either form groups
with average specifics, the number passed through each test will be more uniform.

Interesting situation analysis turns out: as if automatically poorly crossed groups
of similar descriptions of situations are under construction—the typology of “ap-
plicants” on a combination of features which enter the solver is created. Such
typology can be useful at prequalification (reception or refusal of new applicants) at
the auction: there is no need to take firm of that profile (type) which examples
(among already chosen) are enough. Here it is possible to go to mistakes of the
second sort, having taken in prequalification, for example, those who haven’t
answered all questions Dv, and have answered only Dv � 1 or Dv � 2 question.
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If the group is constructed, then set of groups with the “sparing” admission is
under construction automatically easily: instead of summand

Xv;1 � . . .� Xv;Dv ð4:10Þ

it is necessary to write the sum of summands at which one of factors is missed if we
forgive one “unsuccessful” feature from group Xv;1 � . . .� Xv;Dv or the sum of
combinations CS

Dv
summands in which from product in (4.10) about S features are

omitted.
For example, if in group of 5 features “we forgive” 2, then instead of product of

five factors we have to write down in the found formula of the solver 10 products
on 3 factors with different three features from five:

X1X2X3 [X1X2X4 [X1X2X5 [X1X3X4 [X1X3X5

[X1X4X5 [X2X3X4 [X2X3X5 [X2X4X5 [X3X4X5
ð4:11Þ

Or simpler: the quantity of questions which have received the correct answer at
this test has to be more or equally Dv � Svð Þ. If mistakes are not forgiven, then
Sv ¼ 0(C0

Dv
¼ 1).

Toughening of rules of selection is technically simple: if there is a test
Xv;1; . . .;Xv;Dv

� 

to which a large number of objects satisfies, then it is necessary to

fill its up with additional questions. It is desirable to have variable answers among
“participants” of this group, for example on two questions Xv;Dvþ 1 and Xv;Dvþ 2 of
“increased complexity”. It is ideal if a half of objects which have passed an “old”
test contains only the 1st most informative feature, and the second half—the 2nd.
Both will remain in prequalification, but will already begin to belong to two groups:
Xv1;1; . . .;Xv1;Dv1 ;Xv1;Dv1þ 1

� 

and Xv2;1; . . .;Xv2;Dv2 ;Xv2;Dv2þ 1

� 

.

In each of groups there will be an additional question and it will become more
difficult “to get” into such groups. Thereby we carry out “seeing” reengineering of
groups of questions without intricate algorithms of adaptation [68]. Groups become
smaller, but the classification is more exact.

There is a mechanism of effective adaptive control. It will especially be shown
when digitization not of logical, but quantitative variables where to a feature there
corresponds some range of admissible values of key indices is used. Thereby
“sparing”, we expand tolerance ranges of changes of values of these indices, and,
on the contrary, “hardening”, we narrow these ranges. Last it is reached when as a
feature of toughening the feature describing closeness to boundaries of admissible
zones of values of key indices is selected.

Sharp growth of mistakes of the second sort demands retraining of the solver for
“cultivation” of features belonging to old groups on new. And if this turns out to be
ineffective (the solver safety margin won’t increase—quantity of mistakes of the
first and second sort will approach threshold values), then introduction of new
features will be required.
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There is an important question: whether it is possible to consider that the rules
synthesized by an algorithm really express certain “properties” of compared objects,
and are not the result of game of casual fluctuations of selection in
many-dimensional space of their description. In [69] it is shown that at a distri-
bution of classes A and B presented by sets of objects of MA and MB in a K-
dimensional subspace of H-dimensional space total number of subspaces in which
incidentally separating planes will be looked for makes in a typical case HK

K! . If the
acceptable size of mathematical expectation makes no more 1

H of this size (i.e.

approximately HK�1

K! ), then from inequality HK�1

K! [ 2K�MA�MB�1HK

K! follows that
2MA þMB þ 1�K [H. Setting H ¼ 210 (that corresponds to usual number of features),
it is shown that MA + MB + 1 > 11 K. In more realistic situation when creation of
the decisive rule in the form of the only K-dimensional plane is impossible, but the
piecewise linear rules consisting of two planes are real it is shown that the
assessment for mathematical expectation has a view [69]:

MOAB [
2K�MB�1HK

K!
ð4:12Þ

From this it follows that AAS will generate nonrandom two-element piecewise
linear rules if each of divided classes is presented by not less than 23 objects at
K = 2 and not less than 56 at K = 5.

5 Risk Management

Risk management is the main, final stage in risk analysis on which priority areas
and optimum security aids are defined. Main questions considered at this stage are
establishment of importance of the considered risk, comparison of costs for its
reduction with those benefits which can be received as a result of it and support in
carrying out policy of risk reduction. At this stage it is possible to receive the
answer to a question of what risk level is excessively big and therefore demands
creation for its technical systems decrease and what security systems from the point
of view of material inputs are the most effective.

At first sight it can seem that the task of risk management is extremely clear and
is in reducing risks from each technological unit to unified minimum or even just
“zero” level. However, all researches in this area show that it is unreasonable to
want to reduce risk from various technological units, for example, such as coal
industry or nuclear power plants, or even in each concrete unit to one level.

The task of risk management can be brought to that on the basis of some certain
criteria to answer a question of what means and to what level it is necessary to
reduce risk in this or that field of production activity. One of possible and the most
widely developed tool of the solution of this task is the assessment of efficiency of
costs for risk reduction.
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The analysis of efficiency of costs for risk reduction is directed to the solution of
tasks connected with application of these or those measures and security systems.
Therefore, it has to be applied preferably at a design stage of development and
provide conditions for the choice of the most optimum actions for increase in safety
both during normal work of the enterprise, and in emergencies.

As it has been already told earlier one of the main tasks of the stage of risk
determination is in this fact that those criteria and corresponding methods which
would allow to answer the question what is to consider dangerous and what is—
safe. Especially sharply these questions rise for existing and again created difficult
technical systems connected with use and production of large amounts of energy
and dangerous substances where accidents can lead to environmental disasters. The
similar situation is observed when a natural control system of safety is provided
solution of problems which it never solved and, perhaps, isn’t capable to solve, for
example, on utilization of outlying to nature chemical compounds, large quantity of
fusible substances, etc.

Considering this, it is necessary to use existing current regulations and to
develop new ones for safety or more likely the rules of risk management which
have to be based on determined criteria and norms.

Every day all people are affected by different types of danger. When it occurs
from the person himself voluntarily, usually it doesn’t cause worry. So, for
example, by force of habit, social conditions or financial interest many people
smoke, use cars or go to work as porters though the risk of death in these cases is
rather high. The question of safety raises special worry when risks exist irrespective
of people’s desire. In this case the risk means something very bad that by all means
needs to be avoided. However, all technical progress as it was shown earlier, along
with those benefits which it brings at the same time leads to increase in technogenic
risk. Therefore, regardless of desire of society it is forced to exist at a certain risk
level.

There is even a statement that “without risk there can be no safety”. Really in
some cases society takes a certain risk because of receiving an opportunity to
increase the safety finally. So according to the American data, every year 3.5
million children in the USA receive whooping cough, tetanus and diphtheria
inoculations, 25 thousand from them feel after bacterination very hard they have big
temperature and fever, 9 thousand are ill seriously, 50 people receive serious
complications on brain, and about 20 people die. And still, despite such risk, health
services every year hold an inoculation since otherwise the quantity of diseases and
deaths will be many times as large.

So, for example, according to data for underdeveloped countries from 80 million
children annually born and not receiving any inoculations 5 million dies from
measles, whooping cough and similar illnesses on which prevention the program of
immunization is referred. It is simple to count that the mortality for this reason is
6.25%. In a case with vaccines about 0.002% of children will die and will seriously
suffer, i.e. more than 3000 times less.

However, it should be noted that now the risk is measured not only probability
of a lethal outcome or a disease. From this point of view one lethal outcome can be
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equated to loss of 6000 working days, and, for example, one occupational health
problem can be equated to loss of 338 working days. Risk concept also includes
damage caused as a result of this influence in ecological, social and economic areas.
Types of consequences which can be considered include:

1. untimely death;
2. latent cancerogenic effects;
3. early diseases;
4. lost man-expenses;
5. property damage;
6. financial losses, etc.

It can be effects of short or long impact on the local or regional industry, impacts
on a social status of the population, effects of local, regional or even global char-
acter. Some of these effects always occur, others have only probabilistic character.

Because of a wide variety of possible effects one of the main problems is
determination of sizes and units of measure of risk. Some types of risks can be
measured by number of people subjected to influence, probability of death or
disease or to be expressed in monetary units. One of possible units of measure of
risk types from 1 to 4 can be lost resource days. Other risks, in particular in social
area, are very difficult to present in numerical units so far and therefore, even
participating in risk analysis in risk assessment they aren’t considered yet.

From there, existing criteria of safety (or risk criteria) can be divided into two
main groups—qualitative and quantitative.

Qualitative criteria unlike quantitative ones often depend on opinion of experts
and therefore are more subjective and can have wide dispersion depending on
knowledge of experts, their qualification, etc. Quantitative criteria are the basis for
determination of those norms which are used for elaboration of strategy and tactics
of risk management for the purpose of increase in safety.

From the definition of risk, it follows that it is characterized by three
components:

• danger source;
• danger distribution area;
• subject of influence.

Therefore, criteria of safety and existing standards often belong to these
components.

For danger sources which are technical systems, criteria of safety can be stan-
dards on probability of beyond design basis accident (for example, for the NPP this
is melting of an active zone which probability shouldn’t exceed 10−7 for the reactor
in a year), or sizes of maximum permissible emissions (MPE) of dangerous sub-
stances in the atmosphere or discharges (MPD) into water in the conditions of
normal operation of the enterprise. Also one of criteria of safety can be restriction
for quantity of stored, processed or transported dangerous substance.
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Criteria of safety refered to extension area (atmosphere, surface or ground
waters, soil, etc.) traditionally are maximum permissible concentrations of dan-
gerous substances (MPC) in this area. On the basis of maximum permissible
concentrations values calculated most often on “the worst case” traditionally there
will be such protective measures for increase in safety of the population as sanitary
protection zones, restriction for emission of pollutant in the atmosphere, etc.

The subject of influence most often is understood as either a certain person, or
group of the people united by the place of residence (for example, the population of
the explored region), by the place of work (service personnel of the enterprise), etc.
Criteria of safety for them most often were either individual, or collective doses in
case of a possible adverse effect of dangerous substance, connected either with
accident, or with normal operation—technical system. Usually the dose is the
concentration of dangerous substance integrated on time and is connected with this
or that type of consequences for person’s health. At the same time the dose criterion
of safety for the serving personnel most often has much bigger value in dose size,
than for the population shivering near the enterprise.

However, the size of a dose isn’t connected with a possibility of receiving it by
person or group of people, especially in case of accident at the enterprise. We will
easily eliminate this defect when using a concept of risk for danger assessment.

Today the main criteria of safety at risk assessment are either the individual, or
collective risk of death or a certain disease. The individual risk is measured by
probability of death (disease) of an individual in a year, collective—by the number
of affected people from a certain group. Quantitative norms for this risk are being
established. So the individual risk of death of the person in one year caused by
industrial activity more than 10−6 is considered unacceptable, and risk less than
10−8 is considered negligible. The acceptable risk level is chosen in the range from
10−6 to 10−8 a year, proceeding from the economic and social reasons. It doesn’t
mean that the individual risk of death from any industrial activity in any society has
to be not more, than 10−6 a year. So, owing to historically developed conditions or
proceeding from social preferences society or its certain members can accept much
higher sizes of risk, receiving at the same time material, economic or some other
advantages.

As the purpose of safety is not only protection of the population, but also the
environment, at consideration of safety issues it is necessary to have indicators
which quantitatively would define its state. At today’s level of knowledge, it is
possible to refer to such characteristics proximity of ecosystem condition to its
stability limit where predictability of changes of ecosystem in response to external
influence will be lost. In Holland such sketches already use for introduction to the
regulating activities for safety of values for maximum permissible environmental
pressures. So possible criterion of safety of the environment as a result of industrial
activity can be the level of impact on an ecosystem which shouldn’t exceed values
at which 5% of species in an ecosystem can suffer.

The economic damage connected with accidents at the enterprises even under
conditions of their normal functioning existed practically always, and at the modern
level of development of the industry it takes such scales of impact on the local and
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regional industry that need for development of economic criteria of safety appears.
The example of such criterion can be the size of possible damage as a result of
accident which has to be less than those benefits which are available or will be
received as a result of functioning of technical system.

All above mentioned often leads to great difficulties in association of sizes of
various risks and especially this task becomes complicated when attributing the
scales depending on social preference to this or that type of risk at development of
criteria of safety and standards at risk sizes. At the same time, it is necessary to
consider that society accepts risks with high probability more often, but small, in its
opinion, damage and even such as loss of human life, in comparison with the risks
connected with accidents with low probability of implementation, but big potential
consequences. Most often society has rejection on the relation even to single
accident with a large number of loss of human life. Therefore, at decision-making
often risks with small probability but with extensive possible damage can be rep-
resented by unfairly high values.

Nevertheless, concept of risk and tool for its assessment even more often is used
in various countries for carrying out rational policy of industrial safety. So in
Holland when planning industrial activity along with geographical and economic
cards they use risk cards for all country. Some developed countries have already
conducted special researches on risk assessment in large industrial regions. In these
countries quantitative risk assessment and especially risk management at the level
of industrial regions became important aspect of decision-making on regulation and
protection of human health and the environment [54].

Determination of acceptable level of various types of risk in society, their
consideration from the point of view of social, economic and political positions and
preferences, unifying of various types of risks for determination of size of total risk,
all these are one of the most important components of the procedure of risk
analysis.

Especially sharply safety issues rise in regions with high concentration of
industrial and energetic productions where at risk assessment from this or that
enterprise it is also necessary to consider risk from other enterprises if they are
located nearby and can influence each other, creating at the same time additional
risk. So, for example, the neighborhood of the NPP which is the reason of the
increased humidity of air at considerable distance (that doesn’t constitute essential
danger) and thermal power plant which represents a constant source of emissions of
SO2 actually means that in the region there is a source of emissions in the atmo-
sphere of sulfuric acid representing big danger both to the population, and to the
environment. Besides accident at one object or the enterprise can initiate accident at
another one creating so-called “domino” effect that also has to be considered at
danger assessment.

Therefore, according to modern understandings, the sketch and especially risk
management for the purpose of ensuring necessary level of safety in society have to
be carried out not for separate production installations but for all industrial com-
plex. Because of this there was a need for development of unified methodology
which would allow to define and describe main sources of danger in the region, to
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estimate related risks both for conditions of normal functioning of the enterprises,
and in emergencies, to have an opportunity to compare various types of risks, to
define the most effective measures and technical systems intended for increase in
safety of the population and protection of the environment, to develop necessary
measures for reduction of consequences of accidents, etc.

Besides this methodology in principle has to be directed to determination of
level of safety which is optimum for the explored industrial region and therefore has
to serve as the purpose to which achievement all actions for decrease in risk have to
be directed.

Now basic provisions of such methodology directed to creation of the unified
approach to studying of sources of danger and risk management, connected with
them in regions with advanced industry are integrated in the procedure of the
analysis of regional risk.

The analysis of regional risk as well as the analysis of risk in general includes
three main interconnected sections: identification of dangers in the region, assess-
ment of the risk connected with these dangers and its management for the purpose
of increase in safety of the population and environment protection.

Possible realization of the questions connected with identification and ranging of
sources of the danger for the purpose of allocation of the most essential intended for
practical use in the analysis of regional risk can be the way of identification of
danger in the region based on the actual material [53].

Considering the scale and complexity of practical realization of such method-
ology, researches are offered to be conducted from up to down that allows roughly
at the first approximation to capture various power and industrial productions using
simple technology of selection of kinds of risk under study.

According to this technique at the initial stage it is necessary to carry out
qualitative description allowing to capture a set of productions of various type, to
order and select for the subsequent analysis of production and separate installations
constituting the greatest danger for the population and the environment in the
region. At the subsequent stages according to the general methodology the risk
assessment from the most potentially dangerous objects chosen at the first stage in
the region has to be carried out, and then on this basis the strategy of regional risk
management for the purpose of increase in safety can be developed.

Any assessment of regional risk must begin with the choice and write-off of the
respective region. The basis for the choice of the region and definition of its borders
in each case are defined by the specific features and therefore they can’t be for-
malized or specified any tough rules for this purpose. However, there is a number of
provisions which needs to be taken into account at the choice of the explored
region:

• the region is chosen proceeding from its industrial and economic characteristics
but not from administrative borders;

• at an initial stage of risk assessment, it is impossible to designate rigid borders of
the region since areas which can have impact aren’t defined yet;
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• in consideration it may be necessary to include separate enterprises which are in
borders of the same water or air basin as the explored region;

• in consideration of full production or power systems it is necessary to consider
information on components of these systems beginning from fuel extraction
before production of the final product though these parts can be far out of
borders of the explored region;

• it is necessary to consider transport systems (automobile and railroads, water-
ways and pipe ducts) on which import and export from the region of dangerous
substances is carried out and their characteristic;

• some sources of danger can make essential impact far outside the studied region;
in such cases, except consideration of local influences it may be necessary to
consider global.

After choosing the region under study it is necessary to describe it. For this
purpose, it is necessary to have a certain database on state of environment, geo-
graphical and meteorological information on the region, data on placement of the
enterprises, etc.

After the main information on the region is collected it is necessary to charac-
terize the main sources of potential danger. At the same time the main attention has
to be paid first for the enterprises at which potentially dangerous substances are
used, stored or produced, for objects of storage of such substances and their
transportation.

To have an opportunity to define what danger this or that industrial system,
production or an object constitute it is necessary to have certain information on each
of them. It is necessary to consider that since methods of determination of
parameters of a source of potential danger which have to reflect the nature of their
work and the related risk are various depending on conditions of their functioning,
it is necessary to do distinction between normal (i.e. calculated, accident-free) work
and emergencies which are usually characterized by low probability of imple-
mentation, but extensive possible damage.

Consideration of characteristics of the enterprise has to be based on a complete
description of industrial complex, on inventory of all substances stored, processed
or produced. For definition of potential danger, especially in the conditions of
normal work of the enterprises, it is necessary to have full list of production wastes
what of them and in what quantities are discharged into water or air environment,
what ways and methods of their processing are available and main ways of burial.

It is also necessary to have information on types and intensity of transportations
of dangerous substances in the explored region. At the same time, it is necessary to
consider transportations by automobile, iron and water highways and their trans-
portation by pipe ducts.

After information on the explored region stated above is obtained, primary
identification of danger can be carried out. The main purpose of such identification
is ranging of sources according to the level of danger in order to mark the most
essential which have to become subjects of the further risk analysis first of all. It is
based, mainly, on an expert assessment of possible consequences and for this
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reason is partly subjective and depends on the scope experts’ knowledge and
qualification. Therefore, at this stage of risk analysis it is necessary to involve as
much as possible experts of various profile.

Depending on source type at an initial stage of an assessment it is offered to
mark out two categories of risk: risk at accident and other extreme situations, and
risk at normal operation.

According to risk category division into more several types can be carried out:
risk of death, risk of chronic diseases, risk of economic and financial losses and risk
of ecological damage which generally are considered when determining danger
degree.

Those objects which as a result of an expert assessment will receive the greatest
values of such numerical criterion can be considered as the most dangerous, i.e.
mainly defining regional risk and therefore have to be marked for consideration first
of all. Though absolute value of this criterion from the point of view of the size of
risk doesn’t bear any meaning, it allows to distinguish, and it is very important
point in regional risk assessment procedure, the most essential sources of danger.

To make primary identification of danger in the region more objective in the
offered technique they use databases on so-called threshold values of most poten-
tially dangerous substances used in the industry. At the same time for creation of
the unified approach the considered dangerous substances are subdivided on toxic,
combustible and explosive.

Toxic substances, in turn, are subdivided on strongly toxic, toxic and substances
which can be potentially dangerous only as a result of accident.

Gases which with a normal pressure and when mixing with air become fuel and
substances which boiling point is equal or less than 20 °C belong to combustible
substances. Also here there are flammable liquids which point of ignition is below
21 °C, and the boiling point is above 20 °C, and flammable liquids which point of
ignition is below 55 °C and which remain in liquid state under pressure, but at a
high temperature and pressure can become emergency and dangerous.

Those substances, which can blow up at ignition or those ones which are more
sensitive to shock impacts, than dinitrogasoline, belong to explosives.

When considering emergencies the full number of everyone dangerous sub-
stances at the enterprise, in storage or in one transport unit is analyzed. At the same
time criteria of danger with the corresponding consequences are threshold amounts
of substance.

For normal work of the enterprise the main dangers both to the person, and to the
environment present leaks and emissions of harmful substances in the atmosphere
and storage of potentially dangerous wastes. At an initial stage of danger identifi-
cation to a settlement operating mode it is offered to consider risk of chronic
diseases, the second can be caused by these reasons, and possible economic and
ecological damages.

Risk of chronic diseases may be caused by emissions in the atmosphere of gases
as SOx, NOx, CO, O3, H2S, HCl and some others, and also radioactive materials,
hydrocarbonate, dust and smoke. The reason of the diseases connected with
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industrial activity in the region may be ingress in water heavy metals, biocides,
acids, nitrates, fertilizer, cancerogenic and radioactive materials.

When considering a question of economic damage, they consider possible losses
of a harvest of forest lands, the cattle, fish, acid impact on buildings, etc. Possible
ecological damages are assessed as well as in emergency cases.

Everything above mentioned doesn’t mean that the productions which do not
meet numerical criterion, i.e. having small value of danger index shouldn’t be a
research object in the analysis of regional risk. The described approach of primary
identification of dangerous productions allows establishing only priorities for this
analysis.

After primary identification and ranging of productions according to degree of
their danger it is possible to pass to the following stage of the procedure of risk
analysis—a risk assessment for determination directly of danger levels from
industrial activity in the region. Principle points in risk assessment are the detailed
description of danger source and determination of the related possible damage.

There are various models of danger sources which allow to define probability of
this or that development of accident and to determine the corresponding power of
emission of dangerous substances in the environment. For a case of normal work of
the enterprise it can be measured sizes. There is also a number of models allowing
to calculate distribution of various dangerous substances in air, water and the soil,
to define doses of impact on the person and to assess possible damages.

However unfortunately there is no unified technique of detailed calculation of
possible types of risk from various types of production which could be applied to
regional risk assessment. Therefore, for practical activities approximate approaches
of realization of methodology of the analysis of regional risk are developed and
used now.

One of approximate approaches of regional risk analysis can serve the technique
developed by the Dutch firm TNO [53]. This technique is intended for carrying out
the unified integrated sketches of the regional risk connected with use, storage and
transportation of large amounts of flammable, explosive and toxic chemicals. It
doesn’t consider risk for conditions of normal functioning of the enterprises, but can
be used for the top assessments of emergencies risk.

The risk level connected with dangerous objects in the region is defined by the
size of possible damage as a result of accidents on these objects and probability of
emergence of these accidents. The size in this technique is meant as potential
human losses which can be two types: in a zone of irrevocable losses people receive
deadly injuries, and for those who get into a zone of sanitary infection hospital-
ization is necessary.

According to the offered technique, procedure risk assessment from accidents
contains identification and classification of potentially dangerous objects and kinds
of activity in the region, and also determination of parameters characterizing danger
degree. At the same time it is considered that each object or kind of activity can be
connected with use of only one potentially dangerous substance. These objects can
be sources of accidents of various types which are defined by the class of used
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substance. Substances of one class lead to the same types of accidents and allow to
use a unified algorithm for calculation of defeat zones.

In total in the technique data on properties of II classes of substances are offered.
However, for substances of one class the size of zones of defeat is defined by a class
of substance danger which is characterized by an integer number from 1 to 6 that
corresponds to danger degrees from very low to extremely high.

Contours of each zone are represented either circle, or rectangle and the center of
a defeat zone has surely to coincide with a point of an arrangement of production
object under study. The size of these zones is characterized by radius for circle or
length and width for rectangle, and shift concerning an object arrangement point. If
there are several possible options of calculation of zones defeat, then the technique
advises to choose the worst case, i.e. option with the largest area of a zone of
irrevocable defeat. If real distribution of population density in the explored region is
known, then the potential damage is defined by calculation of number of the people
getting to limits of defeat zones.

For calculation of the risk connected with dangerous production it is necessary to
define also probability of realization of accident with a certain type of damage.

The data provided in the technique allow receiving an assessment of the max-
imum defeat. Possibilities of other accident development are considered through
corrections. The total assessment of probability is the product of frequency of
accidents, on the objects of a certain type and corrections considering a factor of
existence and non-uniformity of people distribution in the researched territory.

In technique applications there is the database on different types of accidents
with different dangerous substances and minimum of reference information which
is necessary for calculation of damage.

Thus the offered technique is directed to define the most essential sources of
danger in the region and risk assessment connected with accidents in them. As a
matter of fact, it is the first approach in the solution of tasks of the regional risk
analysis where, unfortunately such important part as risk management isn’t
considered.

Nevertheless, this technique allows receiving on a unified basis rough, calculated
on the worst case, risks assessments of each type from accidents on objects with
various types of dangerous substances and therefore is the necessary tool for an
assessment of regional risk now. It can also serve as a system basis on providing
and supporting of decision-making in emergencies at industrial facilities.

According to the interest shown to this technique on its global reach of problems
of regional risk analysis and on advantages of the uniform unified approach, most
likely further it will change into more real models of danger sources, transfer of
dangerous substances and impacts on the person and the environment. Inclusion in
this technique of questions of risk management will make it the powerful tool for
problems solution of industrial safety in the region.

With development and complication of productions and technological processes
the security systems used on them to which creation and operation it is necessary to
direct more and more and big material resources were integrated and became
complicated. For some technologies which are especially connected with power,
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now the cost of security systems already makes considerable part from complexity
of the technological installation itself. For example, in nuclear power cost can reach
a half of the NPP cost. Therefore, safety level is always defined by a compromise
between the aspiration to use limited resources most effectively and at the same
time to reach the smallest risk level.

As recently it is realized that achievement of absolute danger is impossible and
society is forced to exist at the given risk level, there is a question of what has to be
the minimum degree of securities of the person and the environment from harmful
effects of industrial production. In more widely used formulation of this question it
sounds as a question of what has to be the level of the acceptable risk from
industrial activity of the person.

Now the problem of optimum safety comes down to that on the basis of some
certain criteria to answer a question of what means and to what level it is necessary
to reduce risk in this or that field of production activity in order the safety both the
person, and the environment will be maximum.

Today one of possible and the most widely developed tool of the solution of this
task is the assessment of efficiency of costs for risk reduction [56].

The expenses efficiency analysis in a general sense is directed to assess eco-
nomic efficiency of possible actions. In questions of industrial safety determination
of acceptable levels of impact on the person and the environment can become an
ultimate goal of such analysis. At the same time the all-round price of such
influence has to be defined both by the cost of protection means from it, and the cost
of damage caused by it.

Usually more difficulties arise in attempt to present in monetary terms the cost of
such damage and, especially, cost of human life in connection with possible deaths
or diseases. Due to the lack of unified methodology of human life assessment
alternative approach has been developed for definition of social consequences from
potential influence where the cost of human life isn’t presented explicitly. Such
approach is based on direct comparison of cost of measures for reduction of adverse
effects and damage caused to health of the person which can be expressed by
quantity of death or diseases connected with this level of danger.

At the same time the level of influence can be characterized by such indexes as
concentration of harmful substances in this or that environment, or the dose power,
power of emission of substances from a source or others.

Therefore, one of criteria of security measures efficiency can be their cost. Not
only engineering decisions, but also organizational actions at the same time can be
understood as security measures.

Often there is a question of what security system it is necessary to use in order
that expenses will be minimum, and effect of introduction - maximum. The method
allowing assessing and choosing among alternative an optimum security system on
decrease in risk level is the analysis of efficiency of costs for its decrease.

The analysis of efficiency of expenses is the tool of the solution of tasks of risk
management. Risk management in its turn is the main final stage of risk analysis at
which priority areas and optimum security facilities are defined. At this stage of risk
analysis, it is possible to receive the answer to a question of what risk level is
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excessively big and therefore demands creation of technical and organizational
measures for its decrease and what from the point of view of material inputs
security systems are the most effective.

At first sight it can seem that the task of risk management is extremely clear and
is in reducing risks from each technological unit to the uniform minimum level.
However, all researches in this area show that it is simply unreasonable to try to
reduce risk from various enterprises or even in one enterprise for each concrete
production installation to uniform level. The analysis of efficiency of expenses once
again convincingly confirms it.

The procedure of the analysis of costs efficiency for decrease of risk begins with
the fact that for sources of potential danger it is necessary to define all possible
security systems and to estimate residual risks after their introduction.

Choosing a security system for possible use it is necessary to consider such
factor as its cost. Assessment of security systems cost is connected with need to
connect cost with specific actions of risk reduction. It is clear that it is logical to use
only such systems which at identical expenses allow reducing risk most effectively.
Therefore, the task of risk management can be lead to a problem of optimum
distribution of limited funds for security systems.

It is known that expenses on creation and operation of such systems follow the
law of return reduction. According to this law it is possible to lower each level of
risk up to some size DR, having spent certain material resources of society DC for
creation and operation of security systems necessary for this purpose.

New value of risk after introduction of these systems will determine the
appropriate reached safety level. However further risk reduction and therefore
increases in level of safety become more and more expensive. Value of the ratio of
DR to DC can serve as a measure of efficiency of costs for risk reduction. This
efficiency can be measured in the number of the prevented impacts on health of the
person, on a unit of value of risk reduction.

Sometimes for the characteristic of expenses efficiency they use the inverse
value equal to DC/DR. There is no fundamental difference here. Just in the latter
case they consider that this ratio defines limit costs for risk reduction.

In both cases expenses efficiency is that criterion which is necessary for the
choice of systems on risk reduction. Optimum security systems are those for which
the ratio DR/DC is maximum, or DC/DR – minimum.

From above mentioned follows that limit costs for reduction increase with the
level of reached safety. For each concrete risk level its further reduction is possible,
however it is impossible to reduce him to zero.

It results in need of use of a concept not of the “zero”, but acceptable risk level.
This level has to be defined both by extent of economic development of society, and
social conditions of this society. Therefore, for each country the level of acceptable
risk must have its value and a measure of efficiency of expenses is one of the criteria
defining its value.

At estimation of cost of security systems there are several problems connected
with need to determine what parameters will be read out as indicators of this cost. It
is necessary to distinguish conditions of normal work and accidents where these
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indicators will be significantly various. The situation can also be complicated by the
fact that the measures directed generally to decrease in one type of risk can bring to
increase in risk levels of other type. There are no concrete instructions and rec-
ommendations about this occasion. Apparently for each type of production this
issue has to be solved separately.

The analysis of efficiency of risk reduction costs is directed to the solution of the
tasks connected with application of these or those measures and security systems.
Therefore, it has to be applied preferably at a design stage of development and
provide conditions for the choice of the most optimum actions for increase in safety
both during the normal work of the enterprise, and in emergencies.

6 Risk Forecasting

In general, the level of reliability of any structurally difficult system is influenced by
a large number of various factors to which it is possible to add both system structure
and its controlling facilities, and reliability of the used equipment, level of the
organization of system operation and other. The crucial role for prevention of
negative influence of possible indignations on normal functioning of big systems,
i.e. in ensuring system reliability, is played by stocks and reserves of all types.

Division of means of ensuring of system reliability into inventories and reserves
is explained by the fact that in determination of an economic entity of their cate-
gories there is no complete clarity so far. They have different economic sense and
perform different functions. Inventories provide a continuity and uninterrupted
operation of a cycle of reproduction in the conditions of objectively originating
gaps between time and the place of production of goods, and its consuming.
Therefore, inventories are connected to sure events. Other economic nature is in
reserves. Existence and need of reserves are connected to events which have (unlike
the factors predetermining need of inventories) the probable characteristic. Value of
inventories and reserves, and therefore costs for their creation is defined by different
factors. The size of inventories is caused by terms of delivery of raw materials and
materials, and also shipments of finished goods, the nature of technological process
and a level of synchronism of production and consuming. The size of reserves will
be caused by a type and value of deviations from normal activities which can arise
at all stages of a reproduction cycle.

It is necessary to mark that despite distinction of an economic entity and
assignment of inventories and reserves these categories are inseparably linked as
two sides of a single system of support of dynamic stability of functioning of the
considered structural and difficult system.

System approach to research of these tasks naturally results in need of modeling
of various objects of the nature and society as developing systems which concept
gains the increasing value in the most various branches of science [70–76]. Any
object of a research added if it is necessary with certain communications with other

126 A.V. Bochkov



developing objects, in particular, with subjects of a research, it is possible to
interpret in the form of developing [77].

In prognostics the problem of the analysis of a subject of forecasting is reflection
of more common problem of systems analysis in general. In each case the way and
results of the analysis are defined by research purposes and character of the ana-
lyzed object [78].

At a research of ranks of historical data of rare events we deal with discrete
dynamic probabilistic processes. Therefore, the purpose of the analysis of fore-
casting subject is development of predictive model of dynamics of emergence in it
non-staff situations experiments with which will help to reduce uncertainty degree,
for example, dates of events and their scale due to detection of hidden regularities.
Hidden regularities indicate either changes of a condition of the modeled object, or
regularities of changes of parameters of the external environment significantly
influencing its functioning.

The main prediction phases are flashback, diagnosis and a prospection (pre-
diction). At the same time upon transition from one stage to another the forecast is
continuously specified: specification of structure of the studied object and opti-
mization of structure of the description of an expected background is carried out
(i.e. search of the most significant characteristics of the external environment is
conducted).

Initially time (date of emergence of events) and derivative indicators defined
through it—year, month, number of day in a month, day in working week act as
primary characteristic of an expected background of any dynamic process. Further,
along with identification of that how equally or variously these characteristics,
derivative of time, influence dynamics of indicators of accident rate, the decision
has to be made: on what periods to aggregate accident rate indicators, and if to
aggregate, then in what way.

This stage is extremely important as aggregation in fact is “substitution” of
difficult dynamic information data arrays by their two-three generalized
characteristics:

• average value (mathematical expectation);
• dispersion which big emissions of data strongly influence (in the case under

consideration—indicators of accidents with big damages and/or losses of gas)
and, the main thing:

• type of distribution of the aggregated sum.

Mathematical expectation is one of the worst indicators for use in forecasts.
Indicators like an average (weight-average [79]) value when in the studied statistics
there are data with big emissions [80] are especially bad.

More steady and reliable indicators are considered:

• median of distribution of random variable [81], or
• a median of the set constructed of values of half-sums of all possible couples

from statistical selection (so-called, Hodges-Lehmann statistics [82]).
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One more indicator applied to an assessment of the sizes of a corridor of change
of indicators of the predicted non-stationary process is the dispersion representing
the sum of squares of a deviation from an average. Application of this indicator,
when composed, forming its value, differ in several orders is also questionable. In
case of such dispersion in data, the size of the size of a corridor is determined only
seldom observable composed with great values. It is remarkable that the data
forming the corridor size don’t get to this corridor. And it, for example, in case of
the analysis of accident rate of Unified Gas Supply System is the most significant
non-staff situations with essential damages and losses of gas.

In case of the analysis of statistics of non-staff situations in Unified Gas Supply
System it is incorrect to speak about an indicator of the general dispersion as the
indicator of the size of ellipses of dispersion of the measured values in which
(according to the theory) experimental data concentrate. This statement doesn’t
demand the proof as for set of events with small consequences, by definition,
dispersion is obviously small, and for major accidents is obviously big and takes
place obvious violation of uniformity of selection.

Major accidents are unique. As a rule, scenarios of cascade accidents are
implemented in them (i.e. almost determined scenarios), the realization effect of
which can’t be described by a large sum of averages and small negative deviations.
Therefore, in long-term statistics of severe accidents there are no accidents with a
scale of losses of 70–90% from accident of the similar, for example, Chernobyl
accident.

So, dispersion as the indicator of “temperature of the system” specifying pre-
disposition of a status of the researched system to more vigorous chance fluctua-
tions of rather “average” equilibrium parameters is also inadequate to the
researched object statistics rate. As a result, rash use of the principles of statistical
molecular physics for the dynamic description of scales of damages, loss of gas and
frequencies of the accidents (which are quantized by the size), as a rule, is led to the
conclusion that analyzable processes are processes of the accidental nature and any
regularities are absent in them. At the same time the conclusion about a mismatch of
model and reality is made on the amounts of a difference of squares between model
and real data, i.e. besides on dispersion of discrepancies. There is an explanation of
one mistake with using another.

The above defines difficulties in questions of studying and modeling of behavior
of structural and difficult systems and a question of types of distribution of indi-
cators of accidents, especially accidents with serious consequences. Because of the
quantum nature of accidents use of the device of the analysis of data based on
classical laws of large numbers is incorrect. Actually, convergence on probability in
reality practically is never observed, except for the statistics which is saved up in
systems of mass service. Compliance of reality of the theory in these fields of
activity is reached at the expense of very large number of the same realization.

The qualitative and productive criticism of the statistical analysis of the data
containing big emissions of values is available in many monographs, for example, a
row “robust” (steady against similar emissions) methods of statistical processing
contains, for example, in [79].
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For example, the analysis of dynamics of dates of accidents of such large ter-
ritorial distributed structural and difficult system as the Unified gas supply system
(Russia), visually and convincingly shows that dates of emergence of accidents
aren’t realization of Bernoulli random walk value at all.

Mathematical expectation of number of accidents in day calculated as the
relation of the actual number of emergency days in a year to duration of the
analyzed period turns out below practically all points from the training selection
that confirms the assumption that it is impossible to use population mean as the
indicator describing reality for this system.

The dispersion indicator r2 also obviously doesn’t reflect the size of dispersion
of accident of dates of accidents. So, from “the theory of random walks” [82] in the
area between the average value increased and reduced by value r about 34,5% of
accidents, i.e. up to 14–15 accidents have to be observed, and above top and below
lower–up to 7–8. But the analysis clearly demonstrates discrepancy of the theory
and reality. Thus, the indicator of “go-no-go” constructed with use of dispersion in
the majority of observed cases would signal about finding system in a “green” zone
while the system is in “yellow”. Similar conclusions follow also from the analysis
of damages and losses of gas for the mentioned system.

Reduction of the planning horizon also gives nothing: before the tendency on
increase will be shown, we are doomed “to miss” in the forecast in estimates a
considerable part of events at the beginning of realization of every “group of
accidents”. Decrease in the planning horizon to quarter leads to that before the
termination of the third quarter there will “be expected” almost for 50% of emer-
gency days a year more, than are observed in reality.

Thus, it is necessary to have correct primary analysis of long-term statistics on
the basis of which it is possible to speak about what share of accident of dates of
emergence of non-staff situations and their scales can be eliminated. Besides as any
hi-tech system changes quicker than the adequate statistics [83] is kept, and true
laws of distribution of the analyzed casual processes (and, the main thing, the
factors defining them) are continuously corrected, it is necessary to use criteria “free
from distributions”.

As criteria of achievement of goals of the forecast it is offered to take not sizes of
rejections of model and real data, but the criteria used in methods of classification
and recognition of images (about this it will be told further in more detail). For
example, as measurement of accuracy of the forecast it is possible to use sizes of
mistakes of prediction of the first and second kinds for various classes and types of
emergencies, and if it is possible, depending on classes of a physical object and
depending on value of parameters of any forecast background. The second cir-
cumstance is very important as, for example, it is incorrect to put statistics of
accident rate of various seasons as during various seasons various technological
processes proceed.

The forecast should be built on the principles well-known in theories of modeling
and similarity. Steady model designs for forecasting are the found constants (also
they are called cycles with the infinite period) and many self-similar structures.
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First, it is “cylindrical” self-similar structures—cycles (resonant coincidence of
internal natural frequencies and stimulated external frequencies), different behavior
of systems on different phases of a cycle (seasonal distinctions).

Secondly, it is “conical” self-similar structures (they are fractals, Fibonacci
numbers, “golden sections” of Leonardo da Vinci) [84].

Thirdly, it is self-organized dissipative structures [85] modelled by solitons [86,
87] (lonely progressing wave of accident), wavelet-functions [88] and others steady
space-time exciting and braking “wave” structures (quantum as structures “steadily
work” as the radio receiver, only on assigned frequencies).

7 Conclusion

The basis of modern systems for monitoring hazard and risks should be the concept
of risk management, the essence of which is the formation of mechanisms, methods
and tools occurrence and development in the future. At the same time, the imple-
mentation of effective prevention measures to reduce accidents and prevent
non-emergency situations is the cornerstone, which can be greatly facilitated by the
introduction of a risk-based approach. The development and implementation of a
subsystem for the forecasting of objects of critical infrastructure safety, based on the
calculation of quantitative and qualitative indicators of risks and hazard, should be
carried out using the methodology of so-called early warning systems. Attention
should be paid to the influence of risk factors on the system of balanced indicators
of safety and risks.

In general, the risk-oriented approach encompasses both probabilistic methods
of modeling, emergency processes and events, and deterministic methods. Used
probabilistic and deterministic assessments. However, the experience of using in the
nuclear industry is a purely probabilistic safety analysis (in fact, a one-source
instrument). Therefore, the security risk of critical infrastructure objects should be
viewed as a multicomponent vector. A real assessment of the level of security based
on risk factors. The risk assessment is always aimed at determining its quantitative
indicators, which makes it possible to use it, not only to assess the state of safety,
but also to justify the economic efficiency of measures, economic calculations and
reimbursements, or compensate for the lost health of the workers and the envi-
ronment. The resonance of the observation and analysis of the “traffic-light type”.
At the stage of solving the problem, it is necessary to establish the means for
measuring the level (for example, strategic targets) and the extent to which they
affect the achievement of the targets for these indicators.

Because of the discrete nature of incidents and accidents, their relatively small
number, the use of data analysis machines based on the classical laws of large
numbers (control of assembly operations on conveyors, casinos, insurance of minor
incidents, domestic and industrial injuries, medicine, etc.) is not correct for solving
this problem. It is also obvious that when the true distribution laws of analyzed
random processes and, most importantly, their determining factors, will be
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continuously adjusted (any high-tech system, change faster than adequate statistics
accumulates), it is necessary to use the criteria “free from distributions”. For
example, as criteria for achieving a predictive goal, one should take the deviations
of the model and the results of the data, as well as in the methods of classification
and pattern recognition. For example, depending on the forecast level, which can be
used in the following cases: 1st and 2nd classes for different classes and types of
situations, and, if possible, depending on the class of the physical object and
depending on the values of the forecasting background parameters.

That is, the introduction of a decision criterion is necessary. As such a criterion,
one can use the statistical characteristic of the state being evaluated, reflecting the
“distance” normalized per unit. Only based on a correct primary analysis of
multi-year statistics, it will be possible to provide an opinion on the most preferable
methods for an integrated assessment of the safety of critical infrastructure facilities.

The ultimate goal of monitoring threats and security risks of critical infras-
tructure objects is to construct a predictive model of the dynamics of situations that
will allow using numerical experiments and selection of acceptable parameters to
reduce the degree of uncertainty in the probabilities of events and their scales, that
is, to obtain predictive information by identifying hidden patterns that indicate or a
change in state of an object, or a pattern of changes of environment parameters that
significantly affect s on its functioning (the so-called laws of variability
“forward-looking background”).

The control monitoring facility should be organized in such a way so that you
can spend time management decisions, if state of the object is approaching the
danger zone. This task is divided into many subtasks, as a vertically integrated
company has several decision-making centers at various levels of management.
Promising in solving this problem may be methods for assessing the reliability of
achieving target indicators and methods of group analysis (the latter are preferable,
because they allow you to build trajectories of changes in indicators without con-
sidering the “diffusion” components and, therefore, can serve as a basic element for
building up aggregates, indicators and in the future an extensive system of moni-
toring indicators).
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Abstract A successful new product development (NPD) always requires a
well-defined, systematically planned, coherently organized, and cost effectively
executed strategy along with the objective to satisfy customers. Supply chain
management (SCM) is one conquering approach that integrates all resources for
these activities into an endeavor that maximizes the positive impact on customers.
Therefore, a competent supply chain management (SCM) is well-adequate tangible
way to influence customers through their performance regarding time and place.
Moreover, reverse logistic supply chain (RLSC) is a closed-loop chain that works
as ‘Double Dividend’ for the company in terms of generating economic and
environmental benefits. With this study, we have demonstrated that the concept of
remanufacturing of products leads to more economical and sustainable benefits for
the manufacturer fraternity. To explain the concept, we have proposed a method-
ological cost modeling framework that is based upon the diffusion of new product
wherein; we have considered two different scenarios pertaining to remanufacturing
phenomenon. The proposed framework has been validated on real-life sales data set
pertaining to automobile industry.
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1 Introduction

Globalization of markets and rapid advancements in technologies always derives
companies to create innovative products and services to generate competitive
advantages. The whole process and required efforts of creating a new product is
called new product development (NPD). A basic process of new product devel-
opment requires five generic phases [1] such as:-

I. Opportunity Identification and Selection: In this phase, major objective of
companies is to identify current needs of the customers that they may fulfill
to satisfy their customers. Among all the opportunities (new desires and
needs of the customers), companies discover most significant, imperative
opportunity and move to the next step.

II. Concept Generation: After identifying the high potential opportunity, the
next step is to collect available concepts of new product, tools that fit to
opportunity and start generating new form.

III. Concept/Project Evaluation: Here, companies evaluate new product project
in terms of technical, financial, and marketing criteria. Once the project has
been finalized, a blueprint of product like product definition, working team,
total budget, skeleton of development plan, and final product innovation
charter (PIC) is designed.

IV. Development: This phase consists of two subtasks: (a) technical tasks,
(b) marketing tasks.

• Technical Tasks: Here, emphasis is given to the physical design of the
product including its features and benefits and also validating its quality,
reliability, and other required test.

• Marketing Tasks: Prepare strategies, tactics, and launch details for mar-
keting plans and also work on product augmentation (service, packaging,
branding, etc.)

V. Launch: Manage the launch program to achieve the defined goals and
objective set in the final business plans.

All specified steps require proper availability of raw materials, skilled human
resources, advance tools and technologies, a strong integrated structure, and the
system that can produce required products. The major factors that play significant
role in the success of any NPD process are better, cheaper, and faster. The conjoint
inclusion of these factors implies that NPD group has to create a qualitative product
at lower cost and speeding time to deliver products [2]. An effective marketing mix
strategy is one that integrates with factors (better, cheaper, and faster) along with
the objective to fulfill customers’ demands that can occur any time. Supply chain
management is a very intricate yet a very simple approach that provides a wider
outlook to convert an opportunity into profits at best be approached.

Supply chain management can be defined as ‘an integrated, synchronized, and a
closely knitted chain which link all the supply interacting organization in a two-way
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communication system in order to maintain a high quality of inventory in the most
effective manner’ [3–7]. In 1950s and 1960s, NPD was slow in terms of slow
production (due to delay in receiving raw materials, lack of resources like workers,
machineries) and delivering of final products to customers (due to lack of efficient
transports and services). But, in today’s competitive environment to speed up the
NPD process, supply chain management (SCM) has become a broader marketing
mix strategy for the companies [8, 9]. In the literature, positive effects have been
analyzed on the relationship of NPD outcomes after incorporating the suppliers’
involvement that reduces uncertainties like from producing goods and services to
the delivery of products on time [10, 11]. Different companies follow different
network designs of supply chains as per their convenience and requirements. These
different supply chains can be explained as follows:-

(1) Forward Supply Chain: Traditional supply chain system that can be defined
as ‘system whose constituent parts include material suppliers, production
facilities, distribution services, and customers linked together by the feed for-
ward flow of materials and feedback flow of information’ [12].

(2) Reverse Supply Chain: This system includes ‘a reverse chain of collecting
returned goods or refused goods which then passes through sorters for repro-
cessing (reuse, recycle, recondition, remanufacturing, refurbishing, and asset
recovery) or to disposal’ [3–5].

(3) Green Supply Chain: The system that integrates environmental thinking in
terms of reducing health and environment impacts into supply chain manage-
ment including product design, material sourcing and selection, manufacturing
processes, delivery of the final product, and end-of-life management of the
product after its useful life [13].

(4) Sustainable Supply Chain: Sustainable supply chain is responsible for con-
sidering three major aspects such as environmental, social, and financial into
supply chain management. Or in other words, sustainable supply chain is a
concept of embedded economic, environmental and societal decision in supply
chains at design time [14, 15].

Figure 1, demonstrates the basic flow of a closed-loop supply chain management
that includes forward and reverse logistic together, and incorporation of other
network can also be utilized.

Over the years, companies have realized the strategic importance of planning,
controlling, and designing as a whole. Therefore, supply chain management can be
said as an upcoming evaluation stage that captures the synergy of inter-functional
and interorganizational integration and coordination among suppliers and end users
and to optimize the system as whole [16, 17]. Here, in this study we have
emphasized on the concept of reverse logistic supply chain (RLSC), where the
objective of using this strategy by manufactures is to reutilize the used products that
have been stopped using by customers. Rest of the chapter has been structured as
follows:-In next section (i.e., Sect. 2), we have explained how remanufacturing of
products acts as an interface between generating profit for the companies and
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satisfying environmental issues. Further in Sect. 3, we have proposed our cost
modeling by using the remanufacturing components into consideration. Section 4
demonstrates the validation of our proposition by a numerical illustration. Section 5
explains how this study can be useful for the manufactures, managers in adopting
effective strategies for their companies. Further, this chapter has been concluded in
the Sect. 6.

2 Remanufacturing as a Marketing Strategy

“A circular economy is one that is restorative and regenerative by design, and
which aims to keep products, components, and materials at their highest utility and
value at all times, distinguishing between technical and biological cycles” defined
by Ellen MacArthur Foundation. Hence, it implies that circular economy provides
efforts to minimize energy consumption, waste disposal, and preserving natural
resources by employing a systematic approach of activities like reuse, sharing,
repair, pay-per-use, refurbishment, remanufacturing, and recycling of products.
Product remanufacturing plays a very significant role in circular economy. This
term sometimes confused with other terms like refurbishing, reuse, repairing,
reconditioning but they have different meanings. According to Center for

Fig. 1 Closed-loop supply chain. Source [3–5]
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Remanufacturing and Reuse (CRR), remanufacturing can be defined as ‘a process
of returning a used product to at least its original performance with a warranty that
is equivalent to that of the newly manufactured product’ [18]. By using the strategy
of remanufacturing of products, it helps companies to pursue their sustainable
development goals. In other words, it can act as a ‘Double Dividend’ policy for the
companies that not only generate more profits but also encouraging in achieving
environmental benefits. Profits can be visualized in terms of creating new jobs,
higher profit margins, breeding ground for problem-solving skills, embrace new
manufacturing techniques, and better building relationships with their customers.
Similarly, remanufacturing can be advantageous for environment that can be
envision as first of all it reduces consumption of critical raw material specially when
supply risk is present, it saves energy by consuming less resources as compared to
new ones, reduces harmful gaseous emissions, and moreover sends lesser waste to
landfill by consuming useful working materials. [19] have considered three different
ways of collecting used products from the end users such as (i) manufactures can
directly collect from the customers, (ii) can induce used products through retailers
(or distributors), and (iii) by outsourcing to the third party, where they found that
alternative (2) is most cost-effective option as compared to rest alternatives.
A reverse logistic supply chain can design product in three different quality levels,
i.e., (i) when all new components have been utilized, (ii) when mixture of new and
recovered components have been considered, and (iii) when only used components/
modules have been taken into consideration [20]. Different networks have been
designed using the concept of reverse logistic supply chain such as reusability
assessment of components has been analyzed using reliability measures for con-
sumer products [21], a practical relevance model has been proposed that considered
multi-period, components’ facilities and its expansion facilities with profit-oriented
objective function [22], optimal production inventory approach has been modeled
[23]. Also, RLSC model has been designed using carbon footprint taken into
consideration [24, 25].

New product development (NPD) and product life cycle (PLC) are the key
marketing concepts that are directly dependent on the performance of the designed
network of the supply chain. At every stage of NPD and PLC such as introduction,
growth, maturity, and decline [26], logistic works as an encouraging hand that
increases the acceptance of the product in the marketplace. Hence, integration of
marketing and supply chain framework enhances the competitive advantages not
only in terms of product and price but also supply chain services improved satis-
faction level of customers. And, when the involvement of remanufacturing has also
been added with the NPD and PLC, then it becomes a very cost-effective pro-
duction strategy [9, 27]. Hence, reverse logistic acts as a production stratagem that
recovers the residual value of used products [28]. Here, this chapter has utilized the
concept of reverse logistic supply chain as a marketing strategy that helps in dif-
fusing the product into the market in cost-effective manner. Further, mathematical
cost modeling has been discussed where we have defined different modeling in
different circumstances.
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3 Mathematical Cost Modeling

The core objective behind the efficient supply chain is to satisfy customers’ demand
on time. Or in other words, maximization of customers’ satisfaction at effectual cost
is the main aspiration for any organization. Demand of the customers can be
satisfied by either new product or commercial returns (after light repairs). And, it is
worth to observe that the quantity of the manufactured product not only depends
upon the demand of the product but also reliant on the commercial returns because
they can also be considered as new product after light repairs [27]. In the presence
of product diffusion, an optimization modeling framework for maximizing profits
using remanufacturing concept has been proposed [29] and also, when to start
collection of used product from the customers has been identified [30].

Here, this study quantifies the cost-saving strategy that defines a closed-loop
system, i.e., conjointly employing forward and reverse logistic which is based upon
the diffusion of the new product and its returns. The notations and assumptions for
proposed modeling framework have been defined as follows:

Notations:

Cfixed Fixed setup cost
Cproduction Per unit production cost
Cinventory Per unit inventory carrying cost
Ccollection Per unit cost of colleting used product
Cremanuf Per unit cost of remanufacturing a new product (Cremanf\Cproduction)
Cdisposal Per unit cost of disposing waste
Ccomponent Per unit cost of holding components
Q Quantity produced at time ‘t’
DðtÞ Demand of the customers at time ‘t’
NðtÞ Cumulative numbers of adoptions by time ‘t’
nðtÞ Numbers of adopters at time ‘t’
r Fraction of used products that can be remanufactured
c Collection rate of the used products (0 < c\1)
Pr Price of the product
p Coefficient of innovation
q Coefficient of imitation
m Potential initial market size
a Minimum numbers of quantity of products produced
b Fraction of units that have to be produced as per demand

Assumptions:

(a) The cost of remanufacturing a new product is less than manufacturing a totally
new product.

(b) Only one major component of the product that pertains most valuable and
considered one of the major driver is to be used for remanufacturing a new
product.
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(c) Remanufactured product is regarded as a new product and can be sold in
primary/secondary market.

(d) No stock outs are allowed.
(e) Produced quantity is always greater than demand, or in other words demand is

always fulfilled.

3.1 Demand Function

Companies frequently change their strategies, products, markets as per changing
time, and demands of the customers. Therefore, the life cycle of the product has a
certain life that consists of different stages such as introduction, growth, maturity,
and decline [26]. Different products follow different patterns of the product life
cycle (PLC); for example, growth-slump-maturity pattern follows by kitchen
appliances, cycle-recycle pattern often describes by the sales of the new drugs,
scalloped pattern follows by those products that can have many new uses identified
such as Nylon’s sales. Here in this study, we have considered the classical pattern of
PLC that follows a hump-shaped curve that can be demonstrated in Fig. 2.

Demand of the customers signifies how rapidly product is being diffused in the
marketplace. The potential adopters of new product can be classified on the basis of
the mode from which they have been informed about the product such as: inno-
vators and imitators. The individuals who are influenced by external sources like
mass media are referred as innovators. And, those potential adopters who are
informed by word-of-mouth are known as imitators. The classical model called
Bass model [31] is the best representative of this phenomenon. The phenomenon of
diffusion of new product has been widely studied by many researchers, to obtain the
number of adoptions or the sales of new product [32–35], which can be utilized to
determine the demand or the number of units that can be manufactured. Therefore,
in this study, demand function follows the Bass model that has been defined
below:-

Fig. 2 Classic product life cycle
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The diffusion process can be represented by using differential equation as:-

dNðtÞ
dt

¼ pþ q
NðtÞ
m

� �
m� NðtÞ½ �: ð1Þ

Under the condition that at t ¼ 0;NðtÞ ¼ 0, the cumulative and noncumulative
numbers of adopters can be shown as:-

NðtÞ ¼ m
1� e�ðpþ qÞt

1þ q
p e

�ðpþ qÞt

 !
ð2Þ

nðtÞ ¼ mðpþ qÞ2
p

e�ðpþ qÞt

½ðq=pÞe�ðpþ qÞt þ 1�2 : ð3Þ

Here, demand is considered equivalent to nðtÞ, i.e., DðtÞ ’ nðtÞ as we are
focusing the quantity produced and deliver at time ‘t.’

3.2 Cost Function

This economic model of remanufacturing of products considers four different
groups of activities, namely [36]:

I. Manufacturing of the Products:

This stage includes the processing of sourcing and processing of raw materials,
producing goods, ensuring its quality checks, and marketing the products to
end-customers and fulfilling the demands of them. This phase includes the costs
that occur, while manufacturing products are like fixed cost (based on manpower,
machinery, rent, etc.), production cost, inventory cost.

II. Collection of Used Products:

In this phase, different modes such as curb side collection, drop-off centers, and
deposit or refund programs are being used to collect used products from the cus-
tomers. The collection of returned product would be c% of the all sold products to
the users even after products reach to their end of useful life because of the fol-
lowing reasons collection networks might not cover all required area, user might
nor return the product or may be sold to third party, etc.

III. Remanufacturing of the Product that Acted as a New Product:

Once, the some fraction of used products have been collected by the companies
then all used products have to pass through quality checks which identify the
components of used products that can be used in remanufacturing process and
can act as a new product. Therefore, among the ‘c’ proportion of used products,
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some ‘r’ fraction of collected products can be taken under the process of reman-
ufacturing. Since, only one component is being used for creating a new product,
therefore one component that has passed all required quality check is able to
become a one new product. Further as stated by [29], the flow of returned goods
might follow the Bass model pattern with different parameters in comparison with
the new product adoption. Moreover, in this study we have not highlighted on this
pattern of returned goods and solely focused on the profit obtained inculcating the
concept of remanufacturing.

IV. Disposal of the Waste:

The used products that could not qualify the quality checks for remanufacturing
process or declared as not useful for any processing are being disposed off.
Disposing of waste may also incur some cost for the manufactures.

Further, we have defined two cost structures where in the case (1), it demon-
strates the general scenario of product system, i.e., basic cost components have been
used such as manufacturing cost and the cost incur in applying reverse logistic for
producing products. Moreover, in case (2), a special cost component has also been
taken into account that represents the holding cost of one main component that
plays significant role in the product and can be used for remanufacturing process
because of its long life. The basic objective of company is to maximize profits using
various strategies. Here, we are comparing between two cost structures in each
scenario, i.e., when only new products are being manufactured using all new
components and; when the concept of remanufacturing has been used and one
component of used product is required for making new product. The flow of
products using RLSC can be represented diagrammatically (Fig. 3) as:-

Case 3.2.1: Cost Function: General Scenario (When Component Holding Cost
Is Relaxed)

This scenario is the general scenario used by many production systems. The
quantity produced by companies is the function of nðtÞ that is Q ¼ aþ b:nðtÞ
or Q ¼ aþ b:DðtÞ, where a is the minimum numbers of products that a manufac-
turer has to produce for its customers and b is the coefficient of nðtÞ or DðtÞ.

Fig. 3 Flow of product in a closed-loop supply chain. Source [36]
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Therefore, it can be said that produced quantity is dependent on the demand of the
customers over time. Cost structures of manufacturing using only new components
and mixed manufacturing using used component are explained as:

(1) When manufacturing is done using all new components

Cost = Cfixed þCproduction:QþCinventory:ðQ� DðtÞÞ: ð4Þ

Here, first component, i.e., Cfixed is the total fixed cost associated in the pro-
duction; second component is the total cost of producing Q units of products; third
component is representing the inventory cost of holding finished goods when the
produced quantity is higher than the demand, i.e., Q[DðtÞ. So the remaining units
Q� DðtÞð Þ would become inventory that can be utilized whenever demand is high.

(2) When remanufacturing has taken into consideration

Cost ¼ Cfixed þCproduction:Q:ð1� r:cÞþCcollection:c:QþCremanf :r:c:QþCdisposal:c:Q:ð1� rÞ
þCinventoryðQ� DðtÞÞ:

ð5Þ

Under this scenario, remanufacturing of used product has also been incorpo-
rated; therefore, production system may occur cost but in different aspects. This
equation can be understood as the first and last component are the fixed cost and
inventory cost as discussed above, but the production cost of producing Q units
would be the mix of manufactured and remanufactured products, i.e.,
Cproduction:Q:ð1� r:cÞþCremanf :r:c:Q, where Cproduction [Cremanf and r:c:Q are the
quantity of units produced using used components. Third and fifth components are
representing the cost of c% goods collected from the end users and disposing off the
waste which could not qualify the quality checks, i.e., c:Q:ð1� rÞð Þ.
Case 3.2.2: Cost Function: Special Case (When Component Holding Cost Is
Considered)

In order to minimize the impact on environment, manufacturers need to consider the
importance of recovery of used objects so as to minimize the industrial waste.
Objects can be product itself or the components used in a product. Component is an
internal part or an element of a product that associated with value. Components
itself have a vital role in improving the value and quality of the products. Therefore,
original equipment manufacturers (OEMs) are stepping into remanufacturing
activities via recovery of the components [37]. Here, this case represents a state
when some manufactures hold stock of component that has vital role in producing
products. And, the same component can be used for remanufacturing new products.
The cost elements of the defined cost structure are similar as discussed (in case 1)
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except the factor Ccomponent:Q. This factor implies that production system has to
keep at least Q units of components so that Q units of products can be used.
Therefore, the total cost of holding Q units of components is equal to Ccomponent:Q,
where Ccomponent is the cost of holding one component. But under mixed manu-
facturing and remanufacturing strategy, since r:c:Q units of components can be
reused for remanufacturing, therefore manufactures just need to keep Q:ð1� r:cÞ
units of components in stock. Equations have been discussed as follows:-

(1) When manufacturing is done using all new components

Cost = Cfixed þCproduction:QþCinventory:ðQ� DðtÞÞþCcomponent:Q: ð6Þ

(2) When remanufacturing has taken into consideration

Cost¼Cfixed þCproduction:Q:ð1� r:cÞþCcollection:c:QþCremanf :r:c:Q

þCdisposal:c:Q:ð1� rÞþCinventoryðQ� DðtÞÞþCcomponent:Q:ð1� r:cÞ:
ð7Þ

3.3 Profit Function

In general, term ‘profit’ can be defined as the difference between the amount that
has been earned and the amount that has been spent in buying/producing/operation
[38, 39]. Here, in this study we have considered about ‘economic profit’ which
implies the difference between total revenue generated by the firm and all cost
incurred in manufacturing/remanufacturing the products. This can be written as:-

Profit = uðD(t)) = Revenue� Cost ð8Þ

where
Revenue = Pr �DðtÞ:
Here, we are comparing two different profit functions (for both defined cases) such
as: when only new components are utilized for manufacturing a product and when
remanufacturing concept has been utilized, i.e., mixed (new and used) component
has taken into consideration while manufacturing products. Therefore, using Eqs. 4
and 5 (for case 1) and Eqs. 6 and 7 (for case 2), we can formulate the profit
maximization problem that considers all cost factors like fixed cost, manufacturing
(or remanufacturing) cost, inventory cost, and component holding cost and opti-
mizes the maximum profits and its corresponding time point.
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Case 3.3.1: Problem Formulation: General Scenario (When Component
Holding Cost Is Relaxed)

1. When manufacturing is done using all new components (P.1.1)

Max ¼ uðDðtÞÞ ¼ Pr �DðtÞ � Cfixed þCproduction:QþCinventory:ðQ� DðtÞÞ;

subject to,

Q�DðtÞ;

Q� 0;

DðtÞ� 0:

2. When remanufacturing has taken into consideration (P.1.2)

Max ¼ uðDðtÞÞ ¼ Pr �DðtÞ � Cfixed þCproduction:Q:ð1� r:cÞþCcollection:c:Q

þCremanf :r:c:QþCdisposal:c:Q:ð1� rÞþCinventoryðQ� DðtÞÞ

subject to,

Q�DðtÞ;

Q� 0;

DðtÞ� 0:

Case 3.3.2: Problem Formulation: Special Case (When Component Holding
Cost Is Considered)

1. When manufacturing is done using all new components (P.2.1)

Max ¼ uðDðtÞÞ
¼ Pr �DðtÞ � Cfixed þCproduction:QþCinventory:ðQ� DðtÞÞþCcomponent:Q;

subject to,

Q�DðtÞ;

Q� 0;

DðtÞ� 0:
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2. When remanufacturing has taken into consideration (P.2.2)

Max ¼ uðDðtÞÞ ¼ Pr �DðtÞ � Cfixed þCproduction:Q:ð1� r:cÞ
þ Ccollection:c:QþCremanf :r:c:QþCdisposal:c:Q:ð1� rÞ
þ CinventoryðQ� DðtÞÞþCcomponent:Q:ð1� r:cÞ;

subject to,

Q�DðtÞ;

Q� 0;

DðtÞ� 0:

4 Numerical Illustration

For validating our proposition, we have used Hyundai car sales data [40, 41]. The
objective behind considering data related to cars is as follows: This product has
many components (such as engine oil, oil filters, auto glasses, engines and trans-
missions, scrap metal, batteries, tires, water pumps, starters and alternators, belts,
plastic, rubber hoses, and mat and carpets) that can be used in manufacturing a new
car after repairing and refurbishing process [42]. The validation has been done in
two steps. Initially using car sales data, we have fitted classical Bass model [31] by
using nonlinear least square (NLLS) [43] and solved it in SAS software package
[44]. The accuracy of fitting Bass model, values of actual car sales data, and
predicted values can be seen graphically in Fig. 4. Also, the values of goodness of
fit criteria: R2 = 0.9938 and AdjR2 = 0.9935 shows the accuracy of the prediction
captured by the Bass Model. Therefore, we have taken coefficient of innovator
(p ¼ 0:0125) and imitator (q ¼ 0:201) and expected market size (m ¼ 256667:2) of
adopters as initial inputs for the purpose of solving optimization problems (such
that P.1.1, P.1.2, P.2.1, and P.2.2).

In the second step, we have identified the optimal time point of all defined
optimization problems in previous section and found out the maximum profit for
each case. We have made use of a mathematical calculator; MAPLE, that is being
widely used for solving mathematical and optimization problems. Table 1 shows
the assumed values which have been used for calculating the profits for the opti-
mization problems (such that P.1.1, P.1.2, P.2.1, and P.2.2).

Using the parameter values as obtained for p; q andm and the cost parameter
values, we find out the maximum profit for all four profit maximization problems. It
is to observe that the maximum profit has been obtained at point ðt ¼ 13Þ but with
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different values (due to variation in the cost components). Consider the time point
ðt ¼ 13Þ, when only new components have been used for manufacturing purpose;
the maximum profit values are $93,819.26 and $93,467.26 in both the cases (i.e.,
P.1.1 and P.2.1), whereas when concept of remanufacturing has been employed as a
economical strategy and a mixture of both; old and new components have been
used for manufacturing purpose; the maximum profit obtained is $99,275.25 and
$99,028.85, respectively, for case P.1.2 and P.2.2 which clearly shows an increment
of $5455.99 and $5561.59, respectively. Thereby, it can be clearly seen that
employing the concept of remanufacturing for goods production is beneficial for the
firm.

Further, it can be seen that based on our assumptions and proposed modeling
framework, the concept of remanufacturing talks about two different scenarios for
understanding the cost structure wherein; the profit so obtained in special case
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Fig. 4 Goodness of fit curve for car sales data

Table 1 Parameter values used in profit function

Case 1: General scenario Case 2: Special case

Manufacturing Remanufacturing Manufacturing Remanufacturing

a 3000 3000 3000 3000

b 0.6 0.6 0.6 0.6

Cfixed $5 $5 $5 $5

Cproduction $2 $2 $2 $2

Cinventory $0.3 $0.3 $0.3 $0.3

Ccollection $0.1 $0.1

Cremanuf $0.2 $0.2

Cdisposal $0.05 $0.05

Ccomponent $0.03

r 0.5 0.5

c 0.6 0.6

Pr $8 $8 $8 $8
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(when basic cost factors like fixed cost, production cost, and inventory carrying cost
of finished goods are accompanied by cost of holding components’ inventory) is
quite significant in comparison with the general case when the component holding
cost is not considered in structuring the overall cost.

Profit values for all the proposed optimization problems at different time points
have been presented in Table 2. And, it can be notified that for case 3.3.1 and case
3.3.2, utilization of remanufacturing concept in supply chain management (or
closed-loop supply chain) provides more profits as compared to only using forward
supply chain strategy.

Table 2 Net profit values

Time Case 1: General scenario Case 2: Special case

Manufacturing Remanufacturing Manufacturing Remanufacturing

1 19,891.59154 22,366.97435 19,731.889 22,255.182

2 25,167.01473 27,855.09163 24,993.59 27,733.694

3 31,202.82369 34,134.25184 31,013.699 34,001.864

4 37,985.04934 41,189.92273 37,778.283 41,045.186

5 45,439.13048 48,944.53689 45,212.975 48,786.228

6 53,411.53949 57,238.37685 53,164.646 57,065.551

7 61,655.46133 65,814.67647 61,387.124 65,626.84

8 69,826.27573 74,314.9211 69,536.685 74,112.208

9 77,493.13845 82,290.89577 77,183.605 82,074.222

10 84,171.31537 89,238.32288 83,844.411 89,009.49

11 89,375.368 94,652.1921 89,034.927 94,413.883

12 92,686.35939 98,096.6758 92,337.306 97,852.338

13 93,819.2655 99,275.2583 93,467.26 99,028.858

14 92,673.2667 98,083.0552 92,324.248 97,838.742

15 89,350.33804 94,626.153 89,009.962 94,387.89

16 84,136.44803 89,202.04976 83,809.635 88,973.28

17 77,451.12091 82,247.18416 77,141.697 82,030.587

18 69,779.97596 74,266.75461 69,490.506 74,064.125

19 61,607.57037 65,764.85464 61,339.358 65,577.106

20 53,364.321 57,189.25461 53,117.551 57,016.515

21 45,394.29707 48,897.89589 45,168.258 48,739.668

22 37,943.74771 41,146.95589 37,737.089 41,002.294

23 31,165.69608 34,095.62732 30,976.668 33,963.307

24 25,134.29806 27,821.05588 24,960.958 27,699.718
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5 Managerial Implication

In such high competitive and globalized environment, it becomes imperative for
managers to infuse all activities into such a well defined and integrated system that
would be benefited for the companies along with the society. Reverse logistic
supply chain strategy has gained higher acceptance over the past years as compared
to forward supply chain approach, where forward supply chain only focuses and
works for delivering the right product to the right customers on the right time and
ends the process at this stage. Closed-loop supply chain (or RLSC) not only
includes these activities of traditional supply chain but also intends to capture
additional values for manufactures. Therefore, RLSC (or remanufacturing scheme)
is considered as an effective value-added service for both the parties (manufactures
and customers). Moreover, the greatest contribution of utilizing remanufacturing
process is to keep nonrenewable resources in circulation for multiple lifetimes. In
other words, the end-of-life components of returned goods can be converted into
same-as-new condition for manufacturing new products by using this approach.

Therefore, the objective of this study is to reinforce making use of this oppor-
tunity called remanufacturing or a closed-loop supply chain (or reverse logistics) as
a fortify service that can benefit the whole system. We have considered that new
products that have limited life cycle can be renewed and work as totally new
product. The proposed cost structures have exhibited the significance of remanu-
facturing in terms of gaining profits and reducing wastes over using simple for-
wards supply chain management (in both the cases, i.e., general scenario and
special case). Also in the special case, we have analyzed that keeping major
components as stock in advance may incur some additional cost but if manufactures
are using remanufacturing scheme then this would lead them in gaining higher
profits. Hence, it can be said that new management requires minimizing the waste
by converting old components (or used products) that failed or badly damaged or
worn out into new and reusable form so that net profits can be maximized and
product may retain their identity; so that satisfaction level of the customers and
social gains can be obtained by companies.

6 Conclusion

This study is an endeavor to represent the significance of employing remanufac-
turing and reverse logistic supply chain (RLSC) under the constraint of finite
product life cycles as an essential strategy to make supply chain operations more
efficient of new product development. Here, we have proposed cost modeling of
two different scenarios, i.e., (1) general case: when basic cost factors have been
considered and; (2) special case: when component holding cost has also been
measured with other basic cost factors. Under both scenarios, profit-based com-
parison on car sales data has been made between when only new components have
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been used for manufacturing new products and when mixed (new as well as used)
components have been utilized for producing new products. And, the result has
demonstrated that remanufacturing process drives more sustainability and organi-
zational benefits to the product units. Furthermore, it is being observed that though
keeping the component holding cost incur some additional cost but the remanu-
facturing policy can convert this loss into profit. Hence, it can be stated that reverse
logistic supply chain (RLSC) not only alleviate depletion of recourses but also
helpful in reducing environmental causes in terms of global warming and toxic
materials.
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Computer Interfaces in Diagnostic Process
of Industrial Engineering

Lata Nautiyal, Preeti Malik and Mangey Ram

Abstract As the technologies are getting advanced, development of technologies
focused on requirements to consider interaction between human and computers.
Harmony between human being and technology is the ultimate objective. Industrial
engineering works on synthesis and uses of scientific beliefs to analyze, design, and
enhancement of the systems. In this concern, this chapter presents some human–
computer interface devices that are used in diagnosis in industrial engineering or
some other fields. These devices work as an interface between human and machine.
Some of these devices are intelligent and adaptive also, and some are not intelligent.
This chapter presents an overview of these interfaces.

Keywords Industrial engineering � Human–computer interface � Intelligent
interface � Adaptive interface � Unimodal HCI � Multimodal HCI � Human fac-
tors � User interface � Pointing devices � Functionality � Usability

1 Introduction

Industrial engineering is concerned with the synthesis, design, and regulation of
productive systems [1]. A productive system is a system that manufactures a
product. Industrial engineering deals in designing a system that manufactures
required number of products with less cost and good quality. It associates values of
person behavior with concepts of engineering processes and study [2].
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Industrial engineering merges the capabilities of a manager and engineer. For an
industrial engineer, it is essential to understand the methodological details of a
production processes and combine all the components of the system such as per-
sonnel, resources, equipment, and report so that a featured product can be devel-
oped on time and at an appropriate cost [2]. This process is industrial engineering.
There are devices that are used in analysis process of industrial engineering, and
these devices are called human–computer interfaces. These devices work as an
interface between human and machine. Some of these devices are intelligent and
adaptive also, and some are not intelligent. This chapter presents an overview of
these interfaces. Interfacing was always major question in computer utilization.
There are various approaches that are used for interacting with machines, and the
voyage still endures and advance development methods emerge each day.

Enhancing the quality of interaction is not only a field of HCI research. There are
also various branches for research which focuses on multimodality, smart adaptive,
and active interfaces. Research of human–computer interface/interaction (HCI) field
considers the development and usage of computing tools. It mainly focuses on the
interaction between users and computer. HCI is positioned at the juncture of
computer science, design, and media studies (Fig. 1). This term was promoted by
Stuart K. Card, A. Newell, and T.P. Moran in 1983. It is also said that the ultimate
interactions between human beings and computer systems which focuses on the
user interface and the fundamental developments which yield the interactions are
called as HCI. The contributing research areas include computer science, cognitive
science, human factors, software engineering, management science, psychology,
sociology, and anthropology (Fig. 2).

Human-
Computer 
Interaction

Computer 
Science

MediaDesign

Fig. 1 Field of HCI research
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1.1 Objectives of HCI

The ultimate objective of HCI is to produce operational or usable and secure
systems and well-designed systems. The term operational or usable means making
systems easy to learn and easy to use. A developer is required to do effort for
following things while developing a usable HCI system:

• Realize the factors that conclude how a user uses technology.
• Design tools and techniques to support development of suitable systems.
• The interaction should be efficient, effective, and safe.
• User is priority.

In summary, the ultimate goal of designing a HCI system is the user satisfaction.
People who are going to use the system should be the priority. Their requirements,
abilities, and likings for accompanying various tasks should guide designers in the
methodology that they design systems. User is not required to change themselves to
work with the system; instead, the system should be developed to harmonize with
user’s requirements.

Human 
Computer 
Interaction

Psychology

Engineering
Sociology

Anthropology 

Cognitive 
Science 

Management
Science 

Languages

Design 

Fig. 2 Various disciplines of human–computer interaction research
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2 Basic Terminology

It can also be called man–machine interfacing. The notion of HCI was inevitably
signified with the developing of computer itself because machines are not worthy
unless we use them properly. It means there are two major terms in HCI design:
functionality and usability [3].

A system can eventually be defined by its functionality. It means how the very
system helps to achieve its goals or functions. These functions are the collection of
services or actions that are provided to the users. Though, the functionality can only
be measured when the system is used by the user [4]. The second term is Usability.
Usability can be defined as a specific functionality as the span (range) and quantity
(degree) by which the system can be utilized well to achieve specific objectives for
specific public or user. The system is actually effective when there is a balance in
both of these terms [5, 6].

HCI is about developing a system or machine or computer, so the clients can
compile their tasks productively and securely. It is not only about usability; a wider
definition of HCI can be:

HCI is a regulation concerned with development, synthesis, and implemen-
tation of interactive systems for human usage and also analysis of key facts
surrounding them.

As the name infers, HCI has three components:
User: The term user means an individual user or a group of people who work

together. Diverse people from diverse origin or mental models have diverse ways of
understanding and storing the information. Social and nationwide dissimilarities
also play an essential role.

Computer: The term computer means any technology ranging from laptop
computer, desktop computer, or a large-scale computer. A website is itself a
computer, and devices like mobile phones, and video cassette recorder are also
referred as computer.

Interaction (the way user and computer communicate): Human and machine
are two different entities with different features and characteristics, regardless of this
HCI efforts for making their interaction easy. To develop a usable system, one
requires to apply what he/she knows about human and machine and discuss with the
possible users throughout the development process.

3 Overview of HCI

In the past era, the progresses built in HCI have caused the new tools to become
accessible to everybody in no time although all the methods are not handy and/or
reasonable for general user. Next two sections discusses these methods: First sec-
tion gives a brief overview of approaches that are available to general user, and the
second section presents a viewpoint of the track to which HCI research is going.
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3.1 Existing HCI Technologies

Any HCI design must reflect several features of person behavior. Simplicity of the
interaction is measured in terms of degree of participation of person interaction with
the computer, and at times, it is more less when competed to the ease of interaction
technique itself. The reason of difference in interfaces is difference in degree of
functionality and usability. For example, an electrical kettle need not to be high
level in terms of interface because its functionality is to increase the temperature of
the substance and it would not be economical to have an interface more than a
thermostatic on and off switch, whereas a simple webpage that may be restricted in
functionality should be complicated enough in usability to draw the attention of
customers [3].

Hence, while designing a HCI, one should be concerned about the degree of
interface between the user and the machine. A user may be in three levels while
interacting with a machine:

(1) Physical: This aspect of interaction governs the mechanism of interface
between person and machine [7].

(2) Cognitive: This aspect is concerned about the way a user can interact and
understand a machine [8].

(3) Affective: This aspect deals with the way that make user to use the computer
[9]. It changes the attitude and emotion toward the user [3].

Vision-based input devices are the mostly used kind of devices. These devices
are pointing devices or switch-based devices [10, 11]. Keyboard is an example of
switch-based input device [12]. Mouse, touch screen panel, trackball, and
pen-based input, etc. are the pointing input devices [13]. Joysticks have both the
abilities of switch-based and pointing ability. Opposite to input devices, output
devices can be of visual based or printing based [5]. Some advanced output devices
depend on audition and they require speech recognition [14]. The main goal of
designing these devices is that they should be more interactive, and this is a
complex task [15]. On the contrary, it is easier to design auditory devices. Haptic
devices are complex and expensive to develop [16]. These devices are usually
developed for virtual realism [17] and disability assistance [18].

Nowadays, the traditional methods are combined with the modern techniques
such as animation, networking, and intelligence. The modern devices can be
classified into three categories: wearable devices [19], wireless devices [20], and
virtual devices [21]. There are no clear boundaries among these three types of
devices. GPS system [22], environmental monitoring, personal digital assistant
(PDA), radio frequency identification (RFID) products, and virtual tour of real
estate business [23] are some examples of these devices. Canesta keyboard is a
virtual keyboard developed by Compaq’s iPAQ (Fig. 3). This is designed by
projecting a QWERTY-like model on a hard surface using a red light. Then, device
traces finger movement of the user while typing on the surface with a motion sensor
and sends the keystrokes back to the machine [24].
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3.2 Current Improvements in HCI

Recent improvements in HCI include networking, intelligent and adaptive inter-
faces and pervasive computing. Following section describes them:

3.2.1 Intelligent and Adaptive HCI

The devices used by the bulk of people are of command and action type. These
devices are not using very classy physical tools and the research if flowing toward
designing intelligent and adaptive devices. We can define the concepts of intelli-
gence and adaptions as the enhancement in functionality and usability of newly
developed devices. Development of such a device that is easier to use and satisfy
the user is complex and not cost-effective. To achieve this goal, the interfaces of the
devices are becoming easier to use. Note-taking machine is an excellent example of
evolution, and another example is touch screen tablet PCs. Typewriters are replaced
by keyboards, and keyboards are then replaced by touch screen table PCs. These
PCs recognize your handwriting and convert it to text [25].

Attractive feature of modern interfaces are their intelligence [26] and adaption
[27]. Intelligent HCI interfaces are those interfaces that include any kind of intel-
ligence in the view from response to users. Some devices are empowered for verbal

Fig. 3 Canesta virtual keyboard
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communications that interact to user in natural language [28–30]. It is not necessary
to use intelligence in adaptive HCI interfaces, but they may use when interacting
with the user [31]. A website to product selling is an example of adaptive HCI.
These websites save the search and purchase history of users and suggest products
according to their search history, so they are adaptive to some extent. These
adaptations deal with affective and cognitive level of activity. PDAs and table PCs
are the example of devices that uses intelligence and adaptation both the concepts.
They can recognize handwriting and adapt the handwriting of the user that is logged
in. These devices save the mistakes done by the user and also remember the
correction made by the user.

Some non-intelligent HCI devices are passive in nature. They only react when
the user invokes them, whereas intelligent and adaptive devices provide active
interfaces [32, 33].

3.2.2 Pervasive Computing and Ambient Intelligence

Pervasive computing is recent field of research in HCI. These methods of HCI refer
elimination of desktop and embed the computer in environment. Mark Weiser
(1998) first gave the concept of pervasive (ubiquitous) computing. He wants to
insert computer universally in the atmosphere so that a human can use more than
one computer at a time, and these computers are wirelessly connected to each other
[25]. This computing is said to be the third trend of computing after mainframe era
(first wave) and PC era (second wave). In Mainframe era, there is one computer and
many people, and in PC era, there is single computer and single person and per-
vasive computing deals with many machines and one human.

4 Architecture of HCI Systems’ User Interface

Configuration is an essential issue of a HCI system. Even, a prearranged interface is
normally demarcated by the large number of different inputs and outputs it delivers.
HCI systems architecture demonstrates the working of these diversified inputs and
outputs. Following segments of this chapter describe various design and
configurations.

4.1 Unimodal User Interface

As stated before, an interface essentially depends upon large number of its inputs
and outputs that are means of interaction. These interactions permit a user to
communicate with machine. Every diverse autonomous single channel is named as
modality [34]. Unimodal systems are the systems that depend upon a single
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modality. Depending upon the features of different modalities, systems are classi-
fied into three classes:

1. Visual-based System
2. Audio-based System
3. Sensor-based System.

4.1.1 Visual-Based Interface

The most well-known field in the research of HCI is visual-based HCI. Bearing in
mind the range of uses, researchers attempted to handle many features of human
reactions which can be acknowledged as a visual signal. Following are some major
research fields:

• Facial Expression Analysis
• Body Movement Tracking (large scale)
• Gesture Recognition
• Gaze Detection (Eye Movement Tracking).

The aim of these fields varies because of their uses; a general commencement of
all fields can be determined. The first one usually copes with identification of
emotions visually [35–37]. The second [29, 38] and third [39–41] are typically the
key center of this field and can have various drives; however, they are commonly
intended for straight communication of person and computer in a command and
action environment. The last one [30] is typically is not a direct practice of com-
munication between human and computer which is normally used to well under-
stand the consideration, aim of user in context-sensitive conditions [42].

4.1.2 Audio-Based Interface

Another significant field of HCI systems is interaction that is audio based. This field
is concerned about the data obtained by various audio signals. These signals are not
varying as visual signals, but the information collected from these signal is more
reliable and useful. Following are the research fields of audio-based HCI:

• Speech Recognition
• Speaker Recognition
• Auditory Emotion Analysis
• Human-made Noise/Sign Detections (gasp, sigh, laugh, cry, etc.)
• Musical Interaction.

In starting days, first two fields were the major fields of research [14, 43].
Modern attempt to incorporate human emotions in intelligent HCI introduced the
study of emotions in audio signals [44, 45]. Tone, pitch, sigh, and gasp, etc. are

164 L. Nautiyal et al.



monitored to design a more intelligent HCI system [46]. Music production and
interaction is a novel area of research. It can be applied in art industry [47].

4.1.3 Sensor-Based Interface

To provide interaction between user and machine, sensors are used in this type of
HCIs. Following are some examples of sensor-based HCIs:

(i) Pen-based Interaction
(ii) Mouse and Keyboard
(iii) Joysticks
(iv) Motion Tracking Sensors and Digitizers
(v) Haptic Sensors
(vi) Pressure Sensors
(vii) Taste/Smell Sensors.

Pen-based sensors are used in mobile devices, and these are related to pen
gesture [28] and handwriting identification fields. Motion tracking sensors are used
in animation, art, and gaming. Wearable clothes are example of this type of sensors
(refer Fig. 4). Pressure and haptic sensors are used in robotics and virtual realism

Fig. 4 Wearable motion
capture cloth (taken from
Operation Sports)
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[16, 17, 19]. Hundreds of haptic sensors make the robots more aware and sensitive
to touch [48, 49]. In Medical field, we also use haptic sensors [50].

4.2 Multimodal Interface

This type of HCI systems is combination of multiple modalities, and these
modalities are the modes that the system reacts to the inputs [34] and these modes
are communication channels. The basic idea behind these modes is the way humans
interact to each other, and these communication channels are human senses: taste,
smell, touch, hearing, and sight. Multimodal interfaces integrate diverse mixtures of
speech, gesture, gaze, facial expressions, and other non-traditional modes of input
[51]. A remarkable feature of multimodality is the association of various modalities
to assist the identification.

4.3 Other User Interfaces

There are also some advanced paradigms of HCI such as World Wide Web. The
web does not offer any technological innovation, because the functionalities already
existed like protocols for transmission, file systems, etc. The revolution came with
the start of browsers and hypertext markup language. Due to these functionalities, it
got easier to access files on internet. Pervasive computing is also an advanced and
emerging paradigm in the field of computing. As already discussed, the eventual
goal of pervasive computing is to make the computer accessible everywhere it
means in the environment itself. It is possible with the help of wireless networks,
voice and vision systems, molecular electronics, and nanotechnology. The inter-
faces for these systems must use a rich set of interactive features.

5 Applications

Multimodal interfaces are being used in various applications counting map-based
simulation like information center, biometric authentication systems, etc. The
positive side of multimodal interfaces over conventional interfaces is that multi-
modal interface offers a more acceptable and user-friendly experience. For example,
in a real estate system called REAL HUNTE, user can choose a house with a finger
and get information about that particular house. Hence, it is a type of natural
experience to point a house with finger and express doubts about that house.
Additionally, multimodal interfaces offer redundancy to adapt unlike user and
unlike circumstances. For example, MATCH kiosk permits user to use speech or
handwriting to identify the kind of business to search for on a plot. Thus, if there is
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lot of noise, user can give his/her input query in written format. Some other
applications of multimodal interfaces are as follows:

• Smart Video Conferencing
• Intelligent Homes/Offices
• Driver Monitoring
• Intelligent Games
• E-Commerce
• Helping People with Disabilities.

6 Future Direction of HCI

In the decade of 90s, HCI concern was shifted to communication between people
enabled by machines. And network field was also growing in parallel to connect the
computers. HCI concerned to identify how users interact effectively with a machine,
but now HCI researchers concerned to interaction between human via a computer.
HCI is being used by the researchers in various disciplines like Anthropology and
Sociology. These sciences not only highlighted the consequences of computing on
set of user but also how the user interpreted the machine or computer. Finally, the
methodologies of these disciplines were combined and enhanced by more com-
pound social modeling views and methods. Following are the recommendations for
performing research and design in HCI.

6.1 Discover Novel Methods of Understanding Users

To discover novel methods of understanding users, one needs the articulation of
various practices. In last decade, new techniques added human factors and cognitive
sciences concepts. There are also other ways to improve existing techniques which
includes views from more assorted disciplines and social traditions. The first phase
of a new HCI is the analysis or synthesis, and this originates from analytic phi-
losophy and involves clarifying the systems of meaning and value a particular set of
actions involve.

6.2 Discover Novel Methods of Designing and Making

The development of models of new devices will need to be assumed in ways that
are focused on specific types of users’ value. The new development will be an
extension of existing methods’ development which was designed with the goal of
usability, functionality, and balance between prototyped and engineered solutions.
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In near future, less complex, rapid prototypes and design methods will be needed.
Novel prototyping devices and methodologies will be particularly significant, let-
ting the fast and less complex assembly of novel hardware and software to analyze
together with and within normal objects and living spaces.

7 Conclusions

Analysis, design, and enhancement of the production system are the three main
objectives of industrial engineering. A production system is a system that produces
a good-quality product in time and within budget. The analysis or diagnosis process
of industrial engineering requires a number of devices that can work as an interface
between human and computer. This chapter discusses these device. HCI is a sig-
nificant part of systems design. A good-quality system is easy to use and performs
its functions correctly. Hence, development of HCI systems is the key area of
research. Intelligent and adaptive devices are used in current era of industrial
engineering. A device can be unimodal or multimodal. Pervasive computing aimed
at embedding computer in the environment so that a person can use it everywhere.
Virtual reality is the most advanced field of research in HCI. This chapter tried to
describe these concerns and deliver a survey of open research.
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Models for Soil Vapor Extraction
and Multiphase Extraction Design
and Monitoring

Mariem Kacem

Abstract This chapter presents the tools needed to create a model of the soil vapor
extraction (SVE) and multiphase extraction (MPE). It is based on the multiphase
transport that can simulate the contaminant partition on the subsurface and per-
turbation caused by SVE and MPE methods. The model can predict the contami-
nant concentration on soil through time under variable soil saturation. The
importance of a good definition of the non-aqueous phase liquid (NAPL)–gas phase
mass transfer coefficient is discussed through SVE experimental and model result.
The benefit of the model to design the MPE method is shown with regard to the
number of wells and use of the aquifer drawdown principle.

Keywords SVE � MPE � Extraction � Soil � COV � NAPL � Model
Multiphase � Dispersion � Mass transfer coefficient � Transport
Stripping � Volatilization � Dissolution � Sorption � Saturation
Relative permeability � Simulation

1 Soil Vapor Extraction and Multiphase Extraction

The process of soil vapor extraction (SVE) has a role regarding the depollution of
the unsaturated zone in the soil by the evaporation of the non-aqueous phase liquid
(NAPL) trapped at soil residual saturation. Pollutant evaporation occurs by the
pressure gradient in the pores that induces the circulation of air in contact with
NAPL (Fig. 1a). In the above zone, pollutants are present in several states: dis-
solved in residual saturation water, adsorbed on organic matter and/or clay fraction
of the soil, evaporated in gas phase, and water phase.

Multiphase extraction (MPE) involves simultaneous extraction of soil vapor and
groundwater to remediate both types of contaminated media utilizing one pump and
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one conduit (Fig. 1b). The extraction in this case is concerning multiple phases of
fluids: NAPL, aqueous, and gas.

Soil vapor extraction and multiphase extraction are most efficient in porous
media with moderate permeability. For MPE and in the case of highly permeable
media, the dominant phase removed will be water, and there will be less influence
on the soil gas. Near the aquifer, mostly groundwater will be removed with very
little soil gas. In case of low permeability media, the dominant phase removed will
be gas and the water will have much less influence. Near the aquifer, there will be
much more drawdown, with little influence on the vadose zone. For the two
methods SVE and MPE, the volatile compounds that tend not to adhere to the soil
are responsive to the extraction.

Although developed in the industrial scale, these techniques need better control
of the time of application and efficiency, to make energy and time savings. The
existing works offer tools and relevant theoretical approaches, but give low sen-
sibilities to certain parameter modifications, such as the humidity. In particular,
there is a significant number of commercial or open-source software available for
the flow and/or the transport in the porous media. Jennings and Patil [1] enumerated
approximately thirty developed models only in the 90s. Few of these models are
capable of simulating the multiphase flow and the multicompounds transport in
conditions of real soils. Alternate methods are then run for the design of the process.
As an example, those used for the MPE are based on rough solutions of radial
unidimensional flow of the MPE [2]. This approach supposes a zone of homoge-
neous and isotropic treatment, not taking into account the spatial variation of the
saturation in the zone. This kind of method gives approximate results and does not
take into account the complexity of the porous media. On the academic plane,
several models are developed in direct application of these techniques [3–6] or as
theoretical developments of multiphase transport and transfer models [7, 8].

Both methods have common parameters of design. It is worth knowing the
applied vacuum, the flows of the extracted phases, the location of wells in the

a-SVE b- MPE

Fig. 1 Principal of SVE and MPE applications

172 M. Kacem



capture field, and the location of the strainer of the well. To design those methods,
several points must be controlled such as the characteristics:

– of the flow in the soil of the gas, the water (for the MPE) and of the NAPL
(permeability, porosity, and soil retention curve);

– physical properties the NAPL (quantity, composition, physical parameters of
transfer, and its distribution in the soil).

The purpose being to build a complete model in two components:

– a model of flow to predict the gas flow (and some liquid for the MPE) in the
zone of treatment and in the well;

– a conceptual model for the mass transfer which determines transfer mechanisms
and processes by the gaseous phase, the NAPL, (the dissolved phase for the
MPE) and by the biodegradation.

2 Fundamentals of the Model

The conceptual model must be based on the understanding of its individual pro-
cesses and mutual relations with the design of the SVE and MPE system. This
model describes the various physio-chemical processes during the extraction with
strong mathematical formulations.

The first point in the model construction is to identify the phase’s state. In the
vadose zone, the NAPL and the aqueous phase are considered to be non-mobile at
residual saturation, in contrast to the gas phase experiencing a pressure gradient.
The SVE model must describe the fluid transport and the mass transfer between
phases according to the Fig. 2. In the saturated zone, all phases are mobile: gas,

Gas flow 

One phase flow

Porous media 
(permeability..)

Fluid (viscosity, 
density..) 

Compound transport

Porous media 
(tortuosity, dispersion)

Phase (molecular 
diffusion, velocity, 

concentration)

Compound tranfser

Fluid/solid (Chemical 
and biological 

reactions, 
adsorption...) 

Fig. 2 SVE model used with neglecting the NAPL and water flow

Models for Soil Vapor Extraction and Multiphase Extraction … 173



aqueous, and NAPL. The dominant processes of the MPE are the multiphase flow,
the multicompound transport, and the transfer non-balanced between phases on soil,
Fig. 3. The complete MPE model is composed of a model described in Fig. 2
applied on vadoze zone and a model described in Fig. 3 applied on saturated zone.

The model has to predict these processes and the distribution of the NAPL in the
soil. It has to have the capacity of:

– identification of the optimal configuration of the extraction to implement (MPE:
dual-phase extraction “DPE,” three-phase extraction “TPE,” bioSlurping);

– estimation of the airflow, the vacuum value, and the water extraction flow
applied for a better design;

– determination of the wells and strainers locations to have an optimal efficiency;
– estimation of the mass and concentration of contaminants to eliminate from the

soil in different phases (aqueous, gas, and solid) and then the estimation of the
treatment time and extraction efficiency.

The modeling of the extraction consists of putting in equations of the processes
by mathematical formulations and by solving the system by differential equations.
The equations are governed numerically with a calculation code for a contamination
treated by the MPE. Usually, the system of the mathematical equations for the
multiphase flow and the isothermal transport of contaminants in the porous media is
a result from the combination of several principles and laws of nature. Examples
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include the global mass conservation, mass conservation by compound, Darcy’s
law and its application in multiphase flow, the state equations, the constative
relationships, and the mass transfer between phases.

3 Hypothesis

The processes involved in the SVE and MPE operations on soil are interdependent
but happen simultaneously. The relevant understanding and the adoption of the
simplifying hypotheses for the mathematical simulation are always necessary to
obtain precise solutions on the efficiency of the operation at that time. Generally,
the modeling of the processes of multiphase flow and pollutant transport is based on
the following simplifying physical hypotheses:

– Water is the preferential wetting fluid, NAPL is the intermediate wetting fluid,
and the gas phase is the no-wetting fluid [9];

– The sorption on solid phase is produced only by the aqueous phase [10], the gas
phase and NAPL sorption are neglected;

– The Darcy’s law is available for the multiphase flow system;
– The system is isotherm at T[K] temperature;
– The migration of the gas phase due to the water evaporation is neglected;
– Hysteresis retention curve is neglected, and the drainage process is always

considered;
– The solid phase‚ aqueous phase, and NAPL are not compressible and the

porosity is constant;
– The NAPL, solid, and aqueous phases densities are constant;
– The biodegradation is neglected.

4 SVE and MPE Models

4.1 Continuity Equations

The continuity differential equation for flow is seen in Eq. (1).

@ u Sa qað Þ
@t

þr qa ~qa½ � ¼ Qs
a þ

X
b

Ea;b þ
X
b

Ra;b ð1Þ

where Sa is the saturation of a phase [−], u is the porous media porosity, qa is the
bulk density of the a phase, qa is the flow velocity (Darcy’s velocity) [L.T−1], Qs

a is
the a phase supply term [M.L−3 T−1],

P
b
Ea;b is the sum representing the transfer of
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all compounds b to the a phase [M.L−3�T−1], and
P
b
Ra;b is the biochemical reaction

sum in a phase for all compounds [M.L−3�T−1]. a phase can be gaseous, NAPL, or
aqueous, written, respectively, g, o, and w.

The Darcy’s velocity in multiphase system is calculated according to Darcy’s
law Eq. (2):

~qa ¼ K kra
la

rPa � qa grzð Þ ð2Þ

where K is the intrinsic permeability [L2], kra is the relative permeability of a phase
[−], la is the dynamic viscosity of a phase [M.L−1�T−1], Pa is the pressure of a
phase [M.L−1�T−2], g is the gravity acceleration [L.T−2], and z is the Cartesian
coordinate [−].

The mass conservation of compound b in a phase at the representative element
volume scale (REV) is described by the transport equation (Eq. 3).

@

@t
u Sa Ca;b
� �þr ~qaCa;b

� ��r u Sa Da;brCa;b

h i
¼ Qa;b þ

X
a

Ea;b þ
X
b

Ra;b

ð3Þ

where Ca;b is the concentration of compound b in phase a, and Da;b is the
hydrodynamic dispersion coefficient of the compound b in phase a defined by the
following Eq. (4) [L2.T−1].

Dab: ¼ sa D
o
ab dij þ aT ~Ua

�� ��dij þ aL � aTð ÞUai Uaj

~Ua

�� ��
" #

ð4Þ

in which Do
a;b is the effective molecular diffusion coefficient of compound b in

phase a [L2.T−1], dij is the Kroncker symbol (equaling 1 if i = j, zero otherwise), aL
and aT are the longitudinal and the transversal dispersivity, respectively, Ua is the
pore velocity of phase a [L.T−1], Uai;Uaj are the pore velocity of a phase in i and j
direction, respectively, [L.T−1], and sa is the tortuosity factor.

The hydrodynamic dispersion coefficient was not usually expressed with all
parts. A number of models have been presented to describe transport in both
saturated and vadose zones that neglect molecular diffusion [11–13]. This simpli-
fication allows to analytically solving the transport equation. Recent works gives
analytical solutions for model that incorporates molecular diffusion [14, 15].

The SVE model is composed of five partial differential equations (PDEs). The
MPE model is composed of seven PDEs. For SVE, the continuity equation simu-
lates the gas flow, while for MPE three global mass equations are used for mobile
phases (gas, aqueous, and NAPL). The remaining four equations simulate the mass
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conservation of: gaseous, NAPL, aqueous, and immobile solid phases according to
Eq. (3). Table 1 summarizes the EDPs that were used for both methods.

It is assumed that the NAPL, aqueous, and solid phases are not compressible and
have constant densities. Independent of whether or not the gas phase is com-
pressible, their density is linked to the pressure and pollutants concentrations
expressed by the perfect gas law (Eq. 5)

qgðPg;Cg;bÞ ¼ Pg

RT

qair þ
PN
b¼1

Cg;b

qair
Mair

þ PN
b¼1

Cg;b

Mb

2
6664

3
7775 ð5Þ

where R is the perfect gas constant [M.L2�mol−1�T−3], T is the temperature [T], Mb

and Mair are the molecular mass, respectively, of compound b and of the air.

4.2 Mass Transfer Between Phases

4.2.1 Introduction

Mass transfer between phases can be described by Fig. 4. In saturated zone, con-
tamination may exist in three physical states: sorbed to soil materials, dissolved in
water, or immiscible liquid (NAPL). In the vadose zone, contaminants may exist in
gas phase in addition. NAPL constituents may partition or move from one phase to

Fig. 4 Partitioning of NAPL among phases potentially found in the vadose zone
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another, depending on environmental condition. In the hypothesis section, gas and
NAPL adsorptions on solid phase are neglected. If they are not neglected,
adsorption laws similar to the aqueous phase–solid phase mass transfer can be used.
In the saturated zone, the mass transfers caused by gas phase presence are not
considered.

4.2.2 NAPL–Gas Phase Transfer

The first mass transfer is the volatilization or mass transfer between NAPL and
gaseous phases, simulated using a first-order kinetic model (Eq. (6)).

Eo�g b ¼ u Sg ko�g;b C
sat
g;b � Cg;b

� �
ð6Þ

where Eo�g;b is the term describing NAPL–gas phase mass transfer for compound b
[M.L−3�T−1], ko�g;b is the corresponding coefficient of mass transfer [T−1], and Cg;b

and �CSat
g;b are the equilibrium and saturation equilibrium concentrations of compound

b in a mixture of gas phase [M.L−3].

The (C
Sat
g;b) is defined by Eq. (7).

C
Sat
g;b ¼ xg;b C

Sat
g;b ð7Þ

where CSat
g;b is the concentration of compound b in the gas phase at equilibrium and

saturation [M.L−3] and xg;b is the molar fraction of compound b in the gas phase
[−].

4.2.3 NAPL–Aqueous Phase Transfer

The mass transfer between NAPL and aqueous phase is described by Eq. (8).

Eo�w;b ¼ u Sw ko�w;b Seffw;b � Cw;b

� �
ð8Þ

where Seffw;b is the effective solubility of compound b in the aqueous phase [M.L−3].
The NAPL–aqueous phase mass transfer coefficient can be calculated using the

empirical correlation of modified Sherwood number (Eq. (9) [16]):

Shmo�w;b ¼ ko�w;b d
2
50

Do
w;b

¼ 12 ðu� hoÞRe0:75w;b h0:6o Sc0:5w;b ð9Þ

where ko�w;b is NAPL–aqueous phase mass transfer coefficient of compound b
[T−1], d50 is the mean diameter of soil grains [L], Do

w;b is the molecular diffusion
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coefficient of compound b in the aqueous phase [L2�T−1], ho is the volumetric
content of NAPL phase [L3�L−3], Rew;b is the Reynolds number of compound b in
the aqueous phase, and Scw;b is the Schmidt number of compound b in the aqueous
phase.

4.2.4 Gas Phase–Aqueous Phase Transfer

To simulate mass transfer between aqueous and gas phases (stripping), the mass
transfer coefficient can be estimated from the empirical model of Chao et al. [17]
(Eq. (10)).

Ew�g;b ¼ u Swkw�g;b Cwb � Cgb

Hb

� �

¼ u Sw 10�2:49Do 0:16
g;b U0:84

g d0;5550 H�0:61
b Cw;b � Cg;b

Hb

� �
ð10Þ

in which kw�g;b is the aqueous phase–gas phase mass transfer coefficient of com-
pound b [T−1], Cw;b is the concentration of compound b in the aqueous phase [M.
L−3], Ug is the pore velocity of the gas phase [L.T−1], and Hb is the Henry constant
of compound b [-].

4.2.5 Solid Phase–Aqueous Phase Transfer

To simulate the mass phase transfer between aqueous and solid phases (sorption),
the corresponding mass transfer coefficient can be estimated from the empirical
model of Brusseau et al. [18] (Eq. (11)).

Ew�s;b ¼ u Sw kw�g;b Cw;b � Cs;b

Kd;b

� �

¼ u Sw Exp ð0:301� 0:668 log ðKd;bÞÞ Cwb � Cs;b

Kd;b

� �
ð11Þ

where Cs;b is the concentration of compound b in the solid phase [M.L−3] and Kd;b

is the sorption coefficient of compound b in the soil [L3.M−1].

4.2.6 NAPL-gas Mass Transfer Coefficient Determination

The NAPL–gas mass transfer coefficient has an important effect on the model result
[19]. Indeed, the most difficult part in the simulation process at real scale is to find
the mathematical relationship that can estimate the coefficient based on the flow,
porous media, pollutant characteristics, and pollutant content.
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It is possible to estimate this coefficient based on the analytic solutions of the
pollutant mass conservation equation. This equation expresses the gas phase and
NAPL–gas phase transfers in 1D geometry (Eq. (3)) as proposed by van Genuchten
et al. [20] for a stationary state (Eq. (12)).

ko�g;b ¼ 1

4Dg

Ug � 2 Dg

Lc
lnð1� Cg;b

Csat
g;b

Þ
 !2

�U2
g

2
4

3
5 ð12Þ

in which Lc represents the column height [L].
Another method is the analytic solution developed by Wilkins et al. [21], which

neglects the hydrodynamic dispersion Dg;b (Eq. (13))

k�o�g;b ¼ � qg
Lc

ln ð1� Cg;b

Csat
g;b

Þ ð13Þ

where k�o�g;b ¼ uSg ko�g;b.
Wilkins et al. [21] proposed the following empirical relationship:

k�o�g;b ¼ 10�0;4221 Do 0;38
g;b U0;62

g d0;4450 ð14Þ

The above equation relates the mass transfer coefficient to the interstitial pore
velocity and the mean diameter of soil particles. The empirical model of Wilkins
et al. [21] introduced a gas phase content in the estimation of the mass transfer
coefficient and neglected the hydrodynamic dispersion.

Many authors have observed a reduction of the mass transfer coefficient with the
decrease of NAPL saturation by evaporation. Van der Ham and Brouwers [22]
offered an improvement of the model to link mass transfer coefficient to NAPL
saturation and extraction time in transient state (Eq. (15)). Van der Ham and
Brouwers [22] illustrated that this empirical parameter is linked to the saturation at
the aqueous phase and to the soil homogeneity.

ko�g;b ¼ kinito�g;b
So
Sinito

� �e

ð15Þ

where kinito�g;b is the initial NAPL–gas mass transfer coefficient deduced from the
expression of k�o�g;b and e is an empirical parameter. The empirical models of those
studies [21, 22] neglected dispersion coefficient which can be used for pore’s
velocity more than 0.1 cm�s−1 [23].

In order to generalize the model regarding the saturated and the unsaturated
zone, Esrael et al. [24] proposed the use of the reference NAPL saturation and
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implemented the mass coefficient estimation with conditions mentioned in Eq (15).
The obtained equation (Eq. (16)) can be used in case of variable saturation media
such as the case of the Multiphase Extraction process. In this situation, the pollutant
content and the water content are not limited. MPE is used in the capillary fringe
and the saturated zone drained by dewatering in SVE. Then, the saturation in NAPL
and water is varied in time and space.

ko�g;b ¼
kinito�g;b ; So [ Srefo

kinito�g;b
So
Srefo

� �e
; So � Srefo

" #
ð16Þ

with Srefo is the reference NAPL saturation.
The NAPL–gas phase estimation use is depending also on the extraction

application. It can be considered constant for one-dimensional approach when pore
velocity is homogeneous, whereas this velocity varied with distance from extraction
wells at the radial pilot or field scale [25, 26].

4.3 Constitute Equations

To resolve the continuity equations, a system of equations allows connecting phase
relative permeability to the saturations and then to the employed pressure. It
depends on the number of phases in the REV. Some works used an empirical model
for relative permeability determination [27–29]. Other models are developed based
on the phase saturation according to the mobile phase presence: the two-phase and
three-phase systems.

4.3.1 Two-Phase System (Aqueous and Gas Phases)

The model uses the van Genuchten–Mualem model [30] for each phase in the
two-phase system. The wetting phase is the aqueous one, the capillary pressure is
defined by Eq. (17), and the saturation on aqueous phase is defined by Eq. (18).

Pcgw ¼ Pg � Pw ð17Þ

�SwðPcgwÞ ¼ Sw � Swr
1� Swr

¼ 1þðavg PcgwÞnvg
h i�mvg

;Pcgw [ 0

1 ;Pcgw � 0

" #
ð18Þ

Sg ¼ 1� Sw ð19Þ
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where Pcgw is the capillary pressures for gas–aqueous phase, Pg and Pw are pres-
sures of gas and aqueous phase, respectively, �Sw is the effective residual saturation
in the aqueous phase, avg, nvg, and mvg are the van Genuchten parameters.

The relative permeability for the two phases is expressed by Eq. (20) for
aqueous phase and Eq. (21) for gas phase.

krwð�SwÞ ¼ �S0;5w 1� ð1� �S1=mvg
w Þmvg

h i2
ð20Þ

krgð�SwÞ ¼ ð1� �SwÞ0;5 1� �S1=mvg
w

h i2mvg ð21Þ

4.3.2 Three-Phase System (NAPL, Aqueous, and Gas Phases)

The Parker et al. model [9] can be used. The saturation of each phase can be
calculated by the Eqs. (22)–(24).

SlðPcgoÞ ¼ Sw þ So � Swr � Sor
1� Swr

¼ 1þ cgo avg Pcgo
	 
nvg	 
�mvg

;Pcgo [ 0

1 ;Pcgo � 0

" #

ð22Þ

SwðPcowÞ ¼ Sw � Swr
1� Swr

¼ 1þ cgo avg Pcow
	 
nvg	 
�mvg

;Pcow [ 0

1 ;Pcow � 0

" #
ð23Þ

Sg ¼ 1� So � Sw ð24Þ

where Pcgo ¼ Pg � Po and Pcow ¼ Po � Pw are the capillary pressure for gas-NAPL
and NAPL-aqueous phases, respectively, Po is the pressure of NAPL, cgo and cow
are scaling coefficients of two-phase system to three-phase to one, which can be
estimated approximately by Eqs. (25) and (26) [31].

cgo ¼
rgo þ row

rgo
ð25Þ

cow ¼ rgo þ row
row

ð26Þ

In which rgw.rgo.row are the interfacial tensions between phases gas–aqueous,
gas–NAPL, and NAPL–aqueous, respectively.

Lenhard et al. [32] applied the above model to experimental results to determine
the effective residual NAPL saturation, expressed by Eq. (27).
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Sor ¼ S
max
or ðSmax

t � SwÞ0;5ð1� SwÞ1;5 ð27Þ

where S
max
or is the maximal effective residual saturation in NAPL [-], S

max
t is the

maximal effective saturation in the total liquid phase [-], and Sw is the apparent
water saturation which is the sum of effective water saturation and the effective
entrapped air saturation.

The van Genuchten–Mualem model [30] was used for all phases, the relative
permeabilities of which were calculated using Eqs. (28)–(30).

krwðSwÞ ¼ S
0;5
w 1� 1� S

1=mvg

w

� �mvg
h i2

ð28Þ

kroðSw; StÞ ¼ St � Sw
	 
0;5

1� ðSw þ SorÞ1=mvg

� �1=mvg� 1� S
1=mvg

t

� �mvg
� �2

ð29Þ

krgðStÞ ¼ 1� St
	 
0;5

1� 1� S
1=mvg

t

� �mvg
h i2

ð30Þ

in which kro is the relative permeability of NAPL.

5 Application of SVE Model on 1D Column Experiment

The model was applied to simulate results of SVE applied on one-dimensional
column. Two tests were running with dry sand and low water saturation. The used
pollutant was the toluene. Table 2 summarizes the operating conditions of tests.

The SVE model was used introducing three models of NAPL-gas phase mass
coefficient of the convection diffusion equation, the Wilkins et al. Model [21], and
Esrael et al. model [24]. Several parameters values are tested, and best results were
kept (Fig. 5).

The extracted gas concentration curves decrease continuously with similar
shapes for all tests. It can be observed the three parts describing the typical
extracted gas concentration: the flushing phase, evaporation phase, and diffusion
phase separated by two inflexion points. At the end of the first part, about of 90% of

Table 2 Operating conditions of tests

Conditions Unity Test 1 Test 2

Porosity u [–] 0.4145 0.411

Toluene saturation [–] 0.0294 0.03

Water saturation [–] – 0.076

Gas flow [mL � min−1] 3183 3203

Concentration at saturation [mg �L−1] 108.9 106.2
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the pollutant has been extracted, with the residual amount becoming progressively
less accessible to the airflow due to being trapped in smalls boreholes (Test 1), or
dissolved in water/adsorbed on soil grains for Test 2. The second inflexion point
marks the disappearance of free NAPL, with the gas concentration after this point
being determined by the diffusion step, where a new equilibrium between phases is
established: adsorbed NAPL, dissolved NAPL, no accessible NAPL, and airflow.
The logarithmic scale allows showing difference between models after the second
inflexion point (Fig. 5).

For dry soil, Eq. (1.10) (dissolution) and Eq. (1.11) (adsorption) were not
activated. Models assuming an initially low ko�g could not describe the new
equilibrium state: The mass transfer coefficient decreased to values close or equal to
zero. Subsequently, the concentration decreased to zero, not being able to model
this point. Conversely, the above point and the curve beyond it could be estimated
by Esrael model and the dispersion convection model (with overestimated ko�g).
The presence of water in soil (tests 2) activated Eqs. (1.10) and (1.11), and a new
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Fig. 5 Experiments’ and models’ results at semilogarithmic scale
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equilibrium was established for all models, which could simulate this second
inflexion point but not the subsequent curve evolution.

The values of the initial mass transfer coefficient for Test 2 are similar to those
obtained for Test 1. The observed difference was due to the small flow rate dif-
ference and the saturation effect at 0.0755. The above saturation decreased the gas
phase content and subsequently increased pore velocity. Tortuosity and the
hydrodynamic dispersion were also reduced, and the concentration did not drop to
zero, as in test 1. In this situation, the presence of water activated interphase mass
transfer (aqueous–gas, NAPL–aqueous, and aqueous–solid), allowing exchange
between phases and increasing the extracted gas concentration in the diffusion step.

6 Application of MPE Model

This example of application is excerpt from the PhD work of Esrael [33]. The MPE
model was applied in the case assuming pollution. The proposed scenario consti-
tutes pouring 8 m3 of toluene on a circular surface of 1.5 m radius. During 12 h,
pollutant infiltrates in the sandy soil with 0.157 cm�min−1 Darcy’s velocity. The
NAPL enriches the capillary zone and the water table situated at 3 m of depth.
The NAPL can create a lens on the water surface of 8 m radius and 5 cm of
thickness. Pollutant propagates in the soil in the three phases: aqueous (dissolution),
gas (evaporation), and solid (sorption). We tested an intervention on site using the
MPE after two months.

Pollutant relative concentration in gas phase ðCg;b

Csat
g;b
Þ quickly drops in saturated

zone and is still present in capillary fringe, where gas flow is low (Fig. 6a).
Pollutant relative concentration in aqueous phase ðCw;b

Seffw;b
Þ remains present after

1 month (Fig. 6b) and decreases after 50 days to reach zero on unsaturated zone,
where gas flow evaporates the pollutant dissolved in the aqueous phase. The pol-
lutant remains present in the capillary fringe.

After 3 months, pollutant concentration in the solid phase in the unsaturated
zone increases to 8 mg�kg−1. However, in the capillary fringe the concentration
remains high, even after one year of treatment (Fig. 7).

After 20 days of extraction, NAPL disappears from the unsaturated zone under
the effect of the convective gas flow. The aqueous flow dissolves the NAPL on the
water table, and the pollutant disappears after 3 months. In the capillary zone,
pollutant is present after this time were aqueous flow and gas flow are low (Fig. 8).
It is possible to improve the method by using the aquifer drawdown principle which
permits oil extraction from the entire capillary zone or by using numerous
extraction wells. The simulation shows that we need a minimum of 3 extraction
wells to extract pollutant from capillary fringe in 1 year.

The model gives the results of the MPE operation on this site; pollutant flow on
extracted phase and pollutant extracted volumes in each phase show that on the first
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days, more than 180 L.day−1 of NAPL were extracted. When the free phase
decreases at 100 days, NAPL flow decreases. At 50 days of extraction, the most
mobile NAPL was recovered, 2385 L from an initial 2870 L, which is about 83% of
efficiency. The gas flow has a similar behavior. During the four first days, the flow
was more than 50 L.day−1 and decreases thickly with the NAPL disappearance in
the no saturated zone. In contrast, the aqueous phase flows still in an order of

1. In gas phase 2. In aqueous phase

A (7.5 days)

B (1 month)

C(7.5 days)

D (1 month)

Fig. 6 Pollutant relative concentration

,
sol

polluant
s Kg

mg
C β

A (7,5 days) B (3 months)

Fig. 7 Pollutant concentration on solid phase Cs;b ðmgpolluantKgsol
Þ
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10 L.day−1 because the major pollutant quantity is trapped on the capillary fringe
and there is no available space in the aqueous phase.

7 Conclusion

The multiphase transport equations can be used to create a model of the Soil Vapor
Extraction (SVE) and multiphase extraction (MPE). The SVE model is composed
of five partial differential equations (PDEs). The MPE model is composed of seven
PDEs. For SVE, the continuity equation simulates the gas flow, while for MPE
three global mass equations are used for mobile phases (gas, aqueous, and NAPL).
The remaining four equations simulate the mass conservation of: gaseous, NAPL,
aqueous, and immobile solid phases. To resolve the continuity equations, a system
of equations allows connecting phase relative permeability to the saturations and
then to the employed pressure.

A good simulation is depending on the definition of the mass transfers between
phases and models used to describe the saturation state.

The first example of application shows the importance of a good definition of the
non-aqueous phase liquid (NAPL)–gas phase mass transfer coefficient. In order to
generalize the model regarding the saturated and the unsaturated zone, reference
NAPL saturation is used. MPE is used in the capillary fringe and the saturated zone
drained by dewatering in SVE. Then, the saturation in NAPL and water is varied in
time and space. To have a global model for all range of velocity, a mass coefficient
is not neglected.

The second example of application shows the benefit of the model to design the
MPE method with regard to the number of wells and use of the aquifer drawdown
principle.

A (7.5 days) B(9 months)

Fig. 8 NAPL saturation through the time
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A New Technique for Vibration-Based
Diagnostics of Fatigued Structures Based
on Damage Pattern Recognition
via Minimization of Misclassification
Probability

Nicholas A. Nechval and Konstantin N. Nechval

Abstract Vibration-based diagnostics provide various methods to detect, locate,
and characterize damage in structural and mechanical systems by examining changes
in measured vibration response. Research in vibration-based damage recognition has
been rapidly expanding over the last few years. The basic idea behind this tech-
nology is that modal parameters (notably frequencies, mode shapes, and modal
damping) are functions of the physical properties of the structure (mass, damping,
and stiffness). Therefore, changes in the physical properties will cause detectable
changes in the modal properties. In investigations, many techniques were applied to
recognize damage in structural and mechanical systems, but recommendations on
selecting the best technique for real monitoring systems are still insufficient and
often contradictory. In the chapter presented, a novel technique of vibration-based
diagnostics of fatigued structures based on damage pattern recognition through
minimization of misclassification probability is proposed. This technique does not
require the arbitrary selection of priors as in the Bayesian classifier and allows one to
take into account the cases which are not adequate for Fisher’s linear discriminant
analysis (FLDA). The results obtained in this chapter agree with the simulation
results, which confirm the validity of the theoretical predictions of performance of
the suggested technique. A numerical example is given.
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1 Introduction

Because of practical importance of fatigued structures such as bridges, highways,
buildings, automobiles, air and space crafts, damage (crack) detection in structures
has been the subject of intensive investigations in the last three decades. Many
studies have been carried out in an attempt to find methods for nondestructive crack
detection in structural members. Vibration-based techniques have been proved a
fast and inexpensive means for crack detection (recognition) [1]. A crack in a
structure induces a local flexibility which affects the dynamic behavior of the whole
structure to a considerable degree. It results in reduction of measured frequencies
and changes in mode shapes. An analysis of these changes makes it possible to
detect (recognize) fatigue damages (cracks).

Dynamics of damaged rotors has been a subject of great interest for the last three
decades, and detection and monitoring have gained increasing importance, recently.
Failures of any high-speed rotating components (jet engine rotors, centrifuges,
high-speed fans, etc.) can be very dangerous to surrounding equipment and per-
sonnel (see Fig. 1) and must always be avoided.

The ability to recognize a damaged component in aerospace, mechanical, and
civil systems is becoming increasingly important [2–4]. Although extensive efforts
have been devoted in the diagnostics and prognostics community to develop
effective methods for damage diagnostics and recognition over the past few

Fig. 1 Engine of Delta Air Lines Flight 1288 after it experienced catastrophic uncontained
compressor rotor failure in 1996 (NTSB Report of Delta 1288, January 13, 1998)
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decades, structural damage recognition is still regarded as a practical challenge for
safety assurance of engineering structures [5].

The objective of this study is to develop an efficient probabilistic damage pattern
recognition method for fatigued structure components with a minimal set of mea-
surement data. The proposed method uses dynamical response measurement data.
The damage pattern recognition problem is recasted to a probabilistic problem of
minimization of misclassification probability, which is then solved using respective
algorithms.

2 Problem of Vibration-Based Diagnostics of Gas Turbine
Engine Rotor Disks

In this section, we look at a problem where vibration characteristics are used for gas
turbine diagnostics. The present chapter focuses on turbine blade damage. Turbine
blades undergo cyclic loading causing structural deterioration, which can lead to
failure. Some recent studies have considered dynamical system approaches to
model damage growth based on differential equations [6], while others have used
physics-based models [7]. Selected studies have looked at modeling turbine blades
as rotating Timoshenko beams with twist and taper [8–10]. Some studies have
addressed damage in such beams using vibrational characteristics [11, 12].

Most rotor disks of gas turbine engine are limited by low-cycle fatigue
(LCF) life, generally expressed in terms of mission equivalency cycles. The LCF
life usually is defined as the number of cycles necessary to initiate a crack
approximately 0.03 in. (0.76 mm) long. The distribution of LCF life is obtained for
a given set of loading conditions (stress–strain, time, temperature). Traditionally,
the LCF life prediction for gas turbine rotor disks is made for crack initiation life at
an occurrence rate of l in 1000 disks. It is at this life that all LCF-limited disks are
removed from service. This procedure has been very successful in preventing the
occurrence of catastrophic failure of disks in the field. However, in retiring 1000
disks because 1 may fail, the remaining life of the 999 unfailed disks is not utilized.

An analysis methodology is developed in this chapter to recognize incurred
quantifiable damage under which an engine disk is retired from service. The present
methodology is based on the damage pattern classification technique minimizing
misclassification probability.

3 Measurement Data Types from Vibration-Based
Diagnostics

There are three main types of data obtained from analysis of vibration signals:
time-domain analysis data, frequency-domain analysis data, and time-frequency
analysis data. In time-domain analysis, features are extracted directly from the
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waveform time series [13]. In frequency-domain analysis, features are extracted
through signal processing in the frequency domain [14]. Time-frequency analysis
allows feature extraction from waveform type data in both the time and frequency
domain [15, 16].

For illustration, measurement data of acceleration responses which can be
obtained from vibration-based diagnostics are shown in Fig. 2.

Frequency components identified from acceleration measurement are shown in
Fig. 3. The identification of frequency components can be made using peak-picking
methods.

Frequency components identified from the corresponding Fourier spectra
(smoothed) are shown in Fig. 4.

Fig. 2 Measurement data of
acceleration responses

Fig. 3 Frequency
components identified from
acceleration measurement

Fig. 4 Frequency
components identified from
the Fourier spectra
(smoothed)
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4 Damage Pattern Recognition via Vibration-Based
Diagnostics

Damage pattern recognition (classification) via vibration-based diagnostics consists
in the following. There are m classes (populations) of vibration signal, the elements
(vibrational characteristics) of which are characterized by pmeasurements (features).
Next, suppose that we are investigating a target vibration signal on the basis of the
corresponding p measurements. We postulate that this signal can be regarded as a
“random drawing” from one of them populations (classes), but we do not know from
which one. We suppose that m samples are available, each sample being drawn from
a different class. The elements of these samples are realizations of p-dimensional
random variables. After a sample of p-dimensional vectors of measurements of
vibrational characteristics of the signal is drawn from a class known a priori to be one
of the above set of m classes, the problem is to infer from which class the sample has
been drawn. The decision rule should be in the form of associating the sample of
observations on the target vibration signal with one of the m samples and declaring
that this signal has come from the same class as the sample with which it is associated.

5 New Pattern Classification Technique
for Vibration-Based Diagnostics Based on Minimization
of Misclassification Probability

In this chapter, an efficient approach to pattern recognition (classification) is sug-
gested. It is based on minimization of misclassification probability.

5.1 Pattern Classification into One of Two Classes

Let ðy11; . . .; y1n1Þ and ðy21; . . .; y2n2Þ be samples of observed vectors of attributes of
objects from two different classes C1 and C2, respectively. In this case, the proposed
approach to pattern recognition (classification) into one of two classes C1 and C2 is
given as follows.

Step 1 (Transition from high-dimensional problem of pattern classification
(dimension p � 2) to one-dimensional problem (dimension p = 1)). At
this step, projection of high-dimensional data ðy11; . . .; y1n1Þ and
ðy21; . . .; y2n2Þ onto a line is carried out through a direction vector [17]

w ¼ S�1
12 ð�y1 � �y2Þ; ð1Þ
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where

�y1 ¼
Pn1
i¼1

y1j

n1
; �y2 ¼

Pn1
i¼1

y2j

n2
; ð2Þ

S12 ¼ ðn1 � 1ÞS1 þðn2 � 1ÞS2
n1 þ n2 � 2

; ð3Þ

S1 ¼

Pn1
j¼1

ðy1j � �y1Þðy1j � �y1Þ0

n1 � 1
; S2 ¼

Pn2
j¼1

ðy2j � �y2Þðy2j � �y2Þ0

n2 � 1
: ð4Þ

We have:

ðx11; . . .; x1n1Þ ¼ ðw0y11; . . .;w
0y1n1Þ ð5Þ

and

ðx21; . . .; x2n2Þ ¼ ðw0y21; . . .;w
0y2n2Þ: ð6Þ

The projection maximizes the distance between the means of the two classes
while minimizing the variance within each class.

Step 2 (Goodness-of-fit testing for statistical distributions). At this step, the
Anderson–Darling goodness-of-fit test is used to confirm goodness-of-fit
of the two prespecified statistical distributions fC1ðxÞ and fC2ðxÞ with the
data of (5) and (6), respectively.

Step 3 (Determination of a separation threshold h. At this step, the separation
threshold h (see Fig. 5), which minimizes the probability of misclassi-
fication of a multivariate input observation y (target vibration signal) into
two different classes C1 and C2,

PðhÞ ¼
Z
RC1

fC2ðxÞdxþ
Z
RC2

fC1ðxÞdx¼
Zh
1

fC2ðxÞdxþ
Z1
h

fC1ðxÞdx; ð7Þ

is determined via (7) as follows:

h ¼ argmin
h

PðhÞ; ð8Þ

where fCjðxÞ represents the probability density function (pdf) of an univariate input
observation X from class Cj, j 2 {1, 2}.
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1CR 2CR

Fig. 5 Misclassification
probability PðhÞ

Thus, h is used to obtain allocation of a multivariate input observation y, which
should be “optimal” in the sense of minimizing, on average, the number of
incorrect assignments into two different classes C1 and C2.

Step 4 (Pattern recognition (classification) via separation threshold h). At this
step, pattern recognition (classification) of the multivariate input
observation y (target vibration signal) into one of two different classes
C1 and C2 is carried out through X ¼ w0y as follows:

y 2 C1 if X ¼ w0y� h;

C2 if X ¼ w0y[ h:

(
ð9Þ

Remark 1 The recognition (classification) rule (9) can be rewritten as follows:

Assign y to classCj for which fCjðxÞ; j 2 f1; 2g; is largest: ð10Þ

5.2 Pattern Classification into One of Several Classes

Let ðy11; . . .; y1n1Þ; . . .; ðym1; . . .; ymnmÞ be samples of observed vectors of attributes
of objects from several different classes C1, C2, …, Cm, respectively. In this case,
the proposed approach to pattern classification into one of several different classes
C1, C2, …, Cm is given as follows.

Step 1 (Transition from high-dimensional problem of pattern classification
(dimension p� 2) to one-dimensional problem (dimension p = 1)). At
this step, projection of high-dimensional data ðyk1; . . .; yknk Þ and
ðyl1; . . .; ylnlÞ, k, l2{1, …, m}, k 6¼ l, onto a line is carried out through a
direction vector
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wkl ¼ S�1
kl ð�yk � �ylÞ; ð11Þ

where

�yk ¼
Pnk
i¼1

yki

nk
; �yl ¼

Pnl
i¼1

yli

nl
; ð12Þ

Skl ¼ ðnk � 1ÞSk þðnl � 1ÞSl
nk þ nl � 2

; ð13Þ

Sk ¼
Pnk
i¼1

ðyki � �ykÞðyki � �ykÞ0

nk � 1
; Sl ¼

Pnl
i¼1

ðyli � �ylÞðyli � �ylÞ0

nl � 1
: ð14Þ

We have:

ðxk1; . . .; xknk Þ ¼ ðw0
klyk1; . . .;w

0
klyknk Þ ð15Þ

and

ðxl1; . . .; xlnlÞ ¼ ðw0
klyl1; . . .;w

0
klylnlÞ: ð16Þ

The projection maximizes the distance between the means of the two classes
while minimizing the variance within each class.

Step 2 (Goodness-of-fit testing for statistical distributions). At this step, the
Anderson–Darling goodness-of-fit test is used to confirm goodness-of-fit
of the prespecified statistical distributions f klCk

ðxÞ and f klCl
ðxÞ; k, l 2 {1, …,

m}, k 6¼ l, with the data of (15) and (16), respectively.
Step 3 (Pattern recognition (classification) via statistical distributions). At this

step, pattern recognition (classification) of the multivariate input obser-
vation y (target vibration signal) into one of several different classes C1,
C2, …, Cm is carried out through X ¼ w0

kly as follows:

y 2 Ck if f klCk
ðxÞ� f klCl

ðxÞ; 8l 6¼ k: ð17Þ

6 Numerical Example

In order to show effectiveness of the proposed new technique for vibration-based
diagnostics of fatigued structures based on damage pattern recognition via mini-
mization of misclassification probability, a gas turbine rotor disk is considered (see
Fig. 6).
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In Fig. 7, micrograph showing one of the cracks detected in the bladed disk
assembly of the high-pressure turbine for over 17,000 cycles is presented.

Schematic showing the orientation of the columnar grains at the leading and
trailing edges in the blade root region of the failed turbine rotor blisk is presented in
Fig. 8.

Table 1 shows, for illustration, two groups of analysis data from vibration-based
diagnostics (frequency components identified from the corresponding Fourier
spectra (smoothed)).

Random samples of n1 = 7 disks from class C1 and n2 = 7 disks from class C2

give the values of frequency components identified from the corresponding Fourier
spectra (smoothed).

Fig. 6 High-pressure turbine assembly

Fig. 7 Micrograph showing one of the cracks detected in the high-pressure turbine (bladed disk
assembly)
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Fig. 8 Schematic showing the orientation of the columnar grains at the leading and trailing edges
in the blade root region of the failed turbine rotor blisk

Table 1 Analysis data from vibration-based diagnostics (frequency components identified from
the corresponding Fourier spectra (smoothed))

Class C1:
Disks have incurred detectable damage
(crack)

Class C2:
Disks do not have incurred detectable
damage (crack)

Frequency components

y11
(Frequency in Hz)

y12
(Amplitude)

y21
(Frequency in Hz)

y22
(Amplitude)

45.5 36.5 72.7 37.6

54.6 36.6 74.6 37.5

65.6 36.7 77.3 39.3

67.6 36.8 77.1 39.4

68.8 36.8 78 39.8

69.9 36.9 74.8 41

69 37.1 76.8 41.1

6.1 Constructing a Procedure for Detecting a Potential
Damaged Disk

Using the analysis data, which are given in Table 1, the damage detection proce-
dure can be constructed as follows.

Step 1 (Transition from high-dimensional problem of detection of damaged disk
(dimension p = 2) to one-dimensional problem (dimension p = 1).
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w ¼ S�1
12 ð�y2 � �y1Þ ¼ 0:023138 �0:03253

�0:03253 0:990408

� �
12:9

2:614286

� �
¼ 0:213432486

2:169553201

� �
;

ð18Þ

where

�y1 ¼
Pn1
i¼1

y1i

n1
¼ 63

36:77143

� �
; �y2 ¼

Pn1
i¼1

y2i

n2
¼ 75:9

39:38571

� �
; ð19Þ

S12 ¼ ðn1 � 1ÞS1 þðn2 � 1ÞS2
n1 þ n2 � 2

¼ 45:31167 1:488333
1:488333 1:058571

� �
; ð20Þ

S1 ¼
Pn1
i¼1

ðy1i � �y1Þðy1i � �y1Þ0

n1 � 1
¼ 86:99667 1:526667

1:526667 0:039048

� �
; ð21Þ

S2 ¼
Pn2
i¼1

ðy2i � �y2Þðy2i � �y2Þ0

n2 � 1
¼ 3:626667 1:45

1:45 2:078095

� �
: ð22Þ

We have:

ðx11; . . .; x1n1Þ ¼ ðw0y11; . . .;w
0y1n1Þ ð23Þ

and

ðx21; . . .; x2n2Þ ¼ ðw0y21; . . .;w
0y2n2Þ: ð24Þ

The data of (23) and (24) are given in Table 2.

Table 2 Projection of the data (p = 2) of Table 1 onto a line (p = 1)

Class C1:
Disks have incurred detectable damage
(crack)

Class C2:
Disks do not have incurred detectable damage
(crack)

x1 x2
88.89987 97.09174

91.05906 97.28031

93.62377 101.7618

94.26759 101.936

94.52371 102.996

94.97544 104.9164

95.21727 105.5603
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Step 2 (Goodness-of-fit testing for statistical distributions).

Using the Anderson–Darling goodness-of-fit test for normality (significance
level a = 0.05), it was found that

fC1ðx1Þ ¼
1ffiffiffiffiffiffi
2p

p
r1

exp �ðx1 � l1Þ2
2r21

 !
; ð25Þ

l1 ¼ l_
ML
1 ¼

Xn1
i¼1

x2i

,
n1 ¼ 93:22382; ð26Þ

r1 ¼ r_
ML
1 ¼

Xn1
i¼1

ðx1i � l_
ML
1 Þ2

,
n1

 !1=2

¼ 2:358103; ð27Þ

fC2ðx2Þ ¼
1ffiffiffiffiffiffi
2p

p
r2

exp �ðx2 � l2Þ2
2r22

 !
; ð28Þ

l2 ¼ l_
ML
2 ¼

Pn2
i¼1 x2i
n2

¼ 101:6489; ð29Þ

r2 ¼ r_
ML
2 ¼

Pn2
i¼1 ðx2i � l_

ML
2 Þ2

n2

 !1=2

¼ 3:359996; ð30Þ

Step 3 (Determination of the separation threshold h).

Theorem 1 If

fCjðxÞ; j ¼ 1; 2; ð31Þ

are the probability density functions of the normal distribution with the parameters
ðl1; r21Þ and ðl2; r22Þ, respectively, where l1\l2; then the necessary and sufficient
conditions for h to be a minimum point of the misclassification probability,

PðhÞ ¼
Zh
�1

fC2ðxÞdxþ
Z1
h

fC1ðxÞdx; ð32Þ

are given by
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(i) the necessary condition:

fC1ðhÞ ¼ fC2ðhÞ; ð33Þ

(ii) the sufficient condition:

l1\h\l2: ð34Þ

Proof. The proof being straightforward is omitted here.

Corollary 1.1 If r1 ¼ r2; then the separation threshold h is determined as

h ¼ ðl1 þ l2Þ=2; ð35Þ

For example, in this case we deal with Fisher’s separation threshold [17].
It follows from (33) that

h ¼ 97:02663; PðhÞ ¼ 0:13786; ð36Þ

It follows from (35) that

hFisher ¼ ðl1 þ l2Þ=2 ¼ 97:43637; PðhFisherÞ ¼ 0:14198: ð37Þ

Indexes: In this case, the index of relative efficiency of Fisher’s approach as
compared with the proposed approach is

Irel:eff:ðhFisher; hÞ ¼ PðhÞ=PðhFisherÞ ¼ 0:13786=0:14198 ¼ 0:97: ð38Þ

The index of reduction percentage in the probability of misclassification for the
proposed approach as compared with Fisher’s approach is given by

Ired:per:ðh; hFisherÞ ¼ ð1� Irel:eff:ðhFisher; hÞÞ100% ¼ 3%: ð39Þ

Step 4 (Pattern recognition (classification) via separation threshold h).

For instance, consider the following data from Table 2:

x21 ¼ 97:09174; x22 ¼ 97:28031: ð40Þ

Should these data be classified as C1 (disks have incurred detectable damage
(crack)) or C2 (disks do not have incurred detectable damage (crack))?

Using Fisher’s classification rule, we obtain:

x21 ¼ 97:09174\hFisher ¼ 97:43637; x22 ¼ 97:28031\hFisher ¼ 97:43637:

ð41Þ
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Thus, x21 and x22 are incorrectly classified as C1, i.e., in this case, Fisher’s
classification rule gives misclassification.

Using the proposed approach based on minimization of misclassification prob-
ability, we obtain:

x21 ¼ 97:09174[ h ¼ 97:02663; x22 ¼ 97:28031[ h ¼ 97:02663: ð42Þ

Thus, x21 and x22 are correctly classified as C2.

7 Conclusion

In this chapter, classification schemes are evaluated in terms of their misclassifi-
cation probabilities, but this ignores misclassification cost. For example, even a
seemingly small probability such as, say, 0.05 may be too large if the cost of
making an incorrect assignment to class C1 or C2 is extremely high. A rule that
ignores costs may cause problems.

The costs of misclassification can be defined as follows. The costs are: (1) zero
for correct classification, (2) c(1|2) when an observation from C2 is incorrectly
classified as C1, and (3) c(2|1) when a C1 observation is incorrectly classified as C2.

For any classification rule, the average or expected cost of misclassification
(ECM) is given by

ECM ¼ cð1j2Þ

Z
RC1

fC2ðxÞdxþ cð2j1Þ

Z
RC2

fC1ðxÞdx: ð43Þ

A reasonable classification rule should have an ECM as small, or nearly as small,
as possible.

Theorem 2 The regions RC1 and RC2 that minimize the ECM are defined by the
values x for which the following inequalities hold:

RC1 :
fC1ðxÞ
fC2ðxÞ

� cð1j2Þ
cð2j1Þ

ð44Þ

density
ratio

� �
� cost

ratio

� �

RC2 :
fC1ðxÞ
fC2ðxÞ

\
cð1j2Þ
cð2j1Þ

ð45Þ

density
ratio

� �
\ cost

ratio

� �
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Proof. Noting that

X ¼ RC1 [RC2 ; ð46Þ

so that the total probability

1 ¼
Z
X

fC2ðxÞdx ¼
Z
RC1

fC2ðxÞdxþ
Z
RC2

fC2ðxÞdx; ð47Þ

we can write

ECM ¼ cð1j2Þ 1�
Z
RC2

fC2ðxÞdx

0
B@

1
CAþ cð2j1Þ

Z
RC2

fC1ðxÞdx: ð48Þ

By the additive property of integrals,

ECM ¼
Z
RC2

½cð2j1ÞfC1ðxÞ � cð1j2ÞfC2ðxÞ�dxþ cð1j2Þ: ð49Þ

Now, c(1|2) and c(2|1) are nonnegative. In addition, fC1ðxÞ and fC2ðxÞ are non-
negative for all values of x and are the only quantities in ECM that depend on
x. Thus, ECM is minimized if RC2 includes those values of x for which the integrand

½cð2j1ÞfC1ðxÞ � cð1j2ÞfC2ðxÞ�\0 ð50Þ

and excludes those values of x for which this quantity is nonnegative. This com-
pletes the proof.

Corollary 2.1 If

c 1j2ð Þ=c 2j1ð Þ ¼ 1 ðEqualmisclassification costsÞ ð51Þ

then

RC1 :
fC1ðxÞ
fC2ðxÞ

� 1; RC2 :
fC1ðxÞ
fC2ðxÞ

\1: ð52Þ
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Statistical Techniques of Reliability,
Availability, and Maintainability
(RAM) Analysis in Industrial Engineering

Panagiotis Tsarouhas

Abstract This chapter introduces the basic statistical concepts of reliability,
availability, and maintainability (RAM) analysis that used in industrial engineering.
RAM are three system attributes that are of tremendous interest to systems engi-
neers, and have significant impacts on the sustainment or total life cycle costs of a
developed system. To analyze and measure RAM characteristics of a system, there
must be a mathematical model of the system that shows the functional relationships
among all the components, the subsystems, and the overall system. The analysis is a
tool to evaluate the current operations management of the industrial system. Thus,
engineers and managers will be able to make the right decisions about the system,
optimizing efficiency, and productivity while reducing production costs.

1 Introduction

The good quality of a product requires the good quality of raw material that is used
for the production of the product from one side and the appropriate operation of the
machines that is required for its production by the other. In engineering and
statistics, the reliability has a distinct significance that can be calculated, estimated,
measured, and be drawn. Thus, the reliability is a concrete concept that is classified
as the efficiency, the productivity, and the quality of the equipment or the system.

The reliability field presents the early 1930s when the probability concepts were
applied to problems associated with electric power generators. However, the real
application of reliability engineering may be traced back to World War II, when the
Germans are reported to have first introduced the reliability concept to improve the
reliability of their V1 and V2 rockets [1–3]. From the beginning of the industrial
season, the problem of reliability was important; a classic example are the bearings
(ball and roller bearings), where extensive studies have been carried out on the
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characteristics of their lifetime from the first days of transport within the railway.
Also, together with the growth and spread of airplanes began the reflections and the
need of resolving the problems of reliability that are related not only to the
equipment that is transported, but also to the persons that use the planes as means of
transport.

The reliability entered a new season with the spread of computers, airplanes that
fly in sound and over sound speeds, rockets, and spatial vehicles. Certain reliable
products are produced by R&D teams and growth that daily applies the traditional
beginnings of attachment in the experience of the observation for high quality.
Today, however, a lot of pressures exist that dispute the effectiveness of traditional
beginnings, i.e., competition, short time of delivery, new materials, reduction of
cost, requirements of safety, that tend to increase the danger of the growth of a new
product or system. The reliability engineering has been developed as an answer to
the need for reduction or for restriction of these pressures with a scope to the
improvement of the quality of the final products.

The beginning of the maintainability field may be traced back to 1901, to the
United States Army Signal Corps contract for the development of the Wright
brothers’ airplane. In this document, it was clearly stated that the aircraft should be
“simple to operate and maintain” [4]. In the modern context, the beginning of the
maintainability discipline may be traced back to the period between World War II
and the 1950s, when various efforts directly or indirectly concerned with main-
tainability were initiated [5]. In 1960, the US Air Force (USAF) initiated a program
for developing an effective systems approach to maintainability that ultimately
resulted in the development of maintainability specification MIL-M-26512 [6].
Many other military documents concerning maintainability appeared in the latter
part of the 1960s [7, 8].

2 Comparing the Reliability with Quality Control

The reliability engineering ensures that the components, the equipment, and the
entire system will operate reliably for a desirable period and will be maintained at
the time interval of its lifetime that is from its development until its withdrawal. The
quality control is the “vital contact” for the total circle of reliability. In other words,
it initially ensures the equitable planning of components, equipment, and systems
and then the equitable way of assembly for these during the production process. The
quality control ensures that the components are produced inside the specifications
and that the number of defective items is found in their lower level of acceptance.
Also, the final products (components) are checked for the conformation with their
specifications and then they are dispatched to use. The aim of control checked is to
realize the actual quality level which should be bigger than determining. Also, no
product is considered reliable if it has not passed through the process of the quality
control [9].
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Despite the relationship that presents the reliability with quality control, there are
also differences that characterize:

1. The reliability deals with the behavior of the failure rate for a sufficiently long
interval of operation, while the quality control deals with the percentage of
defective items for a concrete moment of time.

2. The reliability deals in detail with the operation time of components and
products, focusing basically on the phase of planning, while the quality control
deals mainly with the phase of production for a product.

3. The reliability deals with the concepts of planning and methodology that ensure
the biggest reliability of items, components, subsystems, or systems, while the
quality control deals with the equitable and successful way of transformation of
specifications and planning in good items, products, components, or systems.

The reliability ensures a high level of planning, the optimal reliability in a
product and records all the phases of its lifetime, while the quality control ensures
that the reliability is not degraded during the phase of processing [10].

The quality control guarantees that during the production process, the products
will be uniform and will be medium in the forecasted specifications. Also, it will be
supposedly checked each stage of the productive process, the variability of raw
material, etc., so as to have the best quality of products with the most optimal cost
for the consumer. Consequently, the process of quality control during the pro-
duction process is considered the capable and necessary treaty so that are produced
reliable products.

3 The Bathtub Curve

Each component, equipment, or system that is found in operational state, in a
certain moment of time will fail. Failure is considered to be the condition to which it
devolves a component, equipment, or system when it cannot achieve its mission.
Characteristic types of failures are usually presented, excluding the damage that was
caused by careless handling, storage, or inadequate operation by the users.

The failure behavior of various engineering components is called hazard rate
function shown in Diagram 1 and represents the hazard rate of such components as
a function of time. Because of its shape, it is known as the “bathtub curve” and is
divided into three regions, i.e., I, II, and III.

Region I is known as burn-in that has decreasing failure rate because failures are
caused by manufacturing defects, poor workmanship, and poor quality control.

Region II is characterized as the useful life, during which the component failure
rate remains constant due to random loads, human error, natural failures, and abuse.
Region III is called wear-out that has increasing failure rate because failures are
caused by fatigue, aging, corrosion, and friction.
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From the bathtub curve, it is obvious that the failure rate of the components or
the systems is different according to the failure mode. Thus, in the burn-in region
the failure rate is decreased, and in the useful life region, the failure rate is constant,
whereas in the wear-out region, the failure rate is increased. Therefore, each failure
mode follows a different failure distribution and requires different mathematic
methods for its minimization [11].

4 Uptime, Downtime, and Repair Time

Uptime is the period during which the system or the equipment is in the operational
state, whereas the downtime is the period during which the system or the equipment
is in the failed state. The total operating time for the system is the sum of uptime
and downtime.

Repair usually is referred to checkout or alignment which may extend beyond
the downtime. The process of replacement/repair and reintroduction to the initial
functional can be analyzed in several activities and delay times, as they appear in
Fig. 1[12, 13]:

(i) Identification time: it is the time from the moment when the failure occurs
until it is realized by the special technical personnel.

(ii) Finding time: it is the time that is required in order to find in which point of
equipment exists a failure. It includes the time of unassembly of protective
covers and safety protection for equipment from the technical personnel.

(iii) Diagnosis time: it is reported in the time that is needed in order to diagnose
the failure type of equipment. The failure type can be mechanic, electric,
electronic, etc.

(iv) Spare part time: it is the time that is needed for the finding and transport of
necessary spare part(s) for the reparation of the failure.

Time  t
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ar
d 

ra
te

h(t)

Burn-in
I

Useful life
II

Wear-out
III

Fig. 1 Activities for downtime and repair time
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Fig. 2 Block diagram of an n-components series system
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Fig. 4 Illustration of point, average, and asymptotic availability as a function of operating time
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(v) Replacement or repair time: it is the required time for the repair or
replacement of the failed component of the equipment.

(vi) Test time: it is the time that is required for adjustment and alignment of the
repaired equipment before the mass production. It also contains the time of
assembly for the protective covers and the safety protection of the
equipment.

Those activities are called active repair activities that are included in time to
repair.

In addition, the passive repair activities exit which are depended on for the
maintenance strategy of the company:

(a) Logistics time: it is the necessary time waiting for the spare parts, additional
technological equipment, and technicians to repair the failure of the system.

(b) Administration time: it is the time that is depended on for the operations of the
system by the company, i.e., maintenance staff, spare parts level.

5 Reliability Function

Reliability engineering deals with the minimization of the premature failures
observing their distributions. It also deals with the prediction of failure deterioration
observing the statistical distribution of deterioration and determining the periods of
preventive maintenance and replacement of components. Finally, it focuses on
random failures and their forecast, aiming at their reduction or still better at their
total obliteration. The reliability is defined as follows: reliability is the probability a
component, equipment, or a system realizes its predetermining mission without
failures, for a certain time interval, when it functions correctly in a determined
environment.
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Diagram 1 Bathtub hazard rate curve
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The reliability is a probability expressed via the relative failures’ frequency of a
component or system. When it represents the population, it is replaced by the term
of probability density function (PDF) which is the more basic function in theory of
reliability and as the function of time is characterized as f tð Þ Diagram 2.

Reliability is defined in terms of probability such as random variable, probability
density functions, and cumulative distribution functions. The reliability RðtÞ can be
expressed as [14, 15]:

RðtÞ ¼ PðT � tÞ ¼
Z1
t

f ðtÞdt; ð1Þ

where RðtÞ� 0;Rð0Þ ¼ 1 and is defined as the probability that the system or
component will function over some time period t, where T is a random variable that
represents the time to failure of the component or system.

The cumulative distribution function (CDF) or failure probabilityFðtÞ is the
“unreliability function” and is defined as the probability that the time to failure is no
greater than t, or

FðtÞ ¼ 1� RðtÞ ¼ PðT \tÞ ¼
Z t

0

f ðtÞdt; ð2Þ

where FðtÞ� 0;Fð0Þ ¼ 0:
Therefore, the FðtÞ is the probability that the failure occurs prior to some time t.
The PDF, f tð Þ, has the following properties:

f ðtÞ� 0 jai
Z1
0

f ðtÞdt ¼ 1:

μ=0

μ=0, σ=1

μ=0, σ=0.5

f(t)

μ=0, σ=2

Diagram 2 Survival
probability R(t) as
complement of probability
failure F(t)
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6 Failure and Hazard Rate Function

ThePDF, f ðtÞ, describes the shape of the failure distribution and is given byRef. [16]:

f ðtÞ ¼ dFðtÞ
dt

¼ d½1� RðtÞ�
dt

¼ � dRðtÞ
dt

: ð3Þ

The failure probability in time interval ½t1; t2� can be expressed in terms of
reliability as

Rðt1Þ � Rðt2Þ ¼
Z1
t1

f ðtÞdt�
Z1
t2

f ðtÞdt: ð4Þ

The conditional probability of a failure in the time interval ½t1; t2�, given that the
system has survived to time t1, is

Pðt1 � T � t2
T � t1

Þ ¼ Rðt1Þ � Rðt2Þ
Rðt1Þ : ð5Þ

The condition probability of failure per unit time is defined as failure rate, kðtÞ
and is expressed as follows:

kðtÞ ¼ Rðt1Þ � Rðt2Þ
ðt2 � t1Þ � Rðt1Þ : ð6Þ

If t ¼ t1 and t2 ¼ tþDt, then Eq. (6) becomes

kðtÞ ¼ RðtÞ � RðtþDtÞ
Dt � RðtÞ ¼ FðtþDtÞ � FðtÞ

Dt � RðtÞ : ð7Þ

The condition probability is equal to the outline area under the probability
function f tð Þ, and between t and tþDt (see Diagram 3) given that it has survived
up to the time t.

The instantaneous failure rate or hazard rate function,hðtÞ, is defined as Dt ! 0
as

hðtÞ ¼ lim
Dt!0

½RðtÞ � RðtþDtÞ
Dt � RðtÞ � ¼ lim

Dt!0

�½RðtþDtÞ � RðtÞ�
Dt

� 1
RðtÞ ¼

�dRðtÞ
dt

� 1
RðtÞ ¼

f ðtÞ
RðtÞ ;

ð8Þ

which is the relationship between the density function of the time to failure and the
reliability function with the hazard rate function at any time t. Equation (8) is very
important because it is independent of the statistical distribution under
consideration.
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Therefore the failure rate represents the average rate in a time interval whereas
the hazard rate represents any point of time in an interval.

From Eq. (8), it is also easy to express the reliability function as

RðtÞ ¼ exp½�
Z t

0

hðtÞdt�: ð9Þ

7 Main Characteristics of Reliability

In addition, several other basic concepts of reliability may require development, i.e.,
the mean time to failure, mean time between failure, median, mode, and the 100Pth
percentile.

Mean Time To Failure
The mean time to failure (MTTF) is the expected value of time without failure

which refers to the lifetime of a non-repairable system and is defined by

MTTF ¼ EðTÞ ¼
Z1
0

t � f ðtÞdt ¼
Z1
0

RðtÞdt: ð10Þ

Time t
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Diagram 3 Probability
density function f ðtÞ (PDF)
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From Eq. (3),

MTTF ¼
Z1
0

�dRðtÞ
dt

tdt ¼
Z1
0

R tð Þdt: ð11Þ

Mean Time to the First Failure and Mean Time Between Failure
The mean time to the first failure (MTTFF) describes the mean lifetime of a

reparable component until its first failure. Therefore, MTTFF corresponds to the
MTTF for non-repairable components.

The mean time between failure (MTBF) describes the lifetime after the first
failure of the repairable component which is the mean lifetime until its next failure.

The median of time to failure
The median time to failure, tmedian, divides the failure distribution into two halves

where 50 percent of all the failures occurring before and the remaining 50 percent
of the failures occurring after the media and is expressed as

RðtmedianÞ ¼ 0; 5 ¼ PðT � tmedianÞ ð12Þ

The mode of time to failure
The mode, tmode, of the failure distribution is the maximum observed value of

failure and is defined by

f ðtmodeÞ ¼ maxf ðtÞ; for 0� t�1: ð13Þ

Diagram 4 is the graphical presentation of the MTTF, tmedian, and tmode for a left
symmetrical distribution.
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Diagram 4 Presentation of
basic concepts of reliability
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The 100Pth percentile
The 100Pth percentile of a cumulative distribution functions FðtÞ is the point in

time tp by which a proportion p of the population fails, mathematically it is
expressed as

p ¼ FðtpÞ: ð14Þ

8 Lifetime Distributions for Reliability

There are many probability distributions that have been developed to perform
various types of statistical analysis. This section presents some useful theoretical
continuous distributions to describe the lifetime of reliability and maintainability.
Each probability distribution is characterized by the parameters, which in their own
way control the distribution. These parameters can usually be classified into three
categories:

1. Shape parameter that influences the shape of the distribution.
2. Scale parameter that influences both the mean and the spread of the distribution.
3. Location or Source parameter that locates the distribution along the abscissa.

Not all the probability distributions have three parameters; there are many dis-
tributions that have one or two parameters.

Normal distribution
The normal distribution which is also known as Gaussian distribution is the most

extensively covered theoretical distribution in literature. It has the PDF,f ðtÞ, per-
fectly symmetrical about the mean l, which means that the mean, median, and the
mode have the same numerical value or l ¼ tmedian ¼ tmode.

The location parameter l in the normal distribution locates the distribution on
the horizontal axis and represents the mean. The r is the scale parameter and
influences the range of the distribution and represents the standard deviation of the
distribution. Diagram 5 shows the PDFs for different values of r. The location
parameter l and the scale parameter r have the same measurement units as lifetime,
i.e., minutes, hours, cycles.

The equations that describe the normal distribution are:

(i) PDF:

f ðtÞ ¼ 1

r
ffiffiffiffiffiffi
2p

p exp ½� ðt � lÞ2
2r2

�: ð15Þ
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(ii) CDF:

FðtÞ ¼ 1

r
ffiffiffiffiffiffi
2p

p
Zs
0

exp ½� ðs� lÞ2
2r2

�ds: ð16Þ

(iii) Survival probability:

RðtÞ ¼ 1

r
ffiffiffiffiffiffi
2p

p
Z1
s

exp ½� ðs� lÞ2
2r2

�ds: ð17Þ

(iv) Failure rate:

kðtÞ ¼ f ðtÞ
RðtÞ ¼

exp ½� ðt�lÞ2
2r2 �R1

s
exp ½� ðs�lÞ2

2r2 �ds
: ð18Þ

The failure rate of the normal distribution is increasing; it may describe products
within wear-out failure.

(v) The 100Pth normal percentile is tp ¼ lþ zpr, where zp is the 100Pth standard
normal distribution. The standard normal distribution is the distribution with
l ¼ 0 and r ¼ 1.

Exponential distribution
The exponential distribution is probably the most widely used statistical distri-

bution in reliability studies because it is easy to handle in performing reliability
analysis and many engineering items exhibit constant failure rate during their useful
life [17]. This distribution is defined by a single-scale parameter, k, and is positively
skewed. Diagram 6 presents some graphs of exponential density function for dif-
ferent values of k.

The equations that describe the exponential distribution are:

(i) PDF:
f ðtÞ ¼ k exp ð�k tÞ: ð19Þ

(ii) CDF:
FðtÞ ¼ 1� exp ð�k tÞ: ð20Þ

1 2 n

Diagram 5 Probability density function of normal distribution for different values of r
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(iii) Survival probability:
RðtÞ ¼ exp ð�k tÞ: ð21Þ

(iv) Failure rate:

kðtÞ ¼ 1
tmean

¼ constant, ð22Þ

where tmean is the mean of lifetime.

(v) The 100Pth exponential percentile is tp ¼ �tmean lnð1� pÞ, where p ¼ FðtpÞ:
If the time t is equal to the mean, tmean, then the reliability from Eq. (20) is

RðtmeanÞ ¼ 0:368 or 36.8% and the failure probability from Eq. (21) is FðtmeanÞ ¼
0:632 or 63.2%.

Lognormal distribution
The lognormal distribution is based on normal distribution; therefore, in some

respect, it can be considered as a special case of the normal distribution because of
the derivation of its probability density function. The equations that describe the
lognormal distribution could be obtained if the random variable t is substituted with
the logarithmized form log t in Eqs. (15)–(18):

(i) PDF:

f ðtÞ ¼ 1

tr
ffiffiffiffiffiffi
2p

p exp ½� ðlog t � lÞ2
2r2

�: ð23Þ

(ii) CDF:

FðtÞ ¼
Zs
0

1

sr
ffiffiffiffiffiffi
2p

p exp ½� ðlog s� lÞ2
2r2

�ds: ð24Þ

1

2

n

Diagram 6 Probability
density function of
exponential distribution for
different values of k
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(iii) Survival probability:

RðtÞ ¼
Z1
s

1

sr
ffiffiffiffiffiffi
2p

p exp ½� ðlog s� lÞ2
2r2

�ds: ð25Þ

(iv) Failure rate:

kðtÞ ¼ f ðtÞ
RðtÞ ¼

1
tr
ffiffiffiffi
2p

p exp ½� ðlog t�lÞ2
2r2 �R1

s

1
sr
ffiffiffiffi
2p

p exp ½� ðlog s�lÞ2
2r2 �ds

: ð26Þ

(v) The 100Pth lognormal percentile is tp ¼ anti log½lþ zpr�, where zp is the
100Pth standard normal percentile.

The scale parameter l is called the log mean and is the mean of the log lifetime,
whereas the shape parameter r is called the log standard deviation and is the
standard deviation of the log lifetime. Thus, these parameters are unitless pure
numbers.

Weibull distribution
The Weibull distribution is widely used in reliability because this distribution

has no characteristic shape such as the others distributions (see Diagram 7). The
shape of the Weibull distribution depends on its parameters. The parameters of the
Weibull distribution are its shape ðbÞ and scale ð#Þ. The shape of the Weibull
distribution provides an insight into the behavior of the failure process and is
unitless. Furthermore, it effects the distribution for several different values: (a) for
b \1; we have a decreasing failure rate function, (b) for b [ 1; we have an
increasing failure rate function, and (c) for b ¼ 1; we have a constant failure rate

Operating time t

Av
ai

la
bi

lit
y

1

Am (t2-t1)

A∞

t1 t2

Asymptotic availability, A∞

Point availability, A(t)
Average availability, Am (t2-t1)

Diagram 7 Probability density function of Weibull distribution for different values of b
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function and the distribution is identical to the exponential, with k ¼ 1
#. When

1 \b \2, then the increasing failure rate is concave. When b ¼ 2, then the
increasing failure rate is linear. When b [ 2, then the increasing failure rate is
convex, and when 3� b� 4, then the increasing failure rate approaches the normal
distribution [18].

The scale parameter, #, of the Weibull distribution influences both the mean and
spread of the distribution. Moreover, it is called the “characteristic life” and its
units are identical to those of lifetime, i.e., minutes, hours, cycles. The parameter #
is equal to the duration of lifetime t at which 63.2% of the population will have
failed.

The equations that describe the Weibull distribution are:

(i) PDF:

f ðtÞ ¼ b
#
ð t
#
Þb�1 exp ½ð�t=#Þ�b: ð27Þ

(ii) CDF:
FðtÞ ¼ 1� exp ½ð�t=#Þ�b: ð28Þ

(iii) Survival probability:
RðtÞ ¼ exp ½ð�t=#Þ�b: ð29Þ

(iv) Failure rate:

kðtÞ ¼ b
#
ð t
#
Þb�1: ð30Þ

for b ¼ 1, then kðtÞ ¼ 1
# = constant. For b [ 1, the kðtÞ is increased, whereas for

b \1, the kðtÞ is decreased.
(v) The 100Pth Weibull percentile is tp ¼ #½� lnð1� pÞ�1=b:

Depending upon the value of b, the Weibull distribution function can take the
form of the following distribution as:( i) for b \1, the Gamma distribution; (ii) for
b ¼ 1, the exponential distribution; (iii) for b ¼ 2, the lognormal distribution; and
(iv) for b ¼ 3:5, approximate the normal distribution [8].

9 Reliability Network

A system may have various configurations or networks in performing reliability
analysis. Components within a system may be related in two primary ways: series
or parallel network.
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Series Network
The simple case is considered of serial configuration that is the most commonly

encountered reliability block diagram in engineering practice. In a serial configu-
ration, all the consisting components of the system should be operating to maintain
the required operation of the system. Thus, failure of any one component of the
system will cause failure of the whole system. The series n-components are rep-
resented by the reliability block diagram of Fig. 2. Let RiðtÞ denote the reliability
function of the component i, and it is presumed that the system consists of n-
components. Then, the reliability of the system for t hours of operation is given by
[19, 20]:

RsðtÞ ¼ R1ðtÞ � R2ðtÞ � . . . � RnðtÞ ¼
Yn
i¼1

RiðtÞ; i ¼ 1; 2; 3. . .n: ð31Þ

In relation (7), it is assumed that all the n-components are independent; in other
words, the failure or no failure of one component does not change the reliability of
the other component. Therefore, the system operates if all the n mutually inde-
pendent components in series operate, or:

RsðtÞ ¼ R1ðtÞ � R2ðtÞ � . . . � RnðtÞ�minfR1ðtÞ;R2ðtÞ; . . .;RnðtÞg: ð32Þ

The reliability of the system Rs(t) can be no greater than the smallest component
reliability.

In case each component has a constant failure rate ki, then the system reliability
for Eq. (31) is given by

R tð Þ ¼ exp �
Xn
i¼1

kit

 !
¼ exp �kstð Þ; ð33Þ

where ks ¼
Pn
i¼1

ki:

Parallel Network
The case of parallel configuration is considered when two or more components

are in parallel. The system operates if one or more components operate, and the
system fails if all components fail. The parallel n-components are represented by
the reliability block diagram of Fig. 3. The reliability of the system for n parallel
and independent components is the probability that at least one component does not
fail, or:

RsðtÞ ¼ 1�
Yn
i¼1

½1� RiðtÞ�: ð34Þ
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The Rs(t) can be greater than the most reliable component:

RsðtÞ�maxfR1ðtÞ;R2ðtÞ; . . .;RnðtÞg: ð35Þ

In case all components have a constant failure rate, then the system reliability for
Eq. (10) is given by

Rs tð Þ ¼ 1�
Yn
i¼1

1� exp �kitð Þ½ �: ð36Þ

where ki is the failure rate of ith component.
Therefore, if a system has two-components identical and independent in parallel

that have the same constant failure rate k each, the reliability of this system from
Eq. (36) becomes:

RsðtÞ ¼ 1� ½1� exp ð�ktÞ�½1� exp ð�ktÞ� ¼ 2 exp ð�ktÞ � exp ð�2ktÞ:

10 Maintainability

Maintainability is defined as the probability that a failed component or system will
be restored or repaired to a specified condition within a period of time when
maintenance action is performed in perspective procedures. In general, there are
two types of maintenance strategy: the corrective and the preventive maintenance.
Corrective maintenance comprises of actions taken to restore a failed component or
system to the operational state. The actions involve repair or replacement of all
failed components necessary for successful operation of the equipment. Corrective
maintenance actions are unscheduled actions intended to restore the equipment
from a failed state into a working state. On the other hand, the preventive main-
tenance is scheduled and is performed usually periodical to a component that is near
to failure. Preventive maintenance is widely considered an effective strategy for
reducing the number of system failures, thus lowering the overall maintenance cost
[21, 22].

Time to Repair
The time to repair (TTR) can be considered as a random variable, due to the time

to repair a failure depending on from the particular failure mode, the maintenance
staff, i.e., experience, skill level, training. To quantify the maintainability, the repair
time is represented with Tr, which is the continuous random variable that represents
the time to repair a failed component, with probability density function gðtÞ. The
cumulative distribution function, MðtÞ, or repair probability is defined as [23–25]:
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PðT � tÞ ¼ MðtÞ ¼
Z t

0

gðtÞdt: ð37Þ

The repair rate rðtÞ is defined as follows:

rðtÞ ¼ gðtÞ
1�MðtÞ : ð38Þ

Thus, from Eqs. (37) and (38), the probability density function, gðtÞ, is

gðtÞ ¼ rðtÞ � ð1�MðtÞÞ ¼ rðtÞ � exp ½�
Z t

0

rðtÞdt�: ð39Þ

The mean time to repair (MTTR) could be calculated by

MTTR ¼
Z1
0

t � gðtÞdt ¼
Z1
0

ð1�MðtÞÞdt: ð40Þ

Normal repair times
In maintainability, the normal repair time distribution applies to maintenance

actions where a fixed amount of time to complete is required, i.e., replacement of a
particular component or equipment. The probability density function of the repair
time is given by

gðtÞ ¼ 1

r
ffiffiffiffiffiffi
2p

p exp ½�ðt � lÞ2
2r2

� ð41Þ

with parameters l which is the mean repair time, and r which is the standard
deviation of repair time for the normal distribution.

The maintainability function for the normal distribution is

MðtÞ ¼ 1

r
ffiffiffiffiffiffi
2p

p
Z t

0

exp � 1
2

t � l
r

� �2� �
dt: ð42Þ

Also, the mean time to repair and the median time to repair are equal; thus,

MTTR ¼ tmedian ¼ l ¼
PN
i¼1

ti

N
; ð43Þ
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and the variance is

VarðTrÞ ¼ r2 ¼
PN
i¼1

ti � lð Þ2

N � 1
; ð44Þ

where N is the number of repair times and ti is the repair time i for i ¼ 1; 2; . . .N.

Exponential repair times
In case the repair times are exponentially distributed, then the repair time

probability density function is defined by

gðtÞ ¼ r � exp ð�rtÞ: ð45Þ

The maintainability function for the exponential distribution is defined as

MðtÞ ¼
Z t

0

exp ð� t
MTTRÞ

MTTR
dt ¼ 1� exp ð� t

MTTR
Þ; ð46Þ

where the repair rate is

rðtÞ ¼ 1
MTTR

¼ r ¼ constant: ð47Þ

Lognormal repair times
The lognormal repair law is usually applicable to represent the repair distribu-

tion. If the continuous random variable Tr that represents the time to repair is
lognormally distributed, the Q = ln (Tr) is normally distributed. If lr and sr

2 are the
mean and variance of Q, respectively, then the corresponding probability density
function with respect to repair time is defined by:

g tð Þ ¼ 1

srt
ffiffiffiffiffiffi
2p

p exp � ln t � lrð Þ2
2s2r

" #
; t� 0: ð48Þ

The probability distribution of a repair being completed in time t is the cumu-
lative function for repair, as follows:

MðtÞ ¼ PðTr � tÞ ¼ U
1
sr
ln

t
exp ðlrÞ

� �
; ð49Þ

where U (.) is the distribution function of the standard normal distribution.
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The MTTR is the mean time required to complete a maintenance action; thus,

MTTR ¼ exp lr þ s2r=2
	 


: ð50Þ

The variance for the repaired time is defined as

r2r ¼ exp 2lr þ s2r
	 


exp s2r
	 
� 1

� �
: ð51Þ

The mode is the maximum time required to completed a maintenance action,
mathematically it is

tmode;r ¼ exp lr � s2r
	 


: ð52Þ

The median is the downtime within 50% of all maintenance actions which are
completed; thus,

tmedian;r ¼ exp ðlrÞ: ð53Þ

The repair rate function is given by

r tð Þ ¼ g tð Þ
1�MðtÞ ¼

1
sr t
ffiffiffiffi
2p

p exp � ln tr�lrð Þ2
2s2r

h i
1� ½U 1

sr
ln t

exp ðlrÞ
� �

�
; t� 0; ð54Þ

where lr is the mean of the lognormal distribution of the repair times and sr is the
standard deviation with which the lognormal distribution of the repair times is
spread around the mean.

Weibull repair times
The Weibull distribution usually presents corrective maintenance repair times.

The repair time probability density function is defined by

gðtÞ ¼ 2
#b

tb�1 exp ½ð�t=#Þ�b; ð55Þ

where b is the shape parameter and # is the scale parameter of the distribution.
The repair probability for the Weibull repair time distribution is

MðtÞ ¼ 1� exp � t
#

� �b� �
: ð56Þ

System repair time
In practice, it is necessary to express system repair time as a function of the

repair time of each component that is comprised. The mean time to repair the
system ðMTTRsystemÞ is evaluated as a weighted mean of the individual component

226 P. Tsarouhas



of the system based on the relative number of failures that are presented. Thus, the
MTTRsystem is [26]:

MTTRsystem ¼
Pn
i¼1

qifiMTTRi

Pn
i¼1

qif
; ð57Þ

where MTTRi is the mean time to repair the ith component, fi is the expected
number of failures of the ith component, and qi is the number of identical com-
ponents of type i.

11 Availability

Availability is defined as the ability of an item (under combined aspects of its
reliability, maintainability, and maintenance support) to perform its required
function at a stated instant of time or over a stated period of time [27, 28]. The
availability of a system can never be less than system reliability because the
availability is the probability that the component is currently in a non-failure state,
even though it may have previously failed and been restored to its operational state
[18]. Consider a reparable system that is in operation at time t ¼ 0, when the system
fails, a repair action takes place to restore the system in operational state. The state
of the system can be given by a binary variable:

XðtÞ ¼ 1 if the system is operating at time t
0 otherwise

:




Availability could be expressed mathematically in several following ways [8, 29,
30]:

1. Instantaneous or point availability, AðtÞ: is the probability that the reparable
system or equipment will be available to operate at any random time t:

AðtÞ ¼ Pr½XðtÞ ¼ 1�: ð58Þ
When the system is not repaired, then AðtÞ ¼ RðtÞ. The unavailability AðtÞ at

time t of a reparable system is the probability that the system is in a non-operating
state at time t, then

AðtÞ ¼ 1� AðtÞ ¼ Pr½XðtÞ ¼ 0�: ð59Þ

In case a system at any time t is either in operating state or in failure state, with
constant failure rate k and constant repair rate r (i.e., the system follows the
exponential distribution for the failure data), then the point availability is given by
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AðtÞ ¼ r
rþ k

þ k
rþ k

� exp ½�ðrþ kÞ � t�: ð60Þ

Substituting k ¼ 1
MTTF and r ¼ 1

MTTR from Eq. (60) becomes

AðtÞ ¼ MTTF
MTTFþMTTR

þ MTTR
MTTFþMTTR

� exp ½�ð 1
MTTF

þ 1
MTTR

Þ � t�: ð61Þ

2. Mission, interval, or average availability, Amðt2 � t1Þ: is the proportion of time
over the interval ðt2 � t1Þ which the system or the equipment is available to
operate:

Amðt2 � t1Þ ¼ 1
t2 � t1

Zt2
t1

AðtÞdt: ð62Þ

It is interesting in some applications that the interval availability from start-up
time interval ð0; TÞ which is defined as:

AmðTÞ ¼ 1
T

ZT
0

AðtÞdt: ð63Þ

In case a system has constant failure rate k and constant repair rate r, the average
availability is

AðtÞ ¼ r
kþ r

þ k

ðkþ rÞ2 � t
� 1� exp � kþ rð Þ � tð Þ½ �: ð64Þ

3. Asymptotic availability, steady-state, or long-run availability, A1: is the prob-
ability a system will be available to operate at any point of time t, as

A1 ¼ lim
t!1AðtÞ: ð65Þ

In Fig. 4, the relationship between point, average, and asymptotic availability as
a function of operating time is shown.

4. Inherent availability,Ainh: is defined as the steady-state probability that a system
or equipment will be in operational state, assuming that this probability depends
merely on the failure and repair distribution. Thus, it can be expressed mathe-
matically in terms of reliability and maintainability trade-offs:
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Ainh ¼ lim
T!1

AðtÞ ¼ MTTF
MTTFþMTTR

: ð66Þ

5. Achieved availability, Aach: is the probability that equipment or a system will be
in operational state when used as specified, taking into account the scheduled
and unscheduled maintenance, and is defined as follows:

Aach ¼ MTBM
MTBMþMD

; ð67Þ

where MTMB is the mean time between maintenance and MD is the mean down-
time of the system. The MTMB is given by

MTBM ¼ TD
MðTDÞþ TD

TPM

; ð68Þ

where MðTDÞ is the expected number of failures over the design life TD, TPM is the
mean time of preventive maintenance.

The MD of the system is given

MD ¼ MðTDÞ �MTTRþ TD
TPM

�MPMT

MðTDÞþ TD
TPM

; ð69Þ

where the MPMT is the mean preventive maintenance time.

6. Operational availability, Aoper: is the probability that equipment or a system,
when used under stated conditions in an actual operational environment, will
operate satisfactorily when called upon [31]. The operational availability is
defined by

Aoper ¼ MTBM
MTBMþMDT

; ð70Þ

where MDT is the mean maintenance down time and includes maintenance time,
logistics delay time, and administrative delay time.

System Availability
A system is considered with n components in series, each component having

point availability AiðtÞ, and then, the system availability is given by

AsðtÞ ¼
Yn
i¼1

AiðtÞ: ð71Þ
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The inherent availability for the system is

Ainh ¼
Yn
i¼1

MTTFi

MTTFi þMTTRi
: ð72Þ

In case the series system has all the components with constant failure and repair
rate, the inherent availability is given by

Ainh;sys ¼ MTTFsys

MTTFsys þMTTRsys
otherwise, ð73Þ

where MTTFsys and MTTRsys are the mean time to failure and repair of the system,
respectively, and are defined as follows:

MTTFsys ¼ 1Pn
i¼1

ki

¼ 1
ksys

ð74Þ

and

MTTRsys ¼
Pn
i¼1

ki �MTTRi

Pn
i¼1

ki

¼ 1
ksys

Xn
i¼1

ki �MTTRi: ð75Þ

When the system consists of n components in parallel, the system availability is
given by

AsysðtÞ ¼ 1�
Yn
i¼1

1� AiðtÞð Þ: ð76Þ
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Role of Fuzzy Logic in Flexible
Manufacturing System
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Abstract In manufacturing systems there are two types of flexibilities, one in
machines and other in routing. To get maximum output, manufacturer utilizes its
best recourses even under uncertain environment. Fuzzy logic is a tool which easily
handles uncertainties. This article describes basics of fuzzy set, fuzzy membership,
and fuzzy rule base system and defuzzification. It also covers different aspects of
fuzzy manufacturing system (FMS) and some standard fuzzy logic applications in
FMS. Limitations of fuzzy modeling in flexible manufacturing system are also
discussed. All discussed method can be further modified for individual problems.
Future researchers can consider different aspects of fuzzy logic in flexible manu-
facturing system to handle more complex problems.
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1 Fuzzy Logic

Life is full of uncertainties; it can be vague or imprecise. To deal with such
uncertainties probability theory used to be a tool for mathematician, which is based
on classical set theory. Prof. Zadeh [1], in 1965, challenged that there are some
uncertainties which are out of the scope of probability theory. For example a
company owner need honest person for his company. Now there are available
choices can be extremely honest, very honest, honest some time, dishonest; which
cannot be defined using classical logic because in this logic there are only two
choices honest and dishonest. Prof. Zadeh named this new concept as fuzzy set
theory based on membership functions. Classical set theory is about yes or no
concepts whereas fuzzy set theory includes grey part also. Fuzzy set theory deals
with appropriate reasoning in linguistic terms.

1.1 Definition of Fuzzy Set

Fuzzy set F (m) is represented by pair of two components, first is the member m and
the second is its membership grade lFðmÞ which maps any element m of universe
of discourse M to the membership space [0,1], as given below

FðmÞ ¼ fðm; lFðmÞÞ; m 2 M ð1:1Þ

1.2 Equal Fuzzy Sets

Two fuzzy sets F1 and F2 are said to be equal if all the members of F1 belong to F2

with same membership grade as in F1.

1.3 Membership Function

A function which describes the membership grades of elements in fuzzy set is said
to be membership function. A membership function can be discrete or continuous.
It needs a uniform membership function representation for efficiency. Some well
known membership functions are as follows
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1.3.1 Z-Shaped Membership Function

Z-Shaped membership function is given by-

Zðx; p; qÞ ¼

1� 2 x�p
q�p

� �2
; if p\x�ðpþ qÞ=2

2 x�p
q�p

� �2
; if ðpþ qÞ=2\x� q

1; if x� p
0; otherwise

8>>>>><
>>>>>:

ð1:2Þ

1.3.2 Triangular Membership Function

Triangular membership function is given by-

Tðx; p; q; rÞ ¼
x�p
q�p ; if p\x� q
r�x
r�q ; if q\x� r
0; otherwise

8<
: ð1:3Þ

1.3.3 Trapezoidal Membership Function

Trapezoidal membership function is represented by-

Tðx; p; q; r; sÞ ¼

x�p
q�p ; if p\x� q
1; if q\x� r
s�x
s�r ; if r\x� s
0; otherwise

8>><
>>:

ð1:4Þ

1.3.4 Gaussian Membership Function

Representation of Gaussian membership function is as follows-

Gðx; r;mÞ ¼ 1

e
1
2

x�m
rð Þ2 ð1:5Þ

1.4 Fuzzy Rule Base System

To understand fuzzy rule base system let us take an statement “If there is high traffic
jam and heavy rain then I may get little late”, Here high, heavy and little are fuzzy
sets related to variables traffic jam, rainfall and late respectively. Mathematically it
can be represented as
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IF (x is F1 and y is F2) THEN (z is F3); where F1, F2 and F3 are fuzzy sets and x,
y and z are variables. A collection of all such rule for a particular system is known
as rule base [2].

1.5 Fuzzy Defuzzification

It is quite difficult to take decision on the bases of fuzzy output; in that case this
fuzzy output is converted into crisp value. This process of converting fuzzy output
into crisp output is known as defuzzification [3]. Different methods are available in
literature; some widely used methods are discussed below

1.5.1 Center of Area (CoA) Method

This method is also known by names Centroid method and Center of Gravity
method. CoA is most popular method of defuzzification among researchers. This
method is based on center of area taken by the fuzzy set. Its defuzzified value is
calculated after considering entire possibility distribution and is given by-

m� ¼

R ðlðmÞ � m ÞdmR
lðmÞ dm ; for continuousmembership value of m

P
lðmÞ � mP
lðmÞ ; for discrete membership value of m

8>>><
>>>:

ð1:6Þ

1.5.2 Max-Membership Function

This method is also called height method and applicable to peaked output functions.
Expression for this method is given by-

lðm�Þ� lðmÞ 8m 2 MðUniverse of discourseÞ ð1:7Þ

1.5.3 Weighted Average Method

This method is applied when output is symmetrical and give by-

m� ¼
P

lð�mÞ � �mP
lð�mÞ ð1:8Þ

where �m is the Centroid of each symmetric membership function.
This method is computationally efficient but less popular.
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1.5.4 Mean-Max Method

This method is similar to Max-membership method, only difference is the locations
of maximum membership can be more than one. Expression is given by-

m� ¼ m1 þm2

2
ð1:9Þ

where m1 þm2 are the mean of maximum interval.

1.5.5 Center of Sums

This method is based on the algebraic sum of fuzzy subsets. This method is very
fast in terms of calculations. The defuzzified value is give by-

m� ¼
PN
i¼1

mi
Pn
k¼1

lðmiÞ
PN
i¼1

Pn
k¼1

lðmiÞ
ð1:10Þ

2 Flexible Manufacturing System (FMS)

The market competition was at its best in the sixth decade of twentieth century as
David Williamson, a British engineer introduced the concept of FMS. In next
decade cost became the primary concern and later on it was followed by quality of
products. Customers demand for speedy delivery, increased the complexity in the
market. To gain competitive advantage FMS came into the picture more strongly.

FMS is a manufacturing technology which contains some amount of flexibility.
Basically FMS is a manufacturing system which is not only reprogrammable but
also capable of automatically producing a variety of products [4].

2.1 Features of FMS

On the basis of type of products FMS has different features. The financial supply is
a pivot element of it and so we may describe the following two distinct features of
FMS

1. Production of different variety of product types at a high cost.
2. Production of large volumes of product types at a lower cost.
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2.2 Need of FMS

A few external changes such as change in the design of product and so the change
in production system requires FMS. It will help in optimizing the manufacturing
cycle time and so it will reduce the production cost. This cost management is
converted into the necessity of FMS.

2.3 Symptoms of Being Flexible

There are some capabilities which make a manufacturing system flexible, such as-

1. Instant change in physical setup.
2. Instant change in operating instructions.
3. The quality of differentiating among the different part styles processed by the

system.

2.4 Classification of FMS Related Problems

As per the objective associated with FMS it has following categories-

1. Facility design to accomplish long term managerial objectives.
2. Intermediate range planning to decide master production scheduling and deals.
3. Strategic analysis and economic justification to provide long range strategic

business plan.

2.5 Short-Term FMS Control

An FMS system has short control in form of scheduling and on its basis it is
governed by following four factors

(i) Time factor: decision of insertion timing of order in system;
(ii) Sequence factor: decision of ordering of order in system;
(iii) Routing factor: decision to choose a job for an operation out of multiple

choices;
(iv) Priority factor: decision to choose priority out of jobs, workstations and

resources.
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2.6 Industrial Implications of FMS

Scheduling is the process of organizing, choosing and timing resource usage to
carry out all the activities necessary to produce the desired outputs of activities and
resources. In an FMS, the objective of scheduling is to optimize the use of
resources. Various attempts are made to use an industrial implementation for
experimentation [5–11].

2.7 Challenges with FMS

The objective of each enterprise involved in manufacturing is to achieve three
goals: Reduce production cost, produce quality product and capability to response
rapidly. The third goal responsiveness is most important to achieve and it becomes
most challenging aspect for the enterprise. This also includes adjustable rates of
productivity and flexibility to raise production at the lowest possible cost.

3 Fuzzy Logic in Flexible Manufacturing System

Decisions are precise when all available resources are used in well defined manner.
Humans have the power to use their practical knowledge to get desired output. This
motivate researcher to mimic human behavior in computational world. Fuzzy logic
is a strong tool to deal with uncertainty and can deal with multiple criteria in one go.
Even linguistic variables can be handled easily in fuzzy environment. Fuzzy logic
can be applied to simulate FMS. Moreover the fuzzy based simulations are applied
to sequencing of jobs. Out of various techniques applied to FMS, technique based
on fuzzy logic has its own importance and most of the researchers use fuzzy logic
and expert system theory to optimize resources scheduling. With the rapid devel-
opment of fuzzy technologies, different fuzzy control strategies have been devel-
oped [12–19].

4 Different Fuzzy-Logic Based Approaches for Job
Sequencing and Routing in FMS

4.1 Changing of Antecedents

Hintz and Zimmermann [20] proposed a new algorithm by changing the ante-
cedents. The coming job is taken as consequent. The elements that are important to
make a decision become the antecedents of the fuzzy rules in the scheduling pro-
cedure and described as
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• slack time;
• waiting time;
• utilization uniformity across machines;
• unguarded utilization of machines;
• external priority.

And all such rules are stored in fuzzy system with their weight. With different
antecedents similar approach is applied in problem of setting priority. This fuzzy
system performed well while compared with other discrete methods as per fol-
lowing aspects:

1. Mean waiting time
2. Number of in-time
3. Mean machine utilization.

4.2 Fuzzy Set Theory Along with Possibility Theory

Fuzzy sets have a massive application to improve human planning and to overcome
data uncertainty [21]. Every attribute is considered for possibility distribution of
routing. With the help of weighted average possibility distributions are combined
into one aggregate possibility distribution. Weights are fuzzy in nature. Center of
gravity is taken as defuzzification method. That’s why an additional constraint with
minimum time routing is obtained. The added constraint contains different quality
of every machine. If any part has no route then it will be in top priority. For other
parts appropriateness index is calculated and rerouting is done on the bases of this
index.

4.3 Fuzzy Multiple Scheduling

Hatono et al. [22] gave this idea of fuzzy multiple scheduling. This type of
scheduling consists of evaluation, policy and dispatch module. All modules having
its own fuzzy system with specific target. First module evaluates any sequence with
the help of fuzzy rules, where resources, waiting time for resources and parts,
earliness of batch are taken as antecedents for fuzzy rules. Consequent of such
fuzzy rules are evaluation of schedule. Next module calculates the influence of
different parts on schedule and generates weight for rules. The last module utilizes
fuzzy rules in dispatch. Individual module has a unique fuzzy system. This archi-
tecture allows user the freedom of tuning the membership function which leads to
modification of the target. This is a revolutionary idea of adjusting scheduling for
better results.
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4.4 Fuzzy Scheduling Mechanism for Job Shops

As per demand of clients Watanabe et al. [23] describe three categories of orders

(i) Normal,
(ii) Express
(iii) Just in time (JIT)

Each type of order possesses a different profit curve and two parameters, first
measurement of manufacturing speed and second measurement of profit through
order.

To determine parts priorities two rules based on fuzzy are introduced. First rule
confirms that if product manufacturing is low and profit measurement is high then
priority is high while second rule predicts that if product manufacturing is high and
profit measurement is low then priority is low. This fuzzy scheduler is applicable on
max-min inference, non-singleton fuzzifier and center of gravity defuzzifier.

4.5 Fuzzy Logic Controller (FLC) for Part Routing

To decide the electability of every feasible optional part route Ben-Arieh and Lee
[24] proposed s fuzzy rule based approach and the route having highest selectibility
factor is adopted. Each rule shows one consequent with the selectibility factor. It is
based on max-min mechanism determining the output of each rule. Observation or
aid of human experts creates all these rules.

The effectiveness of the fuzzy logic controller (FLC) was then examined through
simulations on comparing with common routing heuristics. The FLC is always
superior to those heuristics as per average time in system; number of parts com-
pleted and fraction of late parts. The fuzzy logic controller behaves better than
heuristic rules especially in critical situations like a congested system.

5 Limitations

All discussed fuzzy approaches for FMS are all innovative and opened new doors
for future researchers [25]. At the same time these methods have their limitations,
some of these are:

1. Scheduling rules are made using human expert knowledge without any standard
approach.

2. Comparison with other standard methods needs to be discussed.
3. Hard to decide correct weight of rules.
4. It is not an easy task to adjust weights of rules in dispatching module in complex

problems.
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6 Future Aspects

Future researchers can consider following aspects of fuzzy logic in flexible man-
ufacturing system so that one can handle even a more complex problem.

1. Different decision points and more fuzzy rules can be set for a fuzzy system.
2. To evaluate actual performance realistic examples with constraints should be

discussed.
3. There are many combinations for fuzzy rules, so more combination can be

taken.
4. Adaptive fuzzy rules can be implemented with the help of other soft computing

techniques like genetic algorithms and particle, swarm optimization etc.
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