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Preface

Experimental and numerical investigation of materials and structures is nowadays
an important discipline which enables a better and more reliable application of
engineering components. Furthermore, limits of materials and structure can be
accurately determined which may influence the design process and result, for
example, in much lighter structures than a few decades ago. A lot of these
advancements are connected with the increased computer power (hardware) and
the development of well-engineered computer software. This directly influences
the capability to bring novel advanced materials and structures to application. Only
if the performance of new materials and structures can be sufficiently predicted and
guaranteed, they will find their way in industrial applications.

The 6th International Conference on Advanced Computational Engineering and
Experimenting, ACE-X 2012, was held in Istanbul, Turkey, from 1–4 July, 2012
with a strong focus on computational-based and supported engineering. This
conference served as an excellent platform for the engineering community to meet
with each other and to exchange the latest ideas. This volume contains 19 revised
and extended research articles written by experienced researchers participating in
the conference. The book will offer the state-of-the-art of tremendous advances in
mechanical, materials, and civil engineering, ranging from composite materials,
application of nanostructures up to automotive industry and examples taken from
oil industry. Well-known experts present their research on damage and fracture of
material and structures, materials modeling and evaluation up to image processing,
and visualization for advanced analyses and evaluation.

The organizers and editors wish to thank all the authors for their participation
and cooperation which made this volume possible. Finally, we would like to thank
the team of Springer-Verlag, especially Dr. Christoph Baumann, for the excellent
cooperation during the preparation of this volume.

April 2013 Andreas Öchsner
Holm Altenbach

v



Contents

Neural Model for Prediction of Tires Eigenfrequencies . . . . . . . . . . . . 1
Zora Jančíková, Pavel Koštial, Dana Bakošová, David Seidl,
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Abstract The work is devoted to the application of an artificial neural network
(ANN) to analyze eigenfrequencies of personal tires of different construction.
Experimental measurements of personal tire eigenfrequencies by electronic
speckle interferometry (ESPI) are compared with those previewed by ANN. Very
good agreement of both data sets is presented.

Keywords Tires � Modal analysis � Neural networks � Speckle interferometry

1 Introduction

Important factors in the product development process are the dimensioning of
components, the exact determination of material properties, the usage of new
materials and the improvement of finite element (FE) calculations. In all of these
areas, better understanding of material and component behavior is required, which
certainly is a challenge to experimental measuring methods. Needs for a good tire
are low rolling resistance, proper hysteresis losses, new tread design, high wear
resistance compound and new tire construction.

Tires are the dominant noise sources in vehicles in typical driving conditions.
The tire/road noise emission is never omnidirectional as it is generally assumed
when used in road traffic noise calculation models.

The influence of tire-pavement interaction and its influence on noise generation
were extensively studied in [1]. Onboard sound intensity (OBSI) measurements
were taken to quantify the tire pavement noise source strength as a function of
pavement parameters. The OBSI results fell into three pavement groupings based
on spectral shape. More than other parameters, these groupings were determined
by whether the pavement was porous or not and whether it was new or older. The
OBSI results also indicated that single-layer porous pavements were particularly
effective at reducing tire pavement noise source strength at frequencies above
1,250 Hz for designs 18–33 mm thick. For a thicker, double-layer porous pave-
ment, source strength reductions extended down to 630 Hz.

In the work [2] were determined and compared the directivity patterns of noise
from various passenger car tires rolling on various pavements. The selection of
pavements consisted of ‘‘normal-noise’’ and ‘‘low-noise’’ pavements including
experimental poroelastic pavements. The influence of speed, pavement and tire
on noise emission directivity patterns is presented and discussed in this work.

In the work [3] coupling texture and noise data, collected with RoboTex and
OBSI, respectively, is serving to advance the state of the art. This work utilized data
collected on over 1,000 unique concrete pavement test sections located throughout
North America. The ultimate goal of this work is to identify the fundamental links
between texture and noise. In the interim, more relevant phenomenological links
are sought that have the potential to be expanded to more fundamental models as
more is learned about these complex phenomena.

2 Z. Jančíková et al.



The paper [4] presents the measurement and analysis of rolling tire vibrations
due to road impact excitations, such as from cobbled roads, junctions between
concrete road surface plates, railroad crossings. Vibrations of the tire surface due
to road impact excitations cause noise radiation in the frequency band typically
below 500 Hz. Tire vibration measurements with a laser Doppler vibrometer are
performed on a test set-up based on tire-on-tire principle which allows highly
repetitive and controllable impact excitation tests under various realistic operating
conditions. The influence on the measured velocity of random noise, cross sen-
sitivity and alignment errors is discussed. An operational modal analysis technique
is applied on sequential vibration measurements to characterize the dynamic
behavior of the rolling tire. Comparison between the operational modal parameters
of the rolling tire and the modal parameters of the non-rolling tire allows an
assessment of the changes in dynamic behavior due to rolling.

Application of electronic speckle interferometry for measurements of tires
eigenfrequencies was described in [5]. Authors studied the large amount of tires
with different construction and its influence on the eigenfrequency spectrum.

Neural networks are suitable for modeling of complex systems especially from
the reason that their typical property is capability of learning on measured data and
capability of generalization. Neural networks are able to appropriately express
general properties of data and relations among them and on the contrary to sup-
press relationships which occur sporadically or they are not sufficiently reliable
and strong [6]. The application of neural networks in the material engineering and
technology were extensively developed also in [7, 8].

In this chapter we present the application of ANN on prediction of eigenfre-
quencies of personal tires. Predicted data are compared with those experimentally
obtained by ESPI.

2 Experimental Procedures

ESPI records the surface displacement of an object in response to the applied
force. ESPI can be used in arrangements where fringes will represent lines of
either in-plane or out-of-plane displacement.

The out-of-plane set-up can be briefly described as follows: A laser light beam
is split into two. One of the beams, the object beam, is used to illuminate the
object. A video camera is then used to monitor the illuminated object. The other
beam, which is called the reference beam, is directed in such a way that it inter-
sects the view line between the object and video camera. At that point, a partial
mirror is used to deflect the reference beam into the video camera making it
combine with the light reflected off the object. Due to the monochromatic prop-
erties of the laser light, the object and reference beam interfere to produces a
unique speckle pattern. The speckle pattern is recorded by the video camera and
digitised in a computer in a similar to stereography system.

Neural Model for Prediction of Tires Eigenfrequencies 3



To perform an ESPI inspection process, a speckle image of the unstressed
object is first captured and saved in the computer. The object is then stressed,
resulting into the object’s surface being displaced.

This causes an alteration of the beam path length of the light reflected off the
object surface which in turn causes the unique speckle pattern to change. When
compared to the originally stored speckle image, the final image containing the
familiar zebra-like fringe patterns is produced. The process for out-of-plane ESPI
is highlighted by the equation below:

d ¼ nk
cos aþ cos bð Þ ð1Þ

where—k is the wavelength of laser light, d—out of plane displacement of the
object due to the applied stress, a—is the angle between the direction of object
normal and camera viewing angle, b—is the angle between the direction of object
normal and object beam.

The fringe sensitivity of in-plane displacements is of the order of where a is the
angle of incidence of the illuminating beams, which ideally should be the same for
both beams.

From the equation above it becomes evident that the object displacement
magnitude is constant along a fringe contour, but changes between consecutive
fringes due to the increase or decrease in the magnitude of n. The experimental
procedure of the ESPI in this case is performed as follows. Tires were excited by a
loudspeaker in radial and axial directions. First, a reference image is taken, after
the specimen vibrates, then the second image is taken, and the reference image is
subtracted by the image processing system. If the vibrating frequency is not the
resonant frequency, only randomly distributed speckles are displayed and no fringe
patterns will be shown. However, if the vibrating frequency is within the scope of
the resonant frequency, stationary distinct fringe patterns will be observed. Then
the function generator is carefully and slowly turned, the number of fringes will
increase and the fringe pattern will become clearer, as the resonant frequency is
being approached. The resonant frequencies and corresponding mode shapes can
be determined at the same time, using the ESPI optical system presented in Fig. 1.
The measurement of eigenfrequencies was realized by an ESPI apparatus descri-
bed in [5].

3 Results and Discussion

In the first step we will discuss the eigenfrequency patterns appearing after
loudspeaker excitation in both radial and axial direction. The images of standing
waves are presented in Figs. 2 and 3.

To test the repetition ability of measurements the every tire was measured five
times at every frequency. In Figs. 4 and 5 are presented results of measured radial

4 Z. Jančíková et al.



Fig. 1 Real experimental view on ESPI apparatus (left) and its schema (right)

Fig. 2 ESPI mode shape for axial 1.mode, frequency 161 Hz and radial 4.mode, frequency
186 Hz

Fig 3 ESPI mode shape for axial 2.mode, frequency 108 Hz and radial 6.mode, frequency
245 Hz

Neural Model for Prediction of Tires Eigenfrequencies 5



and axial eigenfrequencies for different tires of the same producer and the same
dimensions. It is possible to see that the dynamic response of different tires cor-
relates very good.

To obtain the qualitative evaluation of the mode structure we use the FE
method to model the tire vibrations in the MARC software environment. The
Mooney constants were used as material parameters and rubber plasticity model
for large deformation was applied. We started the simulation on the model pre-
sented in Fig. 6. The simulation was realized under the following:

• Material properties are defined by Mooney—constants.
• We considered the simulated tire without internal reinforcement (cords).
• The rubber plasticity procedure with large deformations was used.
• For the calculation, we have used the Marc Designer software.

Both experimental and simulation results are in very good qualitative harmony.
Nevertheless, for quantitative match of the experiment and simulation results, it is

Fig. 4 Reproducibility for different tires of the same dimensions, type 1

Fig. 5 Reproducibility for different tires of the same dimensions, type 2

6 Z. Jančíková et al.



necessary to know the details of the tire material composition and construction,
which is very difficult to obtain because producers usually do not disclose this
information. The shape of exited and simulated modes is presented in Fig. 2.

Table 1 presents results of eigenfrequencies (axial modes A1, A2, A3, radial
modes R1, R2, R3) of three different producers for tires of the same dimensions.
The same results are presented in graphical form in Fig. 7. It is clearly seen
differences in the tire cavities technological realization (reflected by different
eigenfrequencies) which have the same volume in all cases under investigation.
Nevertheless differences in eigenfrequencies are apparent in distinguished cases.

In practice, the problems solved by neural networks are most often realized by
means of a computer program. Each program unit dealing with the functioning of a
neural network can be divided into several concurring parts. These parts corre-
spond to the procedures that are used when working with neural networks. It is a
synthesis of the neural network itself, the neural network determination, followed
by the actual state when an algorithm solving the problem is designed thanks to the
outcomes of the previous operations. The aim is to create such an algorithm that
will best describe the modelled system. This algorithm is mostly generated as a

Fig. 6 Picture of measured ESPI loops (up) and modeled by FEM (down)

Table 1 Frequency versus chosen modes of three different tires producers labelled as C, D, M of
the same tire parameters 205/55 R16 91 W

Mode C (Hz) D (Hz) M (Hz)

A1 64 65 81
A2 101 100 96
A3 169 180 175
R1 90 90 66
R2 120 125 122
R3 148 131 140

Neural Model for Prediction of Tires Eigenfrequencies 7



function in a concrete programming language, which has the required number of
input and output parameters.

Of course, there are many implementations of neural networks. The use of
many of them is restricted by a license, which means that the use of such software
is possible only once you have purchased the appropriate license. However, there
are also some freely distributed implementations of neural networks. Freely dis-
tributed library of functions necessary for work with FANN neural networks is one
of them. The library makes it easy to program the control algorithms using neural
networks. The advantage is that the library is intended for many programming
languages. The implementation is available in C, C + + , Java, PHP, Matlab
languages as well as many others.

The work with FANN library is divided into three parts. In the first part, the
programmer must design the network architecture on the basis of his/her experi-
ence. It includes the number of input and output neurons, the number of layers and
the transition functions of the individual neurons.

A set of test data is applied to the network designed in such a way during the
second part. The algorithm uses this designed architecture to perform the process
of network learning. The learning is terminated if outputs of sufficient quality are
achieved, or if the maximum number of iterations was exceeded. The output of the
program is a file that describes the entire network structure with the parameters of
the individual neurons. The file describing the newly created neural network is
then used to create a program that makes use of the neural network to simulate the
behaviour of the system.

There are many parameters influencing what results will be achieved when
using the neural network algorithms. The used implementation definitely repre-
sents one of the major ones. It can be expected that using commercial solutions
will achieve better results, even though it may not always be the case.

Another parameter having absolutely crucial impact on the quality of the entire
solution of algorithms using neural networks is the amount of the input data, and
especially their homogeneous distribution throughout the entire area in question.

Fig. 7 Graphical output of data presented in Table 1

8 Z. Jančíková et al.



The more data there will be available during the learning stage of the network, the
better the results achieved in the prediction stage. When large numbers of data are
used, high precision of the measured data is not of crucial importance, as the
algorithms of neural networks are to some extent able to eliminate any eventual
errors arising during the measurement.

The acquired database for prediction of noise contained 83 cases. Due to the
absence of values in case of some variables, the database had been modified and
included only 69 cases. These facts were subsequently adjusted to a form suitable
for the application of neural network. The whole database was divided into the
data to be used for the network learning (training and validation set) and the data to
be later used to check the prediction accuracy, i.e. the generalization ability of the
neural network (test set). Artificial neural networks were subsequently designed
and trained on the basis of the adjusted data. The best prediction results were
achieved by a three-layer perceptron neural network of 5-11-2 topology (5 input
neurons, 11 in the hidden layer and 2 outputs). Comparative criteria for frequency
prediction:

• sum of squares of residues SSE = 1265.871
• mean square error RMS = 4.314
• index of determination R2 = 0.976

Table 2 shows the tires randomly selected from the test data set, their labelling,
parameters and measured values of radial frequency and amplitude. The values of
radial frequency and amplitude were predicted for identical tires by the neural
network, as indicated in Table 3.

The complex analysis of measured and predicted data shows that the frequency
of radial oscillations will increase with the width of the tire and the rim diameter.
The dependence of the amplitude of radial oscillations is considerably more
complicated. The lowest values can be achieved with increasing width of the tire
and decreasing rim diameter. These results were evaluated for a tire with profile
number 55, load index 91 and speed index 210.

Table 2 Selected measured values

Matador tire labeling Width (mm) Height/width ratio (%) Rim diameter (inches)

MP 59 205/55 R16 91 H 205 55 16
MP 42 225/55 R1695 W 225 55 16
MP 42 185/60 R14 82 T 185 60 14
MP 15 185/6 R14 82H 185 60 14

Matador tire labeling Load index (kg) Speed index (km/h) Radial frequency (Hz)

MP 59 205/55 R16 91 H 91 210 93
MP 42 225/55 R1695 W 95 210 81
MP 42 185/60 R14 82 T 82 190 95
MP 15 185/6 R14 82H 82 210 95

Neural Model for Prediction of Tires Eigenfrequencies 9



4 Conclusions

The functional neuronal model was created for prediction of tires eigenfrequen-
cies. The model is capable of providing satisfactory prediction of frequency of tires
with a mean square error RMS = 4.314 Hz. The presented results and the expe-
rience acquired with applications of neural networks in material research show that
their utilization in this area is very promising. Neural networks appear to be the
functional approximations of relationships between various process data, espe-
cially in cases when modeling real systems, which are characterized by a high
degree of nonlinearity, considerable complexity and difficulty of formal mathe-
matical description. More accurate results of predictions of various material
parameters using neural networks are the result of the fact that the application
of neural networks can find links between process parameters which, when
conventional methods are used, cannot be traced due to their mutual interactions
and a considerable quantity and momentum, and the time-consuming character
resulting from those facts.
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Effect of Steady Ampoule Rotation
on Radial Dopant Segregation
in Vertical Bridgman Growth
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Abstract For vertical Bridgman growth of metallic binary alloys in a closed
ampoule where the flow and dopant transport are not influenced by the upper free
surface, we show computationally that the steady rotation about the ampoule axis
strongly affects the flow and solute distribution during growth process when the
buoyancy convection in the melt is well established. The extended Darcy model,
which includes the time derivative and Coriolis terms, has been employed in the
momentum equation. The problem is governed by the Navier–Stokes, energy and
solute conservation laws. The system obtained has been discretized by the control
volume method and resolved by the Patankar’s algorithm SIMPLER. A computer
code was developed and validated with the previous work. It found that the forced
convection introduced by ACRT dramatically changes the flow in the melt and
solute distribution at the interface. The effects of Reynolds and Grashof numbers
are presented and analyzed.
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1 Introduction

The Bridgman technique is a simple and useful process in growing high quality
single crystals [1–3]. However, the heat flow and segregation in the process
strongly depend on ampoule orientation and heating uniformity. To minimize the
unstable flow and convection, the ampoule is usually aligned with the gravity
orientation and the melt sits upon the growth interface, this is the so-called vertical
Bridgman (VB) configuration. However, perfect alignment and uniform heating
are hard to obtain in practice. To improve the quality of the product obtained, we
need to damp the buoyancy convection sufficiently to reach the diffusion-
controlled limit [4]. The most well known approach is the use of magnetic
damping [5–7]. The flow intensity wmaxð Þ decreases with the increasing magnetic
field strength (B or in terms of Hartmann number Ha); wmax proportional to Ha�2

[8, 9]. However, the hardware requirement to provide a sufficient magnetic
damping (usually in the order of 0.5 T) is expensive. An alternative way to
suppress the flow, maybe other mechanisms like vibration [10–12] as well is the
use of steady ampoule rotation. As discussed by [13, 14], a moderate rotation rate
may affect the buoyancy flow significantly for the axisymmetric configuration. In
addition, its damping effect is similar to that due to the magnetic field but less
effective; wmax proportional to X�1 [15], where X is the rotation speed.

In the present study, an axisymmetric numerical simulation is conducted to
investigate the effects of ampoule rotation on axisymmetric fluid flow and seg-
regation under perfect growth conditions. To further illustrate the feasibility of
using ampoule rotation for flow damping, different rotation rates which are rep-
resented by the Reynolds numbers are considered and the reduce of buoyancy
convection situations, represented by the Rayleigh number, and chemical radial
segregations are discussed. In the next section, the model and its numerical sim-
ulation are briefly described. Section 3 is devoted to the results and discussion.
Finally, we tried to summarize the main physical conclusions of this study.

2 Model Description and Mathematical Formulation

A generic Bridgman crystal growth system is illustrated in Fig. 1. However, the
growth dynamics is also considered here. The furnace is described by an effective
heating profile Ta z; tð Þ which is assumed linear. For unsteady state calculations, the
thermal profile is unsteady and the ampoule is moved downward at Vg speed.

Ta z; tð Þ ¼ � Th � Tcð Þ
Lg

� Vg � t þ Th ð1Þ

where Th and Tc are respectively the temperatures of the hot and cold zones. Lg is
the length of the temperature profile zone.
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The system is assumed to be axisymmetric and the initial dopant distribution in
the melt is assumed uniform at C0. The flow and solute distribution are represented
in a cylindrical coordinate system r; zð Þ. The melt is assumed incompressible and
Newtonian, while the flow is laminar. The Boussinesq approximation is also
adopted for buoyancy forces modelisation. The stream function w is defined in
terms of radial uð Þ and axial vð Þ velocities as

u ¼ � ow
roz

; v ¼ ow
ror

ð2Þ

The unsteady-state governing equations for the velocity field u; v; wð Þ, tem-
perature Tð Þ and dopant concentration Cð Þ in the conservative-law can be
expressed by:

Continuity equation

1
r

o ruð Þ
or
þ ov

oz
¼ 0 ð3Þ

Momentum equation in radial direction

q
ou

ot
þ u

ou

or
þ v

ov

oz

� �
� q

w2

r
¼ � op
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þ l

1
r
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r
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� �
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� �
� u

r2

� �
� eu|{z}
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ð4Þ
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R 
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Fig. 1 Schematic of vertical
Bridgman growth (VG)
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The term box represents the centrifugal force, the term (I) represents the flow in
the mushy zone. In the problem of metallic alloys phase change, the mushy zone is
treated as a porous medium of porosity f, see Voller V et Prakash C [16].
According to Darcy’s law, e is derived from Carman-Kozeny’s equation [17].

e ¼ �C 1� fð Þ2
.

f3 þ q
� �

ð5Þ

with

f ¼ 1� fS ð6Þ

where fS is the solidification fraction. The constant C depends on the mushy
zone’s morphology. The constant q is introduced to avoid division by zero.

Momentum equation in axial direction

q
ov

ot
þ u

ov

or
þ v

ov

oz

� �
¼ � op

oz
þ l

1
r

o

or
r
ov

or

� �
þ o

oz

ov

oz

� �� �
þ q g� e v ð7Þ

Momentum equation in azimuthal direction

q
ow

ot
þ v

ow

oz
þ u

ow

or

� �
þ q

v:w

r|ffl{zffl}
II

¼ lF
o

ror
r
ow

or

� �
� w

r2
þ o2w

oz2

� �
� ew ð8Þ

where II represents the coriolis force.
Energy equation

qCP
oT

ot
þ u

oT

or
þ v

oT

oz

� �
¼ k

1
r

o

or
r
oT

or

� �
þ o

oz

oT

oz

� �� �
� oqDH

ot

� �
|fflfflfflfflffl{zfflfflfflfflffl}

III

ð9Þ

where III expresses the amount of heat released during phase change.
Solute equation
According to Timchenko et al. [18], in solidification problems for a single

domain model, the solute transport is governed by the following equation

oC

ot
þ u

oC

or
þ v

oC

oz
¼ D

1
r

o

or
r
oC

or

� �
þ o

oz

oC

oz

� �� �
ð10Þ

where

C ¼ fsCs þ flCl ð11Þ

fs þ fl ¼ 1 ð12Þ

Cs ¼ kpCl ð13Þ
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fs and fl are the solid and liquide fractions. Cs and Cl are solid and liquid con-
centrations. According to Scheil-Gulliver hypothesis:

oCs=ot ¼ 0 ð14Þ

Thus, Eq. (11) can be partially derived as follows

oC

ot
¼ 1� fsð Þ oCl

ot

� �
|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

I

þ ofs

ot
kp � 1
� �

Cl

� �
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

II

ð15Þ

The first term I can be expressed as the change of the solute in the liquid. The
second one II defines the rejection of solute in the mushy zone.

The latest version of the solute conservation can be written as follows

1� fsð Þ oCl

ot
þ u

oCl

or
þ v

oCl

oz
¼ D

1
r

o

or
r
oCl

or

� �
þ o

oz

oCl

oz

� �� �
þ ofs

ot
kp � 1
� �

Cl

ð16Þ

Solid fraction calculation
In metallurgical solidification of binary alloy, the function fs Tð Þ will depend on

the nature of the solute distribution and the associated phase change equilibrium
diagram. In the present work a simple linear form for the local solid fraction fs Tð Þ
is chosen:

fs Tð Þ ¼
0 T � TL

TL�T
TL�Ts

TL � T � Ts

1 T � Ts

8<
: ð17Þ

where TL is the liquidus temperature at which solid formation commences and Ts is
the solidus temperature

Non–dimensional equations
The reduced variables are given by the basic reference variables as follow:

t� ¼ u0t=R r� ¼ r=R Ste ¼ Cp DT=DH u� ¼ u=u0

V� ¼ V=u0 p� ¼ p=q0u2
0 T� ¼ T � Tcð Þ= Th � Tcð Þ C� ¼ C=C0

where R is the radius of the cavity, u0 ¼ XRð Þ is the reference speed based on the
rotational speed X, DT ¼ Th � Tcð Þ is the temperature difference between hot
and cold zones, C0 is the reference concentration and q0:u

2
0 is the reference

pressure.
The system of equations and the boundary conditions which govern the problem

are written in the following dimensionless form
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The no slip boundary condition on velocity is applied:
0	 z� 	 H

R ; 0	 r� 	 1:

u� ¼ v� ¼ 0 ð19Þ

A no—flux condition is imposed at the top and the bottom of the cavity while
the side wall is exposed to a uniform temperature gradient

0	 r� 	 1:

oT�

or�

				
z�¼0

¼ oT�

or�

				
z�¼H=R

¼ 0 ð20Þ

0	 z� 	 H
R:

T� z�
� �		

r� ¼ 1
¼ � V�g=L�g


 �
� t� þ 1 ð21Þ

The cavity walls are impermeable to any mass transfer
0	 r� 	 1:

oC�

or

				
z�¼0

¼ oC�

or�

				
z�¼H

¼ 0 ð23Þ

0	 z� 	 H
R:
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oC�

oz�

				
r�¼R

¼ 0 ð24Þ

The axis of the cylinder is taken as line of symmetry for all field variables

ou�

oz�

				
r¼0

¼ ov�

oz�

				
r¼0

¼ oT�

oz�

				
r¼0

¼ oC�

oz�

				
r¼0

¼ 0 ð25Þ

Pr is the Prandtl number Pr 
 qCpm=k
� �

, Sc the Schmidt number Sc 
 m=Dð Þ.
m is the kinematic viscosity and D the dopant diffusivity in the melt. The Grashof
number Gr and the buoyancy ration N in the source terms of the momentum
equation are defined as follows:

Ra 
 g q CpbTDT R3=mk; N 
 bCDC =bTDT

where g is the gravitational acceleration, DT ¼ Th � Tc, bT and bC the thermal and
solutal expansion coefficients, respectively. Other, the centrifugal or rotation-dri-
ven flows are generated by the rotation of the ampoule. The flow pattern depends
on rotation rates, container radius and melts properties. The characteristic rota-
tional Reynolds number is the ratio between inertia forces and viscous forces:

Re ¼ XR2=m

where X is a characteristic rotation rate of the crystal.
The Stefan number Ste 
 DH= CpDT

� �
scales the heat fusion DH released

during solidification to the sensible heat in the melt.
As in our previous work [19], dopant rejection at the interface is accounted by

using the segregation coefficient kp and dopant diffusion in the solid is neglected.
Compared to the nonrotating case, we need to account for an additional velocity
component, w in the azimuthally direction. The only twitch will be on the dynamic
boundary conditions where w� ¼ 0 on the inner’s wall ampoule and w� ¼ 1 on the
lateral surface.

3 Numerical Procedure

The obtained coupled system of equations, in one domain approach, includes the
convection in the liquid part and mushy zone as well as the diffusion in the solid
part and the solute distribution between the three phases (liquid, mushy zone and
solid). This system is solved by the finite volume method using a primitive vari-
ables (pressure - velocity) formulation; see Patankar [20].

The principle of this method is based in integrating the equation considered on
the control volume and to evaluate the various variables not located on the cal-
culation grid by adequate interpolations. This fundamental property will allow the
description of the conservation properties of local and total flows and fluxes.
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In order to optimize the computing time, we choose the line by line algorithm in
coupling with the correction per blocks method. The algorithm SIMPLER is
selected to deal with pressure - velocity coupling. A power law model is adopted to
fit with the interpolation of diffusive and convective terms. The enthalpy-porosity
formulation for problems involving phase change was successfully used for
directional solidification in unsteady state. Most of the simulation used the grid of
Nr = 30 and Nz = 90 and the time step of dt ¼ 0:5 according to a discretization
dependency study.

4 Results and Discussion

We present our results for an annular cavity of aspect ratio A ¼ 3. In our numerical
simulations, the melt is initially at liquid state defined by the Prandtl number equal
to 0:01. The rejected solute at the liquid-mushy zone interface is defined by the
Schmidt number of Sc ¼ 10 and by segregation coefficient kp ¼ 0:1. To well
follow the vertical solidification evolution and the process of the partition of solute

in the mushy zone, V�g=L�g


 �
¼ 8� 10�3 is chosen. We have computed thermally

driven flow, solute distribution and radial segregation dC as a function of rotation
rate. The radial segregations are calculated by the following relationship:

dC ¼ Cmax � Cminð Þ=Cav

Where Cmax, Cmin and Cav are, respectively, the maximum, minimum and
radially average interfacial concentration. To evaluate the simultaneously effects
of Grashof and Reynolds numbers on the flow and solute distribution, we have
chosen a typical case where the thermal and solutal buoyancy forces are opposite
(in the case which the solvent is heavier than the solute). The Grashof number
depends on Th � Tcð Þ, in our case Ra � 107. This values interval guarantees the
laminar regime (El Ganaoui et al. [21]). The Reynolds number, which represents
the applied coriolis force intensity, varies from 0.1 to 10. The values of the two last
physical sizes are independent.

The physical properties and some input parameters are listed in Tables below
for reference (Tables 1, 2).

a. Effect of Rayleigh Number

For the cases without ampoule rotation, the unsteady state results at different
convection levels are shown in Fig. 2. To better visualize the convection’s effect,
these results were taken at t� ¼ 30 where growth has been stared fs ¼ 0:13ð Þ. In
each plot, the left-hand side represents the iso-concentration lines, while the right-
hand side represents the solidification fraction function contours. Between the two
plots, stream function contours.

In this case, we see the appearance of the mushy zone 0	 fs	 1ð Þ where the
flow is almost absent. This is demonstrated by the fact that the solute’s distribution
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in the mushy zone is almost diffusive. Above the mushy zone, the flow becomes
very important and increases as Rayleigh number increases, which results in poor
solute’s distribution at the interface; liquid-mushy zone.

b. Effect of Reynolds Number

The first observation we can make is that the phase change‘s phenomenon is a
little late in the case of rotation. We have had fs ¼ 0:13 at t� ¼ 49. To demonstrate
the rotation’s effect, we have chosen the case where the convection is well pro-
nounced. By comparing the figures below, we see that the rotation creates a flow in
the mushy zone which was almost absent in the case without rotation (Fig. 4a).
This flow created reviewing the solute‘s distribution at the interface and reduces
the radial segregation (Fig. 3). As the generated flow by the coriolis force is
proportional to Re�1, when the Reynolds number increases, the génerated flow in
the mushy zone decreases. For Re � 1, the convection in the melt becomes weak
and the radial segregation becomes very important at the interface. This is due to
the fact that the forced convection created by rotation and the natural convection
generated by gradient temperature are in confrontation. To ensure well redistri-
bution of solute at the interface, the flow generated by rotation must be sufficiently
greater than that generated by the temperature profile (Fig. 4).

Table 2 Thermo physical
property data used in analysis
[22]

Quantity Symbol Value

Density (kg/m3) q 5.5 9 103

Kinematic
viscosity (m2/s)

m 1.3 9 10-7

Thermal
conductivity (W/0C m)

k 27.8

Specific heat (J/ �C.Kg) cp 390
Thermal expansion

coefficient of (C-1)
bT 5 9 10-4

Solutal expansion
coefficient of (C-1)

bS(mole fraction)-1 -0.3

Diffusion coefficient (m2/s) D 1.3 9 10-8

Partition coefficient kp 0.1
Latent heat (J/kg) DH 460 9 103

Table 1 Experimental input
parameters for the vertical
Bridgman system [22]

Description Symbol Value

Crystal radius (m) R 5 9 10-3

Crystal length (cm) H 70 9 10-3

Pulling rate (m/s) Vg 8 9 10-7

Initial dimensionless concentration C ¼ c=C0 1
Temperature difference (K) DT ¼ Th � Tc 10–103

Gradient temperature length (m) Lg 0.138
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5 Conclusion

The ampoule rotation effect on the flows and dopant segregation in vertical
Bridgman crystal growth is investigated numerically. From the calculated results,
it is clear that a moderate ampoule rotation speed can significantly affect the flows,
solidification fraction and further the dopant mixing. Similar to axially magnetic
damping, the Coriolis force due to ampoule rotation can suppress thermal con-
vection. The flow inhibition by ampoule rotation can be regarded as an extension
of the Taylor-Proudman theorem for inviscid melt. In summary, the ampoule
rotation is believed to have large effects on vertical Bridgman crystal growth.
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Fig. 4 Calculated flow patterns and dopant field for fs ¼ 0:13
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However, how to better control the melt convection and dopant transport by
ampoule rotation still requires further study, mainly, through crystal growth
experiments.
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Discontinuity Detection in the Vibration
Signal of Turning Machines
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and Igor Vujović

Abstract The chapter deals with the detection of discontinuities in the vibration
signal created by a turning machine in soft and hard processes. This chapter
presents an experiment with two embedded piezo-electrical sensors on the turning
machine tool tip. AISI 4140 steel workpieces are used in the experiments to obtain
the analyzed signal. The purpose of the experiment is to identify the nature and
position of rapid changes as a measure of compliance with surface roughness. A
new algorithm for wavelet selection is developed and the procedure proved the
Daubechies wavelet of the 6th order to be the best choice. The proposed algorithm
is based on a new technique of energy matching for wavelets. Due to the algo-
rithm’s efficiency, it is well suited for real time monitoring. Furthermore, it is
possible to build a real time monitoring system based on the digital signal system.
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1 Introduction

The impact of cutting conditions on cutting forces and vibration signals [1]
produces economic costs, making the monitoring of wear in turning operations by
measuring vibration and strain imperative [2]. It is known that wavelets can be
used to detect discontinuities on metal surfaces due to the processing of the insert
in the turning process [3]. The locations of discontinuities correlate with the
damage on the metal surface [4]. Measurement analysis indicates that the Morlet
wavelet is suitable for the illustration of the distribution of amplitude and
frequency of the turned surface. Mexican hat wavelet is suitable for the detection
of significant changes in the vibration signal, indicating surface discontinuities of
the insert [3].

Nowadays, there is a growing demand for autonomous systems for monitoring
critical parameters (tool condition monitoring, TCM) in industry to improve the
efficiency of manufacturing, processes and/or machines. Autonomous or integrated
measurement systems are based on the use of sophisticated microprocessor tech-
nology, which enables laboratory and industrial measurements, monitoring and
classification of critical parameters in real time. These trends are also current in the
turning process [5]. Due to the complexity of the turning process, the processing of
metal by turning has been studied for over a century. Some aspects of process
dynamics are still not sufficiently investigated [1].

The typical processes in turning machine operation are classified by the
following characteristics:

• complex and chaotic behavior due to the non-homogeneous structure of the
insert,

• sensitivity of process parameters, and
• nonlinear relationship between the parameters of process and knife wear and

tear.

In the beginning, the monitoring of the turning process relied on human eyes,
ears and nose, which made it very subjective. Process automation was made
possible by the development of sensors. Monitoring systems have to meet the
following requirements:

• advance error detection in the cutting system and the insert,
• checking and safeguarding the machine process stability,
• keeping the tolerance within parameters, and
• avoiding the malfunctioning of the system.

The goal of every machine processing is to remove as much of the insert’s
volume as possible in the shortest period possible within the required parameters.
In the process, phenomena like chatter occur when for different reasons the blade
becomes separated from the insert during turning, making holes in the material at
the moment of their reunion. The blade can become separated from the insert for a
variety of reasons:
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• low-quality material,
• material with holes,
• blunt blade, etc.

Vibrations occur during machine processing. The vibrations make indentations
on the processed surface. Due to the complexity of machine processing, there is no
direct method with which to predict the result on the insert’s surface. Furthermore,
there are so many parameters to be considered that it would be highly impractical
to take them all into account.

Examples of parameters hard to control or model are:

• process duration changes due to the wear of tools,
• the point of contact between the tool and the insert,
• time and mechanical properties of the system,
• thickness of an insert does not depend solely on vibrations, but also on the

pre-existent surface conditions.

These changes have a direct influence on the deviations from the required
geometrical shape.

This chapter presents an experiment aiming to identify the nature and location
of the discontinuities. The energy of wavelets is used to localize discontinuities in
the vibration signal in order to improve on-line diagnostics. The chapter presents
an original experiment with two embedded piezo-electrical sensors on the turning
machine tool tip.

The chapter is conceived as follows. The theory of wavelets and the engineering
problem are presented in the Sect. 2. In the Sect. 3, an algorithm for wavelet
selection is introduced. The Sect. 4 deals with experimental setup and fifth with
results. The Sect. 5 concludes and summarizes the results and the proposed
method.

2 Theory

Wavelet theory is well known and explained in many references, such as [6–9]. It
was considered almost revolutionary in different applications. Great advances were
made in signal processing and the analysis of 1-D problems [10]. Wavelets were
also hugely successful in the suppression of vibration errors in video signals [11].

Continuous wavelet transform (CWT) is defined by:

CWTða; bÞ ¼ 1ffiffiffi
a
p

Z1

�1

f ðtÞ � w � t � b

a

� �
dt ¼ wa;bðtÞ; f ðtÞ

� �
ð1Þ

where:

• a [ R+ designates the scaling factor (parameter which directly influence
resolution in frequency domain),

Discontinuity Detection in the Vibration Signal of Turning Machines 29



• b [ R designates the position (influences time resolution of the signal),
• f(t) the analyzed signal,
• wa,b(t) basic functions.

Discrete wavelet transform (DWT) was developed for calculations in
discrete-time and computer applications. DWT can be represented as:

Wðs; sÞ ffi
Z

xðtÞ � w�j;kðtÞdt ¼ dj;k ð2Þ

and inverse DWT as:

xðtÞ ¼ 1
c

X1
j¼�1

X1
k¼�1

dj;k � wj;kðtÞ ð3Þ

where the constant, c, equals to:

c ¼
Z1

�1

wðxÞj j
xj j dx ð4Þ

under condition that:

Z1

�1

wðtÞdt ¼ 0: ð5Þ

In this chapter, only orthogonal wavelet basis are tested. It is necessary to limit
the set of wavelet families used, because there is an infinite number of wavelets. It
is known from practice that orthogonal wavelets are best suitable for real-time
applications, which is the goal in this research.

Definition 2.1 [12] If {vj} is a set of orthonormal basis for V, than any w in V can
be written as:

w ¼
Xn

j¼1

w; vj

� �
vj ¼ w; v1h iv1 þ w; v2h iv2 þ . . .þ w; vnh ivn ð6Þ

Definition 2.2 [12] Let W be a finite dimensional subspace of a vector space V
with the Euclidean inner product. If {v1, v2,…, vm} is an orthogonal basis for W,
and u is in V, then:

Pwu ¼
Xm

j¼1

u; vj

� �
vj

vj

�� ��2 ð7Þ
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where Pwu is the orthogonal projection of u on to the subspace W spanned by {v1,
v2,…, vm}.

As can be seen from abovementioned definitions, orthogonal wavelets produce
only diagonal matrices, which save the execution time and therefore it makes them
suitable for engineering applications.

Examples of the orthogonal wavelets are:

• Daubechies,
• symlets and
• coiflets.

An important property of the orthogonal wavelets is the fact that both the
scaling function and the wavelet function have a compact support (finite domain).
Another property of the orthogonal wavelets is the number of vanishing moments
that are equal to zero. The orthogonal wavelet families are used in both the
continuous and the discrete wavelet transform. The orthogonal wavelets are not
regular. Daubechies wavelets are asymmetrical. Symlets are almost completely
symmetrical. Coiflets have scaling and wavelet functions symmetrical.

One can ask why not to develop a novel wavelet. Although it could be done, it
is not necessary, because known wavelets have operated within satisfactory
accuracy. The development of the novel wavelet means the design of new
approximation and detail filters, which might produce better results, but it is
discussible whether it is worth of effort.

An insert processed by the turning machine has a rough surface. The measure of
profile roughness is the mean value of distances from the mid-line and is defined
by:

RA ¼
1
‘

Z‘

0

yj jdx ð8Þ

where:

• RA is the measure of profile roughness,
• ‘ is the insert length,
• y height of the surface point, and
• x surface length element.

In order to monitor and analyze this signal, we need to know something about
the expected spectrum.

An example of a spectrum is shown in Fig. 1. Figure 1 shows the expected
spectrum for the procedure of the deep cut. It is a 3D graph showing amplitude,
frequency and cutting depth. It can be seen that the cutting depth does not vary
significantly at higher frequencies, but it varies considerable at the lower
frequencies. Therefore, it can be concluded that variation of cutting depth can be
expected at the lower frequency bands, which is in the range of the approximation
wavelet coefficients.
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It is important to point out that the location of discontinuities in the vibration
signal correlates with the appearance of damage on the insert.

3 Proposed Solution

After turning, the insert undergoes a surface roughness check, as a measure of
quality of the turning. The turned inserts are placed into boxes and a certain number
of inserts is selected from the box. The surface roughness is measured by randomly
choosing a number of points on the insert at which surface roughness is measured.

The proposed method of processing is actually a diagnostic device, which uses
wavelets to pinpoint the position of all pre-existent changes or changes occurring
on the material during processing, in real time. The surface roughness is no longer
a statistical method, because the wavelets are showing us exactly which insert
needs to be checked. The proposed method is to choose a wavelet best matching a
part of vibration signals. Since vibration signals are always similar, a piece is cut
off and error minimized, i.e. square of difference of the wavelet signal spectrum
and spectrum of the cut-off vibration signal. In our experience, the obtained results
show that db5 (Matlab designation for the Daubechies wavelet with 5 vanishing
moments) is the most suitable for this purpose, i.e. it has the smallest square of
difference.

Since cost-effectiveness is of essence in the capitalist economy, the ‘‘problem’’
with the soft processing of metals is that the processing takes longer and the blade
blunts faster. On the other hand, the positive side of soft processing of metals is
that the chatter effect only occurs on defective materials. The ‘‘problem’’ with soft
turning is that chatter effects are not clearly visible in the vibration signal,
consequently we had to perform some filtering.

Fig. 1 Expected spectrum for procedures of deep cut [13]
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The filtering was performed by taking and filtering only the third and fourth
levels of the decomposition of signals with wavelets by the application of the hard
threshold method, with 2 sigma limits.

The method was used due to the existence of a natural frequency of the blade
and the insert at the third and fourth levels of decomposition, so that when the
blade is separated from the insert, the change is only registered around the natural
frequencies (due to their predominance).

This is the reason why the signal was only reconstructed around s3 (the third
level of decomposition) and s4 (the fourth level of decomposition) to obtain the
position for the execution of quality control. This cannot be seen at other levels of
the decomposition, because in soft processing, since the turning blade is shallowly
set and the speed of turning is low, the chatter effect can only occur in low-quality
materials. The chatters (separations of the blade from the insert) can only be seen
in the environment of resonant frequencies (frequency of the blade), due to their
predominance. The rest is lost in the noise of vibration signals.

The story is completely different in case of rough processing of metal. Since the
blade cuts the material deeper and the processing is fast, the chatter effect is a
frequent occurrence, i.e. the blade can also become separated from the insert due to
the speed of turning. The probability that the material will not pass the surface
roughness control is higher. The filtering is likewise applied and hard threshold
with 2 sigma limits established. All levels of decomposition can be taken into
account, because the separations occur at all levels when the blade is separated
from the insert. Since the resonant frequencies of the blade and the insert are no
longer predominant, chatter spills over the entire spectrum. Besides, if the
approximation signal remaining after the vibration signal is decomposed into 5
levels is examined, spikes (chatters) are immediately discernible in the approxi-
mation signal during rough processing of metal, because approximation signal
actually represents the appearance of the surface of the material after the sepa-
ration of all details (stripping of the resonant frequency of the blade, etc.).

This is extremely important, because apart from the fact that wavelets reveal the
chatter effect, the appearance of the surface after processing can also be discerned
from the vibration signal.

Morlet wavelet is well suited to the description of the distribution of amplitude
and frequency in surfaces processed by the turning machine [3]. Mexican hat
wavelet was proven to be good for the detection of changes in signal causing
discontinuities on the insert’s surface [3]. In this research we developed an
algorithm for the selection of a wavelet best suited to the detection of
discontinuities.

Figure 2 shows the algorithm flow.
The wavelet selection is based on estimation for the cost function, which is the

difference between the energy of a wavelet and the characteristic part of the vibration
signal in time or frequency domain, taking into account the pseudo-frequency of
wavelets in the function of the adopted wavelet. It can be written as [4]:
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e2 ¼
X

n

ŵðxÞ � SðxÞ
� 	2

ð9Þ

The algorithm begins with the selection of the characteristic part of the
vibration signal. The second operation in the algorithm is the suppression of the
‘‘offset’’ component, because wavelets are suited for signals without it. In order to
make comparisons and decisions the signal’s part of interest needs to be
normalized. The decision on the wavelet selection is based on pseudo-frequency,
the method of similarity and square error. For an arbitrary wavelet from library,
the square error is calculated:

Fig. 2 Algorithm for the wavelet selection
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E ŵ; a
� 	

¼
Z

aŵðxÞ � f̂ ðxÞ



 


2dx ð10Þ

The best suited wavelet is the one with minimum square error. For the selected
wavelet, discrete wavelet transform (DWT) is performed and discontinuities in the
signal are detected.

In the research, Daubechies wavelet of the 6th order (Matlab designation db6) is
found to be the best based on the criterion from Eq. (9).

The wavelet pseudo-frequency can be calculated by the following equation:

fps ¼
fc

aDt
ð11Þ

where fps represents the pseudo-frequency of the chosen wavelet, fc represents the
natural frequency of the chosen wavelet, a represents scale factor (which is in this
research equal to 10), and t represents the sampling time. The sampling time can
be obtained by:

Dt ¼ 1
fs
¼ 22:675 ls½ � ð12Þ

4 Experimental Setup

The frequency range of the vibration signal is localized in the audio frequency
band [1, 14, 15]. Data acquisition is performed by Sound Blaster Extigy card,
manufactured by Creative

�
, built into the PC. The PC’s operating system is

Windows XP. The signal is acquired by the application of Cool Edit
�

version 1.1.
The program application packet Matlab

�
is used in the analysis of the measured

vibration signal. The experiment is conducted to identify the nature and location of
discontinuity as measure of roughness. Figure 3 shows the scheme of the exper-
iment. Figure 4 shows the actual appearance of the experimental setup. Inserts of
AISI 4140 steel are used in the experiments to obtain the analyzed signal (Fig. 4,
see material’s sample).

The measurement of the tool’s natural frequency is performed several times.
The average value of the natural frequency is 3.25 [kHz].

Fig. 3 Scheme—experimental setup
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Typical measurement result can be seen in Fig. 5.
It can be seen from Fig. 5 that several considerable frequencies exist. Besides

the spectral component at 3.25 [kHz], there are also components at 1.65, 4.9 and 6
[kHz].

The reason for additional frequency component occurrence can be found in the
fact that there are more modes in the structure of the tool, which are excited by the
pulse excitation used for testing [16].

It is imperative to balance responses of the amplifier and the sensor to see the
influence of the complete measurement system. The total response is obtained by

Fig. 4 Photograph—experimental setup

Fig. 5 Tool’s natural frequency measurement results
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serial connection of all the used sensors and amplifiers. The response is recorded
or viewed at the PC screen or the oscilloscope.

Record of the signal to noise ratio (SNR) is performed to include the influence
of the measurement system to the final results. Figure 6 is the result of the
procedure. It is recorded in the system’s idle. In the state of the idle there are no
interactions between the tool and the insert. It can be concluded that the noise is -

80 [dB], which can be neglected, because it is not the significant impact.
Figure 7 shows the result of the system’s testing to pulse extinction. The

measured response approximately corresponds to the original manufacturer
characteristics. The response frequency of the system is 21 [kHz].

5 Results

This section is divided into 2 parts:

• measured signals, and
• wavelet analysis of the measured signals.

The first subsection shows an example of the experimental results (the vibration
signal). The second subsection deals with the analysis of the obtained vibration
signals.

5.1 Measured Signals

Figure 8 shows the examples of the vibration signals from the experiments. It
can be seen that signals are extremely non-stationary in its nature. Figure 8a
shows the example of measured signals for the soft processing case. In the case

Fig. 6 Recorded SNR of the amplifier used in the measurement system
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of hard processing, the example of the obtained results can be seen in Fig. 8b. It
should be noted that the time index corresponds with real time if multiple by the
sampling rate.

Fig. 8 Example of the vibration signals obtained in the experiments of: a soft processing, b hard
processing

Fig. 7 Measurement’s system response to the pulse extinction
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5.1.1 Soft Processing

The vibration signal in the soft processing is obtained at the tool’s rotation speed
of 1440 revolutions per minute.

The starting diameter of the insert was 40 [mm]. The diameter was 38.2 [mm]
after the processing. Shift was 0.125 mm per revolution.

The average surface’s roughness was 1.790 [lm] after the processing.
Figure 9 shows a time-dependent graph of the vibration signal obtained in the

case of soft processing. 15 [s] is the time span for the signal acquisition.
There is no activity at the beginning of the signal for a 2 [s] time period.

The actuators are engaged after 2 [s].
The contact between the insert and the tool is initiated at 3 [s] from the

beginning of the signal. The insert and the tool are in the contact for additional
9.5 [s]. Then actuator is disengaged.

As can be seen, the signal’s envelope is leveraged during the contact, which is
expected in the case of the soft processing.

Figure 10 shows the spectrum of the corresponding signal vibration from
Fig. 9. One can observe the activity in the signal’s spectrum at the frequency range
from 4 to 6 [kHz]. This activity can be explained as dynamics of cutting in the soft
processing. The spectrum is approximately uniform at the frequencies between
2.5–12 [kHz].

5.1.2 Hard Processing

The signal vibration in the case of the hard processing is obtained at the rotation of
1120 revolutions per minute. The starting diameter of the insert was 40 [mm].
Diameter’s insert was 38.2 [mm] after processing. The shift was 0.224 mm per
revolution. The average surface’s roughness was 1.996 [lm] after the processing.

Figure 11a shows the time-dependent representation of the vibration signal in
the case of the hard processing. Figure 11b shows the corresponding spectrum.

Figure 11a shows that the contact between the tool and the insert is achieved at
t = 2 [s]. The contact is terminated at t = 7.5 [s]. The signal’s acquisition process
has the duration of 10 s in total.

Fig. 9 Time domain representation of the vibration signal for the soft processing case
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Fig. 10 Spectrum of the vibration signal in the soft processing

Fig. 11 The case of the hard processing: a time domain signal, b signal’s spectrum
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Uniformity of the graph points out that the signal’s spectrum is also mostly
uniform. Dynamics of cutting is exposed in the frequency interval from 4 to 6
[kHz]. The difference between the spectrum of the soft processing signal and the
hard processing signal is in the magnitude of the frequency components.

5.1.3 Very Hard Processing

Experiments with very hard processing were performed at the rotation speed of the
head of the tuning machine of 560 revolutions per minute. The start diameter of
the insert was 43.5 [mm]. The diameter after the processing was 32.0 [mm]. The
shift was 0.45 mm per revolution. The average surface roughness was 7.2 [lm].
Figure 12a shows the time-dependent representation of the vibration signal in this
case. Figure 12b shows the corresponding spectrum.

The contact between the insert and the tool’s head is established after 3 s from
the start of the data acquisition process. Figure 12a shows that the envelope of the
vibration signal changes considerable. There are two isolated parts of the signal, at
the time locations t = 1.7 [s] and 2.5 [s]. The isolated areas exhibit the very large
discrepancy in the signal’s amplitude.

Fig. 12 The case of very hard processing: a time domain signal, b signal’s spectrum
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Figure 12b exhibits relatively high activity in the low-frequency part of the
spectrum. There are two areas of high activity:

• from 700 to 2 [kHz] in the low-frequency band, and
• from 4 to 6 [kHz].

The second frequency range represents the natural frequency of the tuning tool.
At this point, it should be pointed out that the obtained vibration signals

correspond in the quality to the referent signals from ‘Bruel & Kjaer’ or ‘Kistler’
sensors [1, 13].

5.2 Wavelet Analysis of the Measured Signals

The analysis of the vibration signal was performed by the discrete wavelet
transform. The Daubechies wavelet of the 6th order was used for the wavelet
decomposition.

Using the proposed algorithm explained in the third section, it is obtained that
the mentioned wavelet is the best for the topic application. Figure 13a shows an
example of the wavelet decomposition. The original signal is decomposed at 6
levels obtaining details and approximations at each level of the decomposition.
Details coefficients are denoted as s1, s2, etc.

The approximation at the sixth level of the decomposition is denoted as a6.
Details are obtained by passing the signal through the low-pass filter.

Approximations are obtained by passing the signal through high-pass filter. At the
second level of the decomposition, instead of the original signal, approximation at
the first level is used. The process is repeated several times. The number of levels
depends on application, type of the wavelet and type of the signal and other
conditions. After all, it can be chosen arbitrary, depending on heuristic knowledge
or what can be lost in the processing. Finally, sets of the wavelet coefficients are
obtained.

Figure 13b shows the scaling and wavelet functions of the db6 wavelet.
Furthermore, discrete decomposition low-pass and high-pass filters are shown.
Reconstruction filters are shown at the bottom of the Fig. 13b.

The fundamental properties of the db6 wavelet are:

• orthogonality, and
• five moments are equal to zero, which means that it approximates the polyno-

mial of the fifth order very well in the approximation coefficients at the last level
of decomposition.

Figure 14 shows an example of the obtained results by illustrating how
wavelets detect a discontinuity in the soft processing of inserts by turning machine.

Figure 14a presents signal, approximation coefficients at level 5 and 5 levels of
wavelet detail coefficients. Therefore, it can be concluded that the output set of the
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Fig. 13 Wavelet decomposition: a output sets of the wavelet decomposition algorithm, b scaling
and wavelet functions for the db6 wavelet
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Fig. 14 Example of the results (soft processing): a wavelet decomposition, b detection in
denoised signal
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coefficients consists of the approximation coefficients at level 5 and 5 levels of
wavelet detail coefficients.

The problem with the representation in Fig. 14a is in the fact that only
experienced eyes can discern detection in this manner of presentation. Therefore,
the signal is denoised by the DWT and the thresholding method. The result is very
clear and shown in Fig. 14b for one decomposition set.

It should be notated that the y-axis values are the magnitudes of the wavelet
coefficients, which are relative values of the correlation in the wavelet domain.
However, X-axis has physical units: [kHz].

The vibration signal (soft processing, Fig. 14a) is decomposed at the five levels
due to dynamics of cutting. Namely, the dynamics of cutting is dominant in the
frequency range between 3 and 6 [kHz]. The mentioned frequency range corre-
sponds to the details coefficients at the third and forth levels (d4 and d3). One can
see the change of amplitude in the details coefficients in the frequency range
between 3.5 and 4 [kHz].

Due to uniformity of the spectral response, it is not possible to make conclu-
sions about existence of the discontinuity in the mentioned frequency range.

The method of the hard thresholding is applied to the details coefficients d3 and
d4. The threshold is set to 85 % of the peak value for the corresponding coeffi-
cients at every level of the decomposition. All remaining coefficients at all the
levels of the decomposition are discarded. The final result is equal to the
approximation and details d3 and d4. The result of such processing is shown in
Fig. 14b.

After the hard thresholding, it can be observed that a discontinuity occurs at the
position 3.5. It can be concluded that the vibration signal obtained by the soft
processing must be thresholded by the hard threshold if we wish to detect
discontinuities. The reason is in the high rotation speed of the tuning machine and
small shift. If the insert and the tool separate, the separation does not manifest
through the entire spectrum, but only through a part of it.

The research is performed only in the frequency range between 3 and 6 [kHz],
because the main dynamics of the cutting is in that range. If some deformation
occurs on the insert’s surface during the processing, the anomaly is not visible in
the entire spectrum.

Figure 15 shows an example of the results of wavelet detection for the hard
processing case.

The vibration signal has a slightly different frequency range of the cutting
dynamic: it is between 2.5 and 6 [kHz]. However, the intensity of the signal is
increased in the entire spectrum. It can be seen from the graphical representation of
the detail coefficients that there are considerable contributions to the details d1 and
d2 at the positions 1.2 and 1.4. It can be concluded that the discontinuities exist at
these positions. If we observe the approximation a5, we can see a considerable
increase in the coefficients’ value at the mentioned positions. The reason is in the
hard processing, because of the velocity of the tuning machine’s head, which is
smaller than in the soft processing.
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Fig. 15 Example of the results (hard processing): a wavelet decomposition, b detection in the
denoised signal (soft thresholding), c detection in the denoised signal (hard thresholding)
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Fig. 16 Scalogram obtained in the soft processing: a 2D representation, b 3D representation
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However, more materials are removed from the insert in the hard processing. If
the tool and the insert separate, the damage of the surface manifests itself by the
occurrence of the discontinuities. These discontinuities are precisely located by the
DWT after the soft thresholding procedure. Figure 15c shows what happens if we
use hard thresholding in the case of hard processing (there are no detections of the
discontinuities).

From the Fig. 15b, it can be seen that there are two dominant discontinuities
and smaller discontinuities in the neighborhoods. Finally, it can be concluded that
the tool and the insert separate in the hard processing of the used metal.

Fig. 17 Scalogram obtained in the hard processing: a 2D representation, b 3D representation
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In both cases (Figs. 14 and 15) it can be seen that denoising of the signal plays a
vital role in the understanding of the results.

Figure 16 shows the scalogram of the soft processing around t = 8.7 [s].
Figure 16a shows a 2D representation and Fig. 16b a 3D representation.

Figure 17 shows the scalogram for the hard processing.
Figure 18 shows the same for the very hard processing.
Figure 19 shows the scalogram for the very hard processing with a different

vibration signal.

Fig. 18 Scalogram obtained in the very hard processing: a 2D representation, b 3D
representation
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Fig. 19 Scalogram obtained in the very hard processing (different signal): a 2D representation,
b 3D representation
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6 Conclusion

Discontinuities in the vibration signal are detected by the application of the DWT.
Research has shown that the wavelet selection influences DWT results. Wavelets
greatly influence the classification of results. Correct wavelet selection improves
diagnostics. It also greatly influences real-time performance, due to the rapid
convergence of the DWT.

The location of the discontinuity in the vibration signal correlates with the
occurrence of damage on the surface of the processed insert. In the chapter, the
possibility of precise localization of the discontinuity in the vibration signal is
confirmed in case of wavelet usage. Therefore, better diagnostics are achieved.
Significant economic savings are made possible by the procedure.

The chapter can be summarized into four points:

• DWT selection methodology (due to this being a vibration signal and quality
control is performed by the means of surface roughness);

• wavelet selection methodology (spectrum minimization);
• signal filtering in search of holes influencing quality control;
• approximation signal represents the appearance of the metal surface after

turning, provided that the signal is obtained from the sufficient number of
samples.

A.1 7 Appendix 1: General Mathematical Conditions
for the Selection of the Wavelet

There are four conditions, which have to be fulfilled by the scaling function, u(t),
in order to be considered as the solution:

1. for t 2 R: /ðtÞk k ¼ 1

2.
P

k
/̂ xþ 2kpð Þ



 


2 ¼ 1

3. lim
j!1

/̂ 2�jxð Þ ¼ 1

4. /̂ð2xÞ ¼ ĤðxÞ � /̂ðxÞ

where:

– /̂ is the Fourier transform of the function u,
– Ĥ is the frequency response of the low-pass filter in form:
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ĤðxÞ ¼
X

k

hðkÞ � e�ixk: ð13Þ

Furthermore, u(t) is defined for the orthonormal case in L2(R) vector space.
The first condition is the general condition of the orthogonality. The second

condition is the Poisson’s equation, which is equal to orthogonality property for
the shifted scaling function, u(t - k), where k [ Z. The third condition is the
un-interruption property (the function is continuous) in x = 0. The fourth
condition is the so called dilatation equation.

It should be notice that the low-pass filter, H, and the high-pass filter, G, should
be in the following relationship for all frequencies:

ĜðxÞ ¼ eix � �̂Hðxþ pÞ: ð14Þ

Functions Ĝ and Ĥ are the periodic functions with period 2p.

A.2 8 Appendix 2: Conditions for the Amplitude
and Phase of the Chosen Wavelet’s Spectrum

By the multiresolution theory, the spectrum of the frequency limited scaling
function has the compact domain in the interval �xm; xmh i, where xm ¼ pþ a
and 0� a� p

3.

The corresponding wavelet function, ŵðxÞ



 


, can be expressed with the scaling

function with the substitution:

gðxÞ ¼ /̂ðxÞ



 


: ð15Þ

The obtained expression is more appropriate for further considerations:

ŵðxÞ



 


 ¼

0 0� xj j\p� a
gð2p� xÞ p� a� xj j\pþ a
1 pþ a� xj j\2p� 2a
g x

2

� �
2p� 2a� xj j\2pþ 2a

0 2pþ 2a� xj j

8>>>><
>>>>:

ð16Þ

From the above equation, it can be concluded that g(x) is a positive function.
The orthonormal wavelet defined with Eq. (16) has the compact domain, which
varies due to parameter a selection. For a = 0, frequency is the interval between p
and 2p. For a ¼ p

3, the frequency range is: 2p
3 ;

8p
3


 �
.

The necessary condition for the chosen wavelet is the value of the parameter a,
which must be equal to p

3 to satisfy the condition for the amplitude.
In order to derive the phase condition, we start with the relationship between

the wavelet and the scaling function:
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ŵð2xÞ ¼ eix � �̂Hðxþ pÞ � /̂ðxÞ ð17Þ

Equation (17) can be written as Eqs. (18–20):

ĤðxÞ ¼ /̂ð2xÞ
/̂ðxÞ

ð18Þ

Ĥðxþ pÞ ¼ /̂ð2xþ 2pÞ
/̂ðxþ pÞ

ð19Þ

�̂Hðxþ pÞ ¼
�̂/ð2xþ 2pÞ
�̂/ðxþ pÞ

ð20Þ

Combining Eqs. (17) and (20), it can be written:

ŵð2xÞ ¼ eix2 �
�̂/ð2xþ 2pÞ
�̂/ðxþ pÞ

� /̂ðxÞ ð21Þ

or:

ŵðxÞ ¼ eix2 �
�̂/ðxþ 2pÞ
�̂/ x

2 þ p
� � � /̂ x

2

� 	
ð22Þ

From Eq. (22), the phase of the wavelet function can be written as:

hwðxÞ ¼
x
2
� h/ðxþ 2pÞ þ h/

x
2
þ p

� 	
þ h/

x
2

� 	
ð23Þ

where:

• hw is the phase of the ŵ function, and

• h/ is the phase of the /̂ function.

Due to periodicity of the Ĥ function, the phase of the /̂ function satisfy the
following equation:

h/ð2xÞ � h/ðxÞ þ h/ð4p� 2xÞ � h/ð2p� xÞ ¼ 0 ð24Þ

Equation (24) is the phase condition for the wavelet choice.
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Visualization of Global Illumination
Variations in Motion Segmentation

Igor Vujović, Ivica Kuzmanić, Joško Šoda
and Slobodan Marko Beroš

Abstract Motion segmentation is the most important part in many applications,
such as surveillance, security, monitoring, recognition, etc. The presented research
deals with short-term illumination variations in video streams. Illumination vari-
ations influence values of pixels and greatly impact the segmentation mask
obtained as a part of a motion detection algorithm. In order to subjectively visu-
alize the extent of variations, these must be emphasized. The chapter presents a
wavelet energy model based algorithm which detects and emphasizes illumination
variations.

Keywords Wavelet transform � Motion detection � Illumination variation

1 Introduction

Global illumination changes are a non-stationary phenomenon preventing correct
segmentation of motion. This presents a problem in any application using video
stream, i.e. surveillance, quality control, monitoring of engines or processes,
vision-based control, pattern or face recognition, etc.
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The phenomenon may be caused by a number of things such as:

• camera’s self adjust or other technical reasons,
• normal oscillations in source intensity,
• object that covers a part of the image or source affecting global and/or local

illumination change, etc.

For example, oscillations of a natural source may be caused by a ‘‘light pro-
duction process’’ in the sun, atmospheric conditions or occurrences. Variations in
illumination of an artificial source may be caused, for example, by variations of
network voltage.

The problem of illumination variations is real in both outdoor and indoor
applications [1, 2]. Illumination variations present a problem even in security
applications, as shown for example in [1], where face recognition is considered.
Robust character region extraction is under influence of variations in illumination,
as shown in [2]. Suppression of illumination variations is discussed in many
papers, e.g. in [3, 4] due to their influence on algorithm performance. However,
visualizing the variations by brushing [5] or some other technique is unusual.

The problem with defining variations is that they occur in both the foreground
and the background. Therefore, selecting proper threshold is not enough for
visualization. It would be ideal to choose different thresholds for background and
foreground, but due to illumination variations the borders between them are
impossible to establish by automated methods, leaving us with a vicious circle. On
the other hand, manual segmentation is not acceptable due to speed and extent
work required for a human operator.

Change detection algorithms have been proposed in order to reduce the effect of
varying illuminations [3, 6–9]. Spatially invariant models are produced by
applying change detection algorithms on analyzed visual data. These models
reduce illumination variations and consequently reduce the effects of sudden
illumination changes. The algorithm’s drawback is that it produces double
detections. Another approach, a hybrid strategy [3] has been proposed and
implemented in order to reduce illumination variations. The advantage of using a
hybrid strategy is efficiency of the algorithm. The main drawback is inefficient
background removal.

In order to suppress illumination variations, an adaptive background mixture
model is presented in [6]. The application of the proposed algorithm was in real-
time tracking.

Anomalous in motion detection caused by illumination variations are consid-
ered in [7]. Change detectors of two types were quantitatively compared. The
change detectors were based on a quadratic covariance.

The influence of the variations in illumination to the motion detection is cov-
ered in [8]. The change detection approach was applied. However, this was applied
to a low frame-rate video due to application constrains in computer power.

The influence of change detection to the global thresholding in the image
(frame) is considered in [9].
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However, these models are not used to isolate illumination variations. It can be
said that these models detect variations in illumination in implicit form. Moreover,
these models do not extract illumination variations and annul their effect. Rather it
can be said that these models use statistics to annul the data for which there is a
reasonable doubt that there are illumination variations.

The simple reason for visualization of variations in illumination is to see how
they look like, and eventually, subtract them from the foreground. The first stage is
to see their influence on the foreground, which is the scope of the chapter.
Improvements are made by wavelet transform (WT) or discrete wavelet transform
(DWT) to be precise.

The DWT is used for purposes of achievement of computer implementation
efficiency. The DWT is implemented by lifting steps to further increase execution
speed and this implementation is called lifting wavelet transform (LWT). The lifting
implementation is significantly faster than filter-banks implementation of WT due to
simplified calculations. The simplifications allowed the development of program-
ming solutions capable of being executed much faster on a digital computer.

The chapter is organized as follows.
In the second section we discuss some implementation issues of the theory of

wavelets and a model of illumination variations.
The third section describes the proposed technique and algorithm steps.
Results are presented in the fourth section along with experimental equipment

and mathematical expressions necessary to understand and interpret the results.
The final section is the conclusion.

2 Theory

In this section, two issues are dealt with:

• wavelet transform as a tool for the execution of task, and
• the mathematical model of variations.

Like in any research, it is important to choose tools appropriately and to explain
others why to use the chosen tool. Therefore, the first part of the Sect. 2.1 explains
the choice of transform and theory regarding it.

To achieve the results, a model of variations should be introduced. The model
should use mathematics and should be programmable and implementable in the
digital computer. Therefore, the second part of the Sect. 2.2 explains the model used.

2.1 Wavelets

The basic theory of wavelets is well known and presented in numerous publica-
tions, e.g. in [10–12] and there is no need for repetition. Since some new
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transforms have been introduced in the last decade, it is important to establish the
reason for not using some other transform for the particular problem. The com-
parison of new wavelet-like transforms and wavelets, with application in video
surveillance is presented, explained and illustrated in [13]. The reason is explained
in more details at the end of the Sect. 2.1.

When a problem appears, the first step is to choose a manner of its solution. For
example, one might ask oneself why to use wavelets. Wavelets exhibit huge
success in one-dimensional problems of signal processing and analysis. However,
the problem of illumination variation can be considered one-dimensional if only
the dimension of time is taken into account. In that case, every pixel is independent
of its neighbors and its value is time-dependant. This approach can be promising if
we are merely interested in image processing, instead of a deep analysis. This is
due to the fact that some complex scene situations can result in space-dependence
of pixel values. Therefore, multi-dimensional dependence occurs.

Therefore, two types of LWT or DWT can be used:

• two-dimensional (2D) or
• two-dimensional plus time (2D ? T) as the third dimension.

It should be noted that 2D LWT or 2D DWT are used in image processing
applications. 1D LWT or DWT is used for data which have time and, for example,
amplitude. That means 1D is actual a two-dimensional and 2D a three-dimensional
transform.

When using 2D LWT, indexed time should be incorporated by some other way,
such as in memory-based motion detection algorithms [4, 14, 15] or some sort of
Kalman filtering. In memory-based motion detection algorithms accumulator of
frames is used to average the influence of illumination variations [15]. Such
algorithms have the advantage of faster execution after initialization. Four wavelet
techniques for the improvements are introduced in [14]. The advantage of the 2D
approach is in fact that there are several standard open source, standard or com-
mercial codes available in evaluation of such algorithms [16].

Figure 1 illustrates a MBMD method. It can be seen that time is incorporated by
averaging operation.

On the other hand, 2D ? T methods are more suitable for off-line applications.
In such a case, it is often the case that recorded video sequence is frequently
analyzed in its entirety. 2D ? T methods have less publicly available open source
codes, making it harder for researchers to compare and evaluate new and older
algorithms [17]. 2D ? T transforms can be realized in two manners:

• time decomposition first, and
• spatial decomposition first.

Figure 2 illustrates the ‘‘time first’’ method.
In the ‘‘time first’’ procedure, decomposition is executed in the time dimension

and then in spatial dimension. Spatial decomposition results in approximation and
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details. In case of the wavelet transform, a spatial decomposition results in the
corresponding low-frequency and high-frequency coefficients.

Advances in science and technology have brought about new transforms suit-
able for some purposes, which could be used in this application as well. Generally
speaking, there are several new transforms which could be used for image pro-
cessing, which have proved to be better than wavelets in the considered applica-
tions [18–21], but are not better in general. There are wavelet-inspired transforms
with wrapped or rotated wavelet basis. If different tilling is used, other transforms
are obtained. For example [13, 22]:

Original video
    sequence

Approx.
  (LF)

Details
  (HF)

Approx.
  (LF)

Details
  (HF)

Approx.
  (LF)

Details
  (HF)

Approx.
  (LF)

Details
  (HF)

Spatial
decomposition

Sumation in resulting buffer 
(influence of time 
difference is averaged)

Approx.
  (LF)

Details
  (HF)

Fig. 1 Illustration of the MBMD method
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• a directional wavelet transform is obtained if we divide the corona into a con-
stant number regardless of scale,

• a ridgelet transform is obtained by subdividing each dyadic corona into C � 2j

angles, where 2j is the scale of the transform and C the corresponding
coefficient,

• a Gabor analysis is obtained if we substitute coronae with fixed width for dyadic
coronae.

Furthermore, an adaptive partitioning of the frequency plane can be created,
which best matches the features of the analyzed signal. This is the construction of
so called ridgelet packets [13].

However, this could be seen as using a sledge hammer to kill an ant.
Yet another problem is the issue of the duration of a desired operation. If the

transform requires significantly more time to process than the WT, then the WT
could be considered nevertheless. This is due to need to operate in real-time
conditions and with the considerable frame rate.

However, the duration problems of new wavelet-inspired transforms are not
caused by extensive operations required, but rather by programming solutions. It
could be expected that these issues will be solved in future.
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    sequence

frames

Decomposition
in time 
dimension
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  (LF)

Details
  (HF)
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  (HF)

Spatial
decomposition

Fig. 2 Illustration of 2D ? T decomposition of the video signal
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2.2 Illumination Variations Model

Several issues have to be taken into account when developing the model of illu-
mination variations. The first one seems trivial at first glance.

The first issue is how to define the phrase short-term in the variation illumi-
nation phenomenon. It can be defined in terms of time or number of frames. The
latter depends on the computer’s clock, which differs from computer to computer.
The first, time, is appropriate for physical evaluation and is in absolute measure.
However, computers operate in discrete time, which is the number of frames (or
indexed time). If we consider an average present-day PC, illumination variation
can last one or two frames.

Of course, another variation can occur almost immediately. So, there is no
certain ground truth. This is a problem, because many scientists ask for compar-
ison with publicly available ground truth data. However, they are unaware that all
video-sequences are contaminated with variation illumination.

The human visual system can compensate for variation illuminations and we
see a ‘‘clear’’ image. However, machine/robot/computer vision algorithms cannot
compensate for illumination variations, which greatly influence their performance.

Illuminations are modeled in [4, 23, 24].
The image gray value level I(x, y) is assumed to be proportional to the product

of reflectance r(x, y) and illumination e(x, y) [24]:

I x; yð Þ ¼ r x; yð Þ � e x; yð Þ ð1Þ

Of course, Eq. (1) is a way to describe any arbitrary or random noise. There is
no way to calculate the actual noise except experimentally, by establishing the
differences between supposedly identical images.

In case of color images, the matrix I has an additional dimension and Eq. (1)
can be modified as follows:

I x; y; cð Þ ¼ r x; y; cð Þ � e x; y; cð Þ ð2Þ

where c is the color dimension. In the case of a RGB color space, every plane of
I is influenced by variation illuminations. In the case of the HSI color space, only
the intensity plane is influenced by variations. Therefore, the number of operations
will be reduced to 1/3 if HSI is used instead of RGB.

Therefore, the choice of the color-space could be an issue.
For further consideration, it is assumed that one of the two neighboring frames

is free of variations in illumination. Additive Gaussian noise is present in both
frames. In this case, the two images can be expressed by the following equation
introduced in [1]:

I x; y; nð Þ ¼ S x; y; nð Þ þ g x; y; nð Þ ð3Þ

I x; y; nþ 1ð Þ ¼ S x; y; nþ 1ð Þ þ g x; y; nþ 1ð Þ þ f x; y; nþ 1ð Þ ð4Þ
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where:

• n is the time index,
• I(n) is an nth frame (frame in time t),
• I(n ? 1) is an (n ? 1)th frame (frame in time t ? DT),
• S(n) is the projection of the scene onto the image plane in the nth frame (nth

time index)
• S(n ? 1) is the projection of the scene onto the image plane in the (n ? 1)th

frame (or corresponding time index),
• g(n) is the additive Gaussian noise in the nth frame,
• g(n ? 1) is the additive Gaussian noise in the (n ? 1)th frame, and
• n(n ? 1) is an additive and a multiplicative illumination variation.

The complexity of situation can be seen if Eqs. (3) and (4) are rewritten for
color spaces:

I x; y; c; nð Þ ¼ S x; y; c; nð Þ þ g x; y; c; nð Þ ð5Þ

I x; y; c; nþ 1ð Þ ¼ S x; y; c; nþ 1ð Þ þ g x; y; c; nþ 1ð Þ þ f x; y; c; nþ 1ð Þ ð6Þ

It can be seen that I depends on four variables:

• 2 space coordinates,
• one color dimension, and
• time frame.

Additive and multiplicative variations consist of two components [1]:

f x; y; c; nþ 1ð Þ ¼ aþ b� S x; y; c; nþ 1ð Þ ð7Þ

where:

• a can be considered as DC-offset or constant brightness change (positive or
negative) at global level,

• the constant b describes the extent of global changes in illumination.

Therefore, image differences should exhibit the phenomenon of artifacts. The
(n ? i)th frame can be described as:

I x; y; c; nþ ið Þ ¼ S x; y; c; nþ ið Þ þ g x; y; c; nþ ið Þ þ f x; y; c; nþ ið Þ ð8Þ

If all the images are supposed to be the same (as in the case of a stationary
scene), then:

S x; y; c; nð Þ ¼ S x; y; c; nþ 1ð Þ ¼ S x; y; c; nþ ið Þ ð9Þ

By summing all the images into the so called training sequence, we obtain:
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XN�1

i¼0

Iðx; y; c; nþ iÞ ¼
XN�1

i¼0

Sðx; y; c; nþ iÞ

þ
XN�1

i¼0

gðx; y; c; nþ iÞ þ
XN�1

i¼0

nðx; y; c; nþ iÞ
ð10Þ

and since:

XN�1

i¼0

Sðx; y; c; nþ iÞ ¼ N � Sðx; y; c; nÞ ð11Þ

It can be written:

XN�1

i¼0

Iðx; y; c; nþ iÞ ¼ N � Sðx; y; c; nÞ

þ
XN�1

i¼0

gðx; y; c; nþ iÞ þ
XN�1

i¼0

nðx; y; c; nþ iÞ
ð12Þ

For capital N (large N means large training sequence for stationary scene),
illumination variations are averaged to zero:

XN�1

i¼0

nðx; y; c; nþ iÞ ¼ 0 ð13Þ

Therefore, illumination variations are eliminated and Eq. (12) reduces to the
following form:

XN�1

i¼0

Iðx; y; c; nþ iÞ ¼ N � Sðx; y; c; nÞ þ
XN�1

i¼0

gðx; y; c; nþ iÞ ð14Þ

An analogue analysis can be applied to the expression for noise,PN�1
i¼0 gðx; y; c; nþ iÞ, which has zero-mean variance [25].
As can be concluded, the phenomenon of interest disappears if a large sequence

is used in a stationary scene.
The problem cannot disappear in a dynamic scene or when using a moving

camera, such as in satellites, robots, autonomous vehicles, etc. This fact makes it
even more difficult to find a solution if a dynamic scene of moving camera is used.
Therefore, the proposed technique deals only with stationary camera problems.

In order to use a moving camera, a sort of camera compensation could be
integrated in the proposed technique as additional module. Alternatively, large and
small accumulators can be used:

• the large one instead of the background model and
• the small one instead of the accumulator for illumination variations suppression.

This could be a way for further researches.
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3 Proposed Technique

Parseval relation, which links energy in different domains, is the basis of the
proposed technique. In short, Parseval proved that time convolution (integration in
time domain) can be replaced by the summation of squared frequency components
of the spectra (frequency domain) or by the inner product (in wavelet domain) and
the result will be the same. Particularly, the relation deals with the calculation of
power/energy.

Since there are several definitions of this relation, depending on application
area and domain used, we will use Definition 3.1 that covers all important vari-
ations of the relation.

Standard signal processing nomenclature is used in the definition.

Definition 3.1 Reference [4] If f and h are in L1(R)\L2(R), then following defi-
nitions are valid:

1. Parseval’s expression is:

Zþ1

�1

f ðtÞh�ðtÞdt ¼ 1
2p

Zþ1

�1

f̂ ðxÞĥ�ðxÞdx ð15Þ

where f̂ and ĥ are Fourier’s transformants of f(t) and h(t).
2. If f = h follows so called Plancher’s expression:

Zþ1

�1

f ðtÞj j2dt ¼ 1
2p

Zþ1

�1

f̂ ðxÞ
�� ��2dx ð16Þ

3. Energy of signal can be calculated from the time-domain as well as from the
frequency-domain as an integral in time interval or as sum of energies of discrete
spectrum components, if discrete Fourier transform (DFT) is known:

1
2p

Zp

�p

Xþ1
n¼�1

f ðnÞe�jxn

" #
F� ejxn
� �

dx ¼
Xþ1

n¼�1
f ðnÞj j2 ð17Þ

4. If the properties of the frequency convolution of the DFT are used, we arrive
at the following expression:

XN�1

n¼0

f ðnÞf ðnÞe�jkn ¼ 1
N

XN�1

i¼0

FðiÞFðk � iÞ ð18Þ

If we assume that k = 0, it can be stated that:

XN�1

n¼0

f 2ðnÞ ¼ 1
N

XN�1

i¼0

FðiÞFð�iÞ ¼ 1
N

XN�1

i¼0

FðiÞj j2 ð19Þ
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These results allow the density spectra of discrete energy or the estimate of the
spectral pediogram to be defined as:

SðkÞ ¼ FðkÞj j2 for 0� k�N � 1 ð20Þ

The idea of illumination variation visualization originates from the motion
detection algorithm with the suppression of the previously mentioned variations
[4]. If the algorithm from [4] can suppress the variations, the logical conclusion is
that variations can be detected in an indirect manner. Therefore, the process of
variation detection should be used, but the opposite should be done after the
detection. Instead of suppression, the variations should be emphasized.

Figure 3 shows the overall flow diagram of the proposed technique.
The input of the proposed algorithm is the camera data obtained in a present

time frame denoted with n.
The initialization of the algorithm includes an analysis of the scene for the

formation of the background model and the initial accumulator. The background
model is formed by calculating the average energy for every position in the scene
without motions. It is explained in Sect. 2.2 that averaging eliminates noises and

Background 
    model

Accumulation     Current 
frame energy

--

-

Scaling

Recolloring

     Output: 
visualization 
   (screen)

Current frame from camera

Update

Delay

Fig. 3 Overall flow diagram
of the proposed technique
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illumination variations. Therefore, the background model is a variation-free and
noise-free representation of a static scene when there are no motions.

It is important to have a variation-free representation of the scene to detect the
variations in illumination.

Using Parseval relation, the single pixel energy of all frames at position k in
training sequence is calculated as [4]:

Eðx; y; cÞ ¼ 1
N

XN

k¼1

Iw1ðx; y; c; kÞj j2þ Iw2ðx; y; c; kÞj j2
� �

ð21Þ

where x, y are spatial coordinates of pixel, c designation of the color, and k is a
discrete-time index which is equal to the frame sequence number in training
sequence. Iw1 is an approximation coefficient obtained from applying the DWT
transform with mother wavelet 1 at position (x, y) of frame k, and Iw2 is an
approximation coefficient obtained from applying the DWT transform with mother
wavelet 2 at position (x, y) of frame k.

Since only general indication ‘‘mother wavelet 1’’ and ‘‘mother wavelet 2’’ are
used, it should be noted that the problem of choosing wavelets is a topic which
could be elaborated both in an intuitive and mathematical manner. Both manners
require significant space and could raise different issues and controversies. This is
a sensitive matter and includes the area of application and specific conditions
which the application requires. It could be defined by a number of vanishing
moments in a chosen mother wavelet. Therefore some space should be devoted to
discussing the choice.

Two wavelets can be chosen to meet different needs, such as in [26], where the
percentage of the correct detections (both foreground and background pixels) in
the total number of pixels in the frame and time of execution were the two criteria
considered.

By analogy, one criterion could be illumination variation detection and the
other duration. The optimum wavelet selection solution could be arrived at by
ranking mother wavelet pairs according to both criteria and determining the total
best rank [24]. Another approach is to use an error minimization procedure, such
as the well-known mean square error (MSE) or its equivalent.

The referent single pixel energy at position (x, y) is determined by normalizing
(21) with the maximum value of E. Matrix E is the 3-D. It consists of pixel
energies. It is built in three layers expressed by Eqs. (22, 23) and (24).

Equation (22) represents the red channel energies by pixels, where the value of
the position (1, 1) represents the red channel energy for the pixel at the position (1,
1) in the corresponding image. The value in the position (1, 2) represents the red
channel energy for the pixel at the position (1, 2) in the corresponding image, etc.

Therefore, Eq. (22) may be expressed as matrix:
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Eð:; :; rÞ ¼

Eð1; 1; rÞ Eð1; 2; rÞ � � � Eð1;m; rÞ
Eð2; 1; rÞ Eð2; 2; rÞ � � � Eð2;m; rÞ

..

. ..
. ..

. ..
.

Eðn; 1; rÞ Eðn; 2; rÞ Eðn;m; rÞ

2
6664

3
7775 ð22Þ

Equation (23) represents green channel energies by pixels, where the value at
the position (i, j) represents the green channel energy for the pixel at position (i, j):

Eð:; :; gÞ ¼

Eð1; 1; gÞ Eð1; 2; gÞ � � � Eð1;m; gÞ
Eð2; 1; gÞ Eð2; 2; gÞ � � � Eð2;m; gÞ

..

. ..
. ..

. ..
.

Eðn; 1; gÞ Eðn; 2; gÞ Eðn;m; gÞ

2
6664

3
7775 ð23Þ

Equation (24) represents blue channel energies by pixels, where the value at the
position (i, j) represents the green channel energy for the pixel at the position (i, j).
It should be noted that:

• i = {1, 2, …, n} and
• j = {1, 2, …, m}.

The n and m are dimensions of the image, or, to be precise, the number or rows
and columns of the image.

Eð:; :; bÞ ¼

Eð1; 1; bÞ Eð1; 2; bÞ � � � Eð1;m; bÞ
Eð2; 1; bÞ Eð2; 2; bÞ � � � Eð2;m; bÞ

..

. ..
. ..

. ..
.

Eðn; 1; bÞ Eðn; 2; bÞ Eðn;m; bÞ

2
6664

3
7775 ð24Þ

The 3D matrix is then given with layers defined in (22–24) with the relation
(25), which defines the final dimension of the matrix E:

E ¼
Eð:; :; rÞ
Eð:; :; gÞ
Eð:; :; bÞ

2
4

3
5 ð25Þ

where r (red), g (green), b (blue) denote the color space dimensions. Taking into
account the positions of the layers in matrix (25), we can conclude that:

• r = 1,
• g = 2, and
• b = 3.

The second block in the algorithm, which is initialized first, is the accumulator
(in some references expression buffer is also used for similar operation). It also
contains the energies for the corresponding pixels for L frames, where the last
frame is the frame in (k-1) time if the current frame is designated as k.
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L depends on the heuristic experience of the operator. It cannot be too large
because of the reaction time. Furthermore, there is the real danger that motion will
be mistaken for noise and suppressed by the averaging process. Therefore, the
choice of L is limited to several frames.

The accumulator equals:

Eaccumðx; y; cÞ ¼
1
L

XL

k¼1

Iw1ðx; y; c; kÞj j2þ Iw2ðx; y; c; kÞj j2
� �

ð26Þ

where Eaccum (x, y, c) is the energy of the accumulator, which replaces the current
frame in the background subtraction part of the algorithm. It corresponds to the
current frame pixel at the spatial coordinates (x, y) for the color c. The number
k corresponds to the frame number from 1 to L. The equation can be described in
matrix form as well.

The energy of the current frame is calculated similarly to (21):

Ecurrentðx; y; cÞ ¼ Iw1ðx; y; c; kÞj j2þ Iw2ðx; y; c; kÞj j2 ð27Þ

All subtractions are performed by taking into account the absolute value of the
results. By subtracting background and accumulator, reliable motion detection is
obtained and the result is free of variations in illumination.

Motion without var ¼ Eaccum � Ej j ð28Þ

By subtracting the current energy and background model, the motions with
illumination variations are extracted:

Motion with var ¼ Ecurrent � Ej j ð29Þ

The third subtraction includes the previous two differences. The motion without
and with illumination variations is subtracted in the third subtraction and the result
should be, in theory, only the variations:

Variations ¼ Motion with var �Motion without varj j ð30Þ

The obtained results are scaled, because the results are of small values and
difficult to visualize in the human visual system:

Output ¼ Variation � Scale ð31Þ

where Scale [ 1, because we want magnification.
If smaller values of the matrix Output are needed, then Scale should have a

value smaller than 1. In practice, this situation should never happen.
It is important to point out that the Scale is a constant number and not the vector

of any dimension.
Finally, the resulting image is re-colored in order to emphasize the variations.

The output of the described operation is seen on the screen as visualization of the
calculated matrix Output_ final:
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Output final ¼ Output � Recoloring matrix½ � ð32Þ

The background model is updated by the application of the supposed variation-
free version of segmented motion by having the areas of the image with motion
excluded from updating and the areas without motion taken into account in the
recalculation of the background model as:

Enew ¼
E � ðN�1Þ

N þ Iw1ðx; y; c; kÞj j2
�

þ Iw2ðx; y; c; kÞj j2
�
� 1

N ; for pixels without motion

E; . . . pixels with motion

8>>><
>>>:

ð33Þ

where:

• N�1
N is the weight of the old energy matrix in the new energy matrix, and

• 1
N is the weight of current’s frame energy.

These two weights are used to refresh energies for the corresponding pixels
without motion (background pixels):

The energy of the background model is not changed for the corresponding
pixels with motion (foreground pixels). The choice which pixel is the motion pixel,
automatic motion detection is used.

The constant N is the length of the accumulator used for calculation of the
energy and variations suppression. The matrix E has the same dimensions as the
matrix of the wavelet coefficients at the same level of decomposition.

The quality of the final element in the proposed algorithm is very subjective,
because humans have to see the visualized resulting image on the screen. It is even
harder if the output unit is a printer.

The output visualization should be adjusted to the screen characteristics. It is
custom to adjust the output image according to a standard output screen and not to
user’s specific screen.

In theory, as shown in Sect. 2.2, this procedure should eliminate noise and
illumination variations.

The parallel computing should segment motion with variations.
The final result should be the extraction of illumination variations.
In order to confirm the theoretical consideration, experiments were performed

and results presented in the following section.

4 Results

This section is separated in two subsections:

• experimental setup, which describes in short the used equipment and software, and
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• results and the math used for programming, where the results are presented in
figures.

The software and hardware used in the experiments are mentioned in the first
subsection. This is important, because equipment can greatly influence the results.

The second subsection presents results in form of obtained images. Further-
more, mathematical equations used to program the computer are also given and
explained.

4.1 Experimental Setup

The experimental settings for hardware and software are as follows:

• the input image is in RGB color space with a resolution of 576 9 720 pixels,
• the input image is obtained by the analog camera (namely, Samsung SDC-410),
• frame grabber card PlayTVMobile PCMCIA Type II TV Turner Card, Pixel-

View PV-A510C(FR) is used to connect analog data from the analog camera
with the digital computer,

• test configuration includes Intel Core 2 Duo CPU, T7300 @ 2.00 GHz,
1.18 GHz and 0.99 GB RAM, HDD 140 GB,

• operation system is MS Windows XP, Service Pack 3,
• application software is: Matlab R2007a
• toolboxes used in Matlab are:

– Wavelet Toolbox 4.0,
– Image Acquisition Toolbox 2.1, and
– Image Processing Toolbox 5.4.

Several scenes and sequences were used in the experiments to insure more
generality.

It has to be pointed out that presented images are not the only images, but just
the chosen examples from the research results.

In order to experiment with the same images and obtain better results, the video
sequence is recorded via Matlab in a Matlab-compatible data format. The analog
camera was connected to the computer via frame grabber. The situation was real
laboratory. The illumination was artificial. Recorded data were used for research in
order to find a better solution for the implementation issues.

Figure 4 shows an example of the input image (randomly chosen from the
recorded video sequence).
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4.2 Results and the Math Used for Programming

If Fig. 4 is subtracted from the reference and thresholded in such a way that the
lowest 10 % of image difference pixels are replaced with zeros, we obtain Fig. 5.
The size of images does not match, because we presented wavelet approximation
of the sourced image (which means reduction by 2 in dimensions). Figure 5a can
be expressed as (34):

Figure ¼ image difference for image differencej j � 0:1
0 for image differencej j\0:1

�
ð34Þ

where 0.1 is the threshold value.
To see the difference between color channels, R, G and B channels are pre-

sented as a matrix from the left to the right:

Figure ¼ R channel G channel B channel½ � ð35Þ

where 576 9 720 is the size of every channel.
So, the spatial coordinates are repeated three times, each time representing

different color channels. It can be seen that the worst performance is obtained for
the B channel. The channels are represented as intensity maps (gray-scale image)
in Fig. 5a.

Figure 5b is obtained by taking all values from Fig. 5a (thresholded image
difference), which are different from zero as whites and other pixels as blacks:

Figure ¼ 1 for image differencej j � 0:1
0 for image differencej j\0:1

�
ð36Þ

where 0.1 is the threshold value used to obtain the results.
This is an advantage if we need a logic map (1 and 0) for further higher vision

applications.
Furthermore, it is possible that not all lower-energy areas with motion can be

easily seen in Fig. 5a and can be seen in Fig. 5b. Figure 5c is obtained the same
way as Fig. 5a, but the threshold is only 1 %:
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Fig. 4 Image number 101 in
the video sequence, an
example of input image
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Figure ¼ image difference for image differencej j � 0:01
0 for image differencej j\0:01

�
ð37Þ

Figure 5d is calculated with the expression:

Figure ¼ 1 for image differencej j � 0:01
0 for image differencej j\0:01

�
ð38Þ

Figure 5d is obtained by a 1 % threshold, which is risky. It means that only 1 %
of the color value can be considered black (zero value) and every difference higher
than 0.01 is considered to be the actual difference and not noise.

As expected, Fig. 5d is greatly influenced by noise, which is falsely interpreted
as motion and segmented into output.

It has to be pointed out that the used Matlab version uses different packaging of
the matrix than newer versions. Therefore Eqs. (39–41) can be discarded if newer
versions are used. Namely, the newer versions recognize RGB data and pack them
in a 3D matrix, while older versions do not. The older versions (such as we used)
packs 2D image data in a 2D matrix and the color data are put into the extension in
number of columns by three times.

Fig. 5 Image difference (segmented motion) in three color channels: (a) each channel is
represented with gray intensity map, (b) each channel is represented as black and white,
(c) Fig. 5a with 1 % threshold, (d) Fig. 5c in black and white version
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If we reconstruct wavelet approximations from R, G and B channels into a color
image by the expressions:

Figure ðRÞ ¼ image difference ð1 : 288; 1 : 360Þ ð39Þ

Figure ðGÞ ¼ image difference ð1 : 288; 361 : 720Þ ð40Þ

Figure ðBÞ ¼ image difference ð1 : 288; 721 : 1080Þ ð41Þ

Finally, Fig. 6 is expressed with:

Figure out ¼ 1 if Figure� 0:1
0 if Figure\0:1

�
ð42Þ

which means that the color channel can be 0 or 1. If the value of some matrix
element in Figure is less than 0.1, the Figure_out will be 0 (black). If the value of
some matrix elements is equal or higher than 0.1, the Figure_out will be 1 (white).
The matrix Figure_out is actually a logic map. Figure 6 exhibits strong noise and

Fig. 6 Color representation
of image difference if color
channels can only be 1 or 0
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Fig. 7 210th frame in the
same experimantal sequence
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Fig. 8 Image difference
(segmented motion) in three
color channels: (a) each
channel is represented with
gray intensity map, (b) results
for recalculation of Eqs. (33–
35), (c) black and white
version of (b)
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Fig. 9 22th frame of the
training sequence
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artifacts, which disables motion segmentation and pattern recognition or any other
higher vision application.

To illustrate that results from Fig. 5 are not a coincidence, we will use the
important expression used for Fig. 5 on the Fig. 7. Figure 7 is the 210th frame in
the same video sequence. The results are presented in Fig. 8.

Fig. 10 Image difference
(segmented motion) in three
color channels: (a) each
channel is represented with
gray intensity map, (b) results
for recalculation of Eqs. (33–
35), (c) black and white
version of (b)
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Frame 210 is a part of the operational segment of the video sequence. However,
it is important to see what is happening with the training sequence as well.
Figure 9 shows frame 22 in the training sequence. Figure 10 presents the same
operation as Fig. 8 for example frame i of the training sequence (frame 22).

Figure 11a shows frame 182 in the analyzed video sequence.
Figure 11b shows a different image obtained by subtraction of the start frame

and frame 182 in the wavelet approximation domain. It can be seen that illumi-
nation variations have a great impact on the motion mask.

Figure 11c shows the segmented motion by the difference of the accumulator
and the background model consisting of wavelet energies as explained in Sect. 3.

Figure 11d shows extracted variations in color intensities for image 182. It can
be seen that areas of segmented motion are also influenced by the variations.

Examples of the outputs for the developed algorithm are shown in Fig. 12. The
figure is organized as screen shots. Each shoot consists of four parts (Matlab
windows)—called figures. Window called ‘‘Fig. 1’’ is the current input frame.
Window called ‘‘Fig. 3’’ shows an image difference of approximations. Window
‘‘Fig. 5’’ shows the segmented motion with suppressed variations, and window
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Fig. 11 (a) Frame 182 in the video sequence, (b) difference in wavelet approximations of the
start frame and frame 182, (c) segmented motion, (d) difference of (c) and (b) for extraction of
variations
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Fig. 12 Screen shots for different frames in the presented video sequence
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Fig. 12 continued
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Fig. 12 continued
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Fig. 12 continued
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Fig. 13 Results presented as screen shots
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Fig. 13 continued
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Fig. 13 continued
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called ‘‘Fig. 6’’ shows the extracted variations in correlation with segmented
motion.

As can be seen from Fig. 12, variations occur in some, but not in every frame.
However, it is difficult to establish which one has variations in the absence of a
variation-free background model.

The background model, as well as the calculations of differences and accu-
mulator, can be performed in the wavelet domain and with energy of the wavelet
coefficients as proposed in Sect. 3. Both ways present a good basis for visuali-
zation of illumination variations.

The difference between Figs. 12 and 13 is that Fig. 13 is obtained by energy
calculations. ‘‘Figure 6’’ should be a pure variation obtained by the energy solution
in the wavelet domain. ‘‘Figure 5’’ should be the segmented motion without
variation compensation.

Figure 14 shows results of the comparison in frame 500 for wavelets methods
with and without energy.

It can be concluded that the energy suppressed the false motion image from the
right side of the current frame. It was possible, because there was no motion in that
place in the training sequence. However, the left man is less visible than if wavelet
approximation was used.

Fig. 13 continued
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Fig. 14 (a) Screen shot for the frame 500 without energy, (b) frame 1 with energy, (c) frame 500
with energy, (d) segmented motion in energy model, (e) segmented motion without energy
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Segmented motion in energy
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Fig. 14 continued
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Variations detected by energy model
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Fig. 15 Variations detected
by: (a) the energy model,
(b) the non-energy model

Difference in segmented motion by energy and
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Fig. 16 Difference in
segmented motion by the
energy and non-energy
wavelet model
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Variations detected by the energy model are shown in the Fig. 15a. It is obvious
that the border left person is not segmented correctly.

Figure 15b shows the results for the same frame by the non-energy model. The
border left person is segmented better than by the energy model. Both energy and
non-energy model are based on wavelets.

The difference between motions segmented by the wavelet energy and non-
energy method is shown for the frame in Fig. 16. If detections are the same, the
resulting image should be totally black (zero-matrix). However, this is not the
case.

5 Conclusions

The usual approach in image/video processing is to try to suppress illumination
variations. In this chapter, variations are detected in order to emphasize them. Pure
variations were attempted to be extracted. Variations are present in the foreground
and the background. However, for motion segmentation purposes the variations in
the background are relevant only if they influence the detection of motions (if
variations exceed the threshold). If the threshold is fixed, the variations can be
greatly reduced by its higher value. The disadvantage of the fixed higher threshold
is in the over-segmentation of the output motion mask. In some cases, the motion
would not be detected at all. Therefore, the threshold must be adaptable. In the
experiments presented, the threshold is defined as a percentage of energy. The
percentage is fixed, but energy is variable. Figure 5 shows influence of the
threshold (1 and 10 %) on the output. The threshold is carried out by Eq. (34) or
modified Eq. (34) by the change in threshold value.

The visualization of illumination variations can be realized by differencing the
reference model (variation-free image) and the current frame (variations-poisoned
image). After such extraction, the variations can be re-colored or emphasized in
some other way. In this chapter, the RGB color space was used.

Further research should include techniques for threshold selection and tech-
niques for human-adapted visualization of variations. Furthermore, a way to safely
remove variations in illumination should be investigated.
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Evaluation of Fatigue Behavior of SAE
9254 Steel Suspension Springs
Manufactured by Two Different
Processes: Hot and Cold Winding

Carolina Sayuri Hattori, Antonio Augusto Couto, Jan Vatavuk,
Nelson Batista de Lima and Danieli Aparecida Pereira Reis

Abstract The fatigue resistance is a property that exerts a strong influence on the
suspension spring performance in vehicles. The choice of SAE 9254 steel was due
to its wide use in the manufacture of these springs and their fatigue properties and
toughness. The manufacture of SAE 9254 steel springs has been made by the hot
winding process and the heat treatment by conventional quenching and tempering
or by cold winding process and induction hardening and tempering. The shot
peening induced a compressive residual stress which increased the fatigue life of
the SAE 9254 steel. The residual stress profile from the surface of springs showed
a peak in the values of the compressive stress for both manufacturing processes.
The maximum residual stress in the cold processed spring was higher than the hot
processed spring and maintained much higher values along the thickness of the
spring from the surface, resulting from manufacturing processes. The fatigue
cracking of the springs, without shot peening, started by torsional fatigue process,
with typical macroscopic propagation. The fracture surface showed stretch marks
with high plastic deformation.

1 Introduction

The main components of automobile suspension systems are: springs, shock
absorbers and stabilizing rods (installed in the chassis of the vehicle). Other
components such as pivots (or peripheral pins) and brackets (or suspension tray)
can be also considered to be part of the support structure. Marked efforts are
ongoing to develop high performance spring steels to address demands of the
automobile industry to reduce costs and weight. Since fatigue strength and
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resistance to slackening are important properties of spring steels, one of the
objectives of this study was to improve these properties through heat treatment,
addition of micro alloying elements and/or mechanical treatments such as shot
peening [1, 2].

The 92xx series SAE steels are listed, as per standards, as carbon steels with
1.2–2.0 % Si, 0.55 % Cr and/or 0.55 % Mn. The SAE 9254 steel in the form of
drawn or wire rod is widely used in the manufacture of suspension springs as it has
excellent properties in terms of mechanical strength, fatigue strength and tough-
ness. The processes to produce suspension springs differ in terms of the heat
treatment given to the spring to attain the final properties and desired character-
istics. The first process that is widely used in industry is hot winding in which the
heat treatment of the spring consists of conventional quenching and tempering. In
the second manufacturing process, the heat treatment is carried out on the wire rod
at the beginning of the process. The wire rod is induction hardened on-line and the
spring is subsequently cold wound.

The production processes of suspension springs differ in the heat treatment for
obtaining the final properties and characteristics needed for its application. One
method widely used in industry is the hot winding process, where the spring is
submitted to heat treatment of quenching and tempering by the conventional
process. In another process, the heat treatment is performed in the wire rod at the
beginning of the process. This induction hardening and tempering on the wire rod
is done online and the spring is cold winded later. Therefore, it is necessary to
analyze the effect of both manufacturing spring suspension, aiming at identifying
the process that has the best performance with regard to mechanical properties and
microstructure. It is also important to check the residual stress in the springs with
and without shot peening by X-ray diffraction analysis.

The aim of this study was to compare the mechanical properties (fatigue and
hardness), microstructure (optical microscopy) and fracture surfaces of SAE 9254
steel suspension springs, with and without shot peening, and manufactured by the
hot winding process followed by conventional quenching and tempering as well as
by the cold process of induction hardening. The residual stress induced in the
springs by the two processes, with and without shot peening was determined using
X-ray diffraction analysis.

2 Materials and Methods

In this study, SAE 9254 steel with a composition as shown in Table 1 was used to
manufacture suspension springs. This steel, received as drawn rods and wire rods
without heat treatment, was then sent to manufacture the springs. For the hot
winding process were used drawn bars of 12.07 mm in diameter. The springs were
manufactured by the hot process, consisting of quenching and tempering, as well
as by the cold process in which they were induction hardened. In the hot winding
process, drawn bars were used as the starting material. The bars were austenitized
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at 880 �C, hot wound and oil quenched. After quenching, the springs were tem-
pered at 400 �C.

For the cold winding process, wire rods of 12.07 mm in diameter were used. In
the cold winding process the wire rod was first pickled mechanically and then
inspected using the eddy current technique. After this stage, the wire was induction
hardened at *950 �C. The tempering was carried out at 470 �C, also using an
induction coil. The wire was then inspected once more for cross-sectional surface
defects using the eddy current technique, prior to winding for the subsequent
stages of the process. The quenched and tempered wire was wound at room
temperature to the required sizes and then stress relieved at 180 �C.

The springs were also shot peened. The impact of shots produces a layer having
compressive residual stresses on the workpiece surface treated. Each shot acts like
a small hammer causing plastic deformation on the surface, tending to elongate.
However, this tendency is impeded by deeper inner layers which are elastically
deformed during the impact. As a result of the interaction of these two layers,
superficial and internal, compressive residual stresses originate in plastically
deformed layers. The most of the fatigue failures occur on the surface or in near
areas. The tensile stresses are responsible for crack initiation. These cracks have
difficulties to nucleate or propagate in a field of compressive stresses. The com-
pressive residual stresses induced by shot peening produce a significant increase in
fatigue life of the component.

There are two very important parameters to control the shot peening process,
Almen [3] intensity and coverage. The intensity of shot peening is given by the
particle impact force on the workpiece. The higher the density and particle
hardness the greater the shot peening intensity. Higher particle velocity causes a
greater impact on the workpiece. The intensity is directly related to the kinetic
energy of the particles. The Almen test is the standard measurement system to
control the intensity of shot peening. This technique is used to estimate the
intensity of the process for some operating parameters and assumes that equal
deformations in standard thin plates correspond to applications with equal inten-
sities. The Almen intensity is governed by the following process parameters: size
and hardness of the shot; turbine rotation; jet speed and angle of the jet.

The cover is a parameter that estimates how complete an area subjected to shot
peening was covered by indentations created by the impacts of shots. In practice, a
measurement of coverage of 98 % or greater is considered as 100 % and the time
used is defined as saturation time. Shot peening executed in shorter times of
saturation are not common. This is due to the fact that small areas not affected by
the indentations could act as initiation points of failure, so that would damage
mechanical properties. For this reason, the coverage is expressed in percentage and

Table 1 Nominal chemical composition of SAE 9254 steel (wt %)

C Mn Si Cr

0.50-0.60 0.60-0.80 1.20-1.60 0.60-0.80
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as multiple of the exposure time required for saturation. The parameters that
directly affect the coverage are: exposure time, size of shots and mean flow of
shots.

In the shot peening process, 0.4–0.8 mm diameter ‘cut wire’ type of shots with
hardness in the range of 610–670 HV were used. The shot peening intensity was
measured on a type A strip using the Almen test and the minimum and maximum
values were 0.25 and 0.4 mm, respectively (curvature or deformation of the sheet).
The shot peening duration was 6–10 s and the coverage was 99.9 %.

Conventional metallographic procedures consisting of cutting, grinding, pol-
ishing, chemical etching with 2 % Nital and observation in a BX60 Olympus
microscope coupled to an image analysis system were used to study the springs
manufactured by the two processes. A Wolpert apparatus was used to determine
the Rockwell C hardness of the spring samples. Five measurements were made on
each sample. The residual stress analysis of the springs manufactured by the two
processes was carried out using a Rigaku Dmax X-ray diffractometer and 20 mm
samples that were cut from springs made by the two processes. The method of
X-ray diffraction for residual stress detection is based on changing the interplanar
distances of the crystalline structure of the material and is measured by the angular
position of the diffracted X-rays.

The fatigue properties of springs manufactured by the hot and cold processes, as
well as with and without shot peening were determined. The fatigue tests were
carried out as per the specifications of the different manufacturers to determine the
quality of their springs and the effect of shot peening on fatigue life. To carry out
the fatigue tests on hot processed springs the specified minimum and maximum
loads were 3,500 and 3,721 N, respectively. The minimum and maximum heights
of the tests were 126.2 and 255.5 mm respectively and the free height was
approximately 382.1 mm. In fatigue tests with springs that were cold processed the
minimum and maximum loads were 2,907 and 3,057 N, respectively. To permit
comparison of fatigue behavior of springs that were hot and cold processed and
shot peened, the same procedure was used all tests. In these tests, the specified load
was 3,000 N, and minimum and maximum heights were 192 and 222 mm,
respectively. During the tests, the fatigue stroke of the springs was measured.
Figure 1 shows the fatigue test machine used in suspension springs. The fracture
surfaces of the springs that were fatigue tested were first observed in a stereo
microscope and then in a Jeol JSM—6510 model scanning electron microscope.

3 Results and Discussion

A typical microstructure of as received SAE 9254 steel without heat treatment is
shown in Fig. 2 and it consists of coarse pearlite and ferrite. The microstructure of
a hot processed spring shown in Fig. 3 is typical for the given quench and temper
heat treatment. Due to the austenitization treatment given at 820 �C, partial dis-
solution of carbon and the carbides was homogeneous, resulting in a fine
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martensite with uniformly distributed carbides. Figure 4 shows the spring that was
induction hardened at around 950 �C. In this micrograph it is possible to note that
in spite of the high heating rates, a feature of the induction hardening process, the
microstructure is as homogeneous as that of a spring given a conventional quench
(conventionally hardened). The micrographs in Figs. 3 and 4 do not reveal marked
differences between samples that were hot processed followed by a conventional
quench and samples that were cold processed and induction hardened.

The hardness results of SAE 9254 steel samples that were not heat treated,
springs that were hot processed followed by conventional quenching and tem-
pering and springs that were cold processed followed by induction hardening were
32.8, 51.8 and 53.6 HRc, respectively. Note that the hardness values are in
agreement with the heat treatments that were given to the springs. The slightly
higher hardness of the spring that was cold processed, quenched and induction
hardened, compared to that of the spring that was hot processed followed by

Fig. 1 Machine used in
fatigue tests of the suspension
springs

Fig. 2 Microstructure of the
samples as received
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conventional quenching and tempering is not significant. Figures 5 and 6 show
details of the surfaces of samples that were cold processed followed by induction
hardening, without and with shot peening, respectively. Note that the surface of the
sample in Fig. 6 shows irregularities caused by shot peening.

Table 2 shows the results of fatigue tests carried out by the manufacturers under
conditions specified for springs that were hot processed. Table 3 shows the results
of fatigue tests carried out by the manufacturers under conditions specified for
springs that were cold processed. The shot peened springs that were processed by
the hot process and the cold process attained their respective values without failure
as specified by the manufacturers. The specification for the hot processed springs is
450,000 cycles whereas that for the cold processed spring is 1,000,000 cycles.
Since the manufacturer of the hot processed springs interrupts the test upon
attaining 450,000 cycles, it has not been possible to determine if these springs

Fig. 3 Microstructure of
sample that was hot
processed, quenched and
tempered

Fig. 4 Microstructure of
sample that was cold
processed and induction
hardened
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would have withstood 1,000,000 cycles like the cold processed springs. It is worth
pointing out that the loading in fatigue tests for hot processed springs by the
manufacturer is more rigid. For the hot processed springs the maximum and
minimum were 285 and 114 mm respectively, whereas the maximum and mini-
mum for the cold processed springs were 255 and 126 mm, respectively.

There is a sharp drop in the number of cycles to rupture of springs manufac-
tured by both processes and which were not shot peened. Again, a more sub-
stantiated comparison is difficult because of the differing test conditions and
specifications for springs manufactured by the two processes. However, it can be
said that springs that were manufactured by the two processes and shot peened met
the specifications of the respective manufacturers. As mentioned earlier, an
independent laboratory carried out identical fatigue tests on springs manufactured
by the two processes. The two types of springs exceeded without failure the
maximum specified number of cycles (1,000,000 cycles). In these tests, the heights

Fig. 5 Detail of
microstructure of surface of
induction hardened sample
without shot peening

Fig. 6 Detail of
microstructure of surface of
sample that was induction
hardened and shot peened
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of the springs after cycling were also measured. The height of the hot processed
spring was 191 mm and that of the cold processed spring, 220 mm. That is, after
the test, the difference between the initial and final heights of both springs was
minimum, indicating qualification of springs made by both processes. Since the
springs did not fail and the results were similar, it is difficult to rate which type of
spring is better.

Tables 4 and 5 show the results of residual stress measurements carried out by
X-ray diffraction analysis on springs that were cold and hot processed, with and
without shot peening. Table 4 shows the results of residual stress measurements
carried out on concave, convex and neutral side surfaces of the springs. Due to
operational problems it was not possible to determine the residual stress in the
neutral position of the spring that was cold processed and shot peened. The residual
stress measurements on the surface of the springs hot and cold processed, with and
without shot peening, showed compression. The exception was the neutral position
of the spring hot processed and not shot peened. This latter showed low tension and
the spring that was cold processed and in the convex position showed high tension.
The residual stress on surfaces of springs manufactured by both processes and later
shot peened was high compression. Since the hot processed springs were austeni-
tized, hot wound, quenched and tempered (stress relieved), the residual stress on
samples that were not shot peened was much lower than that on samples that were
cold processed, as winding (cold deformation) was carried out after induction
hardening. This was observed in the cold processed spring, without shot peening,
which showed high tension on the convex surface.

Table 5 presents the residual stress profile on the surface of springs that were
hot and cold processed. Figures 7 and 8 show the residual stress curves as a
function of depth from the surface of springs manufactured by the two processes.
The curves in these figures and data in Table 5 indicate that the residual stress in
compression increased from the surface down to a certain depth and thereafter
decreased continuously across the section, the overall thickness being

Table 3 Fatigue test results of springs that were cold processed and induction hardened

Springs manufactured by the cold process Number of cycles Ruptured

With shot peening Sample 1 1,000,000 No
Sample 2 1,000,000 No

Without shot peening Sample 3 119,440 Yes

Table 2 Fatigue test results of springs that were hot processed followed by conventional
quenching and tempering

Springs manufactured by the hot process Number of cycles Ruptured

With shot peening Sample 1 450,000 No
Sample 2 450,000 No

Without shot peening Sample 3 119,440 Yes
Sample 4 175,700 Yes
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approximately 400 lm. Table 4 also shows that in hot processed springs, the
maximum stress (compression) varied from -731 MPa at a depth of 99 lm to
-32 MPa at a depth of 423 lm. The maximum stress in the cold processed spring
was -840 MPa at a depth of 158 lm and remained at -426 MPa at the lowest
measured depth. That is, the compressive stress remained high in the cold pro-
cessed spring. This fact could be of relevance while comparing the two spring
manufacturing processes.

Fracture surfaces of springs that were hot and cold processed without shot
peening (only ruptured springs) as seen with a stereo microscope and with a
scanning electron microscope are shown in Figs. 9, 10, 11, 12, 13, 14, 15, 16, 17
and 18. Examination of the fracture surface of the hot processed spring (Fig. 9)
showed that propagation by torsion fatigue occurred from the inner side, yielding
to the stress in the component at maximum load. The red arrow indicates the
fracture region where the propagation mechanism was torsional fatigue. Figure 10
shows at higher magnification the region indicated by the red arrow in Fig. 9. This
fractography reveals the propagation mechanism with fatigue grooves attributable

Table 4 Residual stress measured by X-ray diffraction on springs that were hot and cold
processed

Part of the
sample

Manufactured by the hot process Manufactured by the cold process

Stress (MPa) Stress (MPa)

Without shot
peening

With shot
peening

Without shot
peening

With shot
peening

Concave -36.0 -462 -451 -515
Convex -35.5 Table 5 +374 Table 5
Neutral (Side) +40.5 -436 -112 *

(*) Measurement in this position was not possible

Table 5 Residual stress variation from the surface of springs manufactured by the hot and cold
process as measured by X-ray diffraction

Hot process Cold process

Depth (lm) Stress (MPa) Depth (lm) Stress (MPa)

0 -492 0 -541
82 -683 52 -680
99 -731 86 -752
130 -695 128 -831
157 -594 158 -840
186 -518 183 -793
234 -231 228 -777
251 -199 253 -657
308 -101 310 -501
358 -61 358 -477
423 -32 413 -426
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Fig. 7 Residual stress as a function of depth from the surface of spring that was hot processed

Fig. 8 Residual stress as a function of depth from the surface of spring that was cold processed

Fig. 9 Fracture surface of
hot processed spring, as seen
in a stereo microscope
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Fig. 10 Detail of fracture
surface indicated by the red
arrow in Fig. 8 of a hot
processed spring, as seen in a
scanning electron microscope

Fig. 11 Fracture surface
detail of region indicated by
the blue arrow in Fig. 8 of a
hot processed spring, as seen
in a scanning electron
microscope

Fig. 12 Fracture surface
detail of region indicated by
the orange arrow in Fig. 8 of
a hot processed spring, as
seen in a scanning electron
microscope
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to the high hardness, complex distribution of crystallites besides the high internal
stress state.

Figure 11 shows at a higher magnification the region shown with a blue arrow
in Fig. 9. This fracture surface shows tear dimples, typical of ductile torsion
fracture and the macroscopic path perpendicular to the spring axis (axis of the
spring) corroborates this statement. To begin with it can be inferred that the crack
was initiated by a torsional fatigue process with typical macroscopic propagation
that revealed striations with high plastic deformation caused by the high shear
stresses. This region of the fracture corresponds to stage II fatigue. The region
corresponding to stage I of the fatigue process is difficult to identify, and this is
typical in the case of steels with hardness over 50 HRC. Stage III corresponds to

Fig. 13 Fracture surface
detail of region indicated by
the orange arrow in Fig. 8 of
a hot processed spring, as
seen in a scanning electron
microscope

Fig. 14 Fracture surface of a
cold processed spring, as seen
in a stereo microscope
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Fig. 15 Fracture surface of a
cold processed spring, as seen
in a scanning electron
microscope, revealing the
region where propagation
started due to torsional
fatigue

Fig. 16 Fracture surface of a
cold processed spring, as seen
in a scanning electron
microscope, revealing the
region shown by the red
arrow in Fig. 13

Fig. 17 Fracture surface of a
cold processed spring, as seen
in a scanning electron
microscope, revealing the
region shown by the orange
arrow in Fig. 13
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the end of propagation of the crack and in this case it occurred by a ductile torsion
fracture mechanism, perpendicular to the axis and leading to final separation. This
is indicated by the orange arrow in Fig. 9. This mechanism is shown in detail in
Figs. 12 and 13.

Figures 14, 15, 16, 17 and 18 shows fracture surfaces of springs that were cold
processed and without shot peening. On the fracture surface of the spring manu-
factured by the cold process, shown in Fig. 14, the region corresponding to ini-
tiation of propagation by torsional fatigue is shown with a red arrow. However, it
is less accentuated, compared to that in springs manufactured by the hot process.
The sample that was cold processed showed a smaller crack, resulting from fewer
stress multiplier and lower toughness compared to a hot processed spring. In the
latter, stage II crack propagation (red arrow in Fig. 14) was more due to higher
nominal stress. Thus, it can be inferred that the hardened martensite is less tough
compared to unhardened martensite (hot process). Stage II shows signs of stria-
tions (Figs. 15 and 16) associated with extreme shearing caused by the nature of
the load. The end of stage III (orange arrow in Fig. 14) is shown in Figs. 17 and
18. A sheared region can be seen in Fig. 17, probably caused by cutting forces,
which could be low due to deformation caused by load relief in the spring at final
fracture. In Fig. 18 the presence of micro cavities adjacent to the sheared region
(Fig. 17) is evident.

4 Conclusions

Comparison between the SAE 9254 suspension springs manufactured by the hot
process followed by conventional quenching and tempering with that obtained by
the cold process followed by quenching and induction hardening enabled the
following preliminary conclusions:

Fig. 18 Fracture surface of a
cold processed spring, as seen
in a scanning electron
microscope, revealing the
region shown by the orange
arrow in Fig. 13
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• The hardness of the springs in the different conditions is compatible with the
heat treatments and the corresponding microstructures. The microstructure of
the quenched springs showed the presence of tempered martensite and carbides.
In springs manufactured by both processes, optical microscopy did not reveal
significant differences in microstructures.

• Shot peening induced compressive residual stress and this increased markedly
the fatigue strength of SAE 9254 steel. Springs manufactured by both processes
and shot peened were found to be acceptable, as per fatigue test specifications of
the manufacturers.

• Use of the same fatigue test procedure on springs manufactured by the hot and
cold process did not permit classification of the manufacturing process in terms
of improved fatigue properties.

• The residual stress profile from the surface inwards of the shot peened spring
showed a peak in the compression stress for both manufacturing processes. The
maximum residual stress in the cold processed and shot peened spring was
higher than that of the hot processed spring. This value remained higher across
the thickness of the spring, starting from the surface.

• The fatigue cracks on springs manufactured by both processes and without shot
peening initiated by a torsional fatigue process and with typical macroscopic
propagation. The fracture surface revealed signs of striations with high plastic
deformation, caused by forces that increased shear stresses.
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Yield Criteria for Incompressible
Materials in the Shear Stress Space

Vladimir A. Kolupaev, Alexandre Bolchoun and Holm Altenbach

Abstract In the theory of plasticity different yield criteria for incompressible
material behavior are used. The criteria of Tresca, von Mises and Schmidt-
Ishlinsky are well known and the first two are presented in the textbooks of
Strength of Materials. Both Tresca and Schmidt-Ishlinsky criteria have a hexag-
onal symmetry and the criterion of von Mises has a rotational symmetry in the
p-plane. These criteria do not distinguish between tension and compression
(no strength differential effect), but numerous problems are treated in the engi-
neering practice using these criteria. In this paper the yield criteria with hexagonal
symmetry for incompressible material behavior are compared. For this purpose,
their geometries in the p-plane will be presented in polar coordinates. The radii at
the angles of 15� and 30� will be related to the radius at 0�. Based on these two
relations, these and other known criteria will be shown in one diagram. In this
diagram the extreme shapes of the yield surfaces are restricted by two criteria: the
Unified Yield Criterion (UYC) and the Multiplicative Ansatz Criterion (MAC).
The models with hexagonal symmetry in the p-plane for incompressible materials
can be formulated in the shear stress space. For this formulation platonic, archi-
medean and catalan solids with orthogonal symmetry planes are used. The geo-
metrical relations of such models in the p-plane will be depicted in the above
mentioned diagram. The examination of the yield surfaces leads to the generalized
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criterion with two parameters. This model describes all possible convex forms
with hexagonal symmetry. The proposed way to look at the yield criteria simplifies
the selection of a proper criterion. The extreme solutions for the analysis of
structural members can be found using these criteria.

Keywords Flow criteria � Equivalent stress � Deviatoric plane � Hexagonal
symmetry � Generalization

1 Introduction

Due to the assumption of incompressibility the surface U which defines a yield
criterion is a function of the invariants of the stress deviator (Appendix)

UðI02; I03; reqÞ ¼ 0: ð1Þ

In general the surface U has a trigonal symmetry in the p-plane. The equivalent
stress req is equal to the yield stress at tension rþ

req ¼ rþ: ð2Þ

From numerous tensile and compression tests of ductile materials (mild steel,
brass, nickel, copper, etc.) it follows that

rþ ¼ r�: ð3Þ

r� is the yield stress at compression [44]. Because of (3) the convex surface U in
the case of the incompressibility

UðI02; I0 23 ; reqÞ ¼ 0 ð4Þ

has a hexagonal symmetry in the p-plane (the plane orthogonal to the hydrostatic
axis in the principal stress space). In the special case if the influence of I03 can be
neglected, a rotationally symmetrical shape occurs in the p-plane (von Mises
criterion)

r 2
eq ¼ 3 I02: ð5Þ

The criteria of Tresca [31, 32, 37]

I02 � r2
eq

� �2
22 I02 � r2

eq

� �
� 33 I0 23 ¼ 0 ð6Þ

and Schmidt-Ishlinsky [3, 7, 12, 15, 33, 40–42]

33

23
I03 þ

32

22
I02 req � r3

eq

� �
33

23
I03 �

32

22
I02 req þ r3

eq

� �
¼ 0 ð7Þ
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have found wide applications [44]. Their shape in the p-plane is regular hexagon
(Fig. 1, left). Furthermore, other criteria are known, e.g. regular dodecagons of
Sokolovsky [5, 30, 40] and Ishlinsky-Ivlev [16–18] in the p-plane (Fig. 1, right).
New criteria can be be established using the formulation of criteria in the shear
stress space (Sect. 4), but up to now no systematization has been proposed.

In this article it will be shown that the Unified Yield Criterion (UYC) is the
conservative form of the surface U (Sect. 3). The upper limit is given by the
Multiplicative Ansatz (MAC) of the Tresca and the Schmidt-Ishlinsky criterion.
The UYC and the MAC are functions of the same parameter and permit gener-
alization with one additional parameter. The resulting model with two parameters
describes all possible convex forms of hexagonal symmetry in the p-plane.

The aim of this paper is to systematize various yield criteria. To achieve this,
they are shown in a diagram based on the geometrical properties of surfaces in the
p-plane (Sect. 2). Thereby some existing gaps in the modeling are filled.

2 Basic Relations

For the analysis of the yield criteria for incompressible material behavior their
geometries are compared in the p-plane (Fig. 2). Therefore, the radii at the angles

h ¼ p
12

,
p
6

and
p
3

are related to the radius at the angle h ¼ 0:

h ¼
R

p
12

� �
Rð0Þ ; k ¼

R
p
6

� �
Rð0Þ : d ¼

R
p
3

� �
Rð0Þ :

ð8Þ

For the model of von Mises it follows

TRESCA

SCHMIDT-ISHLINSKY

UYC, κ = 3 3/ 5

ISHLINSKY-IVLEV

π
6

π
6

π
12

VON MISES

SOKOLOVSKY, κ = 1

σ Iσ I

σ II σ III

Fig. 1 Continuous surfaces U with hexagonal symmetry in the p-plane and the model of
von Mises (5), incompressible material behavior with the property rþ ¼ r� [25]. On the right
hand side an enlarged cut with h 2 ½0; p=3� is presented [6]
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h ¼ k ¼ d ¼ 1: ð9Þ

The models for incompressible behavior of trigonal symmetry are compared in the
d � k�diagram [21–23]. For models of compressible material behavior the

1
d � k �diagram, which allows to represent the properties d !1, k ¼

ffiffiffi
3
p

of

the normal stress hypothesis, is recommended [22, 30]. The models of hexagonal
symmetry for incompressible material behavior (d ¼ 1) can be compared in the
h� k-diagram (Fig. 3).

3 Yield Surfaces with Hexagonal Symmetry

The generalized models for incompressible material behavior of hexagonal sym-
metry in the p-plane are considered in this section:

• Unified Yield Criterion of Yu (UYC) [40, 44] with the parameter b 2 ½0; 1�

rI �
1

1þ b
ðb rII þ rIIIÞ � req ¼ 0;

rI �
1

1þ b
ðb rII þ rIIIÞ þ req ¼ 0:

8>><
>>:

ð10Þ

The parameter k and h are equal to:

k ¼
ffiffiffi
3
p 1þ b

2þ b
; h ¼

ffiffiffi
6
p 1þ b

1þ
ffiffiffi
3
p
þ 2 b

: ð11Þ

The Unified Yield Criterion of Yu (UUYC) defines the left (lower) convexity
bound of the models with the hexagonal symmetry (Fig. 3). The Tresca and
Schmidt-Ishlinsky criteria are obtained with b ¼ 0 and b ¼ 1, respectively. The

model of Sokolovsky follows with b ¼
ffiffiffi
3
p
� 1

2
.

π/3
π/6

π/12

R

Fig. 2 Model for
incompressible material
behavior of trigonal
symmetry in the p-plane in
polar coordinates RðhÞ
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• Bicubic Model (BCM)
This model [6, 20] is obtained as a linear combination of the Tresca (6) and
Schmidt-Ishlinsky (7) criteria:

ð1� nÞ I02 � r2
eq

� �2
22 I02 � r2

eq

� �
� 33 I0 23

� �

þn
33

23
I03 þ

32

22
I02 req � r3

eq

� �
33

23
I03 �

32

22
I02 req þ r3

eq

� �
¼ 0:

ð12Þ

The Tresca and Schmidt-Ishlinsky criteria are obtained with n ¼ 0 and n ¼ 1,

respectively. The value k ¼ 1 results in n ¼ 26

7� 13
� 0:7033. The parameters k

and h are obtained from the bicubic equations

24 � 33 þ 23 � 33 k2 ðn� 22Þ þ 26 k6 ðn� 1Þ � 33 k4 ð7 n� 24Þ ¼ 0; ð13Þ

25 � 33 þ 2� 33 h4 ð24 � 7 nÞ þ 24 � 33 h2 ðn� 22Þ þ h6 ð37 n� 26Þ ¼ 0

ð14Þ

as the lowest positive solutions. The analytical solutions of (13) and (14) are
complicated and hence omitted.

Fig. 3 h–k–diagram: models for incompressible material behavior of hexagonal symmetry: M
model of von Mises (5) with h ¼ k ¼ 1; UYC Unified Yield Criterion of Yu (10); BCM bicubic
model (12); MAC Multiplicative Ansatz Criterion (15). Some special points of the models are
shown in order to achieve a better understanding
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• Multiplicative Ansatz Criterion (MAC)
The multiplicative combination of the Tresca (6) and Schmidt-Ishlinsky (7)
criteria lies on the right (upper) boundary of the convexity region of the models
with hexagonal symmetry (Fig. 3), see [16–18, 34]. It is obtained as follows [22]

UMAC ¼ I02 � ðg reqÞ2
� �2

22 I02 � ðgreqÞ2
� �

� 33 I0 23

� �

� 33

23
I03 þ

32

22
I02 req � r3

eq

� �
33

23
I03 �

32

22
I02 req þ r3

eq

� �
¼ 0:

ð15Þ

The value g lies in the interval g 2 1;
4
3

� �
. The parameters k and h are com-

puted to:

k ¼
ffiffiffi
3
p

2
g; h ¼

g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 ð2�

ffiffiffi
3
p
Þ

q
; g 2 1;

2ffiffiffi
3
p

� �
;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 ð2�

ffiffiffi
3
p
Þ

q
; g 2 2ffiffiffi

3
p ;

4
3

� �
:

8>>><
>>>:

ð16Þ

The criteria of Tresca and Schmidt-Ishlinsky are obtained with g ¼ 1 and

g ¼ 4
3

, respectively. With g ¼ 2ffiffiffi
3
p the regular dodecagon in the p-plane due to

Ishlinsky-Ivlev is obtained. For UYC and MAC the points, which have the
shortest distance to the point Mð1; 1Þ (Fig. 3, von Mises criterion), can be
computed from the equation

ðh� 1Þ2 þ ðk � 1Þ2 ! min: ð17Þ

Using these points the von Mises criterion can be approximated with the do-
decagons of the UYC with b ¼ 0:4095 and the dodecagons of the Multiplica-
tive Ansatz Criterion (MAC) with g ¼ 1:1344.

• Universal Model with Hexagonal Symmetry
The parameter b 2 ½0; 1� of the UYC (10) can be replaced by the parameter

k 2
ffiffiffi
3
p

2
;

2ffiffiffi
3
p

� �
with (11)

b ¼
ffiffiffi
3
p
� 2 k

k �
ffiffiffi
3
p : ð18Þ

The parameter g 2 1;
4
3

� �
in the MAC (15) can be replaced by k 2

ffiffiffi
3
p

2
;

2ffiffiffi
3
p

� �
with (16)

g ¼ 2ffiffiffi
3
p k: ð19Þ

With the linear (convex) combination of the two latter models

U12 ¼ nUMAC þ ð1� nÞUUYC; n 2 ½0; 1� ð20Þ
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the model with the power of the stress n ¼ 12 is obtained. With two parameters
ðk; nÞ it covers all possible convex forms in the h� k diagram. The values
k ¼ 1 and n ¼ 0:3901 result in h ¼ 1, which corresponds to the von Mises

criterion (Fig. 3). With n ¼ 0:3901 and k 2
ffiffiffi
3
p

2
;

2ffiffiffi
3
p

� �
one gets the approxi-

mation of BCM (12). With k ¼ 1 and n 2 ½0; 1� one obtains a model, which
links regular dodecagons of Sokolovsky and Ishlinsky-Ivlev: h 2 ½0:9659;

1:0353�. This model contains even powers of the equivalent stress ðreqÞ 2 i,
i ¼ 0. . .6 only.

4 Shear Stress Space

The models for incompressible material with hexagonal symmetry in the p-plane
can be formulated in the shear stress space ðs12; s23; s31Þ using

s12 ¼
1
2
ðrI � rIIÞ; s23 ¼

1
2
ðrII � rIIIÞ; s31 ¼

1
2
ðrIII � rIÞ: ð21Þ

The von Mises criterion (5) is represented in this space by a sphere, see [4, 26, 38]
among others. The hydrostatic line is ‘‘contracted’’ to the point

s12 ¼ s23 ¼ s31 ¼ 0: ð22Þ

The transform has the following linear-algebraic properties: Eq. (21) allow to
obtain the shear stresses from the principal stresses in the unique way. The same is
not true in the case of the backward transform. It requires to consider expressions
(21) as a system of linear equations with respect to the principal stresses under the
assumption that the shear stresses are known. Because of the condition [26, 35]

s12 þ s23 þ s31 ¼ 0 ð23Þ

this system is not of full rank, hence it possesses an infinite number of solutions,
which means that the transform is not unique. However, it is uniquely determined
by the cross-section (23).

If the stresses rI, rII and rIII are components of the stress deviator, they satisfy

rI þ rII þ rIII ¼ 0; ð24Þ

and hence it follows

rI ¼
2
3

s12 � s31ð Þ; rII ¼
2
3

s23 � s12ð Þ; rIII ¼
2
3

s31 � s23ð Þ: ð25Þ

Yield Criteria for Incompressible Materials in the Shear Stress Space 113



For the formulation of further models Platonic1 (regular convex polyhedron),
Archimedean2 (convex polyhedron) and Catalan3 (Archimedean dual) solids [1, 9,
39] with orthogonal symmetry planes are used. Also superpositions of these solids
can be introduced. In the cross section (23) the cut occurs, which corresponds to
the shape of U in the p-plane. For the space filling polyhedra

• cube, isoclinal octahedron, tetrakaidecahedron (truncated octahedron) and
• rhombic dodecahedron

the criteria of Tresca and of Schmidt-Ishlinsky are obtained (Figs. 4, 5 and 6),
see [44].

The triakisoctahedron [39] yields the UYC (10) with b ¼
ffiffiffi
2
p
� 1 � 0:4142,

the tetrakis hexahedron leads to b ¼ 1
2

, the disdyakisdodecahedron—to

b ¼ 1

2þ
ffiffiffi
2
p � 0; 2929. The great rhombicuboctahedron [39] leads to the MAC

τ 23

τ 31

τ 12

σ 1 = σ s, σ 2 = σ 3 = 0

σ 2 = σ s, σ 3 = σ 1 = 0

σ 3 = σ s, σ 1 = σ 2 = 0

σ
s

Fig. 4 Cube, the criterion of Tresca and of von Mises in the shear stress space ðs12; s23; s31Þ,
after [26, 35]

1 http://mathworld.wolfram.com/PlatonicSolid.html
2 http://mathworld.wolfram.com/ArchimedeanSolid.html
3 http://mathworld.wolfram.com/CatalanSolid.html
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(15) with g ¼ 3
14

4þ
ffiffiffi
2
p� �

� 1:1602, the small rhombicuboctahedron yields

g ¼ 2� 1ffiffiffi
2
p � 1:2929, cf. [45, 46]. Further considerations of this kind can be

found in [3, 19, 24, 36, 46, 48]. The models in the shear stress space are formulated
in [10, 11, 13, 14, 29, 47] and generalized in [43].

5 Summary

The models for incompressible material behavior with hexagonal symmetry (4)
have the property d ¼ 1 (no strength differential effect). To compare these models,

the relations h and k are defined as the ratios of the radii at the angles of h ¼ p
12

and h ¼ p
6

to the radius under the angle h ¼ 0. They allow a uniform view of the

incompressible material behavior models with hexagonal symmetry in the h� k-
diagram.

The most widely used models are the criteria of Tresca, von Mises, and
Schmidt-Ishlinsky. Together with the criteria of Sokolovsky and Ishlinsky-Ivlev

τ 23

τ 31

τ 12

σ 1 = σ s, σ 2 = σ 3 = 0

σ 2 = σ s, σ 3 = σ 1 = 0

σ 3 = σ s, σ 1 = σ 2 = 0

Fig. 5 Isoclinal octahedron and the criteria of Tresca and of von Mises in the shear stress space
ðs12; s23; s31Þ
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they deliver the most important points in the h� k-diagram (Fig. 3). Other points
of the diagram arise from the formulation of the models in the shear stress space. A
physical meaning for this formulations and its connection with a material structure
is not known.

The extreme lines, which connect the criteria of Tresca and Schmidt-Ishlinsky
on the left and on the right of the h� k-diagram, arise from the UYC and the
MAC. A generalized model is apparent from the convex combination of the UYC
and the MAC that includes all possible convex forms in the h� k-diagram. This
criterion has no explicit solution for req which leads to inconveniences upon
application.

The bicubic model (BCM), which divides the h� k-diagram into two areas,
includes the criteria of Tresca, von Mises and Schmidt-Ishlinsky. This model is
continuously differentiable (excluding the borders) and allows an explicit solution
for req. For this reason, the BCM is appropriate for practical use.

The proposed systematization simplifies the comparison and selection of cri-
teria. This systematization shows the differences between generalized criteria
(UYC, BCM and MAC) and allows the suggestion of conservative assumptions in
applications.

τ 23

τ 31

τ 12

σ 1 = σ s, σ 2 = σ 3 = 0

σ 2 = σ s, σ 3 = σ 1 = 0

σ 3 = σ s, σ 1 = σ 2 = 0

Fig. 6 Rhombic dodecahedron and the criterion of Schmidt-Ishlinsky, Tresca and of von Mises
in the shear stress space ðs12; s23; s31Þ
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A.1 6 Axiatoric-Deviatoric Invariants

The model of isotropic material behavior U is a function of three stress invariants,
e.g. of the axiatoric-deviatoric invariants [2, 48]

I 1 ¼ rI þ rII þ rIII; ð26Þ

I 02 ¼
1

2 � 3 ðrI � rIIÞ2 þ ðrII � rIIIÞ2 þ ðrIII � rIÞ2
h i

; ð27Þ

I 03 ¼ rI �
1
3

I1

� �
rII �

1
3

I1

� �
rIII �

1
3

I1

� �
: ð28Þ

The stress angle h [8, 28, 48], cf. [27]

cos 3h ¼ 3
ffiffiffi
3
p

2
I03

I02
	 
3=2 ð29Þ

is used quite often instead of I03.
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The Optimum Design of Laminated
Slender Beams with Complex Curvature
Using a Genetic Algorithm

Jun Hwan Jang and Jae Hoon Kim

Abstract The chapter presents the optimum structural design for composite
slender beams with complex curvature. The optimization process is performed
using a genetic algorithm (GA), associated with a variational asymptotic method
for the structural analysis. The stiffness control of arbitrary, complex sections
under some design conditions is performed for composite beam where the geo-
metrically nonlinear characteristic of the structure is considered. The objective
function was defined as the weight, strength and fatigue life. The laminate
thicknesses are to be determined optimally by defining a design index comprising a
weighted average of the objective functions and determining the minimum.

Keywords Slender beam � Genetic algorithm � Coupled stiffness � Variational
asymptotic method

1 Introduction

Among the rotor system of helicopter, the rotor blade is an essential component
that generates lift, thrust, and control force required for flight. Since it has to
endure the centrifugal force and lift produced by rotation and also has to release
the lift unbalance and blade weight via flapping, feathering, and lead-lag move-
ment, certain features (lightweight, high strength, expediency in manufacture via
all-in-all mold, and performance enhancement) are required. Blade manufacture is
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thus one of the fields that utilize various composite materials and corresponding
high-tech manufacture procedures most frequently.

A composite rotor blade generally consists of many structures—such as skin,
spar, honeycomb, form that sustains airfoil shape, weight balance, de-icing device,
and erosion shield at the leading edge of airfoil. Since a rotor blade requires many
special features such as high strength with lightweight, manufacture using consol-
idated mold, and performance enhancement, various composite materials are used.
Moreover, a rotor blade also needs a warranty for fatigue life under differing loads
following numerous operation conditions. High frequency cyclic stress inflicted on a
rotor blade, which originates from the cyclic aerodynamic load that follows rotation,
can result in serious failure. Therefore, as well as static stability, fatigue charac-
teristics and vibration characteristics of a blade must be taken into account.

The analyses methods of rotor blade have undergone considerable progress
through long time. These progresses were mainly accomplished by the analysis
with the finite element method. The nonlinear modeling method that could explain
couple and transverse shear deformation [1, 2], was the first to be developed to
describe the structural static behavior of rotor blades made up of composite
materials. Before the development of the nonlinear modeling method, it was dif-
ficult to apply the 3-D material coefficient to section modulus equation since most
of classic theories could not deal with phenomena such as elastic coupling in
anisotropic material and initial twist or curvature. From the 1980s on, significant
progresses have been made on the nonlinear modeling method. Giavotto, Borri and
Mantegazza [3] pioneered section analysis of ordinary composite beam using
framework based on linear elastic theory. Although transverse shear effect was not
properly reflected, Kosmatka [4] and Friedmann [5] dealt with geometrical non-
linear problems for the first time and also applied it to dynamic nonlinear problems
of the rotor blade.

The variational asymptotic method (VAM) of Berdichevsky [6] is a very useful
mathematical tool that simplifies the process of finding static points that depend on
one or more small variables. A function that finds static points from proper vari-
ables can be applied to any other point-finding problems. Moreover, it makes it
possible to divide the analysis of a 3-D nonlinear structure such as a beam into non-
linear 1-D analysis or linear 2-D analysis. A 6 9 6 and 4 9 4 sectional stiffness and
mass matrix can be derived this way. It can also be applied to thin wall beams
composed of composite materials as well as simple isotropic beam. Hodges [7]
developed the variational asymptotic beam sectional analysis of the Euler beam
based on the VAM theory, and Wenbin [8] applied it the Timoshenko model.

The variational asymptotic beam sectional analysis (VABS) [9, 10] can sim-
plify a 3-D model with large aspect ratio, such as a blade, to enable modeling of
coupled characteristics, and is also able to calculate with high accuracy in a short
time. Among many theories about arbitrary beam analysis, VABS is the most
accurate, and is able to acquire various kinds of cross-sectional information. It is a
program optimized for rotor blade analysis/design, capable of 3-D displacement,
strain, and stress analysis using cross-sectional information. It utilizes the calcu-
lated stiffness matrix and mass matrix, and many previous studies have shown that
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results obtained from this kind of method matches that obtained from dividing
standard nonlinear 3-D beam problem into 2-D or 1-D [11].

More than one criterion is needed to design a composite blade. That is, an
optimization process is needed to satisfy all the criteria expressed as a multi-
objective function. Multi-objective optimization is an optimization method that
can solve problems in which several criteria cannot be combined into one criterion.
Genetic algorithm is effective for obtaining the solution of multi-objective opti-
mization, because it does not need a gradient and it obtains several solutions rather
than one local solution.

2 Genetic Algorithm-Applied Study

Genetic algorithms, due to their simplicity and generality, are utilized in many fields.
Starting from the design of mass spring dashpot systems done by Goldberg [12]
using a simple genetic algorithm (Simple-GA), numerous studies are in progress
until today. Studies using GA have a broad range of applications, including opti-
mization of pipelines, behavioral evolution of robots, learning process of neural
circuits, and optimization of fuzzy membership functions. B. P. Wang [13] intro-
duced the genetic algorithm to minimize the spring-in phenomenon resulting from
residual stress that is induced when a reinforced composite material cools down.
Hajela [14] showed characteristics of the genetic algorithm, in the case of using it for
the design of multidisciplinary rotor blades with non-convex design variables.
Rodolphe Le Riche [15] optimized the laminate stacking sequence for improved
buckling load. In this optimization, permutation, a new genetic operator, was sug-
gested and proven to be efficient. A permutation operator was also used by Boyang
Liu [16] for optimization of stacking sequence. Here, using a genetic algorithm, we
developed an algorithm that is capable of establishing a design that realizes weight
reduction of blades while also satisfying several criteria.

3 Genetic Algorithm

The genetic algorithm is based on genetics and principles of biological evolution.
It is an algorithm that puts into practice the rule of nature, that individuals with
superior characteristics adapt better to natural environment and produce superior
progeny. It is therefore very different from classical approaches. Classical opti-
mization methods used approaches such as searching objective functions of every
point in a limited space one by one utilizing the gradient, or choosing an arbitrary
point and starting to search from there. Thus, classical optimization was efficient in
a narrow domain, but was not in a broad domain.

However, since genetic algorithms do not utilize the concept of gradient at all
and performs directional search and probability search, they have an advantage
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that they can solve optimization problem comprising features like combination of
continuity-discreteness, discontinuity, and non-convex domain. The genetic
algorithm optimizes a population of individuals composed of binary digits, via
three processes—selection, crossover, and mutation. Selection, crossover, and
mutation are the most fundamental operators in a genetic algorithm. In Fig. 1 it
shows the structure of the genetic algorithm.

Selection is a process where individual strings are replicated in accordance with
its fitness. Thus, it plays the role of delivering characteristics of strings with high
fitness to the next generation in the course of evolution. During crossover, parts of
strings of selected chromosomes, which are equivalent to information, are
exchanged. Crossover gives chances to obtain high fitness to chromosomes and
accelerates converge speed. Lastly, mutation is a process where information not
available through selection and crossover can be obtained. With proper proba-
bility, the mutation process results in searching effect in the whole area, thus
increases convergence to high fitness to a great extent. Operators like crossover
and mutation play the role of increasing diversity of a population.

4 Laminated Slender Beam Geometry for Structural
Optimization

Development tendencies of rotor blades can be grouped into 3 generations. The 1st
generation consists of a metal blade with rectangular shaped tip, while the 2nd
generation consists of composite blade with rectangular tip. The 3rd generation
blade, also made up of composite materials, has a revised tip shape in order to
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Fig. 1 Structure of genetic algorithm
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obtain performance enhancement along with reduction of noise, vibration, and
take-off weight. Here, we applied our study of the 3rd generation blade, a blade
with excellent characteristics such as maximized aerodynamic performance and
reduced noise and vibration. Figure 2 illustrates the shape of the laminated slender
beam and the location of airfoil. The tail rotor that is the subject of the optimal
design has total length of 1575 mm (measured from the center of hub) and is
composed of two airfoils.

5 Load Condition

The blade strength and stiffness should be between -0.5 * +3.5 g, the structural
load coefficients of ‘‘Class I’’ helicopter stated in MIL-S-8698 [17]. We set up the
centrifugal force as 300 kN. Since the flap-wise moment exerts the greatest influ-
ence on the airfoil design, this value should be decided with careful consideration.
Since the torsion of the blade and the stiffness of lag-wise are relatively large, the
lead-lag moment and torsion moment do not have significant influence of the static
structure design, but they can have great importance in the vibratory and aeroelastic
aspect. Within flight condition and several multiples of design limit speed, the flutter
and divergence phenomena should not happen to the rotor blade, and no aeroelastic
instability is acceptable within several multiples of limit speed of the rotor blade
design, in both power-on and autorotation state. The load of flight condition was
generated using CAMRAD II [18], commercial software for aerodynamical analysis
of rotorcraft, and the limit load of design is based on ADS-29. In Figs. 3, 4, 5 several
load conditions for the generation of the preliminary design load of the tail rotor
component were also considered. Case of torque-up is the isolated rotor model, full

Airfoil, leading edge

Transition, fork

Airfoil, trailing edge

Fig. 2 Laminated slender beam configuration for structure optimization
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thrust as defined by full control of +17.5� blade pitch. And the case of speed-up is the
isolated rotor model, 1521 rpm, blade pitch angle of -18.5�, associated thrust and
power.

6 Optimized Design for Laminated Slender Beam

6.1 Nonlinear Slender Beam Modeling for Optimized Design
of Blade Structures

Generally, in structural design of airplanes, finite element analysis is used for
accurate stress and vibration analysis. However, building a 3-D finite analysis
model—that is made almost analogous to the real structure to enable delicate
analysis—consumes a lot of time and human resources, and much knowledge and
know-how is also needed to build reliable analysis models. In addition, in case of
delicate 3-D models, extraction of data needed for applied analysis such as under-
standing of qualitative physical tendency or aeroelasticity analysis often yields
unsatisfactory results. Moreover, as in preliminary design stages, when definite data
about structural and aerodynamic shape is not sufficiently provided and shape
change is frequent, modifying the 3-D structural model accordingly to every change
is almost impossible. A composite blade has domains that undergo radical changes
in geometrical shape and also domains that undergo changes in material properties.
Building a 3-D model in preliminary design is thus practically unrealistic. For
efficient static, dynamic, and fatigue analysis, equivalent modeling, which can
describe the macroscopic behavior relatively easily but efficiently, is required [19–
22]. Here, we perform an equivalent modeling in the preliminary design stage, using
variational asymptotic beam sectional analysis to assume the elastic axis and its
value of EI, GJ, coupled stiffness and mass. In Fig. 6 equivalent modeling is per-
formed by dividing the blade into several domains after selecting parts which
undergoes change in shape and which undergoes addition or reduction of material,
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and the calculation of the coupled stiffness is performed using the calculation done
on each domain for the equivalent lumped mass and mass inertia moment.

6.2 Variational Asymptotic Beam Sectional Analysis

A rotor blade has its length much greater than the other two dimensions and thus
has often been treated as a beam, a 1-D structure, to reduce the computational costs
associated with the analysis [7, 23, 24]. In order to perform this ideal situation
without loss of accuracy, one has to capture the behavior associated with the two
omitted dimensions (the cross sectional coordinates) by correctly accounting for
geometry and material distribution. VABS is able to calculate the one-dimensional
cross-sectional stiffness constants, with transverse shear and Vlasov refinements,
for initially twisted and curved beams with arbitrary geometry and material
properties. The variational asymptotic method (VAM) developed by Berdichevsky
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is the mathematical basis of VABS and is used to split a general 3-D nonlinear
elasticity problem for a beam-like structure into a two-dimensional (2-D) linear
cross-sectional analysis and a 1-D nonlinear beam analysis.

VABS allows one to replace a 3-D structural model with a reduced-order model
in terms of an asymptotic series of certain small parameters inherent to the
structure. These small parameters are h/l and h/R, where h is the characteristic
length of the cross-section, l is the characteristic wavelength of deformation along
the longitudinal direction, and R is the characteristic radius of the initial curvature
and twist. The main small parameter for straight blades is h/l. The generalized
strain energy per unit length accounting for transverse shear and trapeze effect is
shown below [25];

U ¼ 1
2
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Fig. 6 Nonlinear beam’s sectional modeling with curvature
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6.3 Nonlinear, Intrinsic Beam Equations

The nonlinear, intrinsic, mixed equations for the dynamics of a general (non-
uniform, twisted, curved, anisotropic) beam undergoing small strains and large
deformation are given below [26, 27].

F0 þ ð~k þ ~jÞF þ f ¼ _Pþ ~XP

M0 þ ð~k þ ~jÞM þ ð~e1 þ ~cÞF þ m ¼ _H þ ~XH þ ~VP

V 0 þ ð~k þ ~jÞV þ ð~e1 þ ~cÞX ¼ _c

X0 þ ð~k þ ~jÞX ¼ _j ð2Þ

where ð Þ0denotes the partial derivative with respect to the axial coordinate of the

undeformed beam, and ð _Þ denotes the partial derivative with respect to time.
xðx; tÞand Mðx; tÞare the measure numbers of the internal force and moment vector
(cross-section stress resultants), Pðx; tÞand Hðx; tÞ are the measure numbers of the
linear and angular momentum vector (generalized momenta), cðx; tÞand jðx; tÞ are
the beam strains and curvatures (generalized strains), Vðx; tÞ and Xðx; tÞ are the
linear and angular velocity measures (generalized speeds), and f ðx; tÞ and mðx; tÞ
are the external force and moment measures. Measure numbers of all variables
except for k are calculated in the B frame, i.e. the deformed beam cross-sectional
frame. kðxÞ is the initial twist/curvature of the beam. The measure numbers of k are
in the undeformed beam cross-sectional frame.

The cross-sectional stress resultants are related to the generalized strains via the
cross-sectional beam stiffnesses/flexibilities. These cross-sectional properties can
be calculated using an analytical thin-walled theory [28] or computational FEM
analysis [10] for general configurations. Such an analysis gives the following
linear constitutive law,

c
j

� �
¼ R S

ST T

� �
F
M

� �
ð3Þ

where RðxÞ, SðxÞ, and TðxÞ, are the cross-sectional flexibilities of the beam. This
linear constitutive law is valid only for small strain, but the global deformations
still may be large. The generalized momenta are related to the generalized speeds
via the cross-sectional beam inertia,

P
H

� �
¼ lD �l~n

l~n I

� �
V
X

� �
¼ G K

KT I

� �
ð4Þ

where lðxÞ, nðxÞ, IðxÞ are the mass per unit length, mass center offset (vector in the
cross-section from the beam reference axis to the cross-sectional mass center), and
mass moment of inertia per unit length, respectively. Usually, the constitutive laws
are used to replace some variables in terms of others. Here it was decided to
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express the generalized strains in terms of the cross-section stress resultants,
allowing easy specification of zero flexibility, and the generalized momenta in
terms of generalized speeds, allowing easy specification of zero inertia. Thus, the
primary variables of interest are F, M, V and X.

7 Optimization Strategy for Composite Blade

7.1 Local Optimization

The structure of the composite blade can be divided into three geometrically
distinct parts—upper and lower arm that carry centrifugal force, transition domain
where the shape changes radically, and airfoil. Table 1 shows some information of
shape of laminated slender beam. Figure 7 illustrates the shape of a section
through the composite blade. While developing the optimal design of the blade
section, we supposed that a composite blade consists of 2 torsion boxes, form, and
skin. Placed anterior to the torsion box is a glass UD that carries main load of
blade. In the case of skin, although the ply sequence of the composite materials can
be optimized in accordance with load. A common ply sequence is applied instead
since it is relatively thinner and more conveniently manufactured. Design variables
were defined to be the skin thickness, width of UD glass, thickness of stiffener, and
location of form. Figure 6 illustrates the use of the finite element model for the
calculation of the coupled stiffness matrix and coupled mass matrix using the
variational asymptotic beam sectional analysis.

The centre of mass is slightly off the generalized shear center and is located at
x2 = -18.83 mm and x3 = 3.11 mm. The generalized Timoshenko model
obtained from VABS for this blade section is represented by the following matrix
of the cross-sectional stiffness constants:

Sr=R¼0:443 ¼

6:121E + 07 �8:206E� 11 �1:756E� 11
�8:206E� 11 7:148E + 06 �2:269E + 05
�1:756E� 11 �2:269E + 05 9:111E + 05

�1:898E� 09 �6:193E + 05 2:634E +07
�1:723E + 07 1:066E� 09 3:154E� 09
�7:353E + 06 1:374E� 10 9:393E� 10

�1:898E� 09 �1:723E + 07 �7:353E +06
�6:193E + 05 1:066E� 09 1:374E� 10
2:634E + 07 3:154E� 09 9:393E� 10

4:370E +09 1:543E� 08 8:914E� 08
1:543E� 08 6:323E + 09 �1:218E + 09
8:914E� 08 �1:218E + 09 2:014E + 11

2
666664

3
777775

ð5Þ

And we calculate the flexibility matrix by calculating the inverse of the
Timoshenko’s stiffness matrix.

Fr=R¼0:443 ¼

1:633E� 08 2:235E� 25 4:433E� 25
2:235E� 25 1:427E� 07 4:063E� 08
4:433E� 25 4:063E� 08 1:124E� 06

8:762E� 27 1:189E� 12 �2:129E� 12
6:310E� 10 �2:703E� 26 �2:896E� 27
2:051E� 09 �3:762E� 26 �7:071E� 27

8:762E� 27 6:310E� 10 2:051E� 09
1:189E� 12 �2:703E� 26 �3:762E� 26
�2:129E� 12 �2:896E� 27 �7:071E� 27

2:347E� 10 �7:478E� 28 �1:289E� 28
�7:478E� 28 1:5833� 10 9:576E� 13
�1:289E� 28 9:5761� 13 4:969E� 12

2
666664

3
777775

ð6Þ
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7.2 Global Optimization

Design variables needed at preliminary stage of the blade design can be deter-
mined by values of couple and stiffness obtained after performing the equivalent
modeling. The number of finite element model elements and nodes should be
sufficiently large in order to perform nonlinear equivalent modeling. A smaller
number of elements and panel points are critical for saving time for the calcula-
tion, but enough elements are needed for accurate determination of coupled
characteristics in the equivalent modeling. Each coupled stiffness matrix and mass
matrix was placed in span direction of the blade and was analyzed for global
vibration. A modal analysis in vacuum was done for identification of frequency.
Figure 8 shows the result of the global optimization for the normal mode.

Table 1 Material Information of Laminated Slender Beam Structure

Material E1, E2, G12(MPa) m12, m12 Thickness (mm)

Carbon-Epoxy Fabric 54000, 37800, 3730 0.3, 0.3 0.36
0.36

Carbon-Epoxy Unidirectional Tape 131000, 19650, 4800 0.42, 0.42 0.13
Glass–Epoxy Fabric 19600, 13720, 3040 0.3, 0.3 0.31

0.31
Glass–Epoxy Unidirectional Tape 54690, 8190, 5870 0.31, 0.31 0.25
Titanium 190000, 190000, 73400 0.3, 0.3 0.34

Fig. 7 Design variables and ply sequence configuration
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The objective of the modal analysis was to verify if the separation of frequency
in the fan plot between 3/rev, 4/rev, and 5/rev is enough. To ensure dynamic
stability, the coupled stiffness matrix was controlled by modification of the number
of design variables. Finally, the optimization of the design variables set at the
beginning was done for designing a more lightweight composite blade.

8 Optimization Procedure

We utilized the genetic algorithm for the analysis of the composite blade structure
optimization. When optimizing a design made up of composite materials, a genetic
algorithm has an advantage in such a way that it can be easily applied to both con-
tinuous variables and discrete variables such as ply number and ply angle [29–31].

We selected the mass of the blade as an ultimate objective of optimization of
the laminated slender beam section. We selected the thickness and location of the
skin and torsion box as design variables and as constraints the static strength, mass
center, fatigue life, and natural vibration mode.

Figure 9 shows the flow chart of the optimization method used. When the initial
design value is determined, the cross-sectional analysis is performed in accordance
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Fig. 8 Global optimization, normal mode results
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with the location of the spanwise on the composite blade. To do this, a pre-process
for finite element analysis should be done on every section. Next, using a program,
the equivalent properties of the blade is calculated. Stiffness matrix and mass
matrix are included in equivalent properties of each section that had been set at the
beginning. The genetic algorithm searches by permuting disposition information
and material properties from initial design variables. Regarding local optimization,
the required strength of composite materials and required fatigue life should be
satisfied by the load applied on each section. Regarding global optimization, the
blade’s vibration condition should be satisfied and stiffness should be controlled in
order to accomplish weight reduction. To achieve a converged optimization result,
the genetic algorithm should be repeated in finite loop to make it converge. We
repeated 250 loops for the evaluation of convergence and then extracted the
stiffness from the diagonal elements of coupled stiffness matrix for the same
purpose.

Objective Function: Find {X} = {X1, X2, X3, X4…… XN}
Objective: Blade weight, Avoid divergence
Bound of Design Variables
Forward Glass–Epoxy UD Area: 50 \ X1 \ 90
Forward torsion box range: 60 \ X2 \ 140
Backward Glass–Epoxy UD Thickness: 1.0 \ X3 \ 3.0
Skin thickness: 0.25 \ X4 \ 4.0
Backward torsion box thickness: 55 \ X5 \ 85
Torsion box position : 120 \ X6 \ 180
Constraints
Maximum stress failure criteria

rC
1 \r1\rT

1

rC
2 \r2\rT

2

s12j j\sS
12

ð7Þ

Maximum strain failure criteria

eC
1 \e1\eT

1

eC
2 \e2\eT

2

ð8Þ

Fatigue life [ 10000 flight hour.

S

Sendurance limit
¼ A

Nc
;Di ¼ ni=Ni;

Required life [ 10000 ð9Þ

Failure index of each material \ 1.0
Mass center
25 %Chord-10 % \ Mass center 25 %Chord ? 10 %.
Natural frequency: frequency separation at 3/rev, 4/rev, 5/rev.
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ð½K� � x2½M�Þfdg ¼ 0 ð10Þ

9 Result of Optimized Design Derived from Genetic
Algorithm

The genetic algorithm does not search individual points but searches population of
design points in several discrete design spaces at once. In other words, it is able to
do a local search in one space while searching in many other spaces at the same
time. While methods depending on gradient at individual points have a drawback
that they sometimes fall into local optimal points, the genetic algorithm is not
sensitive to problems of this kind that occur in the complex design space, since it
searches the population of design points, not individual points. The genetic
algorithm yields not a single solution for the problem but a group of solutions
which can differ from each other. The shape of the initial section of the laminated
slender beam section for optimization is as shown in Fig. 10. Optimized design
variables of the blade section are shown in Table 2.

Initial design
Material properties
Initial twist & curvature
Cross-sectional configuration

Setting design variables
Skin, spar thickness
Form thickness
Web location

Variational Asymptotic 
Beam Sectional Analysis

Stiffness coefficient matrix
Mass coefficient matrix
Stress/Strain recovery

Structural criteria
Strength or strain criteria 
Failure index
Fatigue analysis

Genetic Algorithm
Selection
Crossover
Mutation

Fitness evaluation 

Satisfied

Sectional properties Stiffness, inertia, offsets for next 
design iteration

No

Yes

Start

Make entire beam model

Modified design variables 
Rearrange FEM 

Weight distribution
Stiffness distribution

Total inertia

Structural characteristics

Target weight, C.G offset

Vibration criteria

Satisfied

End

Weight/C.G +/-10%

Yes

No

Fig. 9 Flowchart for the structural optimization design procedure
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The constraint of optimization has a failure index less than 1.0, and the center
of mass is located at 25 % of chord. In Figs. 3, 4 and 5, the maximum load is a
force of 120 kN in the direction of blade axis and the moment of Max. 1000 N-M,
Min. -2000 N-M in the direction of leadlag wise. The result of the blade section
shape optimization using the genetic algorithm is shown in Table 2. Through
optimization, the initial mass of the blade could be reduced from 7.35 kg to
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Fig. 10 GA optimization
results, fatigue life at
r/R = 0.654

Table 2 Optimization Results of Composite Blade using Genetic Algorithm

r/R X1 X2 X3 X4 X5

Initial Final Initial Final Initial Final Initial Final Initial Final

0.274 35.0 31.2 71.9 75.7 5.0 4.6 3.0 2.5 75.0 70.8
0.291 35.0 29.3 71.9 77.6 5.0 4.0 3.0 2.6 75.0 69.4
0.295 35.0 28.9 72.3 78.4 5.0 3.9 3.0 2.4 75.0 68.7
0.307 35.0 29.0 74.1 80.1 5.0 3.9 3.0 2.2 75.0 67.5
0.361 35.0 23.1 78.1 90.0 5.0 2.9 3.0 2.6 75.0 59.1
0.381 35.0 25.4 78.9 88.5 5.0 3.2 3.0 2.2 75.0 61.7
0.386 35.0 25.3 79.2 88.9 5.0 2.2 3.0 2.1 75.0 61.5
0.401 35.0 21.9 77.9 91.0 5.0 2.3 3.0 1.9 75.0 60.8
0.421 35.0 21.7 80.2 93.5 5.0 1.7 3.0 1.4 75.0 60.0
0.452 35.0 21.7 79.9 93.2 5.0 1.7 3.0 1.2 75.0 60.0
0.557 35.0 21.7 79.9 93.2 5.0 1.7 3.0 1.2 75.0 60.0
0.634 35.0 21.7 76.4 89.7 5.0 1.7 3.0 1.1 75.0 63.5
0.738 35.0 21.4 79.4 93.0 5.0 1.7 3.0 1.2 75.0 60.0
0.846 35.0 29.9 78.4 83.5 5.0 1.8 3.0 1.0 75.0 61.0
0.879 35.0 31.8 78.1 81.3 5.0 1.8 3.0 1.1 75.0 60.0
0.889 35.0 31.4 78.0 81.6 5.0 2.0 3.0 1.1 75.0 60.0
0.897 35.0 36.9 79.4 77.5 5.0 1.0 3.0 1.1 75.0 60.0
0.916 35.0 29.9 77.9 83.0 5.0 1.0 3.0 1.1 75.0 61.5
0.933 35.0 29.7 73.0 78.3 5.0 1.0 3.0 1.4 75.0 64.9
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6.55 kg. The center of mass is located at 625.8 mm from the laminated slender
beam’s reference. Figure 11 compares the shape of the laminated slender beam
section before and after optimization. The life evaluation of the rotorcraft is cal-
culated using the safe-life method or fail-safe method. The fatigue life calculated
applying the load spectrum came out to be infinite in all domains except for
r=R = 0.07 and r=R = 0.654, even though it was initially set to satisfy 40000 h in
each section. After optimization, the skin became relatively thinner and front/rear
torsion box became both smaller and thinner. The blade mass changed for 10.9 %
of the amount, from 7.35 kg to 6.55 kg. The front torsion box became bigger while
the rear torsion box became smaller. Distribution of mass, before and after opti-
mization, is illustrated in Fig. 12, respectively.
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10 Conclusion

We described procedures of optimization of composite blade design that utilizes a
genetic algorithm, decomposed into a local and global domain. In the optimization
process, we controlled the stiffness to locally satisfy structural requirements of
composite materials and globally satisfy vibration requirements. The stacking
sequence of the skin of given geometry was not considered, since the elements that
support the main load are UD glass, UD carbon, and carbon fabric. Thus, the
thickness of the thin outer skin is not necessarily a main element of an optimal
design.

1. Asymptotic beam sectional analysis was used for calculation of section coef-
ficients of the coupled stiffness matrix. In the case of a blade that undergoes
changes in shape and internal material properties, an equivalent beam model
should be used. Later we calculated the static structural safety by restoring the
1-D model to a 2-D model, done through stress recovery. As an objective
function of optimization, the strain-cycle curves of each composite material
that constitute the blade were used.

2. For the optimization of each cross-section through the genetic algorithm, the
objective function, design variables, and constraints were fixed in order to have
failure indices of all objective functions less than 1.0. The cross-section shape
optimization accomplished approximately a 10.9 % weight reduction of the
blade.

3. Cross section shapes of local area optimized for each respective section were
subject to an optimization in global area, considering the vibration condition.
The stiffness matrix was optimized in order to prevent flutter and divergence
phenomena from occurring on the composite blade in flight course conditions
and several multiples of limit speed of design.

4. Weight reduction, the ultimate goal of airplane structure optimization, was
accomplished. After optimization, the initial mass of the blade was reduced
from 7.35 kg to 6.55 kg.
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A Finite Element Approach
for the Vibration of Single-Walled
Carbon Nanotubes

Seyyed Mohammad Hasheminia and Jalil Rezaeepazhand

Abstract We worked on vibrational aspects of zigzag single wall nanotubes using
the finite element simulation. We modeled the nanotube and graphene sheet as 3D
frame structures using beam elements. The natural frequencies of vibration and
their vibration modes are obtained. The simulations are done for the zigzag
nanotubes (8, 0). The first five natural frequencies are obtained for aspect ratios in
the range of 4 to 20. The results show that the natural frequencies decrease as the
aspect ratios increase. The results also indicate similar trends with results of
previous studies for CNTs using universal force field potential. We also present
frequencies of nanotube versus aspect ratio of SWNT in two boundary conditions
(clamped–clamped and clamped-free), and compare it with solutions taken from
MD, local shell model and nonlocal shell model which still remains the same
trends and are close enough.

Keywords Carbon nanotubes � Vibration analysis � Beam element � Finite
element � SWNT

1 Introduction

Significant researches have been done in the area of nano science and technology
in the past two decades. As one of the most interesting nanomaterials, carbon
nanotubes (CNT) have received huge attention in terms of fundamental properties
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and applications. This is largely because of significant physical properties found
from both theoretical and experimental studies. For example, the electrical prop-
erties of CNT may become regulated by mechanical deformation. The deformation
and vibration aspects of CNTs have been the subject of many experimental,
molecular dynamics analysis (MD) and continuum modeling projects. Experi-
ments at nano scale are still being improved in many cases and thus led us to
valuable mechanical properties and helped to simulate numerous engineering
problems. These properties are of real interest for applications such as sensors and
smart materials. The study of these aspects is multi-disciplinary and involves
various branches of science and technology. Steady approach has been made in
exploring the mechanical properties of two types of CNTs: single-walled carbon
nanotubes (SWCNT) and multi-walled carbon nanotubes (MWCNT). The mea-
sured specific tensile strength of a single walled carbon nanotube can be as high as
100 times that of steel, and the graphene sheet (in-plane) is as stiff as diamond at
low strain. These significant mechanical properties motivate future study of pos-
sible applications for lightweight and high strength materials. Composite materials
made of SWCNT or MWCNT have been fabricated and considerable enhancement
in mechanical properties has been recently reported [1, 2].

As dealing with experiments at the nanoscale is difficult, theoretical analyses of
nanomaterials become very important. Two basically different approaches are
available for theoretical modeling of nanostructured materials: the atomistic
approaches and the continuum mechanics. The first one includes the classical
molecular dynamics (MD) [3–7]. MD approaches are often expensive to compute,
especially for large-scale MWNTs. Hence, the continuum mechanics is increas-
ingly being considered as an alternative way of modeling materials at the nano-
meter scale. In the classical (local) continuum models, CNTs are taken as linear
elastic thin shells [8, 9]. It is concluded that the applicability of classical contin-
uum and finite element models at very small scales is questionable. Therefore,
continuum models need to be further extended to consider the size effects in
nanomaterials studies. Many attempts have been made to develop more sophisti-
cated types of continuum models in order to better accommodate the results from
the MD simulations.

2 Brief Review of the Continuum Approach for Nanotube
Analysis

Ru concentrated on buckling of MWNTs, and presented that the critical strain can
be overestimated in certain cases if the VDW (van der Waals) forces aren’t strong
enough. In this situation, each single tube acts independently, and the smallest
diameter tube fails first; and the others fails sequently. Actual bending stiffness of
carbon SWNTs is low—about 25 times lower than that predicted by the elastic
shell model if a representative thickness of 0.34 nm is used. However, there is the
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possibility of using MWNTs to improve bending strength In addition, they used an
Elastic model to study buckling of a double-walled CNT under compression. It
could be shown that CET (classical elasticity theory) works well, but existing CET
models cannot be used directly for CNTs, because of the lack of study of a vdW
interaction. They use the Airy stress function. It was found that adding an inner
tube cannot increase the critical axial strain, however it can increase the force
because of changing in cross-section [10, 11].

Govindjee and Sackman used the equations of continuum beam theory to
interpret the mechanical response of NTs, specifically, using the Bernoulli-Euler
equation for the Young’s modulus. Reports that show an explicit dependence of
‘‘material’’ properties on system size when a continuum cross-section is assumed.
They reported that the super-high values of modulus reported are because of the
breakdown of the continuum hypothesis. Other modes can be used to define E, and
we should expect that the value of E is not dependent on the mode of deformation.
If E is different in tension and compression, then you have to look at how this
would affect the bending stiffness [12].

Yakobson, Campbell, Brabec and Bernholc considered the way that intrinsic
symmetry of a graphite sheet is hexagonal, and a 2D hexagonal structure is iso-
tropic. Thus, it can be represented by a uniform shell with only 2 elastic param-
eters: resistance to in-plane bending (in-plane stiffness C) and flexural rigidity
D. They quote another reference to get C = 59 eV/atom = 360 J/m2, and
D = 0.85 eV. They estimate the Poisson’s ratio to be 0.19 based on simulation,
and this corresponds to the experimental value for single crystal graphite. Claims
that using Y = 5.5 TPa and h = 0.066 nm gives the correct values for the modulus
and flexural rigidity. Choosing a more ‘‘natural’’ value for h (say 0.34 nm, the
graphite interlayer spacing) really overshoots the rigidity. It was found that is
useful to use these values for the shell continuum model. They estimate that the
bulk modulus is slightly higher than diamond, and significantly higher than
graphite. Also with properly chosen parameters, the continuum shell model pro-
vides a remarkably accurate ‘‘roadmap’’ of NT behavior beyond Hooke’s law.
They model the NT using a realistic many-body Tersoff-Brenner potential and
MD, and then show that these transformations can be modeled with a continuous
tubule model. Using this, they can model the behavior beyond the linear response
[4, 13].

3 Finite Element Model of the Nanotube

We modeled the nanotube and graphene sheet as 3D frame structures using beam
element. In this case carbon atoms are simulated as the nodes and the C–C bonding
as the beam element. Due to this idea the molecular dynamics approach is linked
with continuum mechanics. To reach a validate point of view we made the 3D
structure as mentioned and assumed to be as a nanotube filament with definite
geometry that means NT wall thickness and cross section. It was also assumed that
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the NT’s global properties are valid for this structure. Considering definite beam
properties we can draw a stress–strain graph for our model.

4 Vibration Properties of the Model

The vibrational aspects of CNTs have been the focus of considerable research.
Many of the studies have been conducted based on the classical continuum
mechanics including the Bernoulli–Euler/Timoshenko beam models, shell models
and space truss/frame models. Most of the previous nonlocal vibration articles on
CNTs have been established on the basis of the nonlocal Bernoulli–Euler/Timo-
shenko beam models [14]. By assuming proper Young’s modulus for the NT
model and deriving proper properties for the beam elements we investigate the
vibrational properties of zigzag single-wall carbon nanotubes (CNTs) using FEM
simulation in Ansys. The natural frequencies of vibration and their associated
intrinsic vibration modes are obtained. The simulations are done for the zigzag
nanotube (8,0). The first five natural frequencies are obtained for aspect ratios
ranging from 4 to 20.

The resonant frequencies of SWCNT depend on the tube diameter and length.
The atomic structures of SWCNTs could also exert important influence on their
vibration behaviours. Thus, in this work, we analyze one group of SWCNT res-
onators, i.e., for zigzag nanotube (8,0). Chowdhury presented natural frequencies
of four types of zigzag nanotubes (5,0), (6,0), (8,0) and (10,0) using universal force
field potential [15].

Arash and Ansari presented frequencies of nanotube versus aspect ratio of
SWNT in two boundary conditions (clamped–clamped and clamped-free), using
three solutions MD, local shell model and nonlocal shell model [14].

5 Results and Discussion

The vibration frequencies of SWCNT depend on the length. The atomic structures
of SWCNTs could also exert significant influence on their vibration aspects. Thus,
in this work, we analyze just a zigzag nanotube (8,0). The computational results of
the first five vibrational frequencies of the zigzag SWCNT are shown in Fig. 1,
respectively, as functions of the length-to-diameter aspect ratio.

We also considered different boundary conditions. Our results are shown in
Figs. 2, 3, 4 and 5, which are in good agreement with previous studies.

As shown in Fig. 1, for SWCNTs with the aspect ratio rising from around 4 to
20, the fundamental frequencies are in the ranges of 120–2500 GHz for the zigzag
CNTs (8,0). It may be noted from the mentioned references. that the resonant
frequencies of SWCNTs obtained based on the present MM approach are close to,
but lower than, those given by a structural mechanics approach. Specifically, the
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tendency of frequency to change with aspect ratio are generally in agreement with
that given by these studies. For zigzag SWCNT, the frequencies of all five modes
are generally in decreasing trend when the aspect ratio increases from 4 to up to

Fig. 1 First five vibrational frequencies of zigzag CNTs as a function of tube aspect ratio (L/D).
First two modes are identical with different symmetric planes of flexural vibration. The 3rd mode
corresponds to torsional vibration. The 4th and 5th modes correspond to higher flexural vibration

Fig. 2 Fundamental
resonant frequencies from
continuum shell model and
MD simulations and FEM for
cantilever SWCNTs of
thickness h = 0.34 nm
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Fig. 3 Fundamental
resonant frequencies from
continuum shell model and
MD simulations and FEM
model for clamped SWCNTs
of thickness h = 0.34 nm

Fig. 4 Third resonant
frequencies from continuum
shell model and MD
simulations and FEM model
for cantilever SWCNTs of
thickness h = 0.34 nm

Fig. 5 Third resonant
frequencies from continuum
shell model and MD
simulations and FEM model
for clamped SWCNTs of
thickness h = 0.34 nm
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20. As we can see by increasing aspect ratio we have closer results in all
approaches that gives the idea of considering long NTs as a general beam rather
than shell.

6 Conclusions

The vibrational aspects of zigzag single-wall carbon nanotubes are studied in this
research. A continuum mechanics based approach is used to estimate the fre-
quencies. In this study, we used a finite element model shaped as a 3D frame
structure to be our NT and used beam elements as C–C bondings. Vibration of
CNTs show features of decreasing frequencies with increase in aspect ratio. It is
found that, natural frequencies of zigzag CNTs are highly depended to aspect ratio
specially in short NTs. However, differences in frequencies vanishes with increase
in aspect ratio. In view of results presented, it follows that the frequency of
SWCNTs is primarily determined by their geometric sizes, i.e., diameter and the
aspect ratio, but cannot be substantially changed due to the variation of their atomic
structures.
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Characteristics of Welded Thin Sheet
AZ31 Magnesium Alloy

Mahadzir Ishak, Kazuhiko Yamasaki and Katsuhiro Maekawa

Abstract Conventional arc welding processes are difficult to use to join thin sheet
magnesium alloy because of the necessity of high energy input, which in turn leads
to various problems such as burn through and distortion. Alternatively, laser
welding can resolve these problems because of lower heat input and smaller spot
size compared to conventional welding. Even when using laser welding, it is
difficult to weld thin magnesium sheets with a thickness of less than 1 mm; cut,
melt through and cracks tend to occur due to the evaporation of molten metal and
high solidification rate. In this study, an attempt has been made to lap fillet welding
of thin sheet magnesium alloy AZ31B with a thickness of 0.3 mm using a pulsed
Nd:YAG laser beam in a conduction mode. This paper investigates the occurrence
of defects in the lap fillet joint of AZ31B magnesium alloys. Defects such as void
and cracks were observed at the weld root. A void at the root occurred because of
lack of fusion due to insufficient melting of the lower sheet. The void was reduced
by grinding the metal surface to eliminate the oxide layer. Cracks generated in
large grain areas initiated from the void at the root. A higher scan speed signifi-
cantly improves the defect behaviour because of generating a narrow large grain
area and wider fine grain area. Macropore-free weld was obtained in this laser
welding research, and smaller amount of micropores than the base metal can be
attained.
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1 Introduction

Welding of thin sheets usually experiences many problems compared with that of
thick sheet metal. In the conventional arc welding processes, a high heat input
usually causes various problems such as cutting, burn through, distortion, porosity,
cracking, etc. Thus, the utilization of the proper welding process, procedure and
technique is important in order to deal with these problems. Comparing with arc
welding, laser welding and electron-beam welding have many advantages, such as
narrow weld and high penetration depth. Laser beam is preferable because it can
be used in ambient pressure and temperature rather than electron beam welding.
Even with many advantages, laser welding of thin sheet metals still has problems,
including the loss of material due to evaporation and improper control of heat
which leads to the formation of cut and melt-through. There are many reports
regarding welding of copper, stainless steel and aluminium alloys of thin sheets
with a thickness of less than 1 mm [1–3], but few studies focusing on thin sheet at
similar thickness of magnesium alloys welding have been carried out.

In this paper, a Nd:YAG laser was utilized to joint thin sheet AZ31B magne-
sium alloys. The rationale for the selection of the thin sheet AZ31B magnesium
alloys was because of its unique properties; e.g. low density, high strength-to-
weight ratio, high damping capacity and good recyclability. Thus, recently an
increased attention has gained in many industries [4]. However, processing of
magnesium alloys is difficult because cracks, pores and cuts easily generate [5–7].
In this research, laser welding with a conduction mode rather than a keyhole one is
employed, because a very stable weld pool could be provided. The absence of
unstable fluid motion, which usually takes place in a keyhole mode welding, could
give attractive weld quality as well as good controllable penetration depth. These
advantages of conduction-mode welding are much more suitable to weld thin sheet
magnesium alloys as thin as 0.3 mm.

Therefore, the objective of this research is to investigate and understand the
mechanism of the formation of defects in lap fillet joint of the AZ31B magnesium
alloy with a thickness of 0.3 mm by using a pulsed Nd:YAG laser.

2 Experiment

Lap fillet welding by laser was performed on a 0.3 mm thick magnesium alloy
sheet AZ31B. The size of the sheet is 20 mm 9 30 mm. The composition of the
magnesium alloy is listed in Table 1. Before welding, the sheets were ground with
SiC paper (#1000), and then cleaned with ethanol to remove oxide films and oil. A

Table 1 Composition of magnesium alloy AZ31B (mass %)

Material Al Zn Mn Mg

AZ31B 2.63 0.28 0.71 Bal.
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pulsed Nd:YAG laser with a 1.06 lm wavelength, 0.4 mm beam spot diameter and
100 mm focal length lens was used for this experiment. Figure 1 illustrates the set-
up for the lap fillet welding experiment. Lap welding was carried out by over-
lapping two sheets, and then joined by the laser at the edge side of the upper sheet.
A specimen was fixed with clamps and jigs in a metal closed box, and then located
on a CNC X–Y table. The top of the box was closed by a heat resistance glass,
through which the laser beam is transmitted during welding. Argon gas was
continuously flowing inside the box at a rate of 20 l/min during the process.

In this experiment, the two sheets were welded with a gap width of less than
35 lm. The laser beam centre location (x) was varied from the edge of the upper
sheet towards the –x direction as shown in Fig. 2: 0.1, 0, -0.1, -0.2 and -0.3 mm
with various scan speed from 50 to 600 mm/min. The setting of the laser beam on
a specific location on the upper sheet was determined by a camera and the pre-
cisely controllable CNC table within an accuracy of 1 lm. Other parameters of the
Nd:YAG laser welding such as pulse energy, pulse duration, and repetition rate
were fixed at 1.8 J, 3.0 ms and 80 Hz, respectively.

The laser was scanned in the y-direction for welding. The welded specimens
were cross-sectioned, ground and polished. The mounted specimens were etched
in a solution composed of either 10 ml acetic acid diluted with 100 ml distilled
water for macroscopic observation, or solution of 5 ml acetic acid +5 g picric
acid +10 ml distilled water, and 70 ml ethyl alcohol for microstructure observa-
tion. The macrostructure and microstructure were characterized by optical
microscopy (OM) and scanning electron microscope (SEM). Elements in the crack
area were determined by EDX analysis.

3 Results and Discussion

3.1 Weld Geometry

To analyse the weld geometry of a welded sample, the average weld width and
penetration depth were measured. The effects of the centre beam location on the

-x

Upper sheet

Lower sheet

x=0

Laser beam scanning 
direction

y=0

Fig. 1 Beam centre location
defined from edge of upper
sheet
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bond width and penetration depth are shown in Figs. 2 and 3. Both of them
decrease significantly with increasing the distance of beam centre location from
the edge of the upper specimen. A large distance of beam centre location results in
a low concentration of heat on the upper surface of the specimen. This happened
due to heat dissipation in the magnesium alloy having high thermal conductivity.
Therefore, less heat was absorbed by the workpiece resulting in a smaller melted
weld area. Increases in distance of beam centre location could also enlarge the size
of voids at the root as shown in Fig. 4. A detailed description of the void formation
at the root will be provided in Sect. 3.3. From this result, we could understand that
the weld geometry in laser welding is very sensitive to the beam centre location
distance in the order of 100 lm. Thus, in this paper we fix the beam centre location
on the upper edge (x = 0) to optimize the weld geometry and reduce defects.
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3.2 Microstructure

Figure 5 features the microstructure of the weld zone: (a) shows the upper weld at
450 mm/min, which consists of fine and equiaxed grains. A low scan speed of
250 mm/min results in larger grains growth at the weld centre as shown in Fig. 5b.
This may be caused by the high heat input and then the longer cooling time of the
molten metal. Deeper location generates large grain, especially at the boundary of the
base metal as shown in Fig. 5c. It can be observed that the elongated cellular grains
grow perpendicular to the fusion boundary. In other words, grains coarsen with
decreasing distance from the weld centre because the thermal cycle changes. The
area with long and elongated grains was narrower as scan speed increases, in which
the length at a scan speed of 450 mm/min is about 80 to 100 lm. The existence of this
zone stems from the physical properties of the AZ31B magnesium alloy: a high
thermal conductivity and a low thermal capacity. In addition, note that a conduction
mode was applied rather than a keyhole mode in the present study.

Some black pits and white dots can be observed in the fine precipitated
inclusions at the weld area as shown in Fig. 5a. EDX analysis revealed that the
black pits contain high Al, whereas the white elements contain high Al and Zn
compared with the base metal. In general, these participates have been identified as
Mg17Al12 and Mg17(Al,Zn)12 [8, 9].

3.3 Defects

3.3.1 Voids

Voids or discontinuity at the weld root occurred likely because of lack of fusion
[10–13]. As shown in Fig. 6, it seems that this happens because of insufficient

Fig. 4 Weld cross-section at
beam location x = -0.2 mm
at scan speed 250 mm/min
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melting of the lower sheet although the upper sheet was heated at the welded root
area. Insufficient melting is caused by inadequate energy input and welds prepa-
ration at the welded root area [10–13]. The existence of a narrow gap could also
cause the lack of fusion occurred. Furthermore, it is plausible that the oxide thin
film formed on the surface of the lower sheet, although it was ground and cleaned.
Magnesium is an active metal, in which oxide could easily form on the surface
when in contact with air after grinding [14]. This thin layer could act as a barrier
that prevents heat transfer to the lower sheet.

A thin sheet without surface grinding on the upper surface of the lower sheet
and the upper sheet with grinding and cleaning was welded at a scan speed of

10 µm

3 µm

(a)

(b)

3 µm

(c)

Fig. 5 Microstructure of
(a) upper weld at scan speed
450 mm/min (b) upper weld
at scan speed 250 mm/min
and (c) fusion boundary at
scan speed 450 mm/min

152 M. Ishak et al.



350 mm/min. The cross-section images of the weld with and without grinding/
cleaning are shown in Fig. 7a, b, respectively. Large voids and discontinuities are
observed when the sample was not ground, and the melting area is much smaller
compared with the ground welded sample. This is because a thick oxide layer
exists on a surface of the lower sheet, acting as a heat insulator. This plays a
significant role on the weld, especially in this conduction mode laser welding
process. In addition, the internal stress produced during solidification and cooling
results in the separation of the surfaces sticking with each other, thus causing the
expansion of a void or discontinuity as shown in Fig. 6. Although a new oxide
instantaneously forms on magnesium in air after polishing/cleaning, the newly
formed oxide layer was expected to be much thinner, so that the formation of the
defect is reduced. This implies that the oxide film had a large effect on the
occurrence of voids or discontinuities at the root. The defects severely happened at
low scan speeds but significantly improved at higher scan speed. Higher scan
speeds result in low heat input with less stress during melting and solidification.
Besides, high scan speeds increase the finer grain area and reduce the large grain
area. Therefore, these features characterize the improvement of the weld defect at
the root in high scan speeds.

Fine 
grain 
region

Large grain 
region

Not melt region

10µm

Fig. 6 Microstructure around void at root

Fig. 7 Cross-section of welded samples with different surface preparation (a) lower sheet not
polished but only cleaned and (b) lower sheet polished and cleaned
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3.3.2 Cracks

Cracks can be seen at low speeds when x = 0, and become much smaller as the
scan speed is increased. No visible cracks were observed at the beam center
location x = 0 with scan speeds at 400 and 450 mm/min. Furthermore, no macro
cracks were observed on the surface of the upper sheet weld bead. As can be seen
in Fig. 6 cracking initiated from the root and then propagated into the weld metal,
but not to the center or the upper surface of the weld zone. From a microstructure
image of Fig. 8, cracking occurred and propagated in the large grain region in a
transgranular manner.

The crack observed in tungsten inert gas welding of AZ91D is related to the
liquation of a second phase or low melting-point precipitates in the heat affected
zone (HAZ) or partially melted zone (PMZ) [15]. This type of crack was a
‘‘liquation cracking’’ and is due to the low melting point of the intermetallic
compound at the grain boundary of the HAZ and PMZ, which greatly decreases
the strength of the weld [15, 16]. Figure 8 also shows the result of EDX line
analysis of cracks connecting to the void formed at the root. No peaks of Al, Mn
and Zn are detected at open surface of cracks. Accordingly, there was no segre-
gation of Zn, Al and Mn at this area, meaning that, the second phase of low-
melting intermetallic compounds consisted of Mg and Al or Zn do not precipitate
near the crack area. No finer grains were observed at the open crack, which is
inconsistent with references [15, 16]. No significant change of hardness was

Mg 

O 

Al    

Zn 

Mn 

Intensity 

Fig. 8 EDX line analysis of
crack near to void
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detected at this area [17]. Consequently, no precipitation of second phase low
melting intermetallic compounds took place at the crack region.

However, the peak of oxygen is observed near to the crack open surface.
Although the surface of the thin sheet was ground with SiC paper prior to welding,
it is plausible that a thin oxide had already been formed because of high the
chemical activity of magnesium. On the other hand, it is thought that the crack
initiation from a void at the root is due to high stress concentration, followed by
propagation to the large elongated grain area along the thin oxide film. During low
scan speed welding, wider area of large grains are formed at the boundary of the
fusion zone and the base metal [17]. This area is exposed to much lower tem-
perature than at the middle of fusion zone, so that the oxide film is not properly
broken or melt during welding. Furthermore, low scan speed results in high heat
input which consequently produces higher stress in the large grain region in the
course of metal solidification and contraction. Therefore, the cracks easily prop-
agate through the oxide film area.

Higher scan speeds tend to reduce stress as well as lead to the formation of a
wider fine equiaxed grain region, so that the large grain region becomes much
smaller, as shown in Figs. 5a, c. These fine equiaxed grains are less susceptible to
cracking than larger ones because the stress is more evenly distributed among
numerous grain boundaries.

3.3.3 Porosity

Pores are detrimental to welding part. Thus, the porosity in the weld zone was
measured in total area of 40 9 30 lm2 by using a SEM and measurement soft-
ware. Figure 9 shows the change of porosity area percentage and the number of
pores with varying scan speed. The porosity area percentage decreases signifi-
cantly from 19.4 to 1.2 % as the scan speed increases from 250 mm/min to
450 mm/min. A similar tendency can be seen between the scan speed and the
number of pores.

Figure 10 shows the relationship between the distribution of average size and
the number of pores at different scan speed. The majority of pore sizes are smaller
than 0.4 lm, while the highest number of pores has a size of around 0.25 lm.
There are two types of porosity produced when welding non ferrous metal: macro
and micropores. Macropores are larger than 0.2 mm, while micropores are as large
as several micrometers [18]. From Figs. 9 and 10, that macro porosity-free welds
can be obtained using a pulsed Nd:YAG laser at all scan speeds.

One of the important reasons for the formation of pores in laser welding of
magnesium alloys is the keyhole instability. The collapse of the unstable keyholes
and turbulent flow of molten metal during keyhole mode welding may cause the
formation of porosity in the magnesium alloy [19, 20].

In the present research, however weld is featured by the conduction mode rather
than keyhole one. Thus, the keyhole instability was not a main reason of pore
formation. In addition, it is reported that pores are formed in AZ31B welding using
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hybrid laser–tungsten because of lack of shielding, where air is trapped into the
molten pool during welding [21]. In our case welding was carried out in a closed
box with argon gas environment, so that this kind of pores could be prevented.
From Fig. 9, the porosity at a scan speed of 250 mm/min is significantly high
compared with that of the base metal. The number of pores at this scan speed is
also high, and the size of pores is distributed widely. It can be seen from Fig. 10
that the average micropores size at this scan speed is 2.5 times higher than that of
the base metal: the content of pores with larger than 1 lm is around 20 %. These
pores are most probably caused by expansion and coalescence of pre-existing
pores during welding. The coalescence and expansion of small pre-existing pores
stemmed from heating as well as reduction of internal pressure which lead to a
high percentage of pores in the weld zone [20]. Low scan speed causes high heat
input and much time available for expansion and coalescences of many pre-
existing micropores. Micropores with larger than 1 lm are not observed at high
scan speeds, because of short time for the generation of expansion and coalescence
of pre-existing.
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However, coalescence and expansion of pre-existing pores alone cannot explain
the increase of porosity and the number of micropores in the weld zone at a low
scan speed of 250 mm/min. The number of pores with size smaller than 1 lm is
dominant in the weld zone. These pores are most probably caused by hydrogen
rejection from the solid metal. It is reported that the rejection of hydrogen from the
solid–liquid assists in nucleation and growth of micro-porosity during solidifica-
tion [19–21]. The liberation of hydrogen gas released during the solidification of
the Al causes the formation of micropores in the case of tungsten arc welding of
AZ91D [21]. A similar phenomenon is likely to occur when AZ31B was laser-
weld at a very low scan speed. Increase in the scan speed prevents the formation of
micropores because a high cooling rate results in less time for hydrogen to diffuse
[18]. Thus, it is assumed that the role of hydrogen on porosity formation is
insignificant during laser welding of AZ31B thin sheet at high scan speeds above
350 mm/min.

The porosity and the number of pores of the welded sample at high scan speeds
are slightly lower than in the base metal. It is thought that some amounts of pores
were released during heating to reduce the porosity and the number of pores.
Therefore, it can be concluded that the scan speed is a key factor to prevent the
formation of micropores in the thin sheet laser welding.

3.4 Tensile Test

The tensile fracture loads of the welded joints with varying beam location and scan
speed are shown in Fig. 11. This result indicates that the fracture load increases
with decreasing beam centre location. In addition, increase in scan speed results in
stronger weld. These phenomena can be explained by the result of macro and
microstructure observations. The increase of the fracture load contributes to the
improvement of bond width (Fig. 12) as the beam centre location varies from
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x = -0.2 mm to 0. Large distance of the beam centre from the upper edge pro-
duces a small molten pool because of low heat concentration at the upper speci-
men. Nevertheless, fracture load improvement is significant as scan speed
increases at the beam centre location x = 0 in spite of minimum improvement in
bond width. The improvement of the fracture load at x = 0 is primarily because of
the enhancement of throat length rather than bond width as shown in Fig. 13.
Increase in throat length is dependent on the size of the defect that occurs at the
weld root. Wider throat length at high scan speed is closely related to small size of
void at the weld root.

At low scan speeds below 350 mm/min, high porosity and serious cracks in the
weld bead are formed. These defects all negatively affect the tensile properties of
the joints. In addition, the grain fusion zone becomes coarser with decreasing scan
speed, which also decreases the tensile properties. Therefore, in order to provide
less defects and higher tensile properties of welded joints, it is recommended that
the beam centre should be located at the edge and high scan speeds be set at above
350 mm/min.
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4 Conclusions

A pulsed Nd:YAG laser system with a conduction mode has been used to weld
0.3 mm fillet lap joints made of the wrought magnesium alloy AZ31B. This study
yields the following results:

(1) Voids and discontinuity at the root occur because of insufficient melting. A
narrow gap and oxide layer on the lower surface act as a heat barrier to prevent
the melting of the lower sheet. The cracks generated at the weld are originated
from a void at the root and propagated in a transgranular manner in the large
grain area. Higher scan speed significantly reduces the defects, accompanied
by narrower large grain area and wider fine grain region.

(2) Macropore-free weld has been obtained by this laser welding. Micropore
porosity significantly reduced at high scans speed.

(3) Fracture load of the welded joints is significantly improved as the beam centre
is located at x = 0 because of the resultant larger bond width. Besides,
increase in the throat length stemmed from the improvement of defects at the
weld root leads to higher fracture load at 400–450 mm/min.
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Localization of Rotating Sound Sources
Using Time Domain Beamforming Code

Christian Maier, Wolfram Pannert and Winfried Waidmann

Abstract The motion of an acoustic source produces a Doppler shift of the source
frequency which is dependent on the source’s motion relative to the receiver.
Some applications in acoustics involve rotating sound sources around a fixed axis
in space. For example, the noise emitted by fans is of interest and because of the
fast rotation, the sound sources are not easy to locate with the standard Delay-and-
Sum Beamforming code. In the time domain approach for stationary sound
sources, the Delay-and-Sum Beamforming works with shifting the microphone
signals due to their different delays caused by the different distances between the
source and the microphones and summing them up. This approach is adapted to a
moving source, resulting in time dependent delays. The delays are calculated via
an advanced time approach where the time at the receiver is calculated from the
emission time s plus a time dependent delay due to the time dependent distance
rðsÞ. In contrast to the standard beamforming code, this time domain beamforming
code allows to treat rotating sound sources as well as stationary sound sources. In
this chapter the differences between the standard Delay-and-Sum Beamforming to
the rotating time domain beamforming is shown and examples are presented.
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1 Introduction

The sound emitted by moving sound sources like, for example, a flowed airfoil or
rotating fan blades are problems of technical interest. Visualising and analysing
moving sound sources is much harder in comparison to stationary sound sources.
The Doppler–shift and the retarded time due to the movement of the sound source
have to be taken into account. In this work a time domain algorithm is presented
which can be applied to rotating sound sources which are produced for example by
fan blades. The theory is shown and the algorithm is proved with measurements
using an acoustic camera at a rotating fan.

The standard Delay-and-Sum Beamforming method can be applied in time and
frequency domain [1]. But the method is not suitable for moving sound sources. To
compensate the movement of the sound source, special corrections are necessary.
For this case the rotation of fans have to be compensated. The pressure field of a
moving monopole is derived for a uniform flow in this approach. The approach
presented below is original based on [2] and is based on the Delay-and-Sum
Beamforming method in the time domain. A method to compensate rotating sound
sources in the frequency domain, especially for high resolution beamforming
techniques [3], is presented by Prof. Pannert from the University of Applied
Sciences Aalen [4].

2 Theory

The movement of a point source can be treated with the Greens function approach
for solving the inhomogeneous wave equation.

Taking the inhomogeneous wave equation for a stationary source located at x!

1
c2

o2p0

ot2
� Dp0 ¼ qð x!; tÞ ð1Þ

where qð x!; tÞ is a the source distribution, the solution for free space conditions
without boundaries for p0 can be calculated from an integral formulation

p0 x!; t
� �

¼ 1
4p

Z

R
3

q y!; t � x!� y!
�� ��=c

� �
x!� y!
�� �� d3 y! ð2Þ

with

r ¼ j x!� y!j ð3Þ

and the retarded time s

s ¼ t � j x!� y!j=c ð4Þ
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The signal which was emitted at time s at a position y! and is observed at time t
at the point x!. For the general source distribution a concrete source distribution
can be inserted. The simplest model for a moving monopole is the distribution

q x!; t
� �

¼ Q tð Þd x!� x!s tð Þ
� �

ð5Þ

with x!s tð Þ as the actual time dependent position and Q tð Þ as the amplitude of the
monopole sound source.

Figure 1 shows the situation for a moving sound source and a fixed observer
position. The observer point is the microphone position (at the microphone array).

It is necessary to calculate the distance between sound source and the micro-
phone position for every time step sn to calculate the time delay to the observer
position [5, 6].

In the retarded time approach, the retarded emission time s is calculated back
from the receiving time t via

s ¼ t � rðsÞ=c ð6Þ

and cannot be calculated analytically in general cases due to the complicated
dependence of r(s) from s. It can numerically found as a root of Eq. (7) [6].
Algorithms that treat that problem can be found in [7] or [8].

In the advanced time approach which is applied in this work, the receiver time
t can be calculated via

t ¼ sþ rðsÞ=c ð7Þ

This is much easier, but results in unequally spaced time samples tn when using
equally spaced time samples sn.

In Fig. 2 the situation is shown for a moving source. An emitted signal at the
time s arrives at the observer position x! at the time t. The speed of sound is c. In
the case of a stationary source, the retarded time only depends on the position of

Fig. 1 Movement of the
source term to a fix
observation point
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the source x!s. In the case of a moving source it depends on x!sðsÞ. This time delay
is calculated for every time step n

Dtn snð Þ ¼ tn � sn ¼
x!� x!s snð Þ
�� ��

c
: ð8Þ

The condition sn\tn is always fulfilled for the case that the source term moves
with subsonic speed and DtnðsnÞ is always positive. Working with these time
delays the motion of the source can be compensated in the received microphone
signals and the moving source is imaged at a fixed position which corresponds to
the position at time s = 0.

In Fig. 3, the typical set up for investigating a fan with an acoustic camera is
shown. It is necessary to compensate the movement of the sound source. To
compensate this movement, in this case the rotation of the fan with its blades, it is
necessary to shift the time signals of every microphone for every time step at an
amount, which is due to the change in distance between the moving source and the
selected microphone. These shifted signals are used then to calculate the beam
pattern.

In Fig. 4 simulated signals for a rotating source are shown. The pressure signal
shows clearly the varying frequency due to the Doppler shift (Fig. 4a). The radial
motion of the source is subsonic Fig. 4b shows the spectrum of the microphone
signal in (a). The radius at which the sound source rotates is 0.65 m and the
frequency of rotation is 100 Hz.

The frequency spectrum (Fig. 4b) shows the peak no longer at the position of
1,500 Hz. This is the effect due to the Doppler shift; the peak is now shifted in
positive and negative frequency away from the emitted 1,500 Hz. Beside this, this

Fig. 2 Retarded time
emitted from a moving sound
source in the space–time
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frequency spectrum is not symmetric, because the motion between the source and
the receiver also has an influence to the amplitude of the signal.

3 Measurements

To proof the programmed algorithm, first of all, Matlab tests were carried out. This
Matlab code treats the theory explained in the last section. For this tests an arti-
ficial rotating sound source was simulated in Matlab, that rotates with 600 rpm on

Fig. 3 Microphone array
with moving sound source in
front of it

0 0.005 0.01 0.015 0.02 0.025
-1.5

-1

-0.5

0

0.5

1

1.5

time [s]

pr
es

su
re

 [P
a]

Pressure at microphone position

500 1000 1500 2000 2500 3000

0.02

0.04

0.06

0.08

0.1

0.12

frequency [Hz]

spectrum(a) (b)

Fig. 4 Received signal from a rotating source. Distance microphone–plane of rotation in
distance D = 1 m; rotation speed n = 6,000/min; frequency of the source f = 1,500 Hz.
a Microphone signal. b Spectrum of the pressure signal
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a circle with a radius of 0.3 m around the position x = 0.2 m and y = 0.0 m. The
distance between the sound source and the microphone array is D = 1 m (Fig. 5).

4 Results

The algorithm used for the validation is implemented in the acoustic camera. So
the analysis can be done and it is possible to compare it to the standard Delay-and-
Sum Beamforming. Delay-and-Sum Beamforming only locates stationary sound
sources and rotating beamforming locates moving sound sources. The Delay-and-

Fig. 5 Virtual Matlab sound source rotating anti clock wise around x = 0.2 m and y = 0.0 m,
(a) at time 0 s and (b) at time 0.025 s

Fig. 6 Analysis of a fan with
no rotation compensation.
Only the stationary sound
sources from the gap between
blades and wall are visible

166 C. Maier et al.



Sum Beamforming algorithm shows a ring shaped distribution of sound sources in
the gap between the blades and the wall whereas the rotating beamforming shows
the spot shaped sound sources on the blades.

Figure 7 shows similar beamforming results like Fig. 6, but with the rotation
compensation. Opposite to the beamforming version without rotation compensa-
tion stationary sound sources should be averaged out whereas the rotating sources
are visible and, in this case, they belong to the sound emitted by the blades itself.
Beside this the acoustical photo is superimposed with a frozen-image to match the
sound sources to the blades of the fan.

5 Conclusion

With the here presented rotating beamforming algorithm it is possible to image
stationary sound sources as well as rotating sound sources. In combination with an
acoustic camera it is a helpful tool for optimising fan geometries to reduce sound
emission.

With this algorithm it is possible to locate sound sources at their position on the
blades. So it is possible to distinguish between the leading edge and the trailing
edge of the blade and study the frequency dependence of the generated noise.
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Abstract In this chapter a new attitude has been presented to the mathematical
modelling of the physical processes in the interelectrode gap which takes place
during electroerosive machining. It relays on use of the partial differential equa-
tions describing distribution of fields in the interelectrode gap, covering potential,
potential gradient (electric field intensity) and current spread. The samples of the
numerical calculations have been presented for the real conditions of the EDM
process: dimenstions of the interelectrode gap and roughness of the surfaces of an
electrode and machined material. In the analysis some experimental results
gathered so far have been used.
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1 Introduction

The electro discharge machining (EDM) is particularly well fitted for the precise
shaping of machine elements, especially made of very hard (hardly machinable)
construction materials conducting electrical current. In the EDM the voltage dif-
ference in the form of the train of regulated impulses is applied between the
electrode (erode) and machined material. In this process the disposal of the
machining allowance is forced by the phenomena correlated with the impulse
electric discharge in the interelectrode gap, comprised, among others, of melting,
evaporation and abduction of the tiny particles of machined material as a result of
imposed strains. The interelectrode gap is filled with the dielectric liquid which
maintains: transportation of the eroded material out of the gap as well as cooling of
the machined surface and the electrode, and proper spatial shaping of the discharge
between the electrode and machined material.

Physical conditions in which electroerosion is conducted (takes place) have
been exposed in details both from theoretical and experimental point of view in
many works, e.g. [1, 4, 7, 12]. The authors of this chapter carefully investigated
electrical phenomena of the EDM, especially related to the origin of the discharge.
For the selection of the proper parameters of the EDM, assuring attaining of the
prescribed technological tasks (precision of the machining, surface roughness,
outer layer state) and economic (productivity, energy consumption), it is necessary
to elaborate proper mathematical models of the phenomena occurring during this
process. Undoubtedly, there are a number of constituent technological sub pro-
cesses but the sub process of discharge between electrode and machined material is
at the head, especially its initialization. The subsequent stages are: formation of the
cathode spot and very complex phenomena companying destruction of the material
in this location, i.e. melting, evaporating, sublimation, interaction among charged
products of decomposition with electromagnetic field, and finally—their diffusive
spread in the dielectric liquid. The final stages of a unique ,,electroerosion act’’ are
cooling and stabilizing of the machined material surface and sweeping out erosion
products from the gap [7].

2 Mathematical Modelling of the Fields
in the Interelectrode Gap

From the analysis of the physical foundations of the electrical phenomena taking
place in the interelectrode gap during EDM, it could be carried out, that for the
modelling of the discharge arising in the interelectrode gap, the proper and suitable
tools would be [5, 6, 9]:at the pre-discharge state (without electric current in the
gap)—Laplace equation:
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o2u x; y; zð Þ
ox2

þ o2u x; y; zð Þ
oy2

þ o2u x; y; zð Þ
oz2

¼ 0 ð1Þ

at the discharge initiation stage, during formation of the spatial charge (both from
electron cold emission from the cathode and from possible ionization of the
dielectric particles)—Poisson equation:

o2u x; y; zð Þ
ox2

þ o2u x; y; zð Þ
oy2

þ o2u x; y; zð Þ
oz2

¼ � q x; y; zð Þ
e0 � e

ð2Þ

where:
u(x, y, z) potential function of the electrostatic field in the gap, in V,
q(x, y, z) charge spatial distribution (charge density) function in the gap, in

C/m3,
e0 vacuum dielectric permittivity, in F/m, e0 = 8.85418782�10-12 F/m,
e relative dielectric permittivity of the dielectric liquid, (for the distilled

water at 293 K, e � 80)

The partial differential equations mentioned above are a particular case of the
Maxwell1 equations which could be used for the modelling of the EDM phe-
nomena in the gap [5, 9]. This can be justifed by the distance scale at which the
modelled phenomena arises (gap thickness in EDM ranges from 30 lm to 500 lm)
and the fact, that velocities of all the particles are in the non-relativistic range. It
means that we are out of the area reserved for quantum mechanics. The spatial
structure of the modelled fragment of the EDM gap has been depicted on Fig. 1.
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Fig. 1 Schema of the modelled environment—cross-section through the gap and boundaries of
the electrode and material

1 Maxwell (J. Clerk) published his equations in the article ‘‘A Dynamical Theory of the
Electromagnetic Field’’ in 1864.
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The first attempt has been restricted to the two-dimensional area in the gap cross-
section. This does not diminish the modelling accuracy and generality, but makes
easier a pictorial form of presentation. At the beginning stage of machining the
spatial distribution of discharges on the machined surface is of random type [7,
12], which points its strong relation with the geometrical structure of the surface.
The surface roughness is then a Dirichlet boundary condition for the Eqs. (1) and
(2), i.e., on the whole electrode surface we assume the same positive potential and
on the whole machined surface we assume zero potential.

u x; yð Þjy¼0¼ 0 u x; yð Þjy¼d¼ UE ð3Þ

The assumption that the conductivity of the electrode material as well as the
machined material is of a few magnitude levels higher than conductivity of the
dielectric liquid, gives an additional strong justification for the Dirichlet boundary
condition of the form (3).

Establishing the boundary conditions for the side walls of the modelled area is
not so unambiguous. For sure it is not the Dirichlet boundary condition. It could be
assumed that this is a Neumann condition, i.e. a particular value of the spatial
derivative of the potential function, equal with the average field gradient in the gap:

ou x; yð Þ
oy

����
x¼0

¼ ou x; yð Þ
oy

����
x¼l

¼ UE

d
ð4Þ

But still the influence of such a boundary condition on the disturbance of the
potential distribution inside the gap is disputable. The problem of the side boundary
condition can be solved also in a different way. ‘‘Sticking’’ together the left and
right wall of the modelled area, one impose on the modelled area an ‘‘infinity’’
feature and the boundary problem for the side wall simply does not matter.

Solving of Eq. (1) allows one to describe the place in which the electrical
discharge will arise—this will be the point with the greatest value of the potential
gradient E(x, y), i.e. this point at which function (5) will take the greatest value:

E x; yð Þ ¼ �grad u x; yð Þ ¼ � i
!� ou x; yð Þ

ox
þ j
!ou x; yð Þ

oy

� �
ð5Þ

In electrostatic fields (i.e. without curls) it is assumed that in every time
moment t and at every point of space (x,y), the current density J(x, y, t) in sta-
tionary state, when the current is practically invariable, is related to the environ-
ment conductivity r(x, y) through the relationship (6):

J x; y; sð Þ ¼ r x; yð Þ � E x; y; sð Þjs¼t ð6Þ

Unfortunately, in our case, relation (6) could not be applied because of:
the diffusion of the charge carriers in the dielectric, is forced also by the

gradient of its’ density, not only by an abduction in the electric field, the backward
interaction of the charges distribution on the potential field distribution is
described Eq. (2).
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We have to start from the more fundamental dependence:

J x; y; sð Þ ¼ q � n x; y; sð Þ � VD x; y; sð Þjs¼t ð7Þ

where:
q elementary charge (of electron): q = 1.60217733�10-19 A�s,
n(x, y,s) charge distribution, in [1/m3],
vD(x, y,s) distribution of the entrainment (drift) velocity of the charged particles

in the electric field of the intensity E, and diffusion forced by the
gradient of density (concentration), in [m/s]

The correct formulation of the currents’ flow at the moment of discharge
origination (2nd stage), i.e. settlement of the dependencies between vD and E,
seems to be very difficult and will be the subject of our further efforts in modelling.
The scale of difficulty could be evidenced in Fig. 2, which depicts the so-called
Lichtenberg’s figure arising when the discharge is conducted in the translucent
solid of the dielectric. It is named after the German physicist who first was able to
‘‘freeze’’ the view of electric discharge.

The generation of such a figure by using the mathematical model is a serious
task itself, so more that the presented figure does not exhibit a diffusion of the
charge carriers in time—the discharge has been ‘‘frozen’’ in the acrylic resin. One
can see only a result of the dynamical process, not a line of development of
structure in time.

2.1 Numerical Solution

For the solution of Eqs. (1) and (2), numerical methods have been chosen. Ana-
lytical methods are not appropriate, even as a theoretical alternative, because the
boundary problem described by the expression (3) has a strongly random character

Fig. 2 An example of a
discharge in dielectric solid,
so-called Lichtenberg’s figure
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and modelling of this curve is a serious task itself, relatively complex, which we
will deal with on the further pages.

The relaxation method has been applied [8] on a rectangular lattice with
dimensions N 9 M nodes, placed upon the area of real dimensions l 9 d (as was
depicted on Fig. 1). The numerical solution was implemented (programmed) in a
Excel calculation sheet. The main and unquestioned profit of such an strategy is
that the solution is numerically stable a unique (unambiguous), i.e. what we can
see is really a solution. Describing in details, it is based on:

• substituting of the differential equation with the equivalent difference equation
which approximates it in one node of lattice,

• solving of the linear equations’ set for all the nodes in the lattice.

For each node numbered (i, j), the derivatives in Eq. (1) are approximated by
the appropriate difference quotient:

o2u x; yð Þ
ox2

�
u xi�1; yj

� �
� 2:u xi; yj

� �
þ u xiþ1; yj

� �
Dx2

o2u x; yð Þ
oy2

�
u xi; yj�1
� �

� 2:u xi; yj

� �
þ u xi; yjþ1
� �

Dy2

ð8Þ

where:
Dx The lattice step in the direction X, i.e. Dx = l/N,
Dy The lattice step in the direction Y, i.e. Dy = d/M,

Summing of the difference quotients (8) in the node (i, j) one obtains the
difference equation in this node:

u xi�1; yj

� �
� 2:u xi; yj

� �
þ u xiþ1; yj

� �
Dx2

þ
u xi; yj�1
� �

� 2:u xi; yj

� �
þ u xi; yjþ1
� �

Dy2
¼ 0

ð9Þ

Proper ordering of (9) yields:

u xi�1; yj

� �
þ u xiþ1; yj

� �� �
� Dy2

2 � Dx2 þ Dy2ð Þ þ u xi; yj�1
� �

þ u xi; yjþ1
� �� �

� Dy2

2 � Dx2 þ Dy2ð Þ ¼ u xi; yið Þ ð10Þ

For the symmetric, square network, Eq. (10) takes the well known, simple
form:

u xi�1; yj

� �
þ u xiþ1; yj

� �
þ u xi; yj�1
� �

þ u xi; yjþ1
� �

4
¼ u xi; yið Þ ð11Þ

For the numerical calculations a rectangular lattice of 150 9 100 nodes has
been applied, containing 15,000 linear equations of the type (11), solved
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iteratively. It takes about 3 min in average of the computer work to attain the
relative accuracy of the solution at the level of 10-3. A rectangular lattice, not
square, has been applied to allow further pliant scaling of the electrode gap area as
depicted in Fig. 1.

The results of the calculations are shown in the subsequent figures: Fig. 3—
distribution of the electric potential in the gap, Fig. 4—potential gradient (electric
field intensity) at the machined surface side, Fig. 5—potential gradient (electric
field intensity) at the electrode surface side.

In Fig. 4 there are a few of very characteristic ranges placed between edges of
roughness. Inside them a very low electric potential gradient is evidenced, con-
siderably lower than the average electric field strength in the gap—this is the so-
called ‘‘shielding effect’’. It exhibits clearly, that the EDM method has a natural
tendency for leveling of the surface unevenness, not for deepen them.
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Fig. 3 Distribution of the potential in the gap between electrode and machined material at
conditions: width of the gap 40 lm, voltage at the electrode +250 V
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3 Modelling of the Surface Roughness

The way of surface roughness modelling we propose in this chapter is a relatively
modern, based on the so-called ‘‘cellular automata’’ approach, also called the
‘‘mosaic automata’’. The inventor of this skillful idea of dynamical systems
description was S. M. Ulam.2 Cellular automata are completely discrete dynami-
cal systems. Their ‘‘discreetness’’ is both of spatial and time nature. They operated
on the surface tilled into rectangular (in our case) cells which state the change only
in discrete time moments and usually is expressed by integer numbers, although
the latest condition is not essential for the automaton behavior. What is settled by
the automaton designer are so-called transition rules, i.e. the rule of change of the
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Fig. 4 Distribution of the potential gradient in the gap between electrode and machined
material—view from the material side; conditions as previous on Fig. 3

2 Stanisław Marcin Ulam (1909–1984) magnificent polish mathematician from ‘‘Lvov school’’,
also the author of very advanced works in the number theory as well as other numerical methods
of the so—called Monte Carlo type. The majority of his works have been done at Los Alamos
where he was occupied with the project of thermonuclear bomb development.
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given cell state accordingly to its previous state and the states of surrounding cells
in the closest vicinity. To this category of dynamical systems belongs also an
intellectual toy called ‘‘Game of Life’’ devised by John Horton Conway in 1970 as
a two-dimensional automaton used by biologists for the modelling of the popu-
lation dynamics of living creatures [3].

Our subject of interest in the area of surface modelling is the so-called one-
dimensional automata—extremely simple but very fruitful in their activity. The
one of possible transition rules has been illustrated in Fig. 6. Total number of rules
for a given automaton is surprisingly big:

number of statesð Þ number of statesð Þ number of previous neighboursð Þ
¼ 223 ¼ 256 ð12Þ

These states are numbered accordingly with the natural binary code and hence
rules used by different authors, called rule ‘‘30’’ or rule ‘‘110’’, are adequate for
binary numbers consisting of 3 bits:
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30dec ¼ 00011110bin

110dec ¼ 01101110bin
ð13Þ

Units in the binary expansion of the rule number describe for which of the left
neighbors combinations the next state of the given cell will be equal to one.

In Fig. 7, an example has been exhibited of the roughness modelling by using
of the cellular one-dimensional automaton acting accordingly to the rule ‘‘30’’
with random initial state. Although this result looks very ‘‘probable’’ the important
question arises if this attitude to the surface modelling is adequate to the specific
roughness which arises during EDM? The answer demands thorough experimental
verification which will be the subject of our further works. Nevertheless, at this
level of our knowledge, it should be stressed, that application of a cellular
automaton as a ‘‘machine’’ for surface pattern generation gives the pattern which is
more repeatable than any other numerical process, thus its comparability seems to
be advantageous.

4 Mathematical Modelling of the Discharge Development

The mathematical modelling of the discharge development in the gap demands the
formulation of the two main sub problems:

previous time moment tN-1 current time moment tN

1

0

Automaton cell 
number K-1

State of 
cell

State of 
cell

State of 
cell

This cell has changed its state 
accordingly the state of the three left 
neighbours in the previous time moment

This cell has also changed its state 
accordingly the state of the three left 
neighbours in the previous time moment

Automaton cell 
number K

Automaton cell 
number K+1

Fig. 6 Rules of the construction of the one-dimensional cellular automaton; values of states have
been exhibited for the rule ‘‘30’’
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• transportation of the processed material through the gap, in the form of irregular
grits rended from the processed material, by the diffusion process as well as the
abduction in the electric field,

• electric field distribution with taking into account spreading of the grits with
their dielectric permittivity and possible charging.

The modelling of the grits movement through the gap can be done with rela-
tively great accuracy by using proper cellular automaton of the probabilistic type
which allows to accomplish the classical diffusion modelling as well as the field
imposed abduction [2, 10]. We used one-layer automaton with Moore vicinity of
cells, as depicted in Fig. 8. The automaton grid is the same as for the electric field
distribution numerical solving, depicted in Fig. 1. The basic movement of one grit
per one step of simulation is 1 cell aside. This is not a so strong constraint as one
could imagine, because this can be simply taken into account when establishing
the time scale of automaton, as described later.

All of the transition probabilities P(i, j) are constituted of two parts: the first
P0(i, j) is responsible for the diffusion mobility and the second PE(i, j) is
responsible for the field abduction, being the function of field strength (potential
gradient) E(i, j), grit charge density r(i, j) and grit dipole momentum p(i,
j) induced by the electric field:

P i; jð Þ ¼ P0 i; jð Þ þ PE i; jð Þ ð14Þ

PE i; jð Þ ¼ f E i; jð Þ; r i; jð Þ; p i; jð Þð Þ ð15Þ

Fig. 7 Surface roughness
pattern generated with one-
dimensional cellular
automaton at random initial
state and rule ‘‘30’’ applied
for system transition
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The first, ‘‘permanent’’ part of Eq. (14) is responsible for the time scale of the
process model and the Brownian-like behavior of the grits. When the ‘‘self-tran-
sition’’ Pi, j is relatively big in comparison with transitions Pi±1, j±1, the Brownian
motion is slow, i.e. the grit RMS displacement per one time step is small. Basing

on the proportion: Pi;jP
Pi�1;j�1

one can set movement rules for the electric abduction,

i.e. to set up a function in Eq. (15) maintaining the force-induced behavior of the
grit. Considering the electric field distribution calculated for the global distribution
of all of the grits we can also model the grits’ interaction in this way.

One more condition has to be imposed on the set of probabilities in Eq. (14), for
every cell (i, j), which is obvious if the automaton has to be probabilistic:

X
Pi; j þ Pi�1; j�1

� �
¼ 1 ð16Þ

For solving the electric field distribution we use the more basic form of the
Poisson Eq. (2) allowing the consideration of the dielectric permittivity of all
components of the physical process as well as its possible charging, as follows:

div D x; yð Þð Þ ¼ �r x; yð Þ ð17Þ

where:
D(x, y) Dielectric displacement is given as follows:

D x; yð Þð Þ ¼ e x; yð Þ � E x; yð Þ ¼ e x; yð Þ � grad u x; yð Þð Þ ð18Þ

where e(x, y) is generally a tensor but in our case we perform the modelling in an
isotropic liquid and then we assume that it is a scalar spatial function, which in
turn leads to the following development of the expression (18)

von Neumann
neighbourhood 

Moore 
neighbourhood

Pi-1,j+1
Pi,j+1 Pi+1,j+1

Pi-1,j-1 Pi,j-1
Pi+1,j-1

Pi-1,j Pi+1,jPi,j

Cell number (i, j)

Fig. 8 Basics of the probabilistic cellular automaton used for modelling grits movement by
means of diffusion as well as the electric field abduction. Transition probabilities have been
defined for one of the cells
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div e x; yð Þ � grad U x; yð Þð Þð Þ ¼ e x; yð Þ � div grad U x; yð Þð Þð Þ þ grad u x; yð Þð Þ
� grad u x; yð Þð Þ ð19Þ

After substituting expression (19) into (17) one can obtain in the full form:

e x; yð Þ � o2U x; yð Þ
ox2

þ o2U x; yð Þ
oy2

� �
þ oU x; yð Þ

ox
� oe x; yð Þ

ox
þ oU x; yð Þ

oy
� oe x; yð Þ

oy
¼ �r x; yð Þ ð20Þ

Equation (20) can be transformed into its numerical counterpart, accordingly
rules presented for Eq. (10), which yields:

U xi; yið Þ ¼

Dy2

Dx2 þ Dy2
� 1

2
þ

e xiþ1; yj

� �
� e xi�1; yj

� �
8 � e xi; yj

� �
 !

� U xiþ1; yj

� �
þ

Dy2

Dx2 þ Dy2
� 1

2
�

e xiþ1; yj

� �
� e xi�1; yj

� �
8 � e xi; yj

� �
 !

� U xi�1; yj

� �
þ

Dy2

Dx2 þ Dy2
� 1

2
þ

e xi; yjþ1
� �

� e xi; yj�1
� �

8 � e xi; yj

� �
 !

� U xi; yjþ1
� �

þ

Dy2

Dx2 þ Dy2
� 1

2
�

e xi; yjþ1
� �

� e xi; yj�1
� �

8 � e xi; yj

� �
 !

� U xi; yj�1
� �

� 1

8 � e xi; yj

� � Dx2 � Dy2

Dx2 þ Dy2
� r xi; yj

� �

ð21Þ

Solving of Eq. (21) has been performed by using the same relaxation method as
previously. The numerical results are been presented in Figs. 9 and 10. For the
simulation process we assume corundum as the processed material and kerosene as
the working fluid in the gap, with dielectric permittivities e = 10.5 and e = 1.8,
respectively. The electrode material was copper as in previous simulations. The
real dimension of the lattice cell was 0.4 lm, which seems to allow correctly
reflect the natural conditions of the EDM process.

The decision on which part of material to rend at every stage of simulation we
performed on a probabilistic base, assuming that the probability of rending rises
strongly when the field strength is greater than 106 V/m and becomes ‘‘1’’ in the
field 107 V/m. The dimension of the rended grit we assumed (at this stage of our
survey) to be 1 or 2 cells.

Every stage of simulation consisted of three steps:

• calculation of the electric field distribution in the gap,
• decision which part of material will be rend by the electric field,
• random drawing of grits’ movement, 1 cell aside.

The distribution of the potential of the electric field, depicted in Fig. 9. is
slightly enlarged at the processed material side to make the grits-induced distur-
bances more visible. Careful observation of the potential distribution in the grit
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nearest vicinity leads to the conclusion that field-induced charging depends upon
the ratio of the dielectric permittivities of the material and fluid, plays even a more
important role in the grit movement than the electrical charge carried from the

Fig. 9 Potential distribution in the gap during discharge development. Field disturbances caused
by charged grits with dielectric permittivity higher then fluid in the gap are clearly visible

Fig. 10 Potential gradient in the gap during development of the discharge. The discharge
channel begin to form
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material. This in turn, leads to the preliminary conclusions due to the electrode
polarization accordingly mutual dielectric permittivities of the material and fluid in
the processing gap.

5 Summary

The method (or even methodic) of the mathematical modelling of the electroe-
rosion process in the electrode gap during EDM was presented. The numerical
evaluations have been carried out for the real, technological conditions The
introductory results related to the potential distribution, the field strength distri-
bution, the current flow in the electrode gap and the surface roughness are
promising enough to justify the need for further works, directed especially for the
experimental verification of the presented modelling operational usefulness. The
very first observations have lead us to the following preliminary conclusions.
Cross-use of the cellular automaton and Poisson equation solved on the same grid
has given us a very efficient tool for modelling discharge development, including:

• material rending from processed material,
• grits propagation through dielectric liquid,
• interactions among grits,
• spatial distribution of the electric field as well as it’s time changes.
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Free Vibration Analysis of Clamped-Free
Composite Elliptical Shell with a Plate
Supported by Two Aluminum Bars

Levent Kocer, Ismail Demirci and Mehmet Yetmez

Abstract In this chapter, free vibration analysis of a clamped-free E-glass com-
posite elliptical shell with an interior carbon composite plate is studied. At one end
of the carbon/epoxy plain weave composite plate, two Al2024-T3 bars are
attached. Vibration tests are performed to present the free vibration characteristics
of the clamped-free composite structure provided by TAI-Turkish Aerospace
Industry Inc. Effects of the structural parts on the vibration characteristics are
examined both experimentally and numerically. In order to explore the possibil-
ities for further finite element research on such vibration analysis, the sub-struc-
tural effects on the numerical model is considered in a limited manner.

Keywords Elliptical shell � Plain weave � Frequency response � Finite elements

1 Introduction

When any composite material is subjected to dynamic forces, it vibrates. Very
often the vibrations have to be investigated, either because they cause an imme-
diate problem, or because the structure has to be cleared to a standard or test
specification.
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By using signal-analysis techniques, vibration can be measured on the operating
structure and make a frequency analysis. The frequency spectrum description of
how the vibration level varies with frequency can then be checked against any
specification. This type of testing gives results which are only relevant to the
measured conditions. The result obtained is a product of the structural response
and the spectrum of an unknown excitation force.

An approach is generally known as a system analysis technique where a dual-
channel Fast Fourier Transform analyzer is used to measure the ratio of the
response to a measured input-force. Then once vibration testing data including
excitation and response signals in time domain are collected, the frequency
response function (FRF) can be easily computed. It is recollected that the FRF
measurement removes the force spectrum from the data and describes the inherent
structural response between the measured points [1]. Additionally, the vibration
problems of composite shell and plate are studied using various methods such as
the receptance method (i.e., FRF) [2–5]. Furthermore, one can summarize that the
current experimental achievements in both shell and plate structures are limited for
the sake of damage detection [6, 7].

For the further damage-based studies, the purpose of this study is to examine
effects of the structural parts of an E-glass composite elliptical shell without any
damage both experimentally and numerically. Additionally, in order to explore the
possibilities for further finite element research on such vibration analysis, the sub-
structural effects on the numerical model is considered in a limited manner.

2 Experimental Procedure

The shell structure consists of three materials: an E-glass composite elliptical shell,
a plain weave composite plate and an aluminum bar. The mechanical properties of
the materials of the shell structure are presented in Table 1. From the vibration
testing point of view, first and second natural frequencies of the clamped-free
E-glass composite elliptical shell with an interior carbon composite plate is
measured by the following procedure.

An impact hammer with a force transducer (Model No: 5800B2, Dytran
Instruments, Inc., USA) is used to excite the E-glass composite elliptical shell with
an interior carbon composite plate and two aluminum bars given in Fig. 1. Two
impact excitations are applied to the selected point of the shell as shown in Fig. 2.

Table 1 Mechanical
properties of the components
of the shell structure

Material type q
(kg/m3)

Eyy

(GPa)
txy

E-glass elliptical shell 2000 43.5 0.27
Carbon plain weave plate 1671 49.691 0.28
Al2024-T3 aluminum bar 2770 71 0.33
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Fig. 1 Geometrical representation of a clamped-free E-glass composite elliptical shell with an
interior carbon composite plate and two aluminum bars

Fig. 2 Test set-up of the clamped-free E-glass composite elliptical shell with an interior carbon
composite plate
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After the excitations, the responses are obtained by an accelerometer (Model No:
3093B, Dytran Instruments, Inc., USA).

The vibration measurements are completed using a microprocessor-based data
acquisition system, namely SoMatTM eDAQ-lite and nCode GlyphWorks software
(HBM, Inc., USA).

The accelerometer is located at the middle of the free side of the shell in all
measurements. An impact force of 15 N is applied to the middle point between the
clamped region and the accelerometer location for all test specimens and all
impact excitations.

3 Numerical Solution

The general purpose finite element code ANSYS is used for the numerical
vibration analyses of the free E-glass composite elliptical shell with an interior
carbon composite plate and two aluminum bars. It is generally known that the most
critical part of these analyses is the finite element model (FEM) which consists of
representative volume elements (RVEs). In other words, the RVE plays an
important role in the mechanics of composite materials, especially for woven type
composites. In this study, a smaller and effective RVE is considered as shown in
Fig. 3. Therefore, in order to create a finite element model using both a higher
order three-dimensional 20-node solid element (SOLID 186) and a three-dimen-
sional 10-node tetrahedral structural solid element (SOLID187), the proposed

Fig. 3 Representative volume element for the finite element model of the elliptical shell
structure
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RVE is taken into account. The general representation of the FEM is given in
Fig. 4.

Then a vibration analysis is able to be done with respect to the global stiffness
matrix [K] and global mass matrix [M]. The first natural frequencies of the
composite plates are calculated by the following equation:

K½ � Uf g ¼ x2 M½ � Uf g ð1Þ

In Eq. (1), x is the natural frequency of the plate considered and {U} is the
normalized eigenvector. The eigenvalues and eigenvectors are computed by using
a preconditioned conjugate gradient Lanczos solver. Also, symmetrical conditions
and mass effect of the accelerometer at the free end are to be taken into consid-
eration (see Fig. 4). Whereas the FEM of the E-glass elliptical shell is created by
SOLID 187 (# of nodes = 125309, # of element = 69814), that of the E-glass
elliptical shell with a carbon plate is created by both SOLID186 and SOLID187
(# of nodes = 542043, # of elements = 63777). Similarly, the FEM of the E-glass

Fig. 4 General representation of the FEM

Table 2 First natural
frequencies (x1) of the FEM
of the clamped-free E-glass
composite elliptical shell

Structure type x1 (Hz)

E-glass elliptical shell 83.075
E-glass elliptical shell with a carbon plate 111.728
E-glass elliptical shell with a carbon plate

and two aluminum bars
102.201
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Fig. 5 Frequency response analysis of E-glass elliptical shell (I), E-glass elliptical shell with a
carbon plate (II) and E-glass elliptical shell with a carbon plate and two aluminum bars (III) in
x-direction
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Fig. 6 Frequency response analysis of E-glass Elliptical Shell (I), E-glass elliptical shell with a
carbon plate (II) and E-glass elliptical shell with a carbon plate and two aluminum bars (III) in
y-direction
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Fig. 7 Frequency response analysis of E-glass elliptical shell (I), E-glass elliptical shell with a
carbon plate (II) and E-glass elliptical shell with a carbon plate and two aluminum bars (III) in
z-direction
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elliptical shell with a carbon plate and two aluminum bars covers not only
SOLID186 but also SOLID187 (# of nodes = 553237, # of elements = 65841).

According to the FEM results, first natural frequencies of the clamped-free
E-glass composite elliptical shell with an interior carbon composite plate and two
aluminum bars are presented in Table 2.

4 Results and Conclusion

Experimental results of the clamped-free E-glass composite elliptical shell with an
interior carbon composite plate are presented in Figs. 5, 6, 7.

Through the Figs. 5, 6, 7, it can be noted that the first natural frequencies of
structure types I, II and III are approximately 30, 30 and 35 Hz in x-direction; 32,
35 and 25 Hz in y-direction; 68, 120 and 120 Hz in z-direction, respectively (see
Fig. 1). Similarly, it can be easily seen that the second natural frequencies of those
types I, II and III are around 500, 360 and 370 Hz in x-direction; 380, 350 and
280 Hz in y-direction; 500, 180 and 500 Hz in z-direction, respectively.

According to the results, two natural frequencies of the clamped-free E-glass
composite elliptical shell with an interior carbon composite plate are presented in
Table 3.

Table 4 presents the comparison of fundamental frequencies of the elliptical
shell structure between experimental (xEXP

1 ) and the numerical (xFEM
1 ) results. The

results indicate that the characteristic behavior of numerical predictions (i.e.,
FEM) is compatible with that of experimental evaluations especially for the first
two structural types, namely E-glass elliptical shell and E-glass elliptical shell with
a carbon plate. In other words, FEM for the two structure types seems to work
effectively.

Table 3 Experimental first and second natural frequencies (x1 and x2) of the clamped-free
E-glass composite elliptical shell with an interior carbon composite plate

Structure type x1 (Hz) x2 (Hz)

E-glass elliptical shell 80.92 802.745
E-glass elliptical shell with a carbon plate 128.55 533.385
E-glass elliptical shell with a carbon plate

and two aluminum bars
127.476 682.129

Table 4 Comparison of first natural frequencies of the elliptical shell structure between exper-
imental (xEXP

1 ) and the finite element (xFEM
1 ) results

Structure type xEXP
1 (Hz) xFEM

1 (Hz)

E-glass elliptical shell 80.92 83.075
E-glass elliptical shell with a carbon plate 128.55 111.728
E-glass elliptical shell with a carbon plate

and two aluminum bars
127.476 102.201
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In addition to that, although FEM for the last structure type (i.e., E-glass
elliptical shell with a carbon plate and two aluminum bars) shows a little bit a
similar trend regarding to the experimental evaluations, results of FEM are good
for the numerical prediction.
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Vibration Analysis of Carbon Fiber
T-Plates with Different Damage Patterns

Ismail Demirci, Levent Kocer and Mehmet Yetmez

Abstract In this study, dynamic analysis of carbon fiber T-plates with different
damage patterns including cracks and impact-damaged region is considered. For
this purpose, vibration tests are performed to present the free vibration charac-
teristics of clamped-free carbon fiber-plain weave composite T-plates provided by
TAI-Turkish Aerospace Industry Inc. A general purpose finite element code
(ANSYS) is used to confirm the experimentally measured natural frequencies.
Effects of damage type, size and location on the vibration characteristics are
examined both experimentally and numerically. The thickness effect is also
investigated.

Keywords Plain weave � Damage � Impact � Natural frequency � Finite element

1 Introduction

There are many researches to detect damage in plain weave structures with respect
to vibration measurements [1, 2]. These investigations conclude that the natural
frequencies of a component tend to be reduced by damage. Also, many numerical
techniques are used to analysis the vibration characteristics of engineering struc-
tures. These researches may briefly summarized as follows: Instead of modelling
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the dynamic behaviour of rectangular composite plates by the finite element
method, Deobald and Gibson [3] present the Rayleigh–Ritz technique to model the
vibrations of rectangular orthotropic plates and say that the experimental natural
frequencies do not always closely match the predicted values. Salawu [4] discusses
the relationships between frequency changes and structural damage. Chen and
Chou [5] solve natural frequency equations and natural modes for orthogonal-
woven fabric composites analytically. Kessler [6] focuses on the relationship
between various sensors and their ability to detect changes (i.e., damage) in a
material/structure’s behavior. For this purpose, two-dimensional finite element
models are created for comparison with the experimental results. Considering
frequency response functions and a finite element beam model, Maia [7] proposes
a new application of some well-known mode-shape-change-based method. Kim
[8] works on the residual frequency response functions (FRFs) and the natural
frequencies of the structural dynamic system reconstruction of deboned honey-
comb sandwich beams and of axial-fatigue-damaged laminated beams. Barbero [9]
develops a three-dimensional finite element model using ANSYS [10] and com-
pares the predicted values with the experimental values.

In this paper, effects of damage type, size and location on the vibration char-
acteristics are examined both experimentally and numerically. The thickness effect
is also investigated.

2 Materials and Methods

2.1 Experimental Solution

To compare the results of experimental modal analysis with those of the numerical
ones, Young’s modulus of carbon fiber-plain weave composite plates is to be
obtained. On the one hand, six coupon samples for tensile tests are taken into
account, i.e., first three of them are four-ply laminate and the last three are five-ply
laminate. On the other hand, for vibration tests, four carbon fiber-plain weave
T-plates are considered.

At the first part, static tensile tests are carried on a screw-driven tensile testing
machine powered by ESIT TB 5000-C3 load-cell and ESIT Data Logger v.1.1.6
(ESIT Electronics Ltd. Co., Turkey). The dimensions of the coupon specimens are
70 9 13.12 9 2.548 mm for the four-ply laminate and 70 9 13.12 9 3.06 mm
for the five-ply laminate. For the strain measurements in both x- and y-directions,
3 mm foil resistance strain gages (type : FCA-3-11, gage factor: 2.1 ± 0.01 and
gage resistance: 350 ± 1X) and an adhesive (P-2) are used. All the strain gages
and the adhesive are products of TML, Tokyo Sokki Kenkyojo Co. Ltd., Japan. For
each of the six specimens, the strain gage is mounted at the center of the specimen.
Then, the 4-channel strain measurements are completed using a microprocessor-
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based data acquisition system, namely SoMat eDAQ-lite and SoMatTM Test
Control Environment software (HBM Inc., USA).

At the second part, first natural frequencies of four plain weave T-plates are
measured by the following procedure: An impact hammer with a force transducer
(Model No: 5800B2, Dytran Instruments, Inc., USA) is used to excite the
undamaged plain weave T-plate given in Fig. 1. Three impact excitations are
applied to the selected point of each T-plate. After the excitations, the responses
are obtained by an accelerometer (Model No: 3093B, Dytran Instruments Inc.,
USA).

The vibration measurements are completed using a microprocessor-based data
acquisition system, namely SoMatTM eDAQ-lite and nCode GlyphWorks software
(HBM Inc., USA).

The four T-plate specimens are clamped to a stable table as an inertia block.
Two of them are a four-ply laminate with 2.548 mm in thickness and the last two
are a five-ply laminate with 3.06 mm in thickness. Two rubber sheets
(13.5 mm 9 0.6 mm) are glued at both of the two clamped areas. An acceler-
ometer is located at the middle free end of the plate in all measurements. An
impact force of 5 N is applied to the middle point between the clamped region and
the accelerometer location for all test specimens and all impact excitations.
Experimental results of first natural frequencies of the undamaged T-plates
(xmeasured

1 ) are presented in Table 1.
Additionally, corresponding to the specially orthotropic laminate, Eq. (1) is

considered to compute the first natural frequency [11];

x1
2 ¼

t3

12
p4

q
Q11

a4
þ 2

a2b2
Q12 þ Q66ð Þ þ Q22

b4

� �
ð1Þ

Fig. 1 Geometrical representation of an undamaged plain weave T-plate
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where q; a; b; Q11;Q12;Q22;Q66 and x1 are the density of the T-plate, width of
the plate, length of the plate, reduced stiffnesses of the plate and first natural
frequency respectively. Due to the T-plate geometry and mass effect on the fun-
damental natural frequencies, one may assume that Eq. (1) is reduced to be:

x1 ¼
0:319p2

b2

ffiffiffiffiffiffiffiffi
Q22

q

s
ð2Þ

In Eq. (2), the reduced stiffness is Q22 ¼ Eyy

1�t2
xy

. Results of the fundamental

frequencies (xcomputed
1 ) with respect to the material properties are also given in

Table 1.
After completing the vibration analysis for the undamaged T-plates, the fol-

lowing experimental analyses are performed for the very early frequency span
(0–50 Hz): A. Vibration analysis with four crack-damages with 3 mm in length
and 0.5 mm in width, B. Vibration analyses with the four crack-damages and an
impact of 0.7 J that causes a 2 mm2 circular area and a maximum depth of 0.1 mm
as shown in Fig. 2.

Table 1 First natural frequencies of undamaged composite T-plates

Specimen
type

q
(kg/m3)

Eyy

(GPa)
txy xmeasured

1
(Hz)

xcomputed
1

(Hz)

Four-ply 1687 45.912 0.24 347 345.33
Five-ply 1671 49.691 0.28 361 365.028

Fig. 2 Geometrical representation of a damaged plain weave T-plate
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2.2 Numerical Solution

The general purpose finite element code ANSYS is used for the numerical
vibration analyses of the plain weave composite T-plates with cracks and a
damage pattern. It is generally known that the most critical part of these analyses is
the finite element model which consists of representative volume elements
(RVEs). In other words, the RVE plays an important role in the mechanics of
composite materials, especially for woven type composites. In this study, a smaller
and effective RVE is considered as shown in Fig. 3. Therefore, in order to create a
finite element model (FEM) using both a higher order three-dimensional 20-node
solid element (SOLID 186) and a three-dimensional 10-node tetrahedral structural
solid element (SOLID187), the proposed RVE is taken into account. The repre-
sentation of the FEM is given in Fig. 4. While a four-ply model includes 1017064
nodes and 140412 elements, a five-ply model includes 1271381 nodes and 175078
elements.

Then a modal analysis is able to be done with respect to the global stiffness
matrix K½ � and the global mass matrix M½ �. The first natural frequencies of the
composite plates are calculated by the following equation:

K½ � Uf g ¼ x2 M Uf g½ � ð3Þ

In Eq. (3), x is the natural frequency of the plate considered and Uf g is the
normalized eigenvector. The eigenvalues and eigenvectors are computed by using
a preconditioned conjugate gradient Lanczos solver. The mass effect of the
accelerometer at the free end is to be taken into consideration. It is generally
known that the first two modes are dominated by the accelerometer-mass-effect.

Fig. 3 Representative volume element for the finite element model of the T-plate
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Therefore, a finite element model check is handled for the mass effect on the
undamaged type as shown in Fig. 5. It is obviously seen from the finite element
analysis that the attached mass decreases the natural frequencies of the composite
plates. In addition to that the first natural frequencies of undamaged composite
plates are obtained and given in Table 2. It is clearly seen that the proposed finite
element model is able to give acceptable results for the fundamental natural fre-
quencies (i.e., first natural frequencies).

3 Results and Conclusion

From the previous section, the finite element model gives acceptable results for the
undamaged T-plates with both 2.548 and 3.06 mm in thickness. First three natural
frequencies of the T-plates with A: four crack-damages of 3 mm in length and

Fig. 4 FEM of the plain weave composite T-plates with cracks and a damage pattern

Fig. 5 Attached-mass-effect
on the first natural
frequencies for the composite
T-plates
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0.5 mm in width and B: four crack-and-impact-damages including circular impact
area of 2 mm2 and a depth of 0.1 mm are also obtained from the FEM. Results are
given in Table 3.

After completing the vibration analysis for the damaged T-plates, following
experimental analyses are performed for the very early frequency span (0–50 Hz).
That is, throughout Figs. 6, 7, 8, 9, 10, 11 include not only frequency response
analyses (FRF) with four crack-damages (A) but also frequency response analyses
with the four crack-damages and an impact of 0.7 Joule (B). For all x-, y- and z-
directions, the comparison of A and B situations in Figs. 6, 7, 8, 9, 10, 11 says that
the fluctuation of FRF is decreasing while increasing damage effect by the impact
of 0.7 J in the frequency span of 0–50 Hz. However, while FRF values are
decreasing with increasing the damage effect of 0.7 J in x- and y-directions, FRF
values of both A and B are similar corresponding to the thickness direction, i.e.,
z-direction.

Table 2 Comparison of first natural frequencies of undamaged composite T-plates between the
finite element results and the others

Specimen
type

xmeasured
1

(Hz)
xcomputed

1
(Hz)

xFEM
1

(Hz)

Four-ply 347 345.33 353.14
Five-ply 361 365.028 359.02

Table 3 FEM results for first natural frequencies of undamaged (UD), four-crack-damage (A)
and four-crack-and-an-impact-damage (B) composite T-plates

Specimen
type

UD A B

Mode I Mode II Mode
III

Mode I Mode II Mode
III

Mode I Mode II Mode
III

Four-ply 353.14 765.52 1931.1 184.68 224.56 927.62 180.48 255.6 886.61
Five-ply 359.02 804.71 1509 158.71 224.65 882.68 165.91 238.58 890.14

Fig. 6 Frequency response analyses of four-ply T-plate with four cracks before impact (A) and
after impact (B) in x-direction
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Fig. 7 Frequency response analyses of four-ply T-plate with four cracks before impact (A) and
after impact (B) in y-direction

Fig. 8 Frequency response analyses of four-ply T-plate with four cracks before impact (A) and
after impact (B) in z-direction

Fig. 9 Frequency response analyses of five-ply T-plate with four cracks before impact (A) and
after impact (B) in x-direction

202 I. Demirci et al.



References

1. Stubbs, N., Osegueda, R.: Global non-destructive damage evaluation in solids. Int. J. Anal.
Exp. Modal. Anal. 5(2), 67–79 (1990)

2. He, J., Fu, Z-F.: Modal analysis. Butterworth-Heinemann Inc., Boston (2001)
3. Deobald, L.R., Gibson, R.F.: Determination of elastic constants of orthotropic plates by a

modal analysis Rayleigh-Ritz technique. J. Sound Vib. 124(2), 269–283 (1988)
4. Salawu, O.S.: Detection of structural damage through changes in frequency: a review. Eng.

Struct. 19(9), 718–723 (1997)
5. Chen, B., Chou, T.-W.: Free vibration analysis of orthogonal-woven fabric composites.

Compos. A 30, 285–297 (1999)
6. Kessler, S.S., Spearing, S.M., Atalla, M.J., Cesnik, C.E.S., Soutis, C.: Damage detection in

composite materials using frequency response methods. Compos. B 33(1), 87–95 (2002)
7. Maia, N.M.M., Silva, J.M.M., Almas, E.A.M., Sampaio, R.P.C.: Damage detection in

structures: from mode shape to frequency response function methods. Mech. Syst. Signal.
Process. 17(3), 489–498 (2003)

8. Kim, H.-Y.: Vibration-based damage identification using reconstructed FRFs in composite
structures. J. Sound Vib. 259(5), 1131–1146 (2003)

Fig. 10 Frequency response analyses of five-ply T-plate with four cracks before impact (A) and
after impact (B) in y-direction

Fig. 11 Frequency response analyses of five-ply T-plate with four cracks before impact (A) and
after impact (B) in z-direction

Vibration Analysis of Carbon Fiber T-Plates 203



9. Barbero, E.J., Trovillion, J., Mayugo, J.A., Sikkil, K.K.: Finite element modeling of plain
weave fabrics from photomicrograph measurements. Compos. Struct. 73, 41–52 (2006)

10. ANSYS reference manual, release 12.1 (2012)
11. Jones, R.M.: Mechanics of composite materials, 2nd edn. Taylor & Francis Inc., Philadelphia

(1999)

204 I. Demirci et al.



Mechanical Characteristics of AA5083:
AA6013 Weldment Joined With AlSi12
and AlSi5 Wires

Mehmet Ayvaz and Hakan Cetinel

Abstract Today, AA5083 and AA6013 aluminum alloys among wrought alu-
minum alloys are widely used in aerospace, shipbuilding and automotive indus-
tries. These aluminum alloys differ from each other from the point of view of
weldability, endurance properties and being convenient for heat treatment.
AA5083 and AA6013 are welded by the tungsten inert gas welding method with
two different electrodes (AlSi12—AlSi5) and six different sample parameters have
been obtained as 5083-AlSi12-5083, 5083-AlSi5-5083, 6013-AlSi12-6013, 6013-
AlSi5-6013, 5083-AlSi12-6013, 5083-AlSi-6013. The mechanical properties of
the samples were investigated by micro-hardness scans, tensile, Charpy impact and
three point bending tests.In addition to these, some of the welding samples of
6013-AlSi12-6013, 6013-AlSi5-6013, 5083-AlSi12-6013, 5083-AlSi5-6013 which
consist of 6013 alloy were exposed to ageing heat treatment, hardness scans,
Charpy impact and three point bending tests. The obtained results have been
analyzed and compared to previous results.

Keywords TIG � AA5083 � AA6013 � AlSi12 � AlSi5 � Welding � Three point
bending

1 Introduction

Nowadays, aluminum alloys are used in a sort of industries including marine,
defense, automotive, transportation, and aerospace [1–8]. Common to all of these
industries is the need to weld parts together with fusion based welding processes.
Even so, aluminum alloys such as AA7085, AA7040, AA6013, AA5083 and
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AA2099 have some challenges in welding to other aluminum alloys or to each
other [8]. For example, it may be challenging to weld an AA6013 aluminum alloy
base metal segment to an AA5083 aluminum alloy to base metal segment, with
conventional fusion based welding processes (e.g., gas tungsten arc welding
(GTAW-TIG)) because of hot cracking and solidification [1, 8–11]. Therefore,
another welding methods involving Friction-Stir Welding (FSW) and laser
welding were evaluated and investigated to join dissimilar aluminum alloys.

Friction stir welding is a novel friction-welding process recently developed by
TWI (The Welding Institute, Cambridge, U.K.) [3]. Since then, many researchers
have explored FSW for welding similar and dissimilar aluminum alloys such as
2017/6013, 2219/5083, 2139/5083, 6061/5083, 6013/6013, 5083/5083 [1, 3, 4, 9,
12–15] and now they know that FSW which does not include melting has the
potential to join different and same type of aluminum alloys as hot cracking does
not arise [4, 9].

Another solution for joining similar/dissimilar aluminum alloys is the laser
welding method which has many advantages such as high welding speed, low
distortion, manufacturing flexibility and ease of automation [10]. Because of these
advantages, a number of researchers have studied laser welding for welding of
similar/dissimilar aluminum alloys [2, 10, 16]. Some of them are AA5083 and
AA6013, which have the ballistic resistance and are used in defense and aerospace
[17–19]. Broun studied about ‘‘Nd:YAG laser butt welding of AA6013 using
silicon and magnesium containing filler powders’’ and figured out that AlSi12 is
the most appropriate filler powder to weld AA6013 [10].

Nowadays, AA5083 and AA6013 aluminum alloys are widely used because of
their good weldability, corrosion and ballistic resistance but main reasons for the
using of these alloys are its lighter weight [1, 3, 7, 17, 18]. For example, because of
this reasons AA5083 has been used in the M1113 and the M109 which are mili-
tary-vehicle systems and age hardenable aluminum alloys, one of the which is
AA6013, are important for the aerospace industry [1, 14, 19].

Although, FSW and laser welding are the most efficient methods today, gas
tungsten arc welding (GTAW-TIG) is still widely used for joining similar/dis-
similar aluminum alloys. However, there is no information in open literature about
the TIG welding method to join AA5083-AA6013. Thus, in the present work,
mechanical properties of these materials welded with TIG were focused on. Dis-
similar aluminum alloys (AA5083-AA6013) and similar aluminum alloys
(AA5083-AA5083, AA6013-AA6013) were welded by the TIG welding method
and AlSi5 and AlSi12 wires were used to weld these aluminum alloys. Effects of
changes of the wires, aluminum alloys and heat treatment on mechanical prop-
erties of welded specimens were investigated. As results of tests, it was seen that in
the welding of dissimilar aluminum alloys, values of endurance, rigidity and
hardness are depend on some factors. These are method and parameters of
welding, chemical compositions of base metals (BM) and filler rods, heat treat-
ment and its parameters.
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2 Experimental

Herein, aluminum alloys 5083 and 6013 were joined by the TIG welding method
with two different filler rods (AlSi12—AlSi5) and six different sample parameters
have been obtained as 5083-AlSi12-5083, 5083-AlSi5-5083, 6013-AlSi12-6013,
6013-AlSi5-6013, 5083-AlSi12-6013, 5083-AlSi-6013. Mechanical properties of
the samples were investigated by the micro-hardness scans, tensile testing, Charpy
and three point bending tests, and the grain structure of the welded samples was
examined via optical microscopy. While polishing firstly sandpaper and then
diamond was used. After polishing for 20 s, etching was carried out in a 0.5 %
aqueous solution of hydrofluoric acid. In addition to these, some of the welding
samples 6013-AlSi12-6013, 6013-AlSi5-6013, 5083-AlSi12-6013, 5083-AlSi5-
6013 which consist of 6013 alloy have been exposed to age hardening.

The Al-alloy 6013 was developed by Alcoa to take the place of AA 2024-T3.
6013-T6 has 12 % higher tensile strength, 30 % higher compression yield strength,
3 % lower density than 2024-T3 which is the traditional alloy [2, 7]. Therefore,
this high-strength aluminum alloy is widely used in aerospace applications. The
chemical composition of AA 6013 is given in Table 1.

AA 5083, the other material in this study, has good weldability, corrosion and
ballistic resistance properties. Thus, the aluminum alloy 5083 maintains its
importance for military industry [14]. The chemical composition of AA 5083 is
seen in Table 2.

Because of its convenience, TIG welding is one of the most used methods to
join aluminum alloys. Good quality welds, low distortion, free of spatter are some
benefits of this method. In TIG welding, an arc is formed between a noncon-
sumable tungsten electrode and the metal being welded and inert gas such as argon
is used for shielding. Two different wires (AlSi12 and AlSi5) were used to join the
AA5083 and AA6013 alloys. Welding parameters are shown in Table 3. The
chemical compositions of AlSi5 and AlSi12, which was used as filler rods, are
given in Table 4.

In the present work, Charpy impact, tensile testing and three point bending tests
were made. The dimensions of the samples used in the tensile tests were prepared
in accordance with DIN 50120 and tests were performed on a Shimadzu AG-IS
(100 kN) testing machine carried out at a cross-head speed of 1 mm/min. The
samples used in three point bending tests were prepared in accordance with EN
910/ISO 5173. The test was performed on a Shimadzu Autograph AG (0.5 mm/
min displacement, to 180 degrees of bending). The microhardness of the aluminum
alloys specimens was measured using a microhardness tester at 100 g for 10 s with
a 136� diamond pyramid indenter. For each sample, the microhardness

Table 1 Chemical composition of the 6013 base material

AA DIN Fe Si Cu Mn Mg Zn Ti Cr

6013 AlMg1Si0.8CuMn 0.5 0.6–1.00 0.6–1.10 0.2–0.8 0.8–1.2 0.25 0.10 0.10
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measurements were performed for two different sections which were close the
bottom (root) and top of the weld zone (cap), as seen in Fig. 1. The aluminum
alloys samples were solution treated for 60 min at 530 �C and quenched in water.
Artificial aging was carried out at a temperature of 200 �C for 4 h. Then, Charpy
impact test, microhardness measurements and three point bending test were per-
formed for the aged samples.

3 Results and Discussion

The microviews of the welded samples are shown in Figs. 2, 3, 4 and 5. In
Figs. 2a, b and 3a, b, it can be seen that there are grain orientations in transition
zones. The Microstructure of the AlSi12 and AlSi5 welding zones are given in

Table 2 Chemical composition of the 6083 base material

AA DIN Fe Si Cu Mn Mg Zn Ti Cr

5083 AlMg4.5 0.40 0.40 0.10 0.4–1.00 4.0–4.9 0.25 0.15 0.05–0.25

Table 3 TIG welding parametres

Welding parameters

Current Alternative current (70 A)

Gas flow 7 lt/min
Electrode Tungsten 2.4 mm
Balance 4
Welding speed 3 mm/sec
The shielding gas Argon

Table 4 Chemical composition of the AlSi12 and AlSi5 electrodes

Filler rods Si Mn Fe Cu Mg Ti Al

AlSi12 12 0.15 0.60 0.20 – – 88
AlSi5 5 0.05 0.40 – 0.05 0.15 88

Fig. 1 Figure of used sample
in microhardness
measurements
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Figs. 2c and 3c. As can be seen in these figures, the grain size of the AlSi12
welding zone is smaller than the grain size of the AlSi5 welding zone. It is well
known that hardness and mechanical properties of the metals increase with
decreasing grain size.

The typical dendritic structure (light phases) and eutectic Si particles (dark
phases) are shown in Figs. 4 and 5. These figures give information about how the
solidification direction is and show how the grain size in cap and root welding
zones are. As can be seen, the solidification direction and dendritic orientation are
from BM to the weld nugget. In addition to this, Fig. 5 shows the grain size of the
cap zone is smaller than grain size of the root zone.

The microhardness variations are shown in Figs. 6, 7, 8, 9, 10 and 11. As can
clearly be seen in Figs. 2, 3, 6 and 7, both AlSi5 and AlSi12 weld zones are softer
than BM (Base Metal) AA5083 and AA6013. Al-Zn-Mg-Cu, Al-Li, Al-Mg-Si
(like 6013) aluminum alloys are known age-hardenable alloys [7, 20], but in
contrast the aluminum alloy 5083 (Al-Mg) is in non-age-hardenable aluminum
alloys [14, 21]. Reasons of this situation are also seen Figs. 4 and 5. Nonetheless,
same figures are interestingly shown, the hardness of the Heat Affected Zone

Fig. 2 a Optic micrograph of the transition zone between AlSi12 welding zone and BM
AA6012, b optic micrograph of the transition zone between AlSi12 welding zone and BM 5083
and c optic micrograph of the AlSi12 welding zone
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(HAZ), between AA5083 and weld nugget, is slightly higher than its hardness
before age-hardening. Likewise, hardness measurements of AlSi5 and AlSi12 weld
nuggets are considerably higher than their hardness before age-hardening and the

Fig. 3 a Optic micrograph of the transition zone between AlSi5 welding zone and BM AA6012,
b optic micrograph of the transition zone between AlSi5 welding zone and BM 5083 and c optic
micrograph of structure of the AlSi5 welding zone

Fig. 4 Optic micrograph of
the dendritic structure in the
AlSi12 welding zone
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hardness of the BM AA 5083. Besides, hardness rising in AlSi12 is a bit more than
in AlSi5.

A slightly increase of hardness value in the HAZ which is between AA5083 and
weld center is due to Si diffusion. Another increase of hardness in AlSi5 and
AlSi12 weld centers is due to the effect of the Mg interference to nuggets from
molten AA5083 (Al-Mg) and AA6013 (Al-Mg-Si). Because of Si diffusion to the
HAZ close to AA5083 and Mg mixing to weld zones from base metals when
welding, Mg2Si structures which are the inter-metallic phase were formed during
age hardening, as can be seen in the microhardness profiles.

The results of three point bending tests are summarized in Table 5. These
results will give information about the rigidity of the samples, when maximum
force and maximum displacement of the samples compare. As can be seen, gen-
erally, the AlSi12 weld zone is more rigid than AlSi5 weld zone. Additionally,

Fig. 5 Optic micrograph of
the solidification direction
between cap and root
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after the age hardening, while maximum forces are rising, values of maximum
displacements are on the decline. Therefore we can say that effect of age hardening
on the welding zones is seen to increase rigidity and decrease elongation.

In tensile tests, at least three samples were prepared for each different parameter
and in the aggregate, 18 samples were tested. The average values of measurements
are given in Table 6. As expected, fracture was seen in the weld zones for all
samples. It was observed that the AlSi5 weld zone was more ductile than AlSi12’s.
As can be seen in Table 6, welded dissimilar alloys, 5083-AlSi5-6013 and 5083-
AlSi12-6013, had the lowest values. While the minimum tensile strength value is
for the 5083-AlSi5-6013’s, the 5083-AlSi12-5083 has the maximum tensile
strength.
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Figures 12, 13 and 14 shows Charpy impact tests results. The toughness of the
samples can be evaluated by looking at these figures. Figure 12 indicates that the
welding zone and diffusion line of the AA5083-AlSi5-AA5083 have higher impact
resistance than AA5083-AlSi12-AA5083 sample’s. Besides, as can be seen in
Fig. 13, AA6013 samples welded with AlSi5 filler rod have higher impact strength
than welded samples with AlSi12. As can be seen in Fig. 13, after age-hardening,
fragility increased.

Charpy impact test results of welded dissimilar aluminum alloys, 5083-AlSi5-
6013 and 5083-AlSi12-6013, are shown in Fig. 14. From Fig. 14, it can be seen
that the 5083 diffusion line is somehow more rigid than the 6013 diffusion line.
Moreover, decrease in impact resistance after age-hardening for AlSi12 is higher
than for AlSi5.
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Table 5 Result of three point bending tests

Sample Maximum force
(kN)

Maximum displacement
(mm)

Damage

5083-AlSi5-5083 1.075 10.18 –
5083-AlSi5-5083 0.82 9.05 –
5083-AlSi12-5083 1.175 7.27 –
5083-AlSi12-5083 1.21 6.048 –
6013-AlSi5-6013 0.6 9.64
6013-AlSi5-6013 0.85 15.18 –
6013-AlSi12-6013 0.57 9.32 4

6013-AlSi12-6013 0.61 11.00 –
5083-AlSi5-6013 0.46 7.04 4

5083-AlSi5-6013 0.76 11.00 –
5083-AlSi12-6013 0.66 11.31 4

5083-AlSi12-6013 0.92 14.87 –
6013-AlSi5-6013 (Age hardness) 0.86 17.02 4

6013-AlSi12-6013 (Age
hardness)

0.81 9.01 4

5083-AlSi5-6013 (Age hardness) 0.95 8.35 4

5083-AlSi12-6013 (Age
hardness)

1.17 8.89 –
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Table 6 Result of tensile tests

Sample Yield strength
(N/mm2)

Tensile
strength (N/mm2)

Maximum
strain (%)

Fracture
from

5083-AlSi5-5083 132.17 161.369 10.33 Welding
5083-AlSi12-5083 138.738 196.035 10.46 Welding
6013-AlSi5-6013 132.65 145.034 11.36 Welding
6013-AlSi12-6013 125.78 135.156 7.79 Welding
5083-AlSi5-6013 120.52 123.272 8.76 Welding
5083-AlSi12-6013 124.65 131.890 8.90 Welding
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4 Conclusion

The most important results are given below:

• The hardness value of the AlSi12 welding zone is rather higher than the AlSi5
welding zone’s. And so, in terms of hardness, AlSi12 is somehow nearer than
AlSi5 to the base metals, AA5083 and AA6013.

• Normally, AA5083 is a non-age-hardening. However, herein, because of the Si
diffusion from the welding zone, after age-hardening, Mg2Si inter metallic
phases were formed in the HAZ which is the near BM AA5083. Therefore, the
hardness volue increased in the AA5083 HAZ.

• Due to mixing of base materials and filler rods in the nugget zone, age hardening
was possible. This situation has been also proven in Charpy impact and mi-
crohardness tests. And, after age-hardening, both hardness values of AlSi5
welding zone and AlSi12 welding zone’s passed to AA5083 hardness.

• With age-hardening, hardness values of the BM AA6013 have rised.
• As can be seen in the three point bending tests, after age-hardening, the rigidity

of welded samples has rised.
• While the lowest impact resistance is seen in the diffusion line which is between

BM AA6013 and welding zone AlSi12, AlSi5 welding zone has the highest
impact resistance.
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Numeric Simulation of the Penetration
of 7.62 mm Armour Piercing Projectile
into Ceramic/Composite Armour

Ömer Eksik, Levent Turhan, Enver Yalçın and Volkan Günay

Abstract A numerical study has been carried out to design armour system which
consists of 99.5 % alumina ceramic tiles backed by plain weave S2-glass/epoxy
laminated composite plates when subjected to high velocity impact of a 7.62 mm
armour piercing (AP) projectile. The explicit three-dimensional finite element
code LS-DYNA was used in the analysis of the problem. A plastic-kinematic
hardening model; MAT-03, the Johnson-Holmquist-Ceramic model; MAT-110
and newly developed composite damage model namely MAT-162 implemented in
LS-DYNA were used in order to simulate behaviours of projectile, ceramic and
composite layers respectively in the numerical model. Three configurations with
different composite backing plate thicknesses were considered in the numerical
analyses in order to defeat a 7.62 mm AP projectile. Numerical results showed that
among the investigated armour panels the best multi-hit ballistic performance was
attained with configuration 3 which maintained ballistic protection with a minimal
damage to the composite backing and much smaller back face signature.
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1 Introduction

Armour systems such as hard faced ceramic with composite backing are necessary
and widely used to defeat AP projectiles. The function of the ceramic facing is to
destroy the tip of the incoming projectile, to distribute the load over a large area of
composite backing plate and decelerate the projectile. Alumina (Al2O3), boron
carbide (B4C), boron silicon carbide (BSC), and silicon carbide (SiC) are some of
the ceramics that are commonly used. The composite backing plate absorbs the
kinetic energy of the decelerated projectiles and also catches the ceramic and
projectile fragments preventing them doing further harm. The range of composite
material includes aramid woven fabrics such as Kevlar and Twaron and fibre glass
materials such as S2-glass and E-glass. Compared with the traditional metal
armours, ceramic/composite armours have high ballistic performance and light-
weight [1].

Many researchers have studied ballistic performance of ceramic/composite
armours. Krishnan et al. [1] studied the ballistic performance of ceramic/composite
armour systems numerically. They developed a material model to observe the
damage propagation at the composite backing plate made of ultra high molecular
weight polyethylene. They found that the finite element prediction of damage were
in good agreement with the experimental data. Turhan et al. [2] performed depth of
penetration (DOP) tests and ballistic impact of 7.62 and 12.7 mm AP onto cera-
mic/aluminium armour systems. Based on the DOP tests results, projectile and
aluminium erosion strains were found and used at numerical simulation of ballistic
impact tests. They found that results from both experiments and numerical sim-
ulations were in good agreement. Fawaz et al. [3] performed numerical simulations
of normal and oblique ballistic impact on ceramic/composite armours. The finite
element results were compared with experimental data. The findings showed the
distributions of global, kinetic, internal and total energy versus time are similar for
normal and oblique impact, but the interlaminar stresses at the ceramic/composite
interface and the forces at the projectile erosion in oblique impact was slightly
greater than for normal impact. Madhu et al. [4] performed ballistic tests on high
purity alumina ceramic tiles backed by thick aluminium plates. It was found that
high purity alumina shows higher ballistic performance. Mahfuz et al. [5] per-
formed finite element analysis of an integral armour under high velocity impact, in
order to assess the in-plane transverse and interlaminar stresses for failure analysis.
They found that the correlation with the experimentally observed damage zone
was in good agreement with the finite element analysis. Lee and Yoo [6] inves-
tigated ballistic efficiency of ceramic/metal armour systems against 7.62 mm AP
projectile numerically and experimentally. They used a smoothed particle
hydrodynamics scheme in order to capture projectile eroding, formation of cera-
mic conoid and failure of the backing plate. The results from numerical modelling
were in a good agreement with experimental ones. Navaro et al. [7] designed
ceramic faced armours backed by composite plates to defeat 7.62 mm AP pro-
jectile by an experimentally based on the energy absorption model. Ballistic limit
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predicted from their model was found to be in good agreement with the experi-
mental data. It was mentioned that [8] woven composites by nature are ideal
candidates for use in high performance ballistic and military applications. Woven
fibre epoxy composites combine the beneficial properties of both polymer resin
(ability to absorb and mitigate kinetic energy) and high performance fibres (high to
ultra high elastic modulus). Most importantly they are capable of providing
equivalent ballistic protection at a significantly reduced areal weight when com-
pared with traditional metal based armour systems.

In the current study three sets of finite element models have been developed to
design of ceramic/composite armours to defeat 7.62 mm AP projectiles. The
materials used were 100Cr6, Alumina and S2-glass/SC-15 epoxy composite.
100Cr6 as projectile, Alumina as frontal plate and S2-glass/SC-15 epoxy com-
posite for the backing plate are chosen.

2 Numerical Modelling

In this work, design of ceramic/composite armours were investigated by using
explicit dynamic finite element analyses (FEA) code LS-DYNA. The hardened
steel core of the projectile geometry was obtained with the ATOS digitizing device
as shown in Fig. 1.

The boundary of all targets specifically was chosen to be circular instead of other
shapes such as rectangular. This is because of the symmetry of the stress wave
propagation and reflection in the circumferential direction of the target that can be
preserved in a circular shape but not in rectangular shape during the normal impact
of the 7.62 mm AP projectile. Three dimensional finite element meshes for the
target and projectile were created by using the ANSYS-LS-DYNA pre-processor
which was shown in Fig. 2. The circular plate was divided into two regions in the
mesh in radial direction, i.e. in the inner and outer direction. The mesh was

Fig. 1 Geometry of the 7.62 mm AP projectile was obtained by using ATOS digitizing device
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coarsening from the inner to outer region. The target and projectile were meshed
with explicit 8-noded solid elements (SOLID164) with one point integration. The
nodes making up the projectile’s mesh were assigned an initial velocity. The
translational nodal degrees of freedom along the boundary of the target are con-
strained to prevent any translational movement. The interface between the projectile
and armour material is defined with CONTACT-ERODING-SURFACE-TO-
SURFACE. Projectile erosion is one of the major features of the armour penetration
process. An erosion algorithm is available in the LS-DYNA code which allows
penetration and perforation by eroding elements from projectile surface as well as
the target structure. In the numerical analyses, ceramic armour with three different
composite backing plate thicknesses were considered for the normal impact of the
7.62 mm AP projectile. FEA were performed on a Sun Ultra 40 Workstation with
2 9 AMD Opteron 2218 processors and analysis took around 1 h.

3 Material Model and Properties

The utilization of modelling and simulation tools for the design of armour systems
is critically based on material models which should accurately reflect the physical
behaviour of the armour systems. Two components, namely the ceramic plate and
a composite plate are used in the armour system. The projectile is modelled with
material type 3 MAT-PLASTIC-KINEMATIC. This is a bilinear elastic–plastic
model that contains a formulation combining isotropic and kinematic hardening
based on five material properties. The ceramic is modelled with material type 110
MAT-JOHNSON-HOLMQUIST-CERAMIC. Johnson Holmquist-2 material
model allows progressive damage modelling of ceramic material. Composite
backing plate is modelled with type 162 COMPOSITE-DMG-MSC. Type 162 is a
progressive composite damage model and implemented in LS-DYNA. It requires a

Fig. 2 Finite element model of projectile and armour panel
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total of 34 material properties and computational modelling parameters to describe
the response of orthotropic unidirectional and woven composites [9]. Detailed
descriptions of these material models can be found in LS-DYNA theoretical
manual [10]. The corresponding material properties required for the models are
taken from the literature [2, 9, 11] and shown in Tables 1, 2 and 3.

4 Numeric Simulation Results and Discussion

Ballistic simulations of normal impact of a 7.62 mm AP projectile onto ceramic/
composite armour for three different composite backing plate thicknesses were
simulated. Table 4 and Fig. 3 show the constituents and numerical model of all

Table 1 Plastic kinematic
hardening constants for
projectile hard steel cores [2]

Modulus of elasticity E (MPa) 205.000

Density q0 (t/mm3) 7,85E-9
Poisson’s ratio m 0,3
Yield stress ry (MPa) 1.500
Tangent modulus ET (MPa) 670
Strain parameter C 40

P 5
Failure strain ef (%) 3

Table 2 MAT162 material properties & parameters for plain-weave S-2 Glass/SC-15 compos-
ites [9]

MID q (t/mm3) E1

(MPa)
E2

(MPa)
E3

(MPa)
m21 m31 m32

162 1,85E-9 27.500 27.500 11.800 0,11 0.18 0.18

G12

(MPa)
G23

(MPa)
G31

(MPa)

2.900 2.140 2.140

S1
T

(MPa)
S1

C

(MPa)
S2

T

(MPa)
S2

C

(MPa)
S3

T

(MPa)
SFC

(MPa)
SFS

(MPa)
S12

(MPa)

604 291 604 291 58 850 300 75

S23

(MPa)
SF1

(MPa)
SFFC

(MPa)
/

(deg)
elimit Sdelam

58 58 0.3 10 0.2 1.2

wmax ecrush eExpn Crate1 m1

0,999 0,001 4,5 0,03 2

m2 m3 m4 Crate2 Crate3 Crate4

2 0,5 0,2 0 0,03 0.03
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three configurations. The facesheet in front of the ceramic plate provides through
thickness the ceramic confinement during the ballistic impact. The composite
backing plate of the armour systems is divided into 14, 19 and 24 layers and one
solid element was used to model each layer.

Figure 4 depicts the projectile penetration processes in a ceramic/composite
armour system for all three configurations. For a normal impact at 50 ls Figs. 4a–
c show that the projectile penetrates to the composite backing plate for all con-
figurations in different penetration thickness (15.7 mm for configuration 1,
13.4 mm for configuration 2 and 12 mm for configuration 3). Figure 4d–f show
the final snapshot of the armour panels while the projectile is damaged as it goes
through the facesheet, ceramic plate and composite backing plate. Perforation of
configuration 1 by the AP projectile occurred while for the configurations 2 and 3
the projectile stops at different penetration thicknesses. The projectile gets eroded
and blunted during the penetration process and its length is reduced to 10.5 and
9.82 mm. The projectile erosion in configuration 3 is slightly greater than in

Table 3 Johnson Holmquist-
2 constants for AD-99.5
Alumina [11] plastic
kinematic hardening
constants for projectile hard
steel cores [2]

Density q0 (t/mm3) 3,89E-09

Shear modulus G (MPa) 152000
Hugoniot elastic limit HEL 6570
Intact strength constant A 0,88
Intact strength constant N 0,64
Strain rate constant C 0,007
Fracture strength constant B 0,28
Fracture strength constant M 0,6
Maximum fracture strength SFMAX 1
Tensile strength T (MPa) 262
Pressure constant K1 (MPa) 231000
Pressure constant K2 (MPa) -160000
Pressure constant K3 (MPa) 2774000
Bulking constant BULK 1
Damage constant (D1) 0.01
Damage constant (D2) 0.7

Table 4 Material constituents of the armour panels

Armor panel constituents

Facesheet Ceramic plate (mm) Composite backing plate

Configuration 1 1 layer S2-Glass/SC-15
Epoxy

10 mm Alumina
Ceramic

14 layer S2-Glass/SC-15
Epoxy

Configuration 2 1 layer S2-Glass/SC-15
Epoxy

10 mm Alumina
Ceramic

19 layer S2-Glass/SC-15
Epoxy

Configuration 3 1 layer S2-Glass/SC-15
Epoxy

10 mm Alumina
Ceramic

24 layer S2-Glass/SC-15
Epoxy
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configuration 2 because of the penetration path in this case is 3 mm longer than
that in configuration 2.

Figure 5 shows the back face signature of the configurations 2 and 3 at the time
of projectile velocity reduced to zero (maximum dynamic displacement). Less
damage was observed in configuration 3 compared to configuration 2.

Fig. 3 Numerical model a Configuration 1, b Configuration 2, c Configuration 3

Fig. 4 State of projectile at different times, a Configuration 1 at time 50 ls, b Configuration 2 at
time 50 ls, c Configuration 3 at time 50 ls, d Configuration 1 at final snapshot, e Configuration 2
at final snapshot, f Configuration 3 at final snapshot
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The evolutions of the kinetic energy of the projectile for all three configurations
are shown in Fig. 6. In configuration 1 87 % of the kinetic energy of the projectile
core is dissipated as it goes through the ceramic layer while 93 and 97 % kinetic
energy dissipation of the projectile take place through configurations 2 and 3
respectively.

Figure 7 shows the distribution of the global kinetic, internal and total energy
with respect to time for all three configurations. Since the full penetration occurred
in configuration 1, 95 % of the kinetic energy of the projectile was dissipated
while the kinetic energy of the projectile reduced to zero for the other two con-
figurations. Although the different composite backing plate thickness between
configurations 2 and 3, their distributions of global energy are quite similar. For

Fig. 5 Back face signature of the armour at final snapshot, a Configuration 2 and,
b Configuration 3

Fig. 6 Kinetic energy of the
projectile core versus time
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Fig. 7 Global energy versus
time, a Configuration 1,
b Configuration 2,
c Configuration 3
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configuration 2 the reduction of kinetic and total energy is about 20 ls slower than
that for configuration 3.

All the results showed that an increased backing plate thickness from 14 layers
to 19 and 24 layers helps to absorb the residual kinetic energy of the projectile and
eventually stops it.

5 Conclusion

A finite element model of the normal impact of a 7.62 mm AP projectile onto
ceramic/composite armour was developed to design armour plates. Configuration 3
is chosen to be the best design because the reduction of the kinetic energy of the
projectile is quicker which leads to minimal damage to composite backing and
much smaller back face signature. Experimental verification of such a model could
be used for a large number of threats for designing cost effective armour systems
without performing expensive experimental procedures.
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In-situ TEM Observation of Deformations
in a Single Crystal Sapphire During
Nanoindentation

Fathi ElFallagh, Aiden Lockwood and Beverley Inkson

Abstract Real time nanodeformation processes of a single crystal alumina (1ı̄02)
were studied by in situ Transmission Electron Microscopy (TEM). Tungsten tips
of 50 and 450 nm diameters were used to indent the sample. Crack development
was observed and analyzed in real time. TEM analysis of the damage area beneath
the nanoindentation sites in alumina reveals complex zones of cracks and varying
local strains. Cracks with variable sizes were observed some have preferred ori-
entations along different crystal planes, for example {ı̄012}. Bend contours, due to
stress, were observed to develop prior to crack development during the loading
cycle of the indenter. Cracks were observed to follow bend contours with initial
speed of 17 nm/s. Median cracks were observed to form during loading process of
indentation and to propagate parallel to indentation direction.

1 Introduction

Most of the previous work on the deformation of alumina with indentation was
post-mortem. In-situ nanoindentation in TEM is a recent development in the field
[1, 2]. Special TEM nanoindentation holders have been developed, including one
developed in our group [3, 4]. Micro-and nano-indentation of brittle material
generates a significant number of cracks which nucleate and propagate to relieve
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the high local stresses generated during the indentation process [5–9]. In the last
10 years it has been realised that the microstructural deformation and induced
cracks around indents can be conveniently studied by cross-sectioning the indent
by localised sputtering using a highly focused ion beam (FIB) [10–21]. Alumina is
an extremely important wear resistant material, and its surface mechanical prop-
erties have been studied for many decades [5, 7–9, 22–29]. Most microstructural
studies of alumina wear have involved sectioning wear surfaces post-mortem into
100–1000 nm thick slices and examining the retained microstructure and dislo-
cation distribution by TEM (e.g. [7, 9, 26, 27]). Studying the deformations of thin
alumina samples in real time offers valuable information about the dynamic
behaviour of alumina at the nanoscale when subjected to stress. The elastic and the
plastic deformation of alumina can be studied by in situ TEM. Dislocation initi-
ation and movements along with crack development and dynamics can be all
studied in real time. In this study the deformation of a single crystal alumina was
studied in real time by nanoindentation with tungsten tips using a special in situ
TEM holder.

2 Experimental Procedures

Sapphire samples were ground from the original thickness of 0.55 mm to 50 lm in
steps using a Minimet 1000 grinding and polishing machine with 30, 15 and 6 lm
diamond grit and polished using a 1 lm diamond film. Samples were mounted on
3 mm TEM copper disks using epoxy glue with one edge of the sample at the
centre as shown in Fig. 1. Using a Precision Ion Polishing System (PIPS 691) at
5 kV and polishing angle of 5 degrees TEM samples were sputtered to electron
transparency \1 lm.

The sample was then mounted in the in situ TEM holder fitted with a sharp
tungsten tip (see Fig. 2; [3]).

The alumina sample was fitted on the in situ TEM holder designed by our
nanorobotics group [3, 4, 30]. The holder was built to fit the JEOL 2010 and JEOL

Fig. 1 Schematic of alumina
sample fitted to 3 mm copper
disk, showing polished region
by PIPS
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3000F (Japan) series microscopes. The holder has the external geometry of the
standard TEM holders but from the inside it was fitted with mechanisms that
generate coarse and fine displacements in the range mm ? 0.1 nm. A 3-axis
coarse positioner based on inertial sliders is used to get the sharp tip close to the
sample within the range of the fine positioner. The fine positioner of the nano-
indenter consists of a four quadrant piezoelectric tube (PZT; diameter 6 mm). The
localized deformation in the sample is induced by pushing the tip (speed of
1.6 nm/s) into the sample with the help of this fine positioner [3]. Video tapes of
the deformation process and diffraction patterns were recorded in situ during the
deformation of the alumina sample by the tungsten tip.

3 Results and Discussion

3.1 Real-Time Fracture of R-Cut Alumina
During Deformation by Nanoindentation

Diffraction patterns were recorded in situ during the deformation of the alumina
sample by the tungsten tip *50 nm in diameter (see Fig. 3). At the beginning the
sample orientation was in the zone axis [2 20 1] (see Fig. 4) then the sample was
oriented so that the electron beam was parallel to the (ı̄104) plane and as the
indenter started to bend the sample it can be seen that different planes are
becoming parallel to the electron beam (Fig. 3a–c). Some diffraction spots from
the tungsten tip became visible in Fig. 3c–i along with the diffraction spots from
the alumina as the tip moved into the selected area. As the indenter tip was
retracted the diffraction spots from the tungsten disappeared in Fig. 3j–l and the
diffraction from the alumina became prominent. The sample exhibited elastic
behaviour and returned to the original orientation.

Figure 5 shows six video frames extracted from a 37 s deformation sequence
for the R-cut alumina sample. The sharp tip, with speed of 1.6 nm/s contacted the
sample at the edge and overlapped the sample by *400 nm (Fig. 6.). Initially the
alumina sample elastically deformed and clear bend contours were formed

Fig. 2 Schematic of in situ
TEM nanoindentation of
alumina
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(Fig. 5a) radiating from contact point. Some of these contours have dark contrast
while others appear bright due to diffraction induced electron scattering. Each
bend contour corresponds to an area of constant diffraction condition. As the single
crystal sample initially had a constant orientation, the bend contours correspond to
increase of stress within the sample [2].

The bend stress contours formed curves around the location of the tip, as can be
seen in Fig. 5, and moved away from the contact point with increasing strain.
Their speed was relatively fast at the beginning of the experiment. As time
increases their speed decreases, and their shape changed from wide open curves to
a hyperbolic shape and start to intersect, as can be seen in Fig. 5c, d. A crack
initiated at t * 31.5 s. and was observed to propagate into the specimen starting
from the intersection point of the contours, see Fig. 5d. The crack followed one of
the bend contours to the edges of the sample (Fig. 5e, f). Figure 7 depicts the
process of the crack development during the indentation, the crack initiates at the
contact point under the indenter and follows path 1 with relatively low speed

Fig. 3 In-situ diffraction patterns of R-cut alumina sample during nanoindentation. a–f Loading.
g–l Unloading
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(17 nm/s). Then it follows paths 2 and 3 in the same time with higher speed
resulting into two material fragments, the fragment between crack 1 and 2 falls off
the specimen and the second fragment between 1 and 3 stay attached to the bulk
specimen as can be seen in Fig. 5e, f, the depth of the indenter at this stage of the
process was * 500 nm. The initial crack length (see Fig. 7 path 1) starting from
the estimated contact point to the intersection point between paths 1, 2 and 3 was
measured as function of time and plotted in Fig. 8. The slope of the line in Fig. 8
was found to be 17 nm/s which is the initial speed of the crack (path 1). The
circumferential crack that developed was measured to be *660 nm in length (path
2 and 3) and in part could be following the (ı̄012) plane. The fact that fracture
occurs preferentially along the (ı̄012) plane agrees with the observation of Stofel
and Conrad [31, 32] noted fracture along the {ı̄012} planes in bend tests.

3.2 Fracture of R-Cut Alumina During Nanoindentation

First trials to indent the alumina sample with a sharp 50 nm tungsten tip on the thin
edge (electron transparent region) \40 nm in thickness (see Fig. 6) generated
significant bending due to the flexibility of the free edge of the sample. In the

Fig. 4 Electron diffraction patterns from the edge of the alumina sample, showing [2 0II2 1]
zone axis

In-situ TEM Observation of Deformations in a Single Crystal Sapphire 233



following experiment a larger tungsten tip with *450 nm in diameter was used to
indent a thicker region of the sample.

The indentation process was recorded in situ on video for analysis. Figure 9
shows six video frames extracted from a 2:55 min deformation sequence. During
first contact of the indenter with the sample, bend contours in the shape of open
curves were formed around the contact point (see Fig. 9a) at 14.0 s (Fig. 9b). In
the loading process, a median crack was observed to develop and propagate par-
allel to the direction of loading and deviates side way with the increasing time of
loading (see Fig. 9c).

Figure 10 shows a graph of the displacement of the indenter tip with time, the
applied displacement is linear, however the measured displacement fluctuates due
to the material in contact. Displacement bursts are seen as the material cracks over
several stages (see Fig. 10). The relative speed of the tip, during contact with the
sample, was calculated from the graph to be 0.27 nm/s. Figure 11 shows the centre
of the indentation site with damage, median and lateral cracks were observed. The
median crack (with length [500 nm and width \10 nm) was parallel to the
direction of indentation. Stress contours were observed during and after indenta-
tion (Figs. 9, 11). Some of these contours terminate at the median cracks (see
Figs. 9b , 11b) their shape is semi-elliptical and occur in pairs most of the time

Fig. 6 Schematic showing
contact point of indenter with
the sample

Fig. 5 a–f In-situ fracture sequence during deformation of R-cut alumina sample with a 50 nm
radius tungsten nanoindenter tip (time of video frame indicated)
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(which could be due to defocus) and arranged in concentric manner with the
smallest near the indenter contact point and expand outward during loading of the
indenter due to change in stress and orientation of the sample which lead to a
change in electron diffraction, some have dark contrast while others have bright
contrast [8].

The system of cracks developed during the indentations consists of lateral
cracks with variable lengths and are located under the contact surface with variable
distance of up to *100 nm. The median cracks with length [400 nm and width
\10 nm are located at different positions in the residual deformation zone, some
near the centre and some at distances of up to 500 nm from the centre. These
median cracks run parallel to the direction of indentation and break the contact
surface.

Figure 12a shows a high resolution image of a probable wear debris particle at
the centre of the indentation site shown in Fig. 11b. The diffraction image (see
Fig. 12b) of the same area shows extra spots due to probable wear debris particles
in this location.

The in situ TEM results show the elastic behaviour of the alumina sample
before fracture and also the process of crack development, Median cracks were
observed to develop during the loading stage of the indenter which in agreement
with earlier research findings [5]. These cracks break the surface in the area of the
residual indentation site and their size depends on the load applied and the time of

Fig. 8 Graph of the crack
length versus relative time

Fig. 7 a Schematic of the process of crack development during in situ nanoindentation. b In-situ
TEM image of crack development
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Fig. 10 Graph of the
displacement of the indenter
tip with time during
deformation

Fig. 11 TEM images of the
damage area due to
nanoindentation with a
450 nm diameter blunt
tungsten tip, showing median
and lateral cracks

Fig. 9 a–f In-situ images of the nanoindentation of alumina with a 450 nm diameter blunt
tungsten tip
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loading [5]. The median cracks were observed to develop from the contact surface
and to extend downward during the loading time.

4 Conclusions

TEM analysis of the damage area beneath the microindentation sites in alumina
reveals complex zones of defects, cracks and varying local strain.

• Cracks with variable sizes were observed to develop during the indentation
process with material fragmentation.

• Median cracks were observed to develop in the deformation zone during loading
and to propagate parallel to the indentation direction and their length[3 lm and
width \10 nm.

• Lateral cracks were observed in the residual damage area near the surface, with
variable size (some *50 nm) and variable distance (up to 500 nm) from the
centre of indentation.

• Bend contours, due to stress, were observed to develop prior to crack devel-
opment during loading cycle of the indenter.

• Cracks with initial speed of 17 nm/s were observed to follow bend contours.
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The Effect of Nanotube Interaction
on the Mechanical Behavior of Carbon
Nanotube Filled Nanocomposites

Beril Akin and Halit S. Türkmen

Abstract This study focus on the effect of the mechanical interaction of the
carbon nanotubes used as a filler material in a polymer composite. For this pur-
pose, a representative volume element containing two-wavy carbon nanotubes is
modeled by using the finite element method. A compressive displacement is
applied to the representative volume element in the axial direction of the carbon
nanotubes. Two type of analysis are done. These are the in-contact case in which a
mechanical contact interaction between parallel adjacent faces of carbon nano-
tubes is defined and not defined later for analyzing the out-of-contact case. The
effective modulus of elasticity is computed for each of them and the results are
compared. The modulus of elasticity is found to be higher in the presence of
contact between nanotubes.

Keywords Nanomechanics � Carbon nanotubes � Finite element methods �
Contact mechanics

1 Introduction

Higher mechanical efficiency and lightness of composites materials make them
indispensable for aerostructures. In this study we observed a more sophisticated
composite material type; a nanocomposite consist of polymer matrix reinforced
with carbon nanotubes.
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Using carbon nanotubes as a filler material increases the strength of the material
and leads to a higher modulus of elasticity compared to the common composites.
Carbon nanotube filled polymer nanocomposites are usually used for the
strengthening poorly reinforced areas of the composite such as adhesive joint
parts. There can be several parameters which affect the modulus of nanotube filled
nanocomposites. The wavy shape of the nanotube such as studied by [1–4].

Two ways are appropriate to observe the mechanical behavior of nanocom-
posites. The molecular dynamics which focuses on atomic interactions and
chemical reactions among the matrix and the filler material, the conventional
continuum mechanical approach to observe the global behavior of the material,
such as deformations, effective stiffness.

The representative volume element shape; square, cylindrical and hexagonal are
studied by [5] to observe the carbon nanotube reinforcement effect having volume
fractions of 2 and 5 % in a composite material. Their results have a good match
with cited experimental studies in this field.

In this study, the contact between two nanotubes is modeled using the finite
element method to observe the effect of nanotube interaction on the stiffness of the
nanotube filled nanocomposites. The nanotube is considered as wavy hollow
cylinder as mentioned in Luo et al. [6]. The nanotubes are modeled by using shell
elements with a wall thickness of 0.34 nm coherently with Fisher et al. [4] and Liu
et al. [7]. Carbon nanotube and polymer interface is assumed perfect. This idea is
supported by Jia et al. [8] and Thostenson et al. [9] based on the assumption of a
possible strong C–C bond at the interface (as cited in [5]).

The matrix surrounding the nanotubes is modeled using three dimensional solid
elements. Only the quarter of representative volume is modeled in order to
decrease the number of elements and consequently solution. The contact is defined
between two adjacent nanotubes. A compressive displacement is applied in the
axial direction to replicate the indentation test that is performed usually to obtain
the modulus of elasticity experimentally. The displacement, strain and stress are
obtained by performing the analysis. The analysis is also performed without
defining the contact between two nanotubes. The modulus of elasticity values
obtained from the analysis with and without contact are compared. The modulus of
the elasticity is higher while two carbon nanotubes contact each other. Conse-
quently, the interaction of carbon nanotubes have a stiffening effect for carbon
nanotube filled nanocomposites.

2 Methods

2.1 Finite Element Model

The contact between nanotubes is modeled by using the finite element method due
to following reasons. Firstly, the experimental studies of nanomaterials is usually
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seen as a chemistry subject. Secondly, contact interaction between carbon nano-
tubes get visible only by using a lot of sophisticated laboratory equipment. Thus,
numerical modeling facilitate to predict nanoscale structures.

2.2 Modeling Considerations

The representative volume element is designed as a square geometry which con-
tains two aligned curved carbon nanotubes modeled as hollow cylinders. The
contact is defined between two adjacent nanotubes. The representative volume
element is modeled only as a quarter for decreasing the number of elements and
consequently solution time. A compressive displacement is applied in the axial
direction to replicate the indentation test that is performed usually to obtain the
modulus of elasticity experimentally. The analysis is also pursued without defining
contact between two nanotubes to determining out of contact state.

The geometry can be assumed having a sinusoidal form as shown by Fischer
et al. [4] the spatial position in the xyz Cartesian coordinates is given by

z ¼ Asin
2px
k

ð1Þ

The waviness ratio is A/k A is the amplitude and k is the wavelength of the
function and length of the nanotube. In this study, carbon nanotube modeled have a
waviness ratio of 0.2.

The representative volume element model (Fig. 1) is modeled via ANSYS
�
.

The key points are generated via MATLAB
�

and implemented to ANSYS
�

via
Ansys Parametric Design Language. The volume is created through a circle and a
spline which is subtracted from a block of dimensions 400 9 50 9 250 nm3. The
matrix surrounding the nanotubes is modeled using three dimensional solid ele-
ments using element type 10-Node Tetrahedral Structural Solid 186. The meshes
have triangular shape with pyramids having mid side nodes following curves. The
model has 125384 element and 182091 nodes as can be seen in Table 1.

Fig. 1 The finite element model of the representative volume element (a). Larger view of the
finite element model (b)
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The carbon nanotubes are meshed with element type 8-Node Shell 181. Ele-
ment and meshes have quad shapes with pyramids having mid side nodes fol-
lowing curves. The analysis is solved by the pre-conjugated gradient PCG solver
by four substeps, 34 iterations and 0.125 time increment.

Carbon nanotubes are considered isotropic having an elastic modulus E, 1000
GPa corresponded with (Kalamkarov 2006) [11] of single walled carbon nanotube
having wall thickness of 0.34 nm and poisson ratio m = 0.3 similar in the studies
of Goldstein et al. [12]. Generic material properties are considered for epoxy
assumed as isotropic having elastic modulus E = 5 GPa and poisson ratio m = 0.3.

The finite element model is symmetrical on the x = 0 and y = 0 planes and
displacement uz is subjected to compression with a value different in each case
studied.

Volume of epoxy model and carbon nanotube (considered straight) model are
4.99 9 106 nm3 and 1570 nm3, respectively. The Volume fraction of carbon
nanotubes is obtained by considering the carbon nanotubes having straight forms.

Vf ¼
VCNTs

VCNTs þ VEPOXY

ð2Þ

The volume fraction Vf = 0.000314 is obtained for the representative volume
element. In order to determine effective elastic modulus of the material rules of
mixtures is used. Rules of mixtures also used by [5] to determine carbon nanotube
reinforced nanocomposite which using in composite materials micromodeling.
Furthermore, by the rules of mixtures,

E ¼ VfECNT þ ð1� VfÞEepoxy ð3Þ

E = 5.312 GPa is the effective modulus obtained without considering contact
and waviness effects.

2.2.1 Contact Modeling

The contact is defined on the surfaces of carbon nanotubes. Intentionally, no
material is modeled between the two carbon nanotube for a better observation.
While the model is subjected to a compression stress, the model is dilating and
carbon nanotubes are approaching and holding each other along parallel lines. The

Table 1 Element and
element numbers defined [10]

Label Number Name

Shell93 2880 8-Node structural shell
Solid186 119137 3-D 20-Node structural solid
Targe170 720 3-D target segment
Conta175 2647 Node-to-surface contact
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friction is constant and defined as 0.1 respects with the static coefficient of friction
values between graphite surfaces in a clean environment mentioned by Lide [13].

Due to the convergence difficulties the contact penalty stiffness is 1 as factor,
penetration tolerance is 0.1, pinball region 3 as constant and contact normal is
normal to target surface (Table 2).

3 Results

The objective is to obtain the displacement, strain and stress values by performing
the analysis. The modulus of elasticity values are compared for analyzing in
contact and out-of-contact states. The state of contact can be seen in Fig. 2 and the
numerical values can be seen in Table 3. The numerical results are observed for
the three cases where the model is subjected to a displacement of 20, 10 and 5 nm
in compression.

Firstly, applying rules of mixtures to composite while considering carbon
nanotubes as straight, modulus of elasticity is calculated. Then the numerical
values are compared between the in-contact and out-of contact states. The effective
elastic modulus is calculated via the well-know formulas from strength of
materials,

Table 2 Contact parameters
used [10]

Contact parameters Factor or constant

Contact penalty stiffness 1 (factor)
Penetration tolerance 0.1 (factor)
Pinball region 3 (constant)
Contact normal Normal to target surface
Contact algorithm Augmented lagrange algorithm

Fig. 2 Contact status
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E ¼ P � L
d � A ð4Þ

where P is the total reaction force in the direction of the displacement, d is the
displacement, L is the length of the representative volume element without con-
sideration of curvature effect and A is the cross sectional area.

The elastic modulus as predicted before, elastic modulus by the rules of mix-
tures with the filler volume fraction without considering contact and waviness
effect is 5.12 GPa which is 1–2 % higher than the elastic modulus obtained by the
finite element model.

The modulus enhancement compared to out-of-contact cases are 0.30 % for 20
nm and 0.059 % for 10 nm compression displacements. Apparently, strengthening
is not proportional. Although, higher displacement produced more resistance and
increased stiffness.

4 Discussion

From the results, it is obvious to see the contact contribution is increasing the
effective elastic modulus of the model. A value of 0.3 % stiffness enhancement in
the effective elastic modulus is observed. Consequently, the modulus of elasticity
is higher while contact is occurring among two nanotubes. Consequently, the
interaction of carbon nanotubes has a stiffening effect for carbon nanotube filled
nanocomposites due to interaction effect. An experimental study for realizing a
nanoindentation test can pursue this study to verify the results obtained.

Table 3 Reaction forces and effective elastic modulus of representative volume element

Displacements Representative
volume element

Elastic modulus
difference (%)

-20 nm In-contact Rz = 8046 nN 0.307
E = 5.0292 GPa

Out-of-contact Rz = 8021.4 nN
E = 5.0138 GPa

-10 nm In-contact Rz = 3919.6 nN 0.059
E = 5.041 GPa

Out-of-contact Rz = 4010.8 nN
E = 5.038 GPa

-5 nm In-contact Rz = 2005.4 nN 0
E = 5.0135 GPa

Out-of-contact Rz = 2005.4 nN
E = 5.0135 GPa
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An Automatic Process to Identify Features
on Boreholes Data by Image Processing
Techniques

Fabiana Rodrigues Leta, Esteban Clua, Mauro Biondi, Toni Pacheco
and Maria do Socorro de Souza

Abstract The breakouts and drilling-induced tensile fractures in borehole walls
give a good estimation of the in situ stress orientation. While it is manually simple
to analyze images of this nature, this task may become tedious or even impossible
when a large amount of data is present. In this work we propose a novel
image based analysis process to automatically guide the geologist when using
images. For the interpretation of images we considered the position of the roller
tool to see if the events were produced or not by the drag tool. While the analysis
may be not as accurate as made with human vision, our proposed method may be
used as a pre-processing stage, separating a set of regions that will be carefully
treat in a manually process.

Keywords Image segmentation � Oil well visualization � Image log � Closed
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1 Introduction

It is possible to minimize costs and risks in the process of drilling boreholes in a
determined area with the analysis of its soil structure. But even for geologists, the
study of oil and gas drilling locals can be difficult because it relies on the visu-
alization and interpretation of the data obtained [1].

According to Aadnoy [2], for years people have estimated the time loss asso-
ciated with unexpected borehole stability problems to account for 10–15 % of the
time required to drill a well. Since the rig time is the major cost factor in drilling
operation, we understand that borehole stability problems are very costly for the
industry. Borehole collapse is possibly the most costly single problem encountered
during drilling of a well, and there is not a trivial solution for the problem.

This theory states that drilling generates changes in the stress field of the
formation due to supporting material losses, inducing stresses that can result in
more trouble [3]. If the stress is higher than the rock strength, rocks can cause the
borehole collapse. So the mainly fundamental of the solution proposed in this work
is the possibility to prevent and reduce instability problems.

The better the planning of a well, the greater are the chances of success to be
achieved. In this context, the word success means achieving the objectives of the
project according to the safety standards of the company, time and costs consistent
with the ones of the market. However, to achieve this success, geologists, reservoir
engineers and production engineers should not only care to the optimization of the
production of the reservoir but should also be aware of the operational risks and
expenses on the project.

When the well is drilled and a part of its formation is removed, there is
instability of stresses. In that moment comes one of the most important stages of
the project of a well which is ensuring the stability of it, and to achieve this goal it
is necessary to evaluate factors like: rock resistance, temperature variations, well
trajectory and geometry.

The breakouts and drilling-induced tensile fractures in borehole walls give a
good estimation of the in situ stress orientation. In vertical wells or near-vertical
wells, the breakout axis directly indicates the orientation of the minimum hori-
zontal stress (h), if the mud weight is too low, while drilling-induced tensile
fracture is oriented in the direction of the maximum horizontal stress (H), if the
mud weight is high. Borehole breakouts and drilling-induced tensile fracture occur
in pair on opposite sides of the borehole. The vertical tensile fracture occurs at
exactly 90� to the orientation of the breakouts, but generally, not at the same depth
as the breakouts.

Typically the image analysis is manually made and used to identify natural
features or induced features by drilling on the walls of a borehole. These images
are obtained from the geophysical logging tools such as the ultrasonic borehole
televiewer (BHTV), micro acoustic (UBI, CBIL) or micro resistivity (FMI, OBMI,
EMI) and the caliper logs.
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We can identify features, natural or not, displayed on these images. Examples
of this features are: natural fractures, beddings, vugs, drilling-induced tensile
fractures, and breakouts.

In this work we propose a novel image based analysis process for automatically
guide the geologist when using images. For the interpretation to images we con-
sidered the position of the roller tool to see if the events were produced or not by
the drag tool.

We finally present some results obtained from the analysis of these images, with
the aim of supporting the user in analyzing and planning the drilling.

2 Related Works

No well is drilled without problems [4]. Managing drilling risks means not letting
small problems become big ones. Knowing what the risks are and when they are
likely to occur, keeps surprises to a minimum possibility. Most of the time and cost
spent in drilling is encountered not in the reservoir, but in its planning. For
instance drilling at a high rate of penetration can save time and money. However,
when accompanied by a too low drill string rotation rate or mud flow rate, which
fails to lift rock cuttings to surface, the result is a stuck pipe. Faults and fractures
encountered by the wellbore open conduits for loss of drilling fluid to the for-
mation. Excessive high mud pressure can fracture the formation and cause lost
circulation. Too low mud pressure fails to keep high-pressure formations under
control, resulting in gas kicks or worse, blowouts.

Jarosinski and Zoback present a borehole visualization method focused on
stress and breakout analysis [5]. In [6] and [7], the authors present important
factors to be considered in order to model the requirements associated to a detailed
data processing and analysis of this kind of data, that will be considered on the
proposed system.

Luthi and Souhait [8] detected and traced features, generically termed ‘‘frac-
tures’’, on Formation MicroScanner images using simple statistical techniques
which take into account natural variations of the rock matrix conductivity . For-
ward modeling results for the Formation MicroScanner response in front of a
fracture are incorporated into an inversion scheme to extract fracture traces and to
compute their fracture apertures. Visual comparison of the resulting fracture traces
with the original Formation MicroScanner images is good, even for complex
intersecting fracture networks.

Tilke et al. [9] demonstrated that geostatistical analysis can be applied to
borehole image data in order to generate an improved understanding of formation
heterogeneity, looking at the pore/vugs distributions on images. They present a
technique to quantitatively describe the porosity heterogeneity in a borehole at the
scale of several tenths of an inch.

In [1] the authors present a technique for modeling a 2D approach, so important
requirements of these structures are maintained and can be analyzed, such as
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perforation fluid weight, rock strength and the hole geometry. Figure 1 presents
the data obtained by a four arms caliper log. The 2D developed system shows an
approximation of the borehole shape in a specific height (Fig. 2). Each colored
profile is related to a caliper arm and is used for the 3D reconstruction.

The obtained data can be three-dimensional modeled to help the borehole
visualization [10]. The modeling is based on splines [11, 12].

Sensors installed at the Caliper System also achieve images with soil charac-
teristics. These images may also contain details that characterize breakouts and
other features. Figure 3 shows some examples obtained by this tool.

3 Image Processing

For the identification of the main events obtained by the caliper tool, it is necessary
to enhance them using some image processing algorithms.

For the edge enhancement and the extraction of its points coordinates, there are
many different approaches. We can highlight the following edge enhancement
algorithms: Sobel, Prewitt, Roberts, Laplacian, Zero-Crossing and Canny [13] [14].
These digital filters have been used in many different applications, as in [15] that
present an edge enhancement algorithms comparison to be used in the measurement
of standards aperture area. It is important to apply a filter before any segmentation
step, since the obtained images from Caliper are suitable to many noise entrances.

For this work we propose the usage of a simple filter, called the median filter.
The basic idea consists on visiting each entrance value and order all the horizontal
and vertical neighborhoods, substituting the value itself by the middle value of the

Fig. 1 Profiles obtained by a
4-arm caliper log
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ordered sequence. For border values, the algorithms suggest to fill with the same
border value. For a simple example, notice the following one-dimensional case:

Data = [… 3 6 4 …]
Filtered_Data = [… 3 4 4 …]
Once the main features are enhanced the next step is to encode these features in

the image. The use of a discrete boundary code, such as ‘‘chain codes’’ can be an
adequate solution. Considering a set of discrete boundary orientation, it is possible to
obtain a polygonal boundary of a contour segment. We can specify, for instance, a
set of 8 different codes, representing orientation displacements, like: horizontal up,
horizontal down, vertical right, vertical left, diagonal right and up, diagonal right and
down, etc. Then the feature contour can be represented in terms of a sequence of
codes (numbers). It is a syntactic description of the boundary conditions [16].

Although there are many different chain codes, in the case of geometric fea-
tures, which can be coded as equations, the Hough Transformation becomes a
better solution. In Fig. 3 the features have similar aspects with the sinusoids, so it
is possible to use the Hough Transformation, which is able to detach geometric
forms in binary images from its parametric equations. The Hough Transformation
is a well-established and common method for computer vision problems [16–18].

According to Schalkoff [16], Hough techniques are particularly useful for
computation of sets of global description parameters (perhaps noisy) from local
measurement.

The method consists on applying the transformation to the image in such a way
that all the pixels that are in the same curve can be mapped through one single
point of a new parameterized space of the searched curve.

The idea of the Hough transform is to transform the image in the digital space
as a representation of the parameters described by the type of curve that is desired
to be found in the image. This transformation is applied so that all points belonging
to the same curve are mapped into a single point in the parameter space of the
curve searched. For this, the parameter space is discretized and represented as an
array of integers, where each position of the array, which satisfies the searched
curve equation, increments the counter corresponding to its position in the

Fig. 2 A shot of the 2D
caliper analysis system
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discretized representation (matrix). In the end, the accountant who has the highest
value will correspond to the parameters of the curve described in the image [14].

In Fig. 4 we present an example of possible curves in one point in the image,
considering the Hough Transformation.

Depending on the geometric form, parameters must be defined previously. For
instance, with the Hough transformation used for identifying circumferences in
images it is fixed a circle radius, while at the sinusoid transformation it is nec-
essary to fix as parameters the curve amplitude.

Fig. 3 Samples obtained by
micro resistive tool:
a dynamic image and b static
image

254 F. R. Leta et al.



4 Methodology

For this work, we considered two groups of images obtained from the Caliper tool:
dynamic and static. Each one is generated with different hardware strategies. The
purpose of this approach consists on identifying events with sinusoidal aspects
from the borehole region, in order to be able to analyze in future works events that
may turn these regions compromised.

For each analyzed image we developed the following pipeline:

1. Image acquisition—obtained from Caliper and transformed to color images,
with a customized colorization process;

2. Pre-processing—This stage involves the application of techniques that allow
reducing the computational complexity and facilitating the image processing in
the following stage. The pre-processing was sub-divided into the following
steps:

a. Transformation of the colorized image (with pseudo-color information) into
a gray scale image, with 256 gray values;

b. Quantification: the image is quantified into 32 gray levels in order to turn the
process easier and faster;

c. Application of the medium filter, in order to simplify and reduce the noise of
the image; This is done with a 9 9 9 filter mask;

d. Image segmentation: we choose a threshold of the image histogram, con-
sidering the cut value of the color, corresponding to 3 % of the total amount
of pixels.

e. Transform the image into its negative one;

3. Processing: At this stage we identify the events with sinusoidal formats, using
the Hough transformation;

4. Result presentation: The obtained results of the processed images are trans-
ferred to the original result and used for the context analysis.

In our proposal, due the specialized aspect of the problem, we started choosing
filtered points obtained from the detected curves, establishing sizes from 10 to 120

Fig. 4 Possible curves in
one point in the image
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pixels. For each size, it is calculated a particular Hough transformation and it is
established a punctuation value for the specified curve. After the iterations, our
algorithm chooses the curve that received more points, considering it as the best
candidate.

The complexity of this algorithm is related to the fact that each point is added to
the processing stage and 360 possible curves are selected as candidates. There are
then 360 9 N incremental operations at the punctuation map, being N the total
number of points. The searching of the most punctuated point is a linear operation
that goes once through the entire map. This algorithm is executed only one time
for each fixed image size, resulting in a M (amplitude) 9 N (points) size.

The execution time varies depending on the analyzed image, considering how
efficient the pre-processing stage is. This means that if the process of the Hough
transformation detaches only relevant points, eliminating noises and not valid
regions, the sinusoidal curve detection will be more efficient, in relation with the
analysis point reduction.

5 Analysis and Information

The first experimental case used in this work was based on a acoustic dynamic
image with borehole events that may be representing fractures (Fig. 5). It is
possible to see that after the image pre-processing the Hough transformation
clearly identifies one of the fractures at the upper part of the image.

In order to detach other possible fractures and events, it is necessary at this
stage of the work to proceed with the searching process looking other most ranked
curves in the remaining of the image, being trivially possible to identify other
details that are in different regions (Fig. 6).

The second test of this work used an acoustic image with less noise than the first
and a clear fracture event, facilitating its identification with the Hough transfor-
mation, after the pre-processing (Fig. 7).

For the following case (Fig. 8), we used the same methodology that was applied
for the static images, mentioned in the first case. The obtained results are similar to
the dynamic images previously analyzed. It can be noted that the results are not so
suitable for the static case. This is due to a difference of observed contrasts. In the
case of the dynamic image (FMI), where there is a better contrast, the results were
more accurate, while at the static image, with low contrast, it is possible to see a
blur region with dark points, which causes a high rank punctuation when the
Hough transformation is applied. This causes a highlight in a region where there is
no event or fracture.
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Fig. 5 Case 1: a original;
b gray scale; c 32 levels
quantized; d median filter;
e threshold; f negative;
g Hough transformation;
h Hough transformation
inserted in the original image
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Fig. 6 Case 1: (e) threshold;
(f) negative; (g) Hough
transformation; (h) Hough
transformation inserted in the
original image
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Fig. 7 Case 2: a gray scale;
b negative, after quantization
and median filter; c Hough
transformation; d Hough
transformation inserted in the
original image
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6 Conclusions

In this paper the authors presented a novel methodology based on traditional image
segmentation for automatic and precise features extractions of caliper based
images, typically from oil bare holes.

While the accuracy of the information is not comparable as when manually
analyzed, our method showed to be an excellent choice for a first pre-processing

Fig. 8 Case 3: comparison between dynamic (a, c, e) and static (b, d, f) images: a, b gray scale
images; c, d Hough transformation; e, f Hough transformation inserted in the original image
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analysis of a large amount of images. Results show that for more precise event
extractions, it is necessary to manually change parameters.

Other segmentation methods may be included in this work and compared with
ours. It is also possible to include machine learning [19], in order to feed the
segmentation process with more accurate data. While the images may contain
many different aspects, this machine learning approaches may include vector
patterns that can easily be enhanced.

Our method was executed in sequential process, but may be easily paralyzed.
With the usage of GPUs and multiple threads architectures, it should be possible to
implement an interactive process, in order to give immediately feedback to the
user.

The obtained results show that the methodology is feasible, but it is necessary to
improve it in order to identify other events, not only the main event in the image.
The use of Hough Transformation, considering a parametric sinusoid, is satis-
factory to highlight the most important events in a borehole, making possible the
study of the borehole tensile state more accurately.
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An Optimization Procedure to Estimate
the Permittivity of Ferrite-Polymer
Composite
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Abstract A numerical optimization method is performed using the MATLAB
program to estimate the relative complex permittivity of each component of
Samarium-substituted Yttrium Iron Garnet nanoparticles in Poly-vinylidene-
fluride (Sm-YIG-PVDF) composite samples. The optimization is taken as the
optimized parameters that yield a minimum sum for the absolute differences
between the calculated impedance obtained by using the permittivity calculated
from Maxwell–Garnett (MG) formula and the measured equivalent one over the
entire frequency range named the objective function (M). The guessed (estimated)
ranges of the complex permittivity are based on the measured values of each
component of Sm-YIG-PVDF composite samples. The optimized (optimum)
impedance values are in very good agreement with the measured one for each
composite and within the estimated ranges. More details on the optimization
procedure are illustrated, and the permittivity of different composition dependence
on the mole fraction of the Sm-YIG-PVDF composite materials is shown.
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1 Introduction

Ferrite-polymer composites have extensive potential for applications in microwave
devices and electromagnetic wave absorbers [1–10]. The ability to design the
desired properties of the composite material could trigger new variety of
applications.

The best known mixing rule is the Maxwell–Garnett (MG) formula for the
effective complex permittivity of two phases mixture material [11]. Study and
optimize the electromagnetic properties of the composites materials via numerical
techniques or improving these techniques to be able to design the materials for
specific application, will save time and costs, instead of designing composite
materials with classical trial and error routine. This study was carried out to
estimate the permittivity of ferrite-polymer composite with a new optimization
procedure, in order to have good agreement results with the measured permittivity
values of the composite.

2 Methodology

RF (Radio Frequency) Impedance/Material Analyzer (Agilent 4291B, 1 MHz to
1.8 GHz) was used to measure the complex relative permittivity of the composite
material [12]. The analyzer calculated the relative permittivity of Sm-YIG-PVDF
composite samples from their measured admittance according to the Eq. (1):

e ¼ Ym

jxco
ð1Þ

where, Ym = (1/Zm) is the measurement admittance value of the material under
test (MUT). Co is the capacitance value of the air gap (whose distance between the
analyzer’s electrodes is same as the thickness of the MUT) [12].

The numerical optimization was performed using the MATLAB program [13]
to estimate the relative complex permittivity of each component of the Sm-YIG-
PVDF composite material in the frequency range of 10 MHz to 1 GHz (Fig. 1).

The criterion for optimization was taken to be that the optimized parameters
yield a minimum sum for the absolute differences between the calculated
impedances obtained by using the permittivity calculated from MG formula
Eq. (2), and measured equivalent ones over the entire frequency range named the
objective function (M) Eq. (3), as follow:

k ¼ k1 �3 k1

f k2 � k1

k2 þ2 k1

� �

1� f k2 � k1

k2 þ2 k1

� �
0
@

1
A ð2Þ
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where, k1 is the permittivity of the host material, and that for the guest is k2. The
important parameter is the volume fraction of the inclusions f. The volume fraction
occupied by the host is 1-f.

Estimated (guessed) 
range values of each 

component           

i=1,2,3,….,n
i=i+1 

M (  ) ≤ local minimum 
values 

M
M (Objective function) 

Yes 

No 

Print  of each 

ponent                         
find                                

(global minimum value)     
and                                  

Plot(f, Zm, f, ZMG(o), f, ZMG(g))   

End 

com

MATLAP (M. file) 

Fig. 1 Chart of the optimization process using the MATLAB program
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M ¼
Xn

i¼1

Z2
m

�� ��� Z2
MG

�� ��
n

� �
ð3Þ

where, Zm and ZMG are the measured and the calculated impedance by using the
permittivity obtained from the MG formula, respectively n = 124, is the number
of measured or calculated impedance data points of the composite. This is to
estimate the effective complex permittivity of each component of a composite
material. The guessed or estimated ranges of the complex permittivity are based on
the measured values of each component of the Sm-YIG-PVDF composite samples.

The MATLAB program will repeat the calculation with new estimated values
of the permittivity of the material of interest via a loop to find the local minimum
values of the objective function. This loop repeats the calculations a specified
number of times until the objective function condition is satisfied at the global
minimum value.

The global minimum value is given at the lower minimum value of the local
minimum values of the objective function M. When the objective function con-
dition is satisfied, the program gives the estimated value of the complex permit-
tivity of the investigated composite sample [13–16].

3 Results

The effective complex permittivity calculated via MG formula with estimated
(guessed) values of each component by using a MATLAB program based on a
designed objective function to minimize the difference between the calculated and
measured impedance values of Sm-YIG-PVDF composites. However, the guessed
or estimated ranges of the complex permittivity are based on the measured values
of each component of Sm-YIG-PVDF composite samples.

Measured impedance, calculated and optimized one based on MG formula of
Y3 (Y3Fe5O12) in PVDF composite are presented in Fig. 2. The estimated ranges
of the real and imaginary complex permittivity of the Y3 are from 4.5 to 10.5, and
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from 0.07 to 0.13, respectively. The guessed ranges of the real and imaginary
complex permittivity of the PVDF are from 1.5 to 5.5, and from 0.3 to 0.7,
respectively (Table 1). It can be observed that, the optimized (optimum) imped-
ance is a very close to the measured one. This is indicated that, the optimization
process eliminated the difference between the measured impedance and the cal-
culated one by MG formula via a specific objective function M.

The optimum estimated values of the effective complex permittivity within the
specified limits estimated range of each complex permittivity component of Y3 in

Table 1 Estimated and optimized values of relative permittivity and, objective function of Y3 in
PVDF composite

Estimated range Optimized values Objective function value

ery erp ery erp M
er0 (4.5-10.5)
and er0 0 (0.07-0.13)

er0 (1.5-5.5)
and er0 0 (0.3-0.7)

9.47-j 0.1197 3.63-j 0.513 13.2926
8.83-j 0.1133 3.64-j 0.514 0.8426
7.69-j 0.1019 3.66-j 0.516 25.6397
5.85-j 0.0835 3.70-j 0.520 0.6611
5.46-j 0.0796 3.71-j 0.521 12.1518
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PVDF composite calculated at the global minimum objective function value
0.6611 (Table 1). All the optimized values of the complex permittivity for both
components [Y3Fe5O12 (Y3) and PVDF] are within the estimated ranges which
presented in Table 1.

This optimization procedure was applied for the rest of the Sm-YIG in PVDF
composite samples [Y2 (Y2Sm1Fe5O12), Y1 (Y1Sm2Fe5O12) and Y0
(Sm3Fe5O12)]. Their measured impedances, calculated and optimized based on
MG formula to estimate the relative complex permittivities are presented in the
Figs. 3, 4, 5. However, the estimated range, optimized complex permittivities for
both components per each composite and the objective function for each sample
are presented in Tables 2, 3 and 4.
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Fig. 5 Optimized (optimum
values), calculated MG and
measured impedance vs
frequency of Y0 in PVDF
composite

Table 2 Estimated and optimized values of relative permittivity, and objective function of Y2 in
PVDF composite

Estimated range Optimized values Objective function value

ery erp ery erp M
er0 (6.5-10.5)
and er0 0 (0.1-0.5)

er0 (1.5-5.5)
and er0 0 (0.3-0.7)

10.195-j 0.4695 3.9200-j 0.542 4.6745
8.962-j 0.3462 3.9400-j 0.544 1.9562
8.409-j 0.2909 3.9500-j 0.545 8.8352
7.411-j 0.1911 3.9700-j 0.547 0.2969
6.533-j 0.1033 3.9900-j 0.549 4.8368

Table 3 Estimated and optimized values of relative permittivity and, objective function of Y1 in
PVDF composite

Estimated range Optimized values Objective function value

ery erp ery erp M
er0 (10.5-16.5)
and er0 0 (2.5-8.5)

er0 (1.5-5.5)
and er0 0 (0.3-0.7)

16.012-j 8.012 4.20-j 0.570 0.8513
14.398-j 6.398 4.22-j 0.572 3.9931
12.372-j 4.372 4.25-j 0.575 3.4781
11.775-j 3.775 4.26-j 0.576 2.2664
11.209-j 3.209 4.27-j 0.577 3.8249

268 R. Al-Habashi and Z. Abbas



4 Conclusion

A numerical optimization method was performed using the MATLAB program to
estimate the relative complex permittivity of each component of ferrite-polymer
composites. The optimum estimated values of the relative complex permittivity
within the specified limits estimated range of each complex permittivity compo-
nent of Sm-YIG in PVDF composites calculated at the global minimum objective
function value.

It was found that the optimized (optimum) impedance is very close to the
measured one of each composite, and the optimized values of the complex per-
mittivity for both components [Sm-YIG and PVDF] are within the estimated
ranges. This indicates that the optimization process eliminated the difference
between the measured impedance and the calculated one by MG formula via a
specific objective function.
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