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Editor’s Preface

This volume contains two-page abstracts of the 482 papers presented at the "13th

International Conference on Experimental Mechanics," (ICEM13) held in

Alexandroupolis, Greece, July 1-6, 2007. The accompanying CD attached at the back

cover of the book contains the full length papers.

The abstracts of the fifteen plenary lectures are included in the beginning of the book.

The remaining 467 abstracts are arranged in 23 tracks and 28 special symposia/sessions

with 225 and 242 abstracts, respectively. The papers of the tracks have been contributed

from open call, while the papers of the symposia/sessions have been solicited by the

respective organizers.

Started in 1959, the International Conference on Experimental Mechanics (ICEM)ff

takes place every four years in a European country. Its scope is to promote world-wide

cooperation among scientists and engineers concerned with experimental mechanics of

solids and structures. ICEM13 was under the auspices of the European Association for

Experimental Mechanics (EURASEM) and was sponsored by the Society for

Experimental Mechanics (SEM), the British Society for Stain Measurement (BSSM), the

German Society for Experimental Mechanics (GESA), the French Society of Mechanics

(AFM), the Italian Society for the Analysis of Stresses (AIAS), the Japanese Society forf

Experimental Mechanics (JSEM), the Japanese Society of Materials Science (JSMS),

and the European Structural Integrity Society (ESIS). ICEM13 focused in all aspects of

experimental mechanics with emphasis to nanostructured materials and nanostructures

and micro and nanoelectromechanical systems (MEMS and NEMS). The technical

program of ICEM13 was the product of hard work and devotion of more than 100 world

leading experts to whom I am greatly indebted. The success of ICEM13 relied solely on

the dedication and titanic work of the members of the Scientific Advisory Board, the

pillars of ICEM13. As chairman of ICEM13 I am honored to have them on the Board

and have worked closely with them for a successful conference.

Experimental methods have been successful to increase the knowledge of physicalkk

phenomena, to further the understanding of the behavior of materials, structures and

systems; and to provide the necessary physical basis and verification for analytical and

computational approaches to the development of engineering solutions.

More than five hundred participants attended ICEM13, while more than four hundred

fifty papers were presented. The participants of ICEM13 came from 53 countries.

Roughly speaking 50% came from Europe, 10% from the Americas, 27% from the Far

East and 13% from other countries. I am happy and proud to have welcomed in

Alexandroupolis well-known experts who came to discuss problems related to the

analysis and prevention of failure in structures. The tranquilitytt and peacefulness of this

small town provided an ideal environment for a group of scientists and engineers to

gather and interact on a personal basis. Presentation of technical papers alone is not

enough for effective scientific communication. It is the healthy exchange of ideas and

scientific knowledge, formal and informal discussions, together with the plenary and
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contributed papers that make a fruitful and successful meeting. Informal discussions,

personal acquaintance and friendship play an important role.

I am proud to have hosted ICEM13 in the beautiful town of Alexandroupolis, site of

the Democritus University of Thrace and I am pleased tof  have welcomed colleagues,

friends, and old and new acquaintances.

I very sincerely thank the authors who have contributed to this volume, the symposia/

sessions organizers for their hard work and dedication and the referees who reviewed the

quality of the submitted contributions. Our sponsors' support, give in various forms, is

gratefully acknowledged. The tireless effort of the members of the Organizingff

Committee as well as of other numerous individuals, and people behind the scenes is

appreciated. I am deeply indebted to the senior students of the Department of Electrical

and Computer Engineering of the Democritus University of Thrace Messrs. N.

Tsiantoulas and S. Siailis for their hard work and dedication in the preparation of the

ICEM13 website in a timely and efficient manner and the organization of the conference,

and for their efforts in helping me compile this volume. Finally, a special word of thanks

goes to Mrs. Nathalie Jacobs of Springer for the nice appearance of this book and her

kind and continuous collaboration and support.

January 2007  Emmanuel E. Gdoutos

Xanthi, Greece                                  Editor
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MODERN PHOTOELASTICITY FOR RESIDUAL STRESS MEASUREMENT IN

GLASS

  Hillar Aben, Johan Anton and Andrei Errapart

GlasStress Ltd.

21, Akadeemia tee, 12618 Tallinn

aben@glasstress.com

Residual stress is one of the important indicators of the quality of any glass product. The paper

gives a review of the methods, which are nowadays used in glass industry for measuring residualrr

stress both in architectural and automotive glass panels and in hollow glassware.

Stress measurement in architectural and automotive glass panels

Since in the case of glass panels most important is the surface stress, nowadays the most

popular technology by the assessment of the residual stress in architectural and automotive glass

panels is differential refractometry or the mirage method [1]. Most popular device for the surface

stress measurement is GASP, manufactured by Strainoptic Technologies, Inc [2].

The mirage method, used in GASP, can be applied if the gradient of the refractive index of thet

glass near the surface is very high. This condition is fulfilled on the tin side of the float glass. At

the other surface of the float glass the gradient of the refractive index t is not high enough and the

device GASP can not be applied.

A universal photoelastic method for 3D stress measurement is the scattered light method [1].

The scattered light method permits determination of the stress profile through the thickness of the

panel [3, 4]. Figure 1a shows a portable scattered light polariscope SCALP-03, manufactured by

GlasStress Ltd. In Fig. 1b profile of the stress in a tempered glass panel is shown. Measurement  of

the stress profile at a point takes 10 sec.t

FIGURE 1. (a) Portable scattered light polariscope SCALP-03; (b) stress profile in a tempered 

glass panel.

Stress measurement in hollow glassware

In hollow glassware stresses are measured with integrated photoelasticity [1] (Fig. 2) Figure 3

llustrates stress measurement in a tempered tumbler. Integrated photoelasticity is actually

Invited Papers



4 Hillar Aben et al.

photoelastic tomography. In the axisymmetric case it is sufficient to pass polarized light through

the specimen only in one direction. In the case of the general 3D stress measurement, tomographic

photoelastic measurements are to be carried out in a section of the specimen for many different

directions [5].

FIGURE 2. (a) Experimental set-up in integrated photoelasticity; (b) polariscope AP-06C.

FIGURE 3. Geometry of a tempered tumbler (a), physical and digid tized fringe patterns (b), and 

axial stress distribution in the wall (c).

Contemporary photoelastic technology permits highly automated and quick residual stress

measurement in a large variety of glass products. This technology is practically applied in many

glass companies.
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THERMOELASTIC STRESS ANALYSIS OF VASCULAR DEVICESLL

J.M. Dulieu-Barton1,a, J. Eaton-Evans2,b, E.G. Little2,c and I.A. Brown3,d

1School of Engineering Sciences, University of Southampton, UK.
2Department of Mechanical and Aeronautical Engineering, University of Limerick, Ireland.

ajanice@ship.soa ton.ac.uk, bJames.Eaton-Evans@ul.ie, cEdward.Little@ul.ie, dIan.Brown@ul.ie

The research described in this plenary paper deals with the application of experimental techniques

to medical devices used in the treatment of vascular disease. Vascular disease is a medical

condition where fatty material narrows the artery. It is reported that over 4 million deaths can bet

attributed to the disease each year in Europe alone. Vascular disease can occur at locations

throughout the arterial network. A blockage located in the carotid artery can cause what is known

as a stroke, or if located in one of coronary arteries may lead to a heart attack. A major advance in

the treatment of the disease was made when the Percutaneous Transluminal Coronary Angioplasty

(PTCA) was introduced by Gruntzig in 1977. The procedure offered a non-invasive, cost effective

and rapid treatment for cardiovascular disease and was soon adapted to treat diseased vessels

elsewhere in the body. During a typical procedure access to the vascular system is gained via the

femoral artery at the groin. From this point a cardiologist uses endovascular techniques to navigate

a catheter, with a polymer balloon deflated and tightly wrapped around its tip, through the artery

network to the site of the blockage. The balloon is positioned across the blockage and is

momentarily inflated. As the balloon inflates it exerts a radial force on the accumulated

atherosclerotic plaque material, displacing it and thereby restoring patency to the vessel.

Angioplasty balloons are used at locations throughout the arterial network and therefore range in

size depending on the intended site of operation. They are typically constructed from rigid

polymeric materials and are designed to exhibit low compliance at inflation high pressures; thet

balloon material is anisotropic. Fig. 1 shows a commercially available balloon. Studies have found

the incidence of restenosis post angioplasty to be as high as 30 - 50%. To combat thisa fine mesh,

metallic, cylindrical component known as a intravascular stent may be implanted as a follow up

procedure to the angioplasty. The device is permanently implanted and acts as a scaffold within the

artery (see Fig. 2). Two principal categories of stents exist: balloon expandable and self-

expanding. The former are plastically deformed into position using an angioplasty balloon and are

typically constructed from a stainless steel alloy. The latter, self-expanding stents (see Fig. 2) are

deployed from the tip of a catheter and expand elastically into position, to provide support to the

vessel wall. Self-expanding stents are constructed from a NiTi alloy commonly known as Nitinol.

Nitinol is classed as a superelastic material as it can elastically recover strains in excess of 8% via

a stress induced (reversible) transformation from a parent austeniteff microstructure to a martensitic

phase. The stress-strain curve follows a non-linear path with significant thermal variations

occurring as the material undergoes the phase change. 

Thermoelastic Stress Analysis (TSA) [1] is a non-contacting technique that provides full fieldt

stress information and can record high-resolution measurements from small structures. The workd

presented in this paper summarises the application of TSA to angioplasty balloons and Nitinol

vascular stents carried out at the University of Southampton [2-6] and idf entifies the significant

challenges in apply the technique to such devices. The use of high resolution optics is described

along with a calibration methodology that allows quantitative stress measurements to be taken

from the balloon structure. The paper then describes new work that assesses the effect of

geometrical variations on balloon performance. Typical data from a balloon is shown in Figure 3.

A brief account of a study undertaken to characterise the thermoelastic response from Nitinol is
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also included and it is demonstrated that thermoelastic data can be obtained from a stent at high

resolutions (see Figure 4). Further work on stents conducted at body temperature is described.
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MICRO/NANO SPECKLE METHOD WITH APPLICATIONS TO MATERIAL,

TISSUE ENGINEERING AND HEART MECHANICS

Fu-Pen Chiang 

SUNY Distinguished Professor& Chair

Dept. of Mechanical Engineering 

Stony Brook University 

Stony Brook, NY 11794-2300

Fu-Pen.Chiang@sunysb.edu

Using a random speckle pattern as a quantitative transducer for displacement and deformation

measurement constitutes a major milestone in the advancement of experimental mechanics

techniques. Heretofore, displacement or strain transducers or gages t utilize regular patterns as the

measurement base. It is the dimensional changes of these bases that are converted into

displacement/strain information. The speckle method, on the other hand, uses a random array of

particles (either physical or virtual) as displacement transducers. The displacement information of

a cluster of random particles is obtained either through correlation calculations with its neighbors

or a Fourier transform processing scheme. It is the latter approach that will be discussed in this

paper.

First a random speckle pattern is created either on the surface or in the interior of the specimen.n

A digital photographic process is used to record the speckle pattern before and after the

deformation of the specimen. A specially designed software called CASI (Computer Aided

Speckle Interferometry) is employed to process thus obtained specklegrams. 

As shown in Fig. 1, the digital speckle images are divided into subimages with 32 x 32 pixels,

for example. Then a FFT (Fast Fourier Transforms) is applied to the corresponding pair offf

subimages. The result is multiplied by a numerical filter and a second FFT is applied afterwards.

The final result is a delta function situated at a point in the second transform plane. And the

position vector of this delta function is nothing but the displacement vector represented by the

cluster of speckles. By going through every subimages this way, the deformation field of the entire

specimen plane can be obtained. Appropriate displacement-strain relations are then used to

calculate the strain distribution.

FIGURE 1. Processing of speckle patterns
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We have applied this technique to various topics such as the residual plastic strain distribution

at a crack tip within a small region of about 40 m x 50 m after various cyclic loadings (as

shown in Fig. 2), the thermal differential strain (T = 86 oC) at the interfaces of an electronic

package, the mechanical properties of SU-8 (a MEMS material), the mechanical properties of

normal and cancerous artificial skins, the effect of regional ischemia on the pumping efficiencies

of an animal heart, both in vitro and in vivo, etc. Potential applications of the advanced electron

speckle photography technique to nanotechnology will also be discussed.

FIGURE 2. Residual plastic shear strain field åxy surrounding an extending fatigue crack in a steel 

specimen as obtained by SIEM
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IN-SITU ELECTRON MICROSCOPY TESTING OF NANOSTRUCTURESU

Horacio D. Espinosa

Department of Mechanical Engineering, Northwestern University

Evanston, IL 60208-3111, USA

espinosa@northwestern.edu

Over the past decade, there has been a major thrust to reduce the size of electronic and

electromechanical systems to the nanometer scale by fabricating devices out of thin films, carbon

nanotubes (CNTs) and nanowires (NWs). In these applications, a thorough understanding of

material mechanical, electrical and thermal properties as well as device performance and reliability

requires the development of novel experimental approaches. In this plenary lecture, two such

experimental methodologies will be introduced and discussed. The first addresses the development

of MEMS devices for in-situ electron microscopy mechanical testing of thin films and one

dimensional (1-D) nanostructures [1, 2]. The second experimental methodology addresses the in-

situ SEM testing of NEMS to assess device electro-mechanical performance (pull-in voltage, I-V

curves, and time response) and reliability [3].

FIGURE 1. (a) Displacement-controlled and (b) force-controlled MEMS-based n-MTS.  (c) 

Sequential SEM images showing the tensile testing of a multi-walled CNT using the n-MTS.  (d)

Load-displacement data obtained using the n-MTS on MWNTs exposed to varying types and 

degrees of radiation.  Irradiation dose decreases with the test number [2].

The design, microfabrication, and operation of a MEMS-based nanoscale material testing

system (n-MTS) will be presented. Results obtained from in-situ SEM and TEM tensile testing of
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NWs and CNTs will be discussed. Specifically, tensile tests of NWs confirm predictions that

material strength increases as its scale decreases. Tensile tests of multi-walled CNTs exposed to

varying types and degrees of radiation reveal a stiffening effect that occurs with irradiation. This is

attributed to radiation-induced crosslinking between concentric shells of the multi-walled CNTs to

improve load sharing.

FIGURE 2. Left: Schematic of the experimental setup for in-situ SEM testing of nanotube

cantilever devices.  Right: Comparison of experimentally-measured and theoretically-predicted 

current-voltage behavior of the nanotube cantilever devices [3]. 

A carbon nanotube NEMS bistable switch with feedback control, developed in our lab, will bett

used to demonstrate methods of in-situ SEM testing (Fig. 2). This example will also be used to

highlight present and future research challenges.  Experimental results showing good agreement

with theoretical predictions of current-voltage behavior will be discussed. Experimentally-

observed failure modes will also be discussed. These failure modes, which may be common to

other nanotube-based NEMS, are a current topic of interest as they preclude production of reliable,

large-scale arrays of these devices.
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AIR BLAST LOADING OF CELLULAR MEDIA

George A. Gazonas and Joseph A. Main

U.S. Army Research Laboratory, Weapons and Materials Research Directorate,

Aberdeen Proving Ground, Maryland, 21005-5069, U.S.A.

National Institute of Standards and Technology

100 Bureau Drive, Mail Stop 8611, Gaithersburg, Maryland,tt 20899-8611, U.S.A.
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Much of the early literature on shock and wave propagation in porous media is found in theaa

geophysical literature, but Riemann [1] was the first to describe how a compressional wave

transforms into a shock wave. A century later, shock and particle velocity measurements in solids

enabled McQueen et al. [2] to develop Hugoniots for minerals thought to comprise the earth’s

interior. This naturally led to the study of shock-induced phase transformations in minerals as the

possible cause of the major body-wave velocity discontinuities in the Earth.  The interest in shock

wave loading of porous geologic media accelerated with the advent of underground nuclear testingt

(e.g. at the Nevada test site [3]), and concurrent computational modeling of such events [4].

Studies of shock and wave propagation in porous and permeable sedimentary media [5] ensued

during the era of oil exploration. Today, the wide-spread use of porous materials such as cellular

foams and honeycombs in structural applications is attributed to their capacity to absorb energy,

particularly at low impact velocities. Surprisingly, however, the use of porous crushable materials

subjected to air blast pressure loading has, in many instances, led to the enhancement rather than

mitigation of blast effects [6, 7, 8].

In order to gain a better understanding of the mechanics of shock wave propagation in cellular

media, an analytical model [9] will be presented that investigates the influence of mass distribution

on the uniaxial crushing of cellular material sandwiched between rir gid layers.  This model is also

applicable to the crushing of cellular media in “blast pendulum” experiments. In the analytical

model, the cellular core is modeled as a continuum using a rigid, perfectly-plastic, locking

idealization. The front and back faces are modeled as rigid masses, with pressure loading applied

to the front face, and unrestrained motion of the back face.  Predictions of this analytical modelf

show excellent agreement with explicit finite element computations [9, 10].  The model is designed

to investigate the influence of the mass distribution between the core and the faces on the system

response.  An increase in the mass fraction in the front face is found to increase the impulse

required for complete crushing of the cellular core but also produces an undesirable increase in

back-face accelerations. Optimal mass distributions are found that maximize the impulse capacity

while limiting the back-face accelerations to a specified level [9].

Finally, this paper will extend previous work [9], to include a class of cellular media that

exhibits a continuously nonhomogeneous plateau yield stress distribution. The plateau yield stressaa

magnitude could be graded by spatially varying the relative density of the foam.  This will

influence the microphysical failure mechanisms, either through buckling, plastic yielding, or

crushing of the cell walls [11].  Several concepts are also discussed for possibly mitigating the

effects of the transmitted shock wave in light of recent advances in ref lated fields [12, 13].
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During the two last decades, the improvements in image processing with microcomputers and the

advances in camera technology have caused non contact measurement techniques such as digital

image correlation, moiré interferometry, speckle, grid method or infrared thermography to become

more and more popular in the experimental mechanics community [1]. This is clearly illustrated by

the increasing number of recent papers in which such techniques are used to improve the

knowledge in the mechanical behaviour of materials and structures.

The aim of this presentation is to give an overview of the use of full-field measurement

techniques in experimental solid mechanics. A keyword and a guideline are proposed for this

purpose.

Full-field measurement techniques enable to detect and to quantify heterogeneities inff

displacement, strain or temperature fields. “Heterogeneity” can therefore be regarded as a common

keyword of all studies involving these techniques.

It is then proposed to use the link between full-field measurement techniques and modelling to

classify recent papers published in the literature in this area. Such techniques can be used at

different stages, for instance:

• to observe and to discover some local phenomena. For instance, full-field measurement

techniques enable to detect very local strain gradients or displacement discontinuities such

as cracks [2]. This information is very relevant and useful to construct more reliableff

constitutive equations of materials;

• to perform unbiased mechanical tests, for instance by detecting some unexpected

heterogeneities due ill-controlled boundary conditions. Most of the data collected duringt

classical tests such as tensile tests are processed under the assumption of homogeneous

strain fields. In the case of tensile test, full-field measurement techniques enable to detect

the effect of misaligned grips. In the case of shear test, strain heterogeneities which take

place near to the free boundaries of the specimen as well as possible parasitic bending of

the supports can be detected and quantified with such techniques [3]. This leads to the

determination of more reliable parameters used to feed constitutive models of materials;

• to verify the validity of some assumptions under which numerous models describing the

mechanical response of structures are constructed. In thick beam bending problems forrr

instance, an assumption is made concerning the displacement and shear strain distributions

through the thickness. Various theories are deduced from this assumption such as the first

or higher order theories. The latter corresponds to an enrichment of the functions

describing the through-thickness displacement field. In the case of higher theories, a

warping of the cross section occurs. This warping can be detected using full field

measurement techniques, thus validating such theories [4].
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• to compare experimental displacement or strain fields to their numerical counterparts to

validate models [5]. The final goal in mechanics of structure is mainly to correctly

compute the stress/strain/displacement fields within the structures. Full-field measurement

techniques can be used to capture displacement fields on the external surface of testedtt

structures and therefore to verify whether numerical or analytical models are correct or not;

• to process heterogeneous strain field using mixed experimental/numerical strategies in

order to simultaneously extract an important number of parameterst  governing constitutive

equations. Usual testing procedures are based on mechanical tests which are supposed to

give rise to homogeneous stress/strain fields. In this case, measuring the strain at one point

is sufficient and one can establish a direct link between loading and measured strain. With

such an approach, only a reduced number of constitutive equations can be identified. Onf

the other hand, heterogeneous strain fields often involve a much greater number of

constitutive parameters. Capturing such fields and extracting constitutive parameters is an

issue since no direct link generally exists between measured strain and unknown

parameters. Specific identification strategies among which the virtual fields method [6]

have been recently developed for this purpose.

This classification along with some relevant examples will be presented throughout the paper

and the importance of full-field measurement techniques for the construction of better models in

solid mechanics will be underlined. A special emphasis will also be given to the last section

dealing with the processing of full-field measurements tof identify parameters governing

constitutive equations.
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The traditional role of mechanical analysis in electronic packaging had been reliability assessment

of microelectronic and photonic devices at the final stage of development.  The shrinking product

development cycle time, however, has changed the role of mechanical analysis from a problem

solving (passive) mode to a predictive (active) mode, where the mechanical analysis is performed

for (1) design optimization and (2) reliability prediction of a new technology product at itstt

conceptual stage of development.  This dependency of product development on mechanical

analysis has fostered increasing activity in mechanical experimentation, both for specific studies

and for guidance of numerical modeling.

As the components and structures involved in high-end devices are made smaller, the thermal

gradient increases and the strain concentrations become more serious.  Numerical analyses have

been used extensively to estimate stresses and strains in device structures.  Although one can

model almost any kind of device for complex loading and bounf dary conditions, simplifications and

uncertainties are inevitable.  The models and results usually require verification by other means.

Accordingly, advanced experimental techniques are in high demand to provide accurate solutions

for deformation studies of microelectronic and photonic devices.

In recent decades, numerous optical methods for deformation measurements have matured and

emerged as important engineering tools.  With these methods, the data are received as whole-field

fringe patterns representing contour maps of equal displacements.r  Recently, several methods have

been applied to microelectronic and photonic product development [1,2].  They include moiré

interferometry, microscopic moiré interferometry, Twyman/Green interferometry, far infrared

Fizeau interferometry and shadow moiré.  The first two provide contour maps of in-plane

displacement fields for stress/strain analyses, and the next three map out-of-plane displacement

fields for warpage analyses. 

Figure 1 illustrates an example of moire interferometry.  The specimen is a flip-chip plastic

ball grid array (FC-PBGA) package assembly.  In the assembly, a silicon chip was first attached to

an organic substrate through tiny solder bumps. This subassembly was then surface-mounted to a

typical FR-4 printed circuit board (PCB) through larger solder ball arrays to form a final assembly.

A specimen grating was replicated at 82 C using a high temperature curing epoxy and the fringes

were recorded at room temperature ( T = -60T C).  The difference of the coefficient of thermal

expansion (CTE) between the substrate and the PCB caused the deformations in the solder balls.  

An example of out-of-plane displacement measurement technique is shown in Fig. 2.  The

warpage of a PBGA package is attributed to a large mismatch of CTE between the chip and

substrate.  As mentioned earlier, electrical and mechanical connections are made by solder balls

between the substrate and a PCB in the subsequent assembly process.  If the bottom side of the

substrate warps significantly at the solder reflow temperature, as illustrated in Fig. 2, it yields an

uneven height of solder interconnections, which could cause premature failure of the assembly.

Figure 2 shows the shadow moire fringes on the bottom surface of the package after processed by
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the phase shifting technique.  Detailed knowledge of this out-of-plane deformation is essential to

optimize design and process parameters for reliable assemblies. 

This paper presents recent developments of the methods as tools for product development of

microelectronic and photonic devices and illustrates selected applications for design evaluation,

failure analysis, and verification of numerical modeling. 

FIGURE 1. U displacement fields of a FC-PBGA package assembly documented by moire 

interferometry. The deformation was induced by thermal loading of T = –60°C.T

FIGURE 2. Warpage of the bottom surface of a plastic ball grid array package at the solder reflow

temperature.
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The paths followed by a new technique before being widely accepted are generally not

straightforward. Speckle interferometry (SI) certainly does not escape the rule.t

As far as I remember, the articles by Leendertz, [1], and Butters, [2], aroused a considerable

interest in the early 70s among the holographic interferometry (HI) community. Scientists working

in the field of optical metrology were astonished to discover that the direct recording of a 2-beam

interference pattern between a reference and a speckle wave carries in itself the phase information

of the speckle wave, without the need to reconstruct its 3D complex amplitrr ude as in holography – at

step absolutely obvious nowadays. This was the birth of SI. Though most of the first recordings

were made with very high spatial resolution emulsions – the same as in holography – the new

paradigm, in practice, was clearly leading the way for low spatial resolution media. Indeed, video

cameras soon became a standard, and the name ESPI, for Electronic Speckle Pattern

Interferometry, was coined. The choice of low spatial resolution – by no means a necessity but

widely adopted for evident reasons of convenience – produced at first two opposite outcomes: at

rapid acceptance of the new method, due to its simplicity and t the availability of photoelectric

imagers and analogue processing electronics, by someone, and, on the contrary, a rejection by

others, belonging mostly to the HI circles, who didn’t accept the heavily speckled aspect of SI

fringes, see Figs. 1 and 2.

FIGURE 1. Examples of fringe patterns. a) classical Fizeau fringes of a computer hard disc; b)

MATLAB “peaks” function depicted as a classical fringe pattern; c) HI fringes of a cylinder 

locally heated; d) contouring using coherent fringe projection on a cast of pathological scar.f

These figures give a dramatic idea of the fundamental differences in quality between SI and HI

interference patterns, the latter being quite similar to classical fringes. Moreover, researchers in HI

were thinking, rightly or wrongly, that the theory of SI was completely contained in the theory of

HI, as developed for example by Schumann [3].
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FIGURE 2. Examples of SI fringe patterns. a) simulated ideal SI correlation fringes; b) out-of-

plane fringes of a 2.8 x 4 m2 plaster wall; c) shearing SI fringes of the same wall locally heated; d) 

out-of-plane Bessel-type fringes of a disc vibrating at a resonance frequency of 1.9 kHz.

However, this nascent antagonism between a “noble” and a “poor man” technique didn’t

develop any further, simply because high spatial resolution media ceased progressively to be

commercially available. Comprehensible for the silver halide and dichromated emulsions, the stop

in production, amazingly, touched even the efficient thermoplastic plates and films, and the

photorefractive materials never really broke through. Exit HI and long live SI! At the same time,

the rapid growth of digital image processing, both in hardware and software, more propitious to SIaa

than to HI, gave a second lift to the former. Fig. 3 shows the result of the processing of SI

correlation fringes using phase shifting and adapted filtering techniques. The demonstration was

made that high quality phase maps could be obtained by SI.

FIGURE 3. Examples of SI phase maps. Left: rough result of a 5-image phase stepping algorithm; 

right: the same map after linear filtering.

Interestingly, in the last few years, HI is reappearing on the constantly evolving optical

metrology scene, under the label “digital holography”. Some variants of digital SI and HI are in

fact very close to each other, looping the loop.

Besides such chronological markers, the contribution attempts to analyse the role of speckle

interferometry in experimental mechanics from a scientific point of view, mainly inspired by the

paper [4] and the references therein.
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The paper gives an overview of issues relating to the characterisation of the progressive collapse of

core cellular materials used in sandwich construction. The specific structural application addressed

is foreign object impact, and in this case the core cellular material is subject to multi axial stresses,

progressive collapse and possible rupture.

Crushable foams have been used for many years as core materials. Possible foam materials are

based on polymers (e.g. Divinycell, Rohacell), metals (e.g. Alporas) and graphite. It has been

shown that the mechanical properties of cellular materials, e.g. elastic behaviour, uniaxial crush

and densification, are dependent on the cell geometry, on the cell size (foam density) and on the

parent material.

For example, truncated octahedral shell structures have been proposed to characterise elastic

and collapse behaviour of Rohacell foam [1]. Mills and Zhu [2] develop this truncated octahedral

approach to model a single cell with edges and faces.  Typically, cell edges contain 40% of the

material in a closed cell foam. Additional complexity comes from the variation of cell size in

foams.

These (and other) cellular models have been developed and validated for simple loading cases,

e.g. elastic behaviour and uniaxial crush. However, a feature of foam behaviour during the

progressive collapse of a sandwich beam or the perforation of a sandwich panel is multi axial

crush. This can be simulated using finite element analysis and continuum models, in which not

only deviatoric deformation is taken into account but also hydrostatic effects [3]. However, such

models require extensive experimental data as input, e.g. hydrostatic compression and even

hydrostatic tension data [4, 5].

One of the disadvantages of the continuum modelling approach for crushable foams is the

occurrence of strain softening in some foams, e.g. Rohacell.  This gives rise to strain localisation,

which means that strains are discontinuous through a volume being crushed [6].

Other issues relating to the characterisation of foams are as follows. Metallic foams (e.g.

Alporas) have large cell size that can make a continuum analysis inappropriate for cores with small

relative dimension.  Also, such foams have variable cell size by up to a factor of five, which meansr

that there are large property variations through a core volume [7, 8].

It is perhaps worth noting here the direct approach of taking a computed X ray tomography

picture of the full depth of the foam and inputting the geometry into a finite element analysis [9].

This is a useful approach for small blocks of material but it is still pra oblematic for the non linear

behaviour of large scale structures. Also, the approach does not give transparent understanding of

micro structural effects.

Another driver for micro mechanical models is the development of manufacturing procedures

for lattice structures.  These include conventional manufacturing techniques [10] as well as more

advanced manufacturing techniques [11]. In the latter, the rapid prototyping selective laser melting

technique allows the realisation of metallic open cellular lattice structures at the micro meter scale
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[11,12]. This manufacturing technique allows the tailoring of lattice structure and even the

realisation of graded structures.

The paper identifies possible modelling approaches, and associated experiment study, required

to develop micro mechanical models and hence progress our understanding of the use of cellular

materials as optimal cores in sandwich construction.

References

1. Chen, C.P., Lakes, R.S., Cellular Polymers, 14 (3), 186-202, 1995

2. Mills, N.J., Zhu, H.X., J. Mech Phys Sol, 47, 669-695, 1999

3. Deshpande, V.S., Fleck, N.A., J. Mech Phys Sol, 48, 1253-1283, 2000

4. Mines, R.A.W., Alias, A., Composites Part A, 33, 11-26, 2002

5. Li, Q.M., Mines, R.A.W., Birch, R.S., Int J Sol Struct, 37, 6321-6341, 2000

6. Li, Q.M., Mines, R.A.W., Strain, 38, 132-140, 2002

7. McKown, S., Mines, R.A.W., Journal of Applied Mechanics and Materials, 1-2, 211-216,

2004

8. McKown, S., Mines, R.A.W., Impact behaviour of metal foam cored sandwich beams, In

ECF16 (Ed. E.E. Gdoutos), Paper No.6 254, 2006

9. Youssef, S., Maire, E., Gaertner, R., Acta Materialia, 53, 719-730, 2005

10. Wadley, H.N.G., Fleck, N.A., Evans, A.G., Composites Science and Technology, 63, 2331-

2343, 2003 

11. Santorinaios, M., Brooks, W., Sutcliffe, C.J., Mines, R.A.W., WIT Transactions on the Built

Environment, 85, 481-490, 2006

12. Mines, R.A.W., McKown S., Cantwell W., Brooks W., Sutcliffe C.J., On the progressive

collapse of micro lattice structures, In ICEM13 (Ed. E.E. Gdoutos), Paper No. 158, 2007



Invited Papers 21

THREE-DIMENSIONAL DISPLACEMENT ANALYSIS BY WINDOWED

PHASE-SHIFTING DIGITAL HOLOGRAPHIC INTERFEROMETRY

  Yoshiharu Morimoto, Toru Matui and Motoharu Fujigaki

Faculty of Systems Engineering, Wakayama University 

Sakaedani, Wakayama 640-8510, Japan

morimoto@wakayama-u.ac.jp, matui@sys.wakayama-u.ac.jp, fujigaki@sys.wakayama-u.ac.jp

Digital holography is useful to reconstruct three-dimensional shapes of objects. The reconstruction

process of the objects is fast and accurate because the reconstruction is performed by computer

calculation without developing photographic plate. Phase-shifting digital holographic

interferometry is possible to measure shape and displacement of objects quantitatively. The

authors developed windowed phase-shifting digital holographic interferometry (WPSDHI) which

provides very accurate results by decreasing the effect of speckle noise. 

FIGURE 1. Positional relationship between light source, object and observation point rr

In order to measure three-dimensional displacement components, three-directional-

illumination method or three-directional-observation method is usually employed. It is important

for accurate analysisto measure the three-dimensional information simultaneously. In this paper, a

simultaneous three-directional illumination method is proposed (Figs 1 and 2). To miniaturize the

equipment for practical use, a spherical beam is used. However, if the spherical wave is used,

incident angles are different for each point and then each point has different sensitivity vectors.

The incident angle for each point on objects is determined by the three-dimensional positions of

the point and the point source of light. It is, however, difficult to measure it accurately. The authors

propose a calibration method with a reference flat plane. The reference plane is installed on a XYZ

piezo stage which is movable in three axis directions with very small amount. The reference plane

is moved in three directions with very small amount. By calculating the each phase difference

between before and after deformation using the digital holography, the parameter can be obtained

for relational expression of displacement and phase difference. Tabulation of parameters for each

point helps to measure the displacement and strain in high speed from the phase difference of the

specimen. Displacement and strain measurement using spherical wave can be realized with this

calibration method. Experimental results of deformation measurement using this method are

shown.
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FIGURE 2. Optical setup for three-directional displacement analysis
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Naval structures operate in severe environments, and are designed to withstand complex multi-

axial loading conditions, including highly dynamic loadings.  The effective design of these

structures requires an understanding of the deformation and failure characteristics of structural

materials, and the ability to predict and control their performance characteristics.

The Solid Mechanics Research Program at the Office of Naval Research provides the scientific

basis for the effective design of affordable Naval structures.  Today, the major focus is on

mechanics of marine composite materials and composite sandwich structures.  The program deals

with understanding and modeling the physical processes involved in the response of glass-fiber

and carbon-fiber reinforced composite materials and composite sam ndwich structures to static,aa

cyclic, and dynamic, multi-axial loading conditions, in severe environments (sea water, moisture,

temperature extremes, and hydrostatic pressure).  

An overview will be provided of this Navy-unique research program, with a discussion of its

objectives, research issues, recent accomplishments, and future directions. Topics discussed will

include: effect of sea water on marine composites, and composite sandwich structures; long-term

durability of marine composites; size effects in failure of mm composite sandwich structures; fatigue

behaviour of woven and knitted fabric composites; impact damage in sandwich structures; effect of

impact damage on fatigue; strain rate effects in marine composites; dynamic fracture of interfaces;

dynamic interaction effects in multiple delaminations; fatigue of foam core used in sandwich

structures; and concepts for mitigating impact damage in sandwich structures.

Research is also conducted into methods for the enhancement of mechanical/physicalf

properties and for the introduction of multi-functionality to composite structures, through the use

of nanoparticles.  Topics will include experimental techniques for the visualization of nanoparticlef

dispersion, buckling of single-walled carbon nanotubes, and thermoplastic/tt carbon nanotube films

for strain sensing.  

Future directions of research in mechanics of marine compositf es and sandwich structures will

be discussed, including shock and blast effects on composite structures, experimental

investigations of blast effects, progressive damage modeling, high strain rate effects in core

materials, effects of transverse core compressibility, and concepts for blast resistance.
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Continuous-fiber reinforced structural composite materials are typically classified as “brittle,” with

strains to break in the principal fiber directions of only a percent or so.  However, fiberr

architectures and material choices provide “ductility” that is highly dependent on microstructure.

Woven glass-reinforced polymer systems, for example, with strains to break on the order of 20

percent for uniaxial loading in off-axis directions are now in common use in a variety of

applications, including Naval structures.  An example of such behaviour for three different strain

rates is shown in Fig. 1.

FIGURE 1. Stress-strain response of woven-glass reinforced vinyl ester for uniaxial loading at 45

degrees to the fiber axis, at three different strain rates.

In some situations, the off-axis “ductility” can be exploited to greatly improve performance.

One of those situations is blast loading, in which out-of-plane, high-rate loading is applied in a

fairly localized area.  The present paper will address this class of material response.f

In this study, a plain-weave vinyl ester composite material was selected and a number of

different strain rate and temperature tensile tests of off-axis coupon specimens were conducted.f

Comparison of composite nonlinear behavior under different strain rate and temperatures indicated

that there was a strain rate–temperature relationship that could be used to relate them.     The paper

will begin with experimental characterization methods and analysis methods for rate-dependent,

large deformation response of anisotropic materials.  The approach will be a generalization and

refinement of earlier work by the authors, their colleagues, and others[1-4]. In the present case the

previous work will be expanded to include large strains, up to about 20 percent.  The principal

thrust of that effort will be to include progressive damage up to the point of rupture into
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constitutive equations that can be used in commercial codes for implementation in structures.  An

example of model predictions compared to observed response is shown in Fig. 2.

FIGURE 2. Validation of 30 specimen test data at different strain rate and temperature.

The representations of that response will then be discussed in terms of the microstructure of the

materials involved.  Strength concepts will be introduced, and related to the microstructure.   It will

be shown that strain to break can be estimated from a fundamental knowledge of the

manufacturing details of the composite material.  Special attention will be given to constructing

strength concepts  and criteria that are rate dependent.  A Monkman-Grant concept will be

generalized to yield a strength concept that reduces all strength parameters for an anisotropic

material to a single material constant, for all directions of loading and all strain rates. 

Finally, implementation of such an approach for large strain analysis of structures which have

nonuniform strain will be discussed, using commercial codes such as ABAQUS.  Comparisons

between experimental predictions of structural failure modes and structural strength and

observations will be presented. 
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Recent advances in the science and technology have originated the need of developing new tools to

make observations at the molecular level. Nano-sciences and technology provide a great challenge

to experimental mechanicians and at the same time extend the horizons of the discipline to new

grounds and novel problems.

Of the different disciplines that are required to meet the challet nges presented by nano-sciences

and technology, optics is a tool that seems particularly adapted for this task. However, classical

optics puts a limit to the possibility of making measurements beyond half of the wavelength of

light: that is, a couple of hundreds of nanometers at best. However, this quantity is not good

enough to perform studies in the nanometric range. 

Recent developments in the field of optics have brought back some features of light that have

been known for at least half of a century. The limit of Rayleigh that has been thought for long time

insurmountable has been proven valid only for certain types of illumination techniques. In the late

1940’s, Toraldo di Francia started both experimentally and theoretically to work towards getting

beyond the Rayleigh limit. Today, his predictions have come to be a reality.

Quite independently on these developments, in the area of data analysis began the exploration

to overcome the classical limit in optics by numerical means. On the mathematical basis of two

fundamental theorems, methods have been developed in the spatial domain and frequency domain

that have proven that effective to get information beyond the classical limit. The combined use of

the new developments in optics and in numerical methods of data analysis give us the confidence

that in the near future optical information will be gathered and analyzed within the range that

previously was thought only reachable by the electron microscope.
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There are three main challenges in measuring the mechanical properties of specimens with

minimum dimensions on the order of microns or less – preparation f and handling, force application

and measurement, and strain measurement. This is a brief overview of the various test methods

with emphasis on tensile testing because it produces a uniform stress and strain field, whichtt

enables unambiguous property measurements.

FIGURE 1. Wide, thin tensile specimen. The gage cross-section is 3.5 by 600 m.

A wide and robust tensile specimen is shown in Fig. 1 from Sharpe et al. [1]. The polysilicon

film is 3.5 m thick in this case, although aluminium films 60 nm thick have been tested. The

silicon die supporting the film is one cm square and is etched out from the back to release the gage

section. After the wide grip ends have been glued into a small test machine, the two side support

strips are cut to leave a free-standing tensile specimen. The test machine consists of a movable grip

supported by an air bearing and a 100-gram force load cell mounted on a piezoelectric actuator.

Sharpe et al. [2] have tested smaller polysilicon specimens (50 m wide); several of these can

be produced on a single die by photolithography and etching from the front. One end of the

specimen remains fixed to the die, and the other end has a large paddle that is released from the

silicon die and gripped by gluing a small silicon carbide fiber to it. The die is glued into the test

machine and specimens tested in sequence.

FIGURE 2. Large, thick  tensile specimen. The gage cross-section is 200 by 200 m.
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Fig. 2 from Sharpe et al. [3] shows a larger specimen that can be handled separately. It is nickel

electroplated into a photoresist mold on a silicon substrate, which is then removed. The cross-

section of the gage section is 200 x 200 m, and the wedge-shaped ends fit into inserts in the grips

of a test machine that has a larger load cell.

Strain can be measured directly on these specimens by either laser interferometry or digital

imaging. In the first case, reflective markers must be placed on the specimen surface and

illuminated with a laser. The resulting interference fringes move as the specimen is strained and

can be monitored to enable real-time measurements. The markers are either gold lines deposited as

the last step in the specimen manufacture [1, 2] or indentations by a diamond indenter [3]. Digital

imaging requires no surface preparation unless it is exceptionally smooth, but requires post-

processing to generate the strains. The images can either be optical as in Long et al.  [4] or from an

atomic force microscope scan as in Chasiotis et al. [5]. Poisson’s ratio can be determined by either

of these methods. A different tensile test is conducted by Espinosa et al. [6] who use a

nanoindenter to push down the center of gold tensile strips fastened at each.  Strain is measured by

optical interferometry to determine the displacement along the specimen length.

There are several indirect tests that have advantages although they may not provide they

complete set of mechanical properties that the tensile test does. These will be discussed and

referenced in the paper. The bulge test provides an important measure of residual stress in a

deposited film as well as Young’s modulus; Poisson’s ratio can be obtained by using two different

shapes of the diaphragm. Bending tests of cantilever beams are particularly amenable to MEMS

materials; modulus can be inferred from overall displacement, which can be relatively large.

Fracture strengths of very small single crystal silicon cantilevers have been measured using a

nanoindenter for force measurement. Young’s modulus has been measured by exciting a

cantilever-based structure to resonance. Nanoindentation can be used to determine the modulus

and strength of thin films.

A fruitful area of research is the use of MEMS-based structures to measure the properties of

nano-sized specimens. One example is the use of two small cantilevers to measure the stress-strain

curve of carbon nanotubes by Yu et al. [7]. Each cantilever has a very sharp tip to which one end of

the nanotube can be attracted and then ‘welded’ with a focused ion beam. One cantilever is

attached to a fixed grip, and the other is moved with a translation stage. This is done inside a SEM

and the end displacements of the cantilevers are measured to provide both force and overall

elongation. Haque and Saif [8] fabricate a complete ‘test machine’ to include a very thin and small

specimen of a different material. It too is actuated in a SEM to determine force and overall

displacement.

References

1. Sharpe, W. N., Jr., Yuan, B., and Edwards, R. L., J. MEMS, vol. 6, 193-199, 1997.

2. Sharpe, W. N., Jr., Turner, K. T., and Edwards, R. L., Exp. Mech., vol. 39, 162-170, 1999.

3. Sharpe, W. N., Jr., LaVan, D. A. and Edwards R. L., Proceedings Transducers ‘97, Chicago,

IL, 1997, 607-610.

4. Long, G. S., et al., ASTM Special Technical Publication, 1413, 262-277, 2001.

5. Chasiotis, I., et al., Thin Solid Films, in press, available online, 2006.

6. Espinosa, H. D., Prorok, B. C., and Peng, B., J. Mech. Phys. Solids, vol. 52, 667-689,  2004.

7. Yu, M-F. et al., Science, vol. 287, 637-640, 2000.

8. Haque, M. A. and Saif, M. T. A., Proc. National Acad. Science, Vol. 101, 6335-6340, 2004.



Invited Papers 31

CHARACTERISATION AND ASSESSMENT OF FAILURE AND FATIGUE

PHENOMENA IN SANDWICH STRUCTURES INDUCED BY LOCALIZED

EFFECTS

Ole Thybo Thomsen

Department of Mechanical Engineering, Aalborg University

Pontoppidanstraede 101, DK-9220 Aalborg East, Denmark

ott@ime.aau.dk

Sandwich structures are notoriously sensitive to failure by the application of concentrated loads, at

points or lines of support, and due to localized bending effects induced in the vicinity of points of

geometric and material discontinuities. The reason for this is that localized shearing and bending

effects induce severe through-thickness shear and normal stresses. These through-thickness stress

components can be of significant magnitude, and may, in many cases, exceed the allowable

stresses in the core material (as well as in) especially close to the interfaces between the core and

the face sheets.

In addition, localized bending effects may induce in-plane stress concentrations in the face

sheets, which, depending on the loading situation and the boundary conditions, may exceed the

“globally” induced stresses, and thereby seriously endanger the structural integrity. The majority

of failures in sandwich structures, due to either static overloading or under fatigue loading

conditions, are caused by localized effects as described above.

The objective of the presentation is to provide an overview of the mechanical effects, which

determine the occurrence and severity of localized bending effects in sandwd ich structures, and, in

addition, to provide a survey of the available structural sandwich models, with special emphasis on

their ability to describe local bending effects. 

The presentation includes a brief survey of the various structural models, including classical,

“first-order shear”, “high-order” and continuum mechanics based models. Moreover, the paper

will focus on and address the experimental characterisation and assessment of local effects in

sandwich structures based on realistic engineering practice examples including ply-drop effects in

sandwich structures, junctions between sandwich panels of different curvature, sandwich panels

with core materials of different stiffness (core junctions) and sandwich panels with rigid inserts

(Figs 1 and 2). The issue of failure and fatigue of such sandwich structures subjected to out-of-

plane and in-plane loads is discussed in some detail, with the inclusion of recent theoretical and

experimental results.
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FIGURE 1. Crack initiation and final rupture in sandwich beams under quasi static loading. (a)

conventional butt junction, (b) and reinforced butt junction.

FIGURE 2. Local bending effects in terms of change of sandwich panel thickness at junction 

between straight and curved sandwich panel measured using Electronic Speckle Pattern 

Interferometry (ESPI).
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Constrained layer damping (CLD) design concept is based on polymeric layer, which is deposited

in confined space between adjacent layers of other materials: metals or ceramics [1]. Aluminum,

aluminum oxide particles and polyamide granular particle powders have been respectively used forn

CLD design. Aluminum alloy powders have granules size of 50-80 μm, 94% Al, 4%Cu and 2% Si.

Al2O3 particle mixtures were prepared by mixing 98 wt.% aluminum oxide powder with particle

diameter of 50 m, purity of 99.7% and 2 wt.% aluminum oxide nanopowder with diameter 40-47

nm and specific surface area of 40-45 m2/g supplied by Sigma-Aldrich Europe Ltd. The materials

were dried for 2-3 hours in vacuum.

Thermal flame spraying of coating structures were applied as a candidate manufacturing

technology for advanced CNT-reinforced sandwich materials. The technology has a benefit of

particle management and manufacturing possibilities for nano to mesoscale-structured materials in

many applications, including multilayer metal-ceramics-polymer coatings [2]. In comparison with

plasma spraying the technology, it offers significant cost benet fits and functional properties.

The overall processing sequence for the sprayed nanostructured coatings is layer by layer

design of sandwich illustrated in Fig. 1. Heating gas was butane and distance of spraying was 120-

130 mm. Available powders of the materials were mixed and reconstituted into sprayable size

agglomerates onto metal substrate of vibrating beam. Deposited coating layers have some amount

of carbon nanotubes and increased amount of closed pores for the benefits of acoustic noise

adsorption and structural vibration damping.

FIGURE 1.  Layer-by-layer design of CLD sandwich.

The use of thermal spraying technology permitted an efficient integration of multidisciplinary

engineering efforts to produce finely structured damping metal-polymer-ceramics sandwiched

coating that is unique in microstructure, superior in properties and readily technology transferable

into an industry. Manufacturing design concepts for the coating materials are a viable perspective

for damping members in transportation (aerospace, automotive). 

1T3. Nanocomposites



M.V. Kireitseu and L.V. Bochkareva36

In Fig. 2 it is seen the first modes of the metal-ceramics coated plate, as viewed by vibrometry.

Nodal lines are not always apparent and in few images, the node lines appear as thin almost white

bands. For example, in the first torsion image in Fig. 2, the shape is twisting about the center line

running vertically through the plate (which appears in white in the image). If the left half is

displaced above the plane, the right half is below. This displacemet nt is not evident from the image;

the image only shows that the areas nearest the center line (in green) have the same magnitude of

velocity, and the areas of the plate in the free corners (in red) have equivalent velocity magnitudes.

In each modal point, an increase of damping level is achieved due to coating design. When area of

specimen coverage is about 80% of total area, increased damping levels were achieved in the

frequency range (table 1). This effect can be explained by a non-linear contact between surfaces of

damping structure and the plates. Thus, an optimal stress-strain relation should be achieved in the

selected design. For any given sample, damping is not a constant at all frequencies, nor is it a linear

function of frequency.

2
nd

Bend, 240 Hz    1
d st

 Chordwise Bend, 804 Hz
t

FIGURE 2:  Modes 5 through 6, metal-ceramics coated plate, viewed by holography.aa

TABLE 1. Comparison of damping factor and coverage area.
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Modes

Coverage area

0% 40% 60% 80% 100%

1-2 0,2 0,38 0,34 0,32 0,33

3-4 0,21 0,32 0,42 0,49 0,43

5-6 0,18 0,31 0,42 0,45 0,32

7-8 0,23 0,33 0,29 0,33 0,24

9-10 0,17 0,21 0,24 0,27 0,19
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Titanium dioxide (TiO2) is a versatile filler material used in polymer based applications. The most

common application is in the form of white pigment. However, titanium dioxide brings more to the

polymer industry than just white, bright opacity. Titanium dioxide is a photo-responsive material -

its value is in its interaction with light. Unlike colored pigments that provide opacity by absorbing

visible light, titanium dioxide and other white pigments provide opacity by scattering light. This

scattering is possible because the white pigment can bend light. If there is enough pigment in the

system, all light striking the surface, except for the small amount absorbed by the polymer or

pigment, will be scattered outward, and the system will appear opaque and white. Light scatteringr

is accomplished by refraction and diffraction of light as it passes through or near pigment particles

[1].

TiO2-polymer composite materials are being developed for new applications such as Liquid

Crystal Display (LCD), Light Emitting Diode (LED) etc. Refractivity of the composite material is

a function of dispersion of titanium dioxide particles. In order to characterize the particle size

distribution on the surface of the molded part, Scanning Electron Microscope (SEM) and Atomic

Force Microscope (AFM) are used for imaging. Image analysis method has been developed using

Matlab® software based on AFM and SEM images.

Fig. 1 shows a SEM image while Fig. 2 shows the image after image processing of a TiO2 -

Polymer composite.

Although there are many types of software available in the market to do similar tasks,

understanding of the features used to achieve final goal is essend tial before the use of particular

software.

Matlab image analysis approach is developed baaa sed on sieving technique. In sieving technique,

disks of known pixel radius are passed through the image in increasing order and then intensity of

the remaining field of the image is calculated. Minima and maxima of the intensity are calculated

by taking derivative of the intensity curve. Key features used in Matlab are strel (Van den

Boomgard and Van Balen [2] and Adams [3]), graythresh, bwlabel (Haralick [4]), regionprops etc.
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Statistical information acquired from Matlab® involves Particle Size Distribution (PSD), Number

of Particles, Mean Area, Median Area, and Standard Deviation of the particles. Figures 3 and 4

show the distribution of particles achieved before Matlab programming and particle size

distribution after Matlab image processing, respectively.

Results accomplished with this method are helpful in analyzing regions with single particle

and regions with agglomeration. These two regions are important for determining the percentaget

reflectivity of the material.
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The fullerene (C60 or C70 etc.) or cluster diamond (CD or GCD) exhibit lubrication characteristics

that can not be matched by conventional materials. Therefore, it is likely that the fullerene or

cluster diamond will be utilized as solid lubricants in a variety of applications. In recent years,

composite materials containing cluster diamond (CD or GCD) uniformly dispersed in a metal

matrix have been examined as ultra-high performance solid lubricating materials with superior

lubricating properties [1]-[2]. However, since the composite materials were fabricated by powder

metallurgy method (the hot press or dynamic compaction mett hod), the materials contained many

pores and exhibited low mechanical properties [3]. As a result, the composite material is not

capable of producing enhanced lubricating properties.d

A new solidification method concept has been developed that employs compression shearing

[4]. Using this method, the grain size of the fabricated material is on a nano meter scale, and the

strength of the specimen is improved. When the compression shearing process is applied to

powdered aluminum under room temperature and atmospheric conditions, a thin plate specimen

consisting of ultra fine crystal grains with preferred orientation can be obtained. Conventional

methods are not capable of obtaining such a specimen under room temperature. 

In this paper, fullerene-dispersed aluminum composites were fabricated by the compression

shearing method. The mechanical properties, friction coefficient and microstructures of the

compacted powders were investigated.

Figure 1 shows a schematic drawing of the setup for the compression shearing method. The

powders were filled on the lower-plate, and the upper plate is loaded on the lower plate with

holding powders between their surfaces, and it sets in equipment. Shear stress was applied to the

powders by moving the lower steel plate to the direction of an axial compression presser. The

compressive load P was generated by rotating an upside screw using a lever rod. The compressive

load P given to the sample was determined from the value of this strain gauge.

The shear stress applied to the compacted powder was calculated to be 500 MPa for the

compacted powder with a compacted area of 400 mm2 (20mm × 20 mm). The moving distances L

of the lower steel plate was 5 mm. The moving speed of the lower plate was maintained at around

0.1 mm/s. This forming procedure can be carried out under room temperature and in the air

without heating.

The matrix consisted of a rapid-solidified Al-Si-Cu-Mg alloy powder with an average particle

size of 41.4  m. On the surface of each grain, a hard and stable oxide layer of 5 micrometer

thickness was naturally generated. The amounts of fullerene were 0 - 30% volume fraction. The

entire procedure was carried out in an Ar atmosphere using a glove box. The enclosed powders

were mechanically mixed at 500 rpm for four hours by the ball-milling method.
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To examine the friction properties, friction measurements were carried out by the pin–on–disk

method in air. For these measurements, the pin was made of stainless steel (SUS304) and had a

head spherical surface of 4 mm in diameter. Friction tests were conducted using a test load of 0.2 N

at a sliding speed of 1.7 mm/s. The friction test was conducted in air.

Figure 2 shows the friction coefficient of Al-Si-Cu-Mg composites containing various volume

fractions of fullerene. The addition of 1 vol. % fullerene to Al-Si-Cu-Mg improved the friction

coefficient. The average friction coefficients of Al-Si-Cu-Mg, the 1 vol. % fullerene sample, and

the 15 vol. % fullerene sample were found to be 1.00, 0.94 and 0.33, respectively. Compared with

the Al-Si-Cu-Mg results, these values account for a reduction of 6% and 67%, respectively.

This result suggests that the Al-Si-Cu-Mg/fullerene composite has excellent solid-lubricating

properties.
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The cellulose obtained of the natural fibre used as reinforced in the composites materials have

found an increasing number of applications in recent years[1-3]. Car manufacturers have shown

special interest in these materials. Advantages of natural fibres over the traditional counter- parts

include: relatively low cost, low weight, less damage to processing equipment, improved surface

finish of moulded parts, good mechanical properties. Another important advantage of natural fibres

is the relatively abundant in nature and, therefore, can be obtainuu ed from renewable resources, and

been also recycled.

Polymer is relatively inert because hydrous groups, which are responsible for the majority of

the reactions with organic and inorganic reagents, are involved in inter and intramolecular

hydrogen bonding [2]. In the recent years, procedures for the preparation of metal oxide- coated

cellulose fibers, Cell/ MxOy, have been described. Acording to the nature metal oxide can be

applicated as ZrO2 for retention and analysis of Cr(VI) [4].

The experimental methodology of the fiber- coating process is depend on the cellulose

application: as fiber or as membrane. As fiber form, the treatment of cellulose with a precursor

reagent can be made in aqueous or non- aqueous solvent. To prepare the membranes, cellulose

acetate is normally used due to the high solubility characteristic in most of the common organict

solvents such as acetone [5].

The cellulose/ ZrO2.nH2O composite processed by an oxide precursor reagent dissolved in an

aqueous solvent presented an adequated incorporation of the oxide on the cellulose surface. The

Table 1 shows the results of the analyses specific superficial area .

TABLE 1. Surface area measurements.

The Fig. 1 shows the incorporation ZrO2.nH2O on the surface of the fibres cellulose by

scanning electron microscopy (SEM) .

Material Surface area (m2.g-1)

Cellulose 0.6

ZrO2.nH2O 253.7

Cellulose /ZrO2.nH2O 36.1
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FIGURE 1. Micrographs of the Cellulose /ZrO2.nH2O Composite.

Since materials have presented excellent mechanical properties, should be used as structural

applications [6].
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Composite materials consisting of organic polymer and inorganic nanoparticles are expected to

present superior thermal and mechanical properties i.e. high modulus and strength and good

performance at elevated temperatures [1, 2].  Research on the mechanical properties of stiff

particulate-filled polymeric materials show that their mechanical behavior is a result of a complex

combination of the properties of the constituent phases [3].  The principal relevant parameters are

the properties of the matrix (resin system), the particle size and shape, and particle content [4, 5].

Particles of micron level dimensions produce an increase in toughness; however, they also increase

the viscosity of the epoxy resin thus reducing the ease of processing.  Addition of nanoparticles in

epoxy resins has been shown to further increase the toughness of the nanocomposite without

significantly increasing the viscosity of the epoxy matrix [6-9].  Another important parameter thatt

can significantly alter the properties of the nanocomposites is the filler aspect ratio.  Because of

their high surface area to volume ratio, nanofillers have been found to have a high reinforcing

efficiency even at very low concentrations [10].  

In this work, nanocomposite materials consisting of an epoxy matrix and various

concentrations of silica nanoparticles were processed and characterized thermomechanically.

Samples were prepared with silica concentrations of up to 20 wt%.  The epoxy resin system used

was obtained by mixing stoichiometric amounts of a commercial difunctional liquid epoxy

monomer, diglycidyl ether of bisphenol-A (DGEBA), t with a solid aromatic amine,

diaminodiphenyl sulphone (DDS), hardener.  The curing agent was added to the epoxy resin at theuu

temperature at which the resin has low viscosity.  Colloidal silica dispersed in 30 wt % isopropanol

was used as the nanoparticle filler.  The nanosilica particles had a mean particle size of about 8 nm.

For the characterization of the viscoelastic properties of the epoxy silica nanocomposites,

dynamic mechanical tests were carried out using a dynamic mechanical analyzer (DMA 2980 from

TA Instruments, USA).  The tests were performed on prismatic samples (80x7.5x2.5 mm3) loaded

under dual cantilever mode.  The scanning temperature mode was in the range from room

temperature to 250 oC, at a heating rate of 3 oC /min and with an oscillating frequency of 1.0 Hz.

The storage and loss moduli of both the neat epoxy and silica/epoxy specimens were determined.

The glass transition temperature (Tg) was determined from the peak of the tan curve.

Tensile tests were conducted to measure the variation of the elastic modulus, tensile strength

and the ultimate strain as a function of the silica content of the nanocomposite.  The tests were

carried out at room temperature on an Instron 8500 servohydraulic machine at a cross head rate of

0.13 mm/min.  The fracture surfaces of the tensile specimens were examined using a Hitachi

S4500 FE SEM.
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The resin system (epoxy plus hardener) selected generated a strong high modulus system with

a high glass transition temperature (Tg).  Addition of nanosilica particles did not significantly

affect the measured glass transition temperature.  The modulus of the nanocomposites was found

to increase with increasing silica content.
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Nowadays, 316L austenitic stainless steel is a widely used engineering material in a large number

of applications. In spite of its excellent corrosion and formability characteristics, this material has a

low mechanical strength. In recent years, many studies relating to nanocrystallisation by severe

plastic deformation processes have been carried out. Tao et al. [1], Liu et al. [2], Roland et al. [3]

and Chen et al. [4] have shown that a recently developed Surface Mechanical Attrition Treatment

(SMAT) technique, applied to pure metals or alloys may induce a grain refinement in the top

surface layer down to the nanometer scale, arising from severe plasr tic deformation at high strain

rate. From the mechanical point of view, one of the effects of this treatment is a considerable

enhancement of strength and surface hardness. As shown for a 316L stainless steel [3] [4], a 1mm

thick tensile sample treated by SMAT on both sides for 15 minutes with 3 mm diameter shots

reaches a yield strength as high as 525 MPa and exhibits approximately a microhardness of 4,5

GPa in the top surface layer, owing to the presence of the nanocrystalline region.

FIGURE 1. Photograph of the SMAT machine.

The aim of the present work is to produce a nanostructured multilayer composite with high

mechanical properties by assembling three 316L surface nanostructured stainless steel plates using

the co-rolling process. The SMA-treatment is first used to generate nanocrystalline layers on the

elementary plates, so that their mechanical properties are improved (Fig. 1). They are then

assembled through co-rolling. A composite structure alternating nanostructt tured layers of high

strength with more ductile layers is thus obtained. As a consequence, the material exhibits a global

high strength and conserves a good ductility. In order to quantify the influence of different

experimental parameters, such as shot diameter, reduction ratio, rolling temperature and number of

SMATed sides, several tests were carried out. To follow the evolution of the microhardness

through the section of samples, and consequently the evolution of the average grain size,

1T6. Nanostuctured Materials
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nanoindentation experiments and microscopy observations have been carried out. In parallel,

tensile tests were performed to show the correlation between the microstructure evolution (Table

1) and the global mechanical response. 

TABLE 1. Chemical composition of the 316L stainless steel samples.
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High molecular weight poly(N-vinyl carbazole) (PVCz) nanowebs were prepared by

electrospinning technique. To investigate the effects of type of solvents on the spinnability and the

morphology of electrospun PVCz, PVCz solutions were prepared by dissolving PVCz in

chloroform and 1,1,2,2-tetrachloroethane (TCE) and were spun at various electrospinning

conditions. The spinnability of PVCz in TCE was better than those in THF and in chloroform,

which was ascribed to the difference in solution properties. Bead-fiber morphology was observed

when the concentration was low concentration, but fine fibers were obtained when the

concentration was high concentration.

To prepare fine and even PVCz webs, we performed a series of experiments varyingf

processing parameters, like solvents and its tip to the collector distance (TCD), applied voltage,

and concentration. Fig. 1 shows SEM micrographs of the webs electrospun from 3%, 5% and 10%

PVCz solutions in the chloroform at 25 kV when the TCD was 15 cm. The electrospun fibers

exhibited bead-onto-fiber when the concentration was 3%, but more fibrous shapes were obtained

at 5% and 10%. In THF, bead was obtained at 3% and at 5%, and fiber was obtained at 10%.

FIGURE 1. SEM photographs of PVCz webs electrospun at various solution concentrations: (a),

3%; (b), 5%; (c), 10%. The solvent, applied voltage and TCD were chloroform, 25 kV, 15 cm, 

respectively.

Fig. 2 shows SEM micrographs of the fine fibers electrospun from 10%, 15% and 18% PVCz

solutions in the TCE solvent at 20 kV when the TCD was 40 cm. The spinnability of PVCz was

better and the diameters of nanofiber were in TCE than chloroform and THF. All PVCz fibers

prepared at high concentrations were not cylindrical but planer.
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FIGURE 2. SEM photographs of PVCz webs electrospun at various concentrations: (a), 10%; (b), 

15%; (c), 18%. The solvent, applied voltages and TCD were TCa E, 20 kV, 40 cm, respectively.

At relatively lower concentration, bead and bead-onto-fiber were found with respect to the

kinds of applied solvents and fiber was found at relatively higher concentration. Raising the

applied voltage and increasing the TCD tend to produce smaller diameters of the electrospun

fibers.
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Poly(vinyl alcohol) (PVA) has been used as a material for electrospinning due to its good

properties in forming membranes and fibers. [1,2] Beside, it has attracted particular attention

because of its inherent low toxicity, good biocompatibility, and desirable physical properties. [3]tt

In this study, at first, electrospinning was utilized to fabricate a PVA nanoweb with antioxidant

which has been used to prevent apoptosis in neuronal cells for wound dressing application. Also,

PVA nanowebs with various contents of antioxidant were characterized. In the end, the wound

healing effect of antioxidant-loaded PVA nanoweb was examined using male Spraque-Dawley rats

with excisional wounds.

FIGURE 1. SEM photographs of electrospun PVA nanowebsaa containing different amounts of 

antioxidant: a, 0 wt.%; b, 0.5 wt.%; c, 1 wt.%; d, 2 wt.%.

Fig. 1 showed the SEM micrographs of PVA nanowebs with different amount of antioxidantt

prepared by electrospinning. As the content of antioxidant was increased, the fiber diameter

became smaller. Generally, the addition of polar substances such as salts, acids, and alkalis

enhanced the dielectric properties of spinning solution and resulted in a good spinnability. [4] In

this study, the morphology variation according to antioxidant contents which is polar owing to its

carboxylic acid, thiol, and amide bond was caused by the increased dielectricity of PVA solution.

High dielectricity of PVA solution enlarged the charge density on the surface of the ejected

polymer jet. The increased charge density imposed greater elongation and thinning forces on the

jet as it travels through the electric field, resulting in smaller diameter fibers. Furthermore, all PVA

nanofibers had an even and uniform surface structure and no insoluble antioxidant were detected

either on the surface or outside of the fibers. That is to say, antioxidantt was perfectly included int

the fibers.
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FIGURE 2.The effect of antioxidant-loaded PVA nanoweb on cutaneous wound healing in rats.

To examine the effect of PVA nanoweb with the antioxidant on cutaneous wound healing in

rats, we determined the wound size from 0 week to 4 week of the healing process in PVA nanoweb

with and without antioxidant. As shown in Fig. 2, there was a trend toward an enhancement of

wound closure in antioxidant-loaded PVA nanoweb compared to control and pure PVA nanoweb.

In addition, wound size was significantly lesser in pure PVA nanoweb compared to control

throughout the 2 week study period.
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Various research topics arises from Nanostructured (NS) metals and their usage are increasing gain

moments in the field of materials research regardless of structure, properties or the development of

the process for bulk forms for applications. The reduction of grains size could have quite

significant implications on the properties of the bulk material. Increasing the strength and hardness

were some of the well known enhanced properties that can be obtaiaa ned for metals with grains of

nano-scale. However, only a few techniques, such as electrodeposition and Surface Mechanical

Attrition Treatment (SMAT) could produce nanostructured materials with sufficient thermal

stability to allow the fabrication in bulk form [1].

Having the advantages of producing 3-D bulk material on the surface of the complex shape

samples without porosity, contamination and other defects, and low cost, SMAT is a new approach

to nanostructure processing. It was made good use of spheres fret quency displacement generator to

hit the surface of the samples to obtain nanostructured surface. It is also uu clear that the processing

history had a significant effect on mechanical properties of nanostructured materials. Although it is

a newly developed technology, it is already well known for providing the surface layer with high

strength, in the case of stainless steel, 3 times higher than the original materials. Thus, after this

SMAT, the surface mechanical, tribological, chemical and corrosion properties of the bulk

materials could subsequently be enhanced [2].

In this newly study, copper had been put on test to see the effect of SMAT on it and its

mechanical properties, mainly strength and hardness. Copper after tt electrodeposition had been first

studied. Electrodeposited Copper had the well-known improvement on the strength compared with

the bulk hard copper. After SMAT, although the ductility had dropped, the yield strength is further

enhanced up to 50% (350MPa) to obtain a stronger materials. This is similar in the hardness test.

The hardness of the electrodeposited Copper had further improved up to 35% after SMAT. Since

the parameters of the electrodeposition affects the properties of the materials we get, rooms for

improvement could be expected. 

In the paper, a more detailed experimental results will be presented as well as the experimental

setup.
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The car industry must challenge several conflicting requirements. Among them are “weight

reduction” and “safety increase for passengers and pedestrians”. One way to reach these goals isaa

the introduction of organic materials for the manufacturing of automotive structures. To be able to

realize robust and reliable structures with these rather new materials, accurate dimensioning

calculations have to be performed.

For steels such simulations are operative since 20 years and more, even being in constant

development : Constitutive Equations and associated identification test procedures are well

defined. The introduction of aluminium, as an alternative to steel was also quite easy to managed,

aluminium being as steel a metallic material. For organic materials, the problem is completely

different. The micro-mechanisms of deformation are much more complex and less known than for

metallic materials ; the variability of the concerned materials is large ( uncharged materials, fibers

reinforced materials…) ; the mechanical behaviour of these materials is complex : viscosity,

anisotropy, temperature dependence, heterogeneity…

Industrial partners are today simply looking for the most appropriate Constitutive Equations.

The existing ones are proposed by Research Laboratories, Materials Suppliers, Software

Companies and Car Manufacturers. There is a need for a synthesis and a d better comprehension of

the behaviour of these organic materials.

This presentation is devoted to an elementary description of some key points linked to the

mechanical behaviour of organic materials ; it presents some guidelines to define the most

appropriate Constitutive Equations. The development of the arguments will be realized by setting

up a comparison of the existing and well established know how on metallic materials (mechanical

testing and model of the mechanical behaviour) with the actual developments in the field of

organic materials.

The basic mechanical test remains the uni-axial tensile test. The mechanical analysis of this

test is presented. Attention has to be brought on volume changes which can be important : up to 60

%... The elastic properties are difficult to quantify. The Young Modulus has to be defined as an

initial one. This Modulus is strongly dependent on the strain rate : up to 50 % variation over the

range of strain rates corresponding to classical crash situations. During the tensile test, strain

gradients often occur rapidly : after 5-8 % ; how to analyze the tests data after strain localization ?

These procedures are indispensable to be established to reach Constitutive Equations valid for

large deformations up to 80 %.

The uniaxial tensile test is probably not sufficient to characterize organic materials at least for

two reasons :

• strain localization in tension ;

• due to the volume variation, the mechanical behaviour of organic materials should be

dependent of the first invariant of the stress tensor . First results issued from shearing tests

will be presented.
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Today only simple Constitutive Equations are used for numerical simulation of crash, even for

steels... Before being used by Engineering Departments, the Constitutive Equations need to be

validated. The classical method consists to perform a numerical simulation of crash on an

elementary structure (demonstrator) defined to be more complex than the elementary mechanical

tests used for the identification but sufficiently simple to be crashed and analyzed properly under

“laboratory conditions”. For organic materials,  the situation is more complex than for metallic

materials. Specific validation methodologies are presented and discussed. More than one

demonstrator is needed to cover the different loading paths occurring in a real crash.

The first conclusions summarizing the actual knowledge present :

• the Constitutive Equations which seem the most promising to describe the mechanical

behaviour of organic materials ;

• the needs of industrial actors : which developments are they waiting for ;

• methodologies to identify and validate the Constitutive Equations ;

• the possible strategies to use available Constitutive Equations describing only some 

loading paths, for applications to real crash situations.

Some industrial examples will be presented.
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In plasma spraying processes, a lot of molten particles are impinged continuously onto thed

substrate due to a high-power plasma flow, and form a thin coating layer. Thus, particle size,

velocity, melting temperature and substrate temperature as the process parameter affect on

mechanical properties of the coating deposited consequentially on the target. Interests in this

research field are mainly addressed on a flattening formation mechanism of flying particles.tt

Madejski [1], who is pioneer in this area, has modelled deposition process that particle spreads on

the substrate, and then showed the simplified formula for the flattening ratio, which is given by;

         (1)

where D is diameter of the flattening and d is diameter of molten particle, respectively. He hasd

proposed that the flattening ratio varies simply with Reynolds number Re as a physical parameter

characterizing the flying particle motion. Clyne [2] has analysed numerically about a rapid

solidification process for particle spreading on the substrate in consideration with heat exchange at

the contact boundary between the particle and the substrate. Zhang [3] has modelled the molten

particle spreading and solidification process, which accounts for simultaneous effect of surface

tension, solidification of metal and thermal contact resistance at the contact boundary. He has

obtained an analytic solution for the flattening ratio as function of Reynolds, Weber, Prandtl and

Jakob numbers. Matejicek et al. [4] have measured residual stt ress in the surface of the single

flattening particle by using X-ray diffraction method, and indicated that t the residual stress reduces

with increasing the substrate temperature.

In this study, the cohesion properties for molten metallic particle dropped onto the substrate

were examined based on a free fall experimental procedure, which could simply simulate a particle

deposition process. The material used for dropping onto the substrate is a wire-type Sn60%Pb and

the substrate is Type 304 stainless steel, which is a polished plate shape. All tests were performed

by using a free fall-type deposition device (see Fig. 1). As a drop condition, the substrate was

heated at constant temperature 373K, 393K and 413K, and kinetic energy KdK  in the molten particled

was varied by changing a free fall distance from 500mm to 1500mm and molten particle mass.

After dropping tests, flattening shape of solidified particle on the substrate was examined

quantitatively and also the peeling tests were done.

D

d
f (Re)
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FIGURE 1. Schematic illustration of free fall -typef deposition device

As a typical flattening shape of the particle solidified on the substrate, the particle spread to

approximately several millimeter by dropping on the substrate, and it had a crown-like shape.

Fig. 2 shows variation of cohesion strength of deposited flattening particle with flattening

ratio. It was found that cohesion strength of the single particle deposited on the substrate increasesn

with flattening ratio in independence of substrate temperature and particle kinetic energy. We can

recommend from this result that a higher substrate temperature or particle velocity lead formation

of more flattening particle deposition on the substrate and also the flattening brings to increase the

cohesion strength of the particle.   

FIGURE 2. Variation of cohesion strength of deposited particle on the substrate with flattening

ratio
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SiC and SiCN films were deposited on titanium and tool steel substrates in an RF magnetron

sputtering apparatus with a SiC target and a mixture of argon and nitrogen gas under various

substrate heating temperatures and nitrogen gas flow rates. A micro edge-indent method was

newly proposed to evaluate delamination energy of the thin films. The delamination energy is

defined as follows[1]:

(1)                                                                                   

where, B1 is the film thickness, S is the delamination area, x is the distance from edge to the

indentation point, 0 is the displacement of the indenter at delamination, and P’ is the load

measured during the micro edge-indent test only on substrate.

FIGURE 1. Load-displacement curves and optical micrographs of (a)SiC and (b)SiCN films after 

micro edge-indent tests.

Figure 1 shows load-displacement curves obtained by the micro edge-indent method and

optical micrographs of (a)SiC and (b)SiCN films after the micro edge-indent test. Triangular

shaped delamination of the films occurs between the indent point and the edge. The load increases

with increase in the displacement, and discrete increase in the displacement due to the film

delamination is observed. 
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FIGURE 2. Delamination energy of (a)SiC and (b)SiCN films.

Figure 2(a) shows the relationship between substrate heating temperature T and delaminationtt

energy Ed of the SiC film. The maximum delaminationd energy is obtained when the substrate is not

heated, and the Ed decreases with increasing T.d The relationship between N2 gas flow rate QN2 and

delamination energy Ed of the SiCN film is shown in Fig. 2(b). The Ed d increases with increasingd

QN2 and reaches a maximum value at QN2=1cm3/min.

Pin-on-disk type wear tests of the films were carried out under a pin load of 2.94N and a

sliding velocity of 0.1m/s. The result shows that delamination of the films occurs when the number

of rotation cycles reaches a critical number of rotation cycles. The wear delamination cycles of the

SiC film decrease with increasing substrate heating temperature, and those of the SiCN film

decrease with increasing nitrogen gas flow rate. The delamination cycles of the films almost

correspond with the delamination energy before the wear tests.

In order to investigate the repeating damage accumulated at the interface of the SiC film during

the wear test, the micro edge-indent test is applied on the wear scar at N=4.5×103 cycles. The

result is shown in Fig. 2(b) as an open circle symbol. The remarkable decrease in Ed is observedd

after the wear test.

From our research, it can be concluded that the micro edge-indent test is effective to evaluate

the delamination energy of thin films. 
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In this paper we have prepared diamond by depositing the mixture of CH4 and H2 (%98 H2 and

%2 CH4) on silicon substrate in a cold plasma produced by a DC magnetron.(Fig. 1)

The percentage of the mixture is %98 H2 and %2 CH4 at the pressure of 5*10^-3 Torr.

Different pressures and different exposure times have been examined and different analyser such

as,Raman Spectrum ,XRD and SEM  have been used to investigate the results (Fig. 2).

details will be discuss in the full paper.

FIGURE 1. -Schematic diagram of Dc Magnetron Sputtering apparatus.

FIGURE 2. - Raman Spectrum obtion from coating DLC on silicon substrate.
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Mechanical properties of thin films play a crucial role in the reliable design of the small-scale

systems used in MEMS/NEMS and semiconductor industries. As the applications of thin film

become more demanding, there is a need for accurate characterization of thermal and mechanical

properties of the materials that are used in the devices.  The aluminium (Al) film is widely used in

many components because of its high electrical conductivity and low cost compared with some

noble metals like gold, silver or platinum. The principal goal of this investigation is to extract two

important thermo-physical properties, coefficient of thermal expansion (CTE) and creep

behaviour, of a sputtered Al film by adopting a direct strain measurement technique while heating

in a furnace.

We have developed techniques and procedures to directly measure the thermal strain in Al

tensile specimens at high temperatures.  This enables the measurement of both the CTE and the

creep behavior at temperatures as high as 300 oC.  A specimen has the shape shown in Fig. 1 and

are heated directly in a homemade furnace.  The specimen is 530 nm thick and 5 mm wide at its

center.  There are two Cr markers in the middle of a specimen for the interferometric strain

measurement.  The more detailed descriptions regarding the strain measurement are given in [1].

The test procedures including a novel specimen releasing technique and the entire test setup

incorporating a homemade miniature furnace are firstly introduced by Oh et al. [2, 3].  The test

setup is shown in the right side of Fig. 1.  The system has three fef atures.  First of all, the thermal

strain can be measured directly, accurately, and precisely without contact.  Secondly, the test

procedures can be applied in both tensile and fatigue tests in addition to the current high

temperature test.  Finally, the strain measurement technique is applicable without any

modifications for not only thin films but also bulk materials.

FIGURE 1. Specimen preparation procedure and high temperature test setup.

The thermal strain is recorded continuously while raising the temperature at the rate of 1 oC /

min.  Temperature is measured with a T-type thermocouple attached closely to a specimen.  It isd
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proved that this heating rate is slow enough to exclude any thermal inertia effect.  The thermal

strains of Al film for the predefined temperature profile, room temperature (RT) to 200 oC and then

return to the RT, are measured and one of them is shown in Fig. 2.  There are three important

matters to consider at this point.  Firstly, the thermal strain shows very linear behavior up to 160 oC

upon heating and from 175 oC upon cooling.  The CTE values are calculated with the linear data

only and evaluated as 27.9 and 24.9 /oC on heating and cooling, respectively.  The reason of this

difference is not clear right now but we’re working on this.  Secondly, the CTE of Al film is a little

higher than that of bulk material.  It is assumed that this difference can be originated from the

microstructural differences.  A transmission electron micrograph is shown in Fig. 3 for the

reference.  Finally, the material becomes nonlinear, deforms plastically, after 160 oC at a rather

modest applied stress of 74 MPa. This is the evidence of creep.

                  FIGURE 2. Thermal strain of Al film.            FIGURE 3. A TEM micrograph.

The direct strain measurement under direct heating in a furnace is the first ever obtained for

this thin film material.  The test methods have been established,t  initial results obtained, and a

comprehensive study of this important aspect of thin film material behavior is under way.  Thisr

approach is a logical extension of previous work [4] and is an importantk  contribution to materialt

testing at the micro-scale.
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Flexible electronic devices such as flexible displays and solar cells draw more and more attention

from the industry. In these devices, the functionality is delivered by small-scale structures

consisting of thin metal lines and other materials that are integrated on a compliant (e.g. polymer)

substrate to make the device flexible. A major concern is reliability, since the small-scale

structures with features on the order of micrometers or below are highly fragile, however, they are

subjected to large thermo-mechanical loads during manufacturing and use. Although a growing

literature exists on rupture and buckling of thin metal films on polymer substrates, see for instance

Hutchinson and Suo [1], many mechanical issues of flexible electronics have not been studied in

depth. In this project, one such issue, the Bauschinger effect of thin metal films bonded to a

compliant substrate, will be studied in more detail, because the Bauschinger effect appears to be a

particularly important issue in flexible electronics applications where the device is subjected to

multiple strain cycles.

FIGURE 1. (a) Schematic of the plane-strain bulge test to determine the stress-strain curves of thin

membrane, where the membrane may be a single material layer or a stack of multiple material 

layers. (b) Stress–strain curves of a freestanding 0.6 m Cu film and the same Cu film passivated by

a hard SiN film. Both figures taken from Ref. [2].

We will study the effect of weak interfaces experimentally by k means of the plane-strain bulge

test technique. which was developed within the Vlassak group at Harvard University, see e.g. Ref.

[3]. In this technique, rectangular micromachined membranes fabricated out of the material of

interest are deflected by applying a pressure to the membrane, see Fig. 1(a). The stress-strain curve

of the membrane material is readily determined from the deflection, h, of the membrane.

Previously, this technique has been used to measure stress-strain curves of metal films as thin as
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100 nm [4]. It should be noted that the membrane does not need to be a single material layer, but

can in fact by any multi-layer stack of thin material films.

Xiang and Vlassak used a double-layer stack consisting of a sputter deposited Cu thin film

adhered on a hard SiN film to alternately drive the Cu film in tension and compression [2], see Fig

1(b). They observed that the Cu film exhibit an unusual Bauschinger effect with reverse flow

already occurring on unloading. This behavior was explained by the built-up of a dislocation

density at the Cu-SiN interface that was assumed to be impenetrable to dislocation movement, i.e.

the interface was said to be ‘fully passivated’. On the other hand, the freestanding Cu thin film,

showed little or no reverse flows when the film is fully unloaded, see Fig. 1(b). 

While the effect on plasticity in metallic films with a free surface versus films with a strong

interface on a hard and stiff substrate may be understood, it is unclear what is the effect of a weak

interface or an interface with a soft layer, as is often the case in flexible electronics. For instance,

plastic deformation in the thin film may trigger debonding of the interface, thereby allowing strainnn

localization. Moreover, most free metal surfaces develop a native oxide which may also prevent

dislocation movement to a certain degree, therefore, a highly compliant interface may reveal

mechanical behavior closer to a truely unpassivated surface than a free metal surface with native

oxide.

To test these hypotheses, in the present research, a range of three-layer membranes consisting

of SiN/polymer/Cu and SiN/Cu/polymer stacks have been manufactured for testing in the bulge

test apparatus. The SiN layer is always present in the stack to be able to drive the Cu layer into

compression, while a range of polymer films with different hardness applied by a spin coating

process is added to create a set of Cu interfaces with varying compliance. Particular care has been

taken to assure that the Cu film at the Cu-polymer interface is not oxidized. The bulge tests are

scheduled to be executed in the upcoming months and the resulting stress-strain curves of a Cu

film adhered to compliant substrates will be compared to the stress-strain curves of (the same) Cu

film in a freestanding and fully-passivated configuration. Emphasis will be on differences in the

Bauschinger effect and in the flow stress [see Fig. 1(b)], while the evolution of the microstructure

may be measured with transmission electron microscopy. The results promise to yield new and

detailed insight into the plasticity of thin metal films found in flexible electronics applications and

will be used to formulate an (extended) model of the dislocation dynamics at (weak) interfaces.
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For some of the aero engine blades, overhaul technology requires testing of their modal shapes and

eigenfrequencies. Arrangement of blades on disk according to eigenfrequencies can be the first

reason. The second reason can be fatigue control or endurance testing which is cared out on the

shaker. In order to help operator on the shaker in searching of eigenfrequencies, it is good to use

The Finite Element Method (FEM). For example, modal shapes and eigenfrequncies of blade

marked with B1  (Fig. 1), with satisfying deviation, were obtained using FEM and using shaker

supported by technique known as technique of “sand figures” [Posavljak S., View on Problems of

Development and Exploitation of Aero Engine Disks and Blades (in Serbian), Proceedings of The

5th International Conference DQM-2002, Belgrade, Serbia, 26-27 June 2002, 373-379].

FIGURE 1. Modal shapes and eigenfrequncies of blade marked with B1

Fatigue control  of aero engine blades is procedure consisted in looking for an answer on the

question, can the blade endure defined number of cycles on defined stress level. It is usually that

fatigue control is performed on the level of the first bending shape of oscillating and

eigenfrequency f in Hz which belongs to it. Defined number of cycles N in that case can be

controlled by measuring of time t in minutes

(1)

Defined stress level can bee controlled by peraa imeter D which presents blade top oscillating

range. For blade marked with B2, defined stress level   = 480 MPa was controlled by perimeter

D = 2.2 mm determined on the following way [Posavljak S., Endurance of Aero Engine Blades,

Journal of Mechanical Engineering Design, vol. 8, No 1, 23-28, 2004 (Yugoslav Society for

Machine Elements and Design)]. Two blades of type B2 was taken. The first bending shapes oftt

oscillating were provoked by shaker equipped with strobe lamp and measuring microscope.  Using

Wheatstone’s quarter bridge formed of HBM strain gages LY41 1.5/350, with nominal resistance

350  and factor K = 1.92, dependency D of voltage measuring signal UM was determined.

Quarter bridge was being supplied by direct current of voltage US = 5 V via amplifier RM4220.

Voltage measuring signal was conducted via the same amplifier to oscilloscope HP54501A.

Complete measuring chain, quarter bridge – amplifier – oscilloscr ope is presented in Fig. 2a.

Dependence D of UM, according to Fig. 2b., is given in form of empirical expression

60f

N
t
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(2)

For stress level = 480 MPa and modulus of elasticity E = 2 105 MPa, corresponding strain

level =  2400 D (1 D = 1 m/m) was determined by expression 

(3)

Using shunt calibration according to [Hofman K., An Introduction to Measurement using

Strain Gages, Hotinger Baldwin Messtechnik GmbH, Darmstadt, 1989.], measuring voltage signal

for  strain  = - 2400 D amounted UM = 5.867 V. For that value of UM, using (2), approximate

value of perimeter D = 2.2 mm was obtained.

FIGURE 2. Measuring chain (a) and dependence D of UM of blades type B2

Fractures of aero engine blades in many cases are result of their oscillating. In Fig. 3a it can be

seen blade B3 fractured during exploitation. Fracture distance from root section is 40 mm. In the

purpose of investigation of fracture reasons, modal analysis was realized. It is shown that fracture

is result of fatigue on the third bending shape of oscillating with eigen frequency f = 10692.92 Hz.

Distance of expected fracture from root section according to Fig. 3b, determined by FEM, amounts

39.1 mm and has good coincidence with real fracture position.

FIGURE 3. Real (a) and expected fracture position (b) of blade B3
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We present in this paper an original application of the use of optical methods for the study of the

famous painting: Mona Lisa. Several laboratories [1] have participated to the study of this painting

to evaluate the degradation risk, especially in relation with the existing crack and to optimise the

conservation conditions, regarding both the humidity regulation and the design of the frame. Mona

Lisa is painting on a poplar support, so the aim of our study, is to obtain a whole field 3D profile of

the panel on front and back face of Mona Lisa [2]. Furthermore, these values allow us to

understand the mechanical impact by the frame in which the panel is maintained attached and are

used to describe the hygromechanical behaviour of the wooden painting by many measurements

realized during several hours. These experimental data have been used toa realize a numerical

model of the panel, and also to validate the numerical simulations of the mechanical behavior of

the panel [1, 3].

The difficulties of this study are different than the classical ones in laboratory. In fact, there

exist a large number of unknown factors like brightness and contrast of the painting and the room's

lighting in the Louvre museum. The measurement technique must have a low lightening of the

painting and a minimum apparatus. The dimension of the studied zone is relatively large

800x600mm2 with an accuracy of several 1/100mm. So, two techniques have been chosen: shadow

moiré and projection moiré [4][5]. The first technique is the more precise but more complicated to

put into practice (specialy the use of a reference grating put on the front of the specimen). It is

generally used to study the behavior of materials under mechanical stresses, but also for

determining the form of small objects. The second technique, is less sensitive, but easier to

execute, and may be used for large objects. After one test realized at the C2RMF (Centre de

Recherche et de Restauration des Musées de France) laboratory on a painting of the same period,

the shadow moiré has been chosen. It is more accurate but especially less sensitive to the dark tints,

changes of contrast and color of the picture, or its luster. f

The device is constitued by a large grating with a pitch of 1 line/mm mounted on translation

stages in order to impose a phase shift of the moiré fringes (Fig. 1). The images are recorded by a

numerical CCD camera. A phase shifting technique [6] based on 8 recorded images is used.

Just a few seconds are necessary to obtain the images, which made it possible to perform

multiple measurements and to witness change, even fast change, over time. Reliefs were obtained

with an average precision of 5/100 of a millimeter over a surface of 518 x 770 mm, and a

resolution of the order of 600 x 900 points (Fig. 2). During the day of tests, we have observed the

deformations of the panel. A contraction of the order of 3/10 of tt a millimeter was detected early on

in the center right part of the panel. This deformation may originate in changes in the wood’s

behavior in response to atmospheric conditions of humidity and temperature, which are not the

same in the room as in the case. The greatest distortion was observed on removal from the frame

(±1 mm) (Fig. 3), the deformation and curvatures are at their greatest at the level of the crack and

also in the lower part of the panel. This is an indication that these two zones are more strongly

affected by forces of flexion and are critical areas calling for careful monitoring. In the future, it
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might be possible to test the picture through the glass of its case. If so, it would be possible to

establish a procedure to check the panel frequently without handling it or even opening the case.y
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During operation, a turbojet can swallow foreign objects (birds, fragments, etc.). The damage

induced by these objects is known as FOD (Foreign Object Damage), and can lead to the cracking

of the fan blades. In order to reduce the costs of maintenance, engine maf nufacturers try to find a

way to increase the fatigue life, after FOD, of the fan blades by introducing compressive residual

stresses in some areas with a specific surface treatment : laser shock peening (LSP). [1]

The aim of this study is to point out the effects of this new treatment. The following results

were carried out on square-shaped samples of Ti-6Al-4V alloy (TA6V) and Ti-5Al-2Sn-2Zr-4Cr-

4Mo alloy (Ti17). 

 A first task has been carried out on the determination of the surface residual stresses on laser

shock peened samples, by X Ray diffraction and by the crack compliance method (Fig. 1) [2].

FIGURE 1. Comparative of measures : X Ray diffraction and crack compliance

A second task was dedicated to the determination of the global shape of the samples. Those

one have been measured with two methods, a coordinate measuring machine and laser

triangulation.

From the knowledge of the residual stress profile, the curvature can be calculated [3]. The

following method is applied :

• Introduction of the residual stress profile, in Zebulon, obtained when the sample is

constrained. (1)

(1)
1

E
pdconstraine
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with

A, B : terms relative to the curvature and the elongation of the specimen respectively.

• Relaxation of the boundary conditions and elastic readjustment of the specimen.t

 It is then compared to the one obtained by laser triangulation on the Ti17 sample with 3mm

compression (Fig. 2). The same approach is done for the residual stress profile (Fig. 3).

As a conclusion, we can say that this study pointed out that the laser shock peening generates

deeper and more compressive residual stresses than shot peening, which is a great asset for fatigue

life. However, it produces a small deformation on the 12.75mm thickness specimens. That is why a

detailed study should be carried out to determine the effects on thin pieces like fan blades. 
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The multiaxial testing methods have been used to investigate the mechanical behavior of

engineering materials, especially for evaluating yield surfaces and forming limits.  Most of the

methods employed are a biaxial tension test and a bulge test for sheet material in small strain

range, e.g. by Green et al. [1] and by Azrin and Backofen [2], and a torsion test with tension or

internal pressure for tube type material, e.g. by Takahashi et al. [3] and by Hecker [4].  However,

the multiaxial testing under compressive stress condition for bulk material has been scarcely

performed. though such a condition often appears in metal forming processes, e.g. forging,

extrusion, etc.  In addition, the compressive stress condition permits the deformation to large strain

range, which is effective for evaluation of plastic behavior of metallic materials.

In order to achieve the biaxial compression test with an arbitrary strain path, a biaxial

compression test device was newly developed in the present study.  Fig. 1 shows the developed

mechanism of the biaxial compression as well as the manufactured test device.  A specimen of

rectangular block shape is placed in the center and its surfaces are contacting with four dies.  Each

die is attached to a linear slide unit, which enable the die movement during compression.  The

compression of the specimen in y direction is performed by dies 1 and 3.  At the same time, dies 2

and 4 are forced to move in y direction, so that they do not obstruct the compression.  The

compression of the specimen in x direction is performed by dies 2 and 4, with the movement of

dies 1 and 3 in x direction.  It is possible to perform these compressions simultaneously, so that the

arbitrary strain path can be achieved.  The abrupt strain path changerr is also possible without

unloading, which is another advantage for the investigation of plastic behavior.f

FIGURE 1.  Mechanism for biaxial compression with an arbitrary strain path and a photo

of the newly developed biaxial compression test device.

As one of the applications of this new device for the study on the mechanical behavior of

metallic materials, sequential biaxial compression tests with an abrupt path change were performed
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on industrial pure aluminum (fcc structure) and titanium (hcp structure).  Fig. 2(a) shows the

applied strain paths in the test, by the plane strain compression in x direction followed by that in y

direction.  The switch of the strain path is performed without unloading, when the x strain by the

first compression becomes the predetermined value x0.  Fig. 2(b) and (c) show the equivalent

stress-equivalent plastic strain curves of the aluminum and the titanium, respectively, with the

various values of x0.  The equivalent stress of the aluminum rapidly increases and then it

gradually decreases just after the strain path.  Meanwhile, the equivalent stress of the titanium once

decreases and then gradually increases with the path change.  Such specific phenomena are closely

related to both the anisotropy evolution and the latent hardening effect.  The latter was studied

earlier on the single crystalline metals, e.g. by Franciosi et al. [5] by uniaxial tension followed by

tension, and later on the polycrystalline metals, e.g. by Stout et al. [6] by rolling followed by plane

strain compression.  For the investigation of latent hardening effect, the sequential biaxial

compressions with the newly developed device is quite effective because the macroscopic stress

condition is uniform during deformation.  The difference of such transient stress variations

between the aluminum and the titanium also has important informations for crystal plasticity.  This

difference is supposed to be caused by the different crystal structures, because the slip systems in

titanium is limited and twin deformation must occur when the compression is performed to the

specific direction with regard to the crystal orientation.  The influence of such microscopic

phenomena on the plastic behavior is also investigated by microscopic approaches.d

(a)                                         (b)                                          (c)

FIGURE 2.  Applied strain path with an abrupt path change and equivalent stress - equivalent 

plastic strain curves for pure aluminum and titanium.
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Residual stresses play an important role in the strength and life of the components in service.

Furthermore, full knowledge of the residual stress field through the whole component is crucial to

understanding how residual stresses impact on failure [1].  In the present investigation through

thickness residual stress measurements are carried out using the deep hole drilling technique in

large components used in the steel rolling industry. 

Residual stresses are introduced into the steel rolling mill components during their

manufacture, subsequent heat or mechanical treatments and also machining. Also, these initialr

residual stress fields redistribute under different operating loadings such as rotation, thermal or

mechanical loadings.  Although there is a wide range of residual stressaa measurement methods few

can penetrate greater than about 30mm inside large components. t One technique is the deep hole

drilling method that has been able to measure residual up to depths of about 400mm, adapted tot

measure residual stresses through very thick components [1, 2]. Deep hole drilling technique is

mainly based on diametric strain measurement of a reference holn e. Firstly a reference hole is

drilled through the thickness of the component followed by diameter measurement of the hole.

Consequently a column of material including reference hole is extracted from the specimen. The

core is coaxial with the reference hole and is assumed to be stress free. After trepanning the

reference hole diameter is remeasured and the variation in hole diameter through depth is applied

to determine residual stresses through the thickness.  Deep hole drilling procedures are shown in

Figure 1 and the analysis of converting strains to stresses can be found in [2].

FIGURE 1. Deep hole drilling procedures.

Residual stresses were measured in samples used in large rolls under severe cooling/heating

load cycles, rotation and mechanical contact with extremely hot stocks used in rolling mills.

Geometry of the specimens and deep hole drilling directions are shown in Figure 2. Two different

sets of measurements were carried out. The first one is a horizontal universal roll assembly

consisting of a roll shaft onto which a spheroidal graphite iron sleeve was shrink-fitted, the
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external diameter of the sleeve was 854 mm. A series of sleeves for vertical rolls were also

measured at different stages of their manufacture, as-cast, machined, and then with a bearing fitted.

(Figure2). 

FIGURE 2. Specimens geometry and the direction of deep hole drilling methodf ((a). universal roll,d

(b) unmachined sleeve,(c) machined sleeve, (d) machined sleeve with a bearing fitted).

The contributions of the different operation and manufacturing processes are discussed.  In

particular redistribution of residual stress fields have been investigated at the different stages:

before and after machining the components, after assemblage and followed by use in service.
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During the last few years the development of software and hardware has provided largef

improvements in terms of computational simulation including dynamic analysis. Particularly, with

respect to the study of railway vehicles is possible to have a quite accurate prediction of the vehicle

dynamic behaviour, under any running conditions. By this way itrr is possible to put on market a

new train technology in a shorter period of time, reducing to a minimum the number of necessary

prototypes, having consequent effects on final costs. However, to validate a new train,

computational simulations are not enough, being necessary experimental tests, in real conditions,

to ensure the vehicle safety and reliability.

The UIC 518 Code [1] covers all the provisions dealing with on-line running tests for

acceptance of railway vehicles from the point of view of dynamic behaviour in connection with

safety, track fatigue and running behaviour for international traffic acceptance purposes. The

vehicle type, the track quality, the loading conditions, the atmospheric conditions and the

quantities to be measured are parameters that have to be considered in these tests. The code also

defines the statistical treatment of the calculated quantities in order to verify if they are inside safe

limits [1].

Two of the most important quantities to be measured are the lateral and vertical wheel/rail

interaction forces on each wheel of a wheelset. According to the terminology defined by [1], they

are designated by Y and Q, respectively. Dealing with the measurement of Y and Q forces, same

works have been presented, Joly [2] and Silva et al. [3].

The measurement of the wheel/rail interaction forces can be done by a direct method or an

indirect method, Silva et al. [3]. Using an indirect method the interaction forces can be easily

obtained by measuring the forces transmitted by the suspension to the car body. Establishing the

dynamic equilibrium it is possible to determine the vertical force on each wheel of the same

wheelset, and the sum of the lateral forces produced by both wheels. However, using this method it

is not possible to determine the lateral force in each wheel (only the sum) and lacks in accuracy

since it depends on many characteristics of the suspension elements. The direct method provides a

solution to many of these problems but involves direct instrumentation of the wheelset that in

many cases can be quite an involving process. In some situations the real wheelset is replaced by a

specific one designed exclusively for the force measurement.

This paper presents a methodology to measure directly the lateral and vertical wheel/raila

interaction forces in each wheel, independently. The principle is based on a hybrid technique that

relates the strains measured on the faces of a wheel using strain gages, with the corresponding

values of strain calculated by the Finite Element Method (FEM) considering unitary lateral and

vertical forces. Several whetstone full bridges were used to combine different signals obtained

from specific strain gages, whose location was determined according to the results of the FEM

analysis, in order to have signals that are proportional only to the applied lateral or vertical forces.

This methodology was validated statically in a testing facility by simulating several combinations

of the forces and different contact points between wheel and rail, on a complete wheelset as well as

on a bogie, Cláudio [4]. 
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In real conditions, the forces were measured on an extreme wheelset of a passenger’s train,

running at high speed. Telemetry equipment was used to transmit the strain gages signals measured

in the wheel to the train car body where a data logger was installed. Various curves showing the

variation of lateral and vertical forces measured on the instrumented wheelset under several load

conditions are presented. As an example, Fig. 1 shows all the forces measured in the front wheelset

when the train is running at 97,5Km/h, describing a curve with 550m radius.

FIGURE 1. Forces measured on an unloaded passengers train.

Front wheelset; Speed 97,5km/h; Curve Radius 550m.
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The paper described the phenomenas, which influencing on the twist drill of chisel cutting edge.

Research and development of the phenomenas its very important for the next problem solution by

drilling. The cutting part of twist drill is frequently the tool wear (for example fracture of cutting

part) in the tool peak point and by chisel cutting edge. This is problems is very important and use

for very difficult the machinability materials (for example stainless steels Cr18Ni8). The results of

experimental verifying of the tools for the tool life of twist drill in practice. This paper investigates

the performance of a cutting tool embedded with a heat pipe on reducing cutting temperature and

wear in machining. The temperature of a tool plays an important role in thermal distortion and the

machined part’s dimensional accuracy, as well as the tool life in machining. A new embedded heat

pipe technology has been developed to effectively remove the heat generated at the tool–chipt

interface in machining, thereby, reducing tool wear and prolonging tool life. In particular, the

technique can effectively minimize pollution and contamination of the environment caused by

cutting fluids, and the health problems of skin exposure and particulate inhalation in

manufacturing. The finite element analysis simulations show that the temperature near the cutting

edge drops significantly with an embedded heat pipe during machining. Temperature

measurements at several locations on the cutting tool insert agree with the simulation results both

with and without the heat pipe. Experiments were carried out to characterize the temperature

distributions when performing turning experiments using a cutting tool installed with an embedded

heat pipe. The paper described the experimental results of research works number 01/3173/06.

There is no single universally accepted definition of tool life. The life needs to be specified with

regard to the process aims. A common way of quantifying the end of a tool life is to put a limit onff

the maximum acceptable flank wear, VB or VBmax. Typical figures are by table 1:

TABLE 1. Evalue of the Tool Wear “VB “

The problems of machinability materials be connected with tool life (tips of wear), cutting

forces and energy, quality of machined surface and chip formation. At present is more works,a

which orientated on the experimental measurements the system parameters on the quality

influence. Wear of cutting edge is assistance combination of loading factors, that affect of cutting

edge. Metal cutting of difficult materials (for example stainless steel) have a differents cutting

phenomenas in cutting zone (Figure 1).

HSS tools, roughing 1.5 mm

HSS tools, finishing 0.75 mm

Carbide tools 0.7 mm

Ceramic tools 0.6 mm
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FIGURE 1. The Cutting Zone by drilling.

Technological system is obtained four elements: Machine – Tool – Fixture – Object. For

cutting process is very important interaction between Tool and Object, and past elementary

definition is interaction Cutting edge – Workpiece Surface.

The base condition for characteristical energy of elements system is defined

(1)

(2)

(3)

(4)

where: UtUU  – energy of tool, t UchUU  – energy of chip, UoUU  – energy of object (workpiece) Ut,0UU  – energy

of tool base, Uch,0UU  – energy of chip is equal Uo,0,UU Uo,0UU  – energy of object, (workpiece) base, Ut,cUU –

energy of tool in cut, Uch,cUU – energy of chip is cut, Uo,cUU  – energy of object, (workpiece) in cut

The energy Uch,0UU  is equal Uo,0UU because the non start cutting proces. The result for cutting is

machined surface. On the surface has the energy cut influence. Because the different of cut energy,

is the cutting conditions influence and the input energy. The change of energy Uo,0UU have the main

influence energy UchUU and energy UtUU . The energy UtUU  is distributed for t different technological

methods the number of cutting edge (Figure 2).

FIGURE 2. The Screw Drill Wear. 

a) optimal the cutting conditions, b) non-optimal the cutting conditions

socht UUUU

0,, tctt UUU

0,, chcchch UUU

0,oc,oo UUU
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This paper presents neural network model used for designing the properties drive elements of cars

after heat treatment processes in fluidized bed. This processes are very complicated and difficult as

multi-parameters [1,2] changes are non linear and car drive elements structure is nonr

homogeneous. This fact and lack of mathematical algorithms [3-7] describing these processes

makes modeling this properties by traditional numerical methods difficult or even impossible. In

this case it is possible to try using artificial neural network 

The research are divided into tree stages:

• using special computer system to obtain training data set,

• designing  and building neural network structure,

• minimizing model structure, training  and testing error.

At present different techniques are used in the thermo chemical treatment. One of this is heat

treatment in fluidized bed. This is characterized by high coefficient heat and mass transfer. These

techniques are very often used in researching institutes and small industrial plant [8-11].d

The neural network structure is designed and prepared by choosing input and output

parameters of process. The method of learning and testing neurald network, the way of limiting nets

structure and minimizing learning and testing error are discussed.

Theoretically the problem of choosing neural structure is restricted to approximation of multi-

variable function for given vector xn [3]. The case discussed in this paper concerns multi-

dimensional input vector and continuous activation function. Building that kind of neural network

model is defined by Komogorow statement [12]. He proved that in order to obtain k-dimensional

output vector yk for n-dimensionak l input vector xn and continuous activation function, using one

hidden layer neural network built of 2n+1 neurons is sufficient.t

Such prepared neural network model, after putting expected values of assumed hardness curve intt

output layer, can give answers to a lot of questions about running carbonizing process in fluidized

bed. The neural network model can be used to build control system capable of on-line controlling

running processes and supporting engineering decision in real time.

The information obtained in this way can be used in practice by engineering designed running

carbonizing process and property of final products. This research will be continued to complex solve

this subject and applied it in Industrial plant. The final solution will be special computer system,

which will be connected in real time [13] with heat medium and gas distribution station. This

connection and special work application make to possible to add new date in training and testing

data. Connection of this system whit heat treatment control system makes to possible on-line control

running process [14-15] and support engineering decision in real time.
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This paper presents different conception to obtain assumed properties of materials after

processes in fluidized bed. The specially prepared neural networks model could be a help forrr

engineering decisions and may be used in designing processes in fluidized bed as well as in

controlling changes of this process.

References

1. J. Jasinski, Oddzialywanie zloza fluidalnego na procesy nasycania dyfuzyjnego warstwy

wierzchniej stali, Wydawnictwo WIPMiFS, Czestochowa 2003

2. J. Jasinski, L. Jeziorski, M. Kubara, Carbonitriding of steel In fluidized beds, Heat Traetment

of Metals, vol. 12, no 2, 1988

3. S. Osowski, Sieci neuronowe do przetwarzania informacji, Oficyna Wydaw. Politechnikia

Warszawskiej, Warszawa 2003

4. L. Rutkowski Sieci neuronowe i neurokomputery, Wyda-wnictwo Politechniki

Czestochowskiej, Czestochowa, 1996

5. J. Trzaska, L.A. dobrzanski, Application of neural networks for designing the chemical

composition of steel with the assumed hardness after cooling from the austenitising

temperature, Journal of  Materials Processing Technology 164-165, 2005

6. W. Sitek, L.A. Dobrzanski, Application of genetic method in materials’ design, Journal ofd

Materials Processing Technology 164-165, 2005

7. L.A. Dobrzanski, M. Kowalski, J. Madejski, Methodology of the mechanical properties

prediction for the metallurgical products from the engineering steels Rusing the Artificial

Intelliegence methods, Journal of  Materials Procesrr sing Technology 164-165, 2005

8. Z. Rogalski, Obrobka cieplna fluidalna – stan techniki, czesc 1, Inzynieria Powierzchni nr 2,

Warszawa 2000

9. T. Babul, A. Nakonieczny, Z. Obuchowicz, D. Orzechowski, J. Jasinski, L. Jeziorski, T.

Fraczek, R. Torbus, Przemyslowe zastosowanie wizualizacji i sterowania komputerowego

piecami do obrobki cieplnej i cieplno-chemicznej, Inzynieria Materialowa, nr 5, 2002

10. J. Jasinski, L. Jeziorski, T. Fraczek, R. Torbus, P. Chrzstek, T. Babul, A. Nakonieczny, Z.

Obuchowicz, Komputerowy system sterowania i wizualizacji  procesami F-A/O-D 

w wersji laboratoryjnej, Inzynieria Materialowa, nr 5, 2002

11. J. Jasinski, System wizualizacji i sterowania procesow obrc obki cieplno-chemicznej w wersji

laboratoryjnej, Biuletyn Automatyki ASTOR, Automatyka, Sterowanie i Organizacja

Produkcji, Krakow 2004

12.  S. Haykin, Neural networks, a comprehensive foundation, Macmillan College Publishing

Company, New York, 1994

13. Joon-Sik Son, Duk-Man Lee, Ill-Soo Kim, Seung-Gap Choi, A study on on-line learning

neural networks for prediction for rolling force in hot-rolling mill, Journal of Materials

Processing Technology, 164-165, 2005

14. Svietlicznyj D., Pietzryk  M., On-line Model of Thermal Roll Profile during Hot Rolling,

Metall. Foundry Eng., vol. 1, 27, 2001

15. J. Kusiak, Pietrzyk M., Svietlicznyj D., Application of artificial neural network in on-line

control pf hot flat folling processes, Int. Journal Engineering Simulation, vol. 1, 3, 2000



2T3. Applications 81

THE MECHANICAL STRENGTH OF INTESTINAL ANASTOMOSES IN

HYPOTHYROID RATS

S.K. Kourkoulis1, K.A. Ekmektzoglou2, S.-A. Papanicolopulos1, G.C. Zografos3, I.A. Dontas2,

 T. Xanthos(2) and D.N. Perrea(2)

1 Laboratory of Testing and Materials, Dept. of Mechanics, Nat. Tech. Univ. of Athens,

5 Heroes of Polytechnion Avenue, 15773 Zografou Campus, Athens, Greece
2 Dept. of Experimental Surgery and Surgical Research «N.S. Christeas», Univ. of Athens,

Medical School, 15B Agiou Thoma Street, 11527 Athens, Greece
3 1st University Department of General Surgery, Athens School of Medicine, “Hippocratio”

General Hospital of Athens, 114 Vasilissis Sofias Avenue, 11527 Athens, Greece

stakkour@central.ntua.gr

Intestinal wound healing is an essential process for surgical reconstruction of the digestive tract.

Compromised healing - a multifactorial process - is considered a life-threatening complication,

leading to prolonged hospitalization, decreased quality of life and increased medical costs [1].

Parameters for anastomotic repair and adhesion formation are mechanical, biochemical or

histological, with the measurement of choice being mostly mechanical, biochemical or both.

In this paper the mechanical behaviour of intestinal anastomoses in hypothyroid rats is studied.

More specifically the response of the anastomoses to a directly applied uniaxial tensile load is

explored and the respective tensile strength is determined. Thirty male Wistar rats, divided into

two groups, were used. Group 1 (n=15) consisted of control rats, namely healthy animals, while

group 2 consisted of hypothyroid rats (n=15). A colonic segment, 1 cm of length, 5 cm distal to the

ileocecal junction was transected and re-anastomosed end-to-end. To obtain the test specimen, the

animals were sacrificed on the 5th post-operative day (the crucial time point upon which

anastomotic failure is mostly recognized in clinical practice). An 8 cm segment of the colon with

the anastomosis in the middle was resected. For comparison reasons a number of additional tests

was carried out with healthy animals that were not subjected to anastomosis (Group 3).

The experiments were carried out from September 4 to September 29, 2006 from 09.00 to

13.00, with no time interval between sampling and processing. The most difficult problem to be

solved, as it always happens in experiments with biological materials, was the proper support and

alignment of the specimens on the loading frame. For this purpose a special system was designed

in order to achieve the fastest and safest procedure for mounting the specimens to the grips of the

loading device, consisting of a pair of light metallic pins of cylir ndrical cross-section with rounded

heads. Attention was paid to avoid restricting as much as possible the rotational degrees of

freedom of the specimen making thus possible both the self-alignment and the “un-twisting” of the

intestine during tension, without external limitations and therefore without the development ofaa

parasitic tensions and disfigurations. A detailed description of the gripping system can be found in

[2]. An extremely accurate load cell of capacity 5  and sensitivity of 10-3 was used, attached to a

stiff electromechanical loading frame. The displacement-control function mode was preferred

since for the specific specimens the strain is difficult to be defined and measured rendering the

strain-control function mode inapplicable. A relatively low loading speed was selected, and thus

the experiments are considered as quasi-static ones. The results of the successful tests are included

in Table 1. Characteristic plots for the three groups of specimens are shown in Fig. 1. 

Concerning the overall appearance of the load-versus-time plots it is to be mentioned that they

are characterized by three distinct regions, for almost all tests cat rried out. The dominant one is a
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linear or almost linear portion interrupted by a number of abrupt load drops due to “un-twisting” or

unfolding of the specimens. This linear portion could provide an indicative modulus of elasticity

assumed that the displacement rate is properly recorded. Prior to this linear portion, an upwards

curved region appears (not consistently) corresponding to a preliminary loading phase, namely the

one before the complete alignment of the specimens. Finally, after the peak load the curves start

decreasing rapidly up to the complete fracture of the specimens. The average value of the tensile

strength for the healthy animals without anastomosis (group 3) was found equal to Fcr,normal =

2.05±0.53 N, in very good agreement with the results obtained by Ekmektzoglou et al. [2] from a

similar series of tests. On a comparative basis it could be said that the scattering of the results

appears to be rather significant. The anastomotic operation for the healthy animals yields failure

loads decreased by about 45% in comparison to the intact specimens. In case of the hypothyroid

rats the anastomotic operation becomes even more difficult and the respective strength is about

60% lower compared to that of the normal group.

TABLE 1: The statistical data for the anastomotic strength (in N) for the three groups tested.

FIGURE 1: Characteristic load-vs.-time plots for the three groups tested.
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Group 1 (Control) 2 (Hypothyroid) 3 (Normal)
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The human knee joint is a complicated structure consisting of several parts interacting with each

other in order to provide motion and stability. The major ligaments of the knee are the medial and

lateral collateral ones (MCL, LCL) and the anterior and posterior cruciate ones (ACL, PCL) (Fig.

1a). The research studies on the knee joint aim to clarify the aetiology of injuries and to improve

the medical treatment. In this context it is crucial to understand the function of each constituent

part of the joint. ACL, which restrains the forward motion of tibia, is the most vulnerable

component of the knee joint and attracts increased biomechanical attention. Unfortunately

experimental studies are prohibitively complicated: cadaveric, animal or synthetic specimens do

not display the in-vivo behaviour of the human ligament and it is difficult to impose realistic

boundary conditions. As a result numerical methods are employed siuu nce they are advantageous for

parametric analyses and accurate simulation of the boundary conditions combined with low cost.

In this study, the behaviour of the ACL under mechanical constraints is examined. No

difference between the material behaviour of the ligament body and its insertion is assumed. The

time dependence of the material properties (viscoelasticity, creep, relaxation) was neglected due to

the high ratio between the viscoelastic time constant of the material and the loading time of interest

in this study. Therefore a transversely isotropic hyper-elastic model was developed including the

effect of a family of fibres, as it is commonly adopted for the ligaments: ACL is considered as a

homogeneous hyper-elastic matrix in which densely distributed fibres are embedded. The

incompressible fibres were assumed to be described by a free-energy function F of the form [1]:

(1)

where  is the stretch, * the stretch at which collagen fibers start to be straightened changing the

energy function from exponential to linear. C3 scales the exponential stress, C4 is related to the rate

of collagen uncrimping and C5 is the elastic modulus of the straightened collagen fibers. The -

curve of the fibers was approximated by a two-parameter Mooney Rivlin model (Fig.1b):

(2)

Finally it was assumed that a Neo-Hookean model describes he strain-energy , of the matrix:

(3)

where J is the Jacobean of the deformation gradient, I1 is the first invariant of the modified

Cauchy-Green tensor, C1 is the Neo-Hookean constant and D is the inverse of the bulk modulus.

The model was designed in “Solid Works” based on the measurements by Hirokawa et al. [2].d

Fibers were embedded within the ligament in three different directions. When the knee is fully

extended the ACL is stretched and twisted about 46o around its longitudinal axis. According to
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existing studies ACL reaches the length of 29.35 mm when it is bounded in the knee. In order to

model full extension one can either first rotate the ligamentaa  around its longitudinal axis and thent

stretch it or vice versa. The results for these two cases are not identical due to the assumed non-

linear behavior of the ligament. It seems that the second case gives more realistic results, which aret

plotted in Figs. 2(a,b). Concerning the density of the fibers two differentf  patterns were used.t

Comparing the results it is concluded that the more densely packed fibers yield lower stress

concentrations, obviously because they share the loads in a more uniform manner. However, it

seems that the distribution of the fibers is not uniform but rather they tend to condense in groups.

FIGURE 1. (a) The knee joint. (b) Weiss' assumption (black line) and the two-parameter Mooney-

Rivlin fit (red line) for the simulation of the mechanical behaviour of the fibers.
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Digital Photoelasticity is a whole field technique, which provides the information on magnitude of

difference in principal stresses (isochromatics) and direction (isoclinics) of principal stresses at

every pixel in the image domain based on intensity processing [1]. Phase shifting techniques which

are commonly used for quantitative estimation in digital photoelasticity give only a wrapped

isochromatic phase map. This has to be unwrapped for obtaining the absolute phase values. One of

the main issues in wrapped isochromatic phasemap is interpretation of the sign of the fractional

retardation calculated. This is referred to as ambiguity in isochromatic phasemap. Depending on

the problem one may have several zones where there may be ambiguity and these zones are

labelled as ambiguous zones. The reason for ambiguous zones is due to the fact that isoclinic angle

evaluated is not uniformly representing either 1 or 2 direction over the whole domain of the

model [1]. For effective phase unwrapping, the isochromatic phasemap should be corrected for

ambiguity. Identification and correction of ambiguity is not simple. There are different classes of

ambiguous zones [2] and each of the available ambiguity removal methods can resolve ambiguity

for only a certain class of problems. In cases involving complex geometries and loading one has to

select appropriately, a combination of these algorithms for removing the ambiguity in the whole

domain of the model. 

Phase unwrapping is a process which involves adding integer multiples of 2 to the wrapped

phase values in order to get absolute phase data. This process is normally carried out by successive

comparisons of the neighbourhood pixels. Among the unwrapping algorithms available, quality

guided path following algorithm [3] is one which is autonomous in nature and unwraps the phase

data by using the quality map. For effective unwrapping of isochromatic phase map in complex

models having cut outs and physical discontinuity, the different regions within the problem domainn

are delimited and then each region is unwrapped separately [4]. In domain delimiting, the regions

outside the boundary are masked out, thereby making the unwrapping algorithm to work within the

chosen model domain. 

In this paper, the details of photoelastic analysis carried out on a slice cut from a stress frozen

3D model of a complex rocket motor joint is discussed. Dark field isochromatics of the slice cut

from the model is shown in Fig. 1. The phasemap generated using the six step phase shifting

arrangement [5] with monochromatic light source is shown in Fig. 2a. One of the ways, the

presence of ambiguous zones can be identified is by comparing the dark field isochromatics with

the phasemap. The point here is that the general nature of the fringe field in a dark field image

needs to be mimicked by the phasemap. With this view in mind, one can identify several regions of

ambiguity in the model which are shown in Fig. 2a. These are corrected using various

combinations of the ambiguity removal methodologies and one of the ambiguous zones corrected

(zone 6) is shown in Fig. 2b for illustration. After the isochromatic phaseff map of the whole domain

is corrected for ambiguity, it is unwrapped by quality guided unwrapping algorithm using the

concept of domain delimiting. The unwrapped fringe order is then plotted as a color image for the

2T4. Applied Photoelasticity
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whole domain of the model using Matlab. For simple problems the methodology for digital

photoelasticity is straightforward. However for complex problems, the issue of resolving the

ambiguity in the sign of fractional fringe order cannot be ignored, which is brought out by this

example problem. 

FIGURE 1. Dark field isochromatics captured using monochromatic light source

FIGURE 2. (a) Phasemap containing several ambiguous zones (b) Phasemap corrected for 

ambiguity in zone 6
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Photoelasticity is an optical technique for experimental stress analysis. It is widely used for 2-D

and 3-D analysis of components for getting the information of principal stress difference

(isochromatics) and principal stress direction (isoclinics) at every point in the domain. With the

advent of digital computers, recording of images as intensity data became easier and a separate

branch of photoelasticity namely digital photoelasticity came into existence [1]. In digital

photoelasticity intensity information of the captured image is used for evaluating the isoclinic andd

isochromatic parameters. Thus, in principle one gets values of isoclinic ( ) and isochromatic (N(( )NN

for the whole-field in the form of phase map [1]. Phase shifting / polarization stepping techniques

are widely used in digital photoelasticity for getting the phase maps [1]. But these phase maps are

wrapped and has to be unwrapped for getting continuous phase values. Both isoclinic and

isochromatic phase maps have interdependence and this interaction affect their evaluation. For

stress separation studies, one requires both isochromatics and isoclinics accurately free of any

kinks in the domain. 

Mathematically, isoclinic values are undefined at isochromatic skeletons [2]. This is termed as

isochromatic-isoclinic interaction in the case of isoclinic phase map. Thf e isochromatic-isoclinic

interaction increases with increased load and this is a major source of error in evaluating the

isoclinic parameter [2]. Multiple wavelength approach [1], multiple load approach [1] and

interpolation [3] have been used in reducing noise occurring in isd oclinic phase map due to these

interactions. Since, a large quantum of data is available, one could reduce the noise due to

isochromatic-isoclinic interaction by developing appropriate methods for data smoothing.

Recently, Ramji & Ramesh proposed a polynomial based smoothing of isoclinic data [2]. The

polynomial fitting is a global smoothing technique which in principle can alter the trend of

experimental isoclinic data in some zones. 

In this paper, smoothing algorithm is developed for handling both simply and multiply

connected models. The smoothing is done using the outlier algorithm which comes under the class

of local regression techniques. The smoothing procedure is termed local because each smoothed

value is determined by the neighbouring data points defined within a span. The span defines a

window of neighbouring points to be included in the smoothing calculation for each data point.

The data points lying outside the trend are omitted and a local curve fitting is done by least squares

analysis. For smoothing, the information of isoclinic data row by row within the model domain is

required. Usually the phase data is stored as an array and from this the retrieval of sequence of

pixel coordinate values row by row within the model boundary is required for implementing the

smoothing algorithm. A new data extraction technique has been evolved for implementing the

smoothing algorithm. Application of this smoothing algorithm to isoclinic and isochromatic data is

demonstrated.

Isoclinic phase map for the problem of a ring under diametral compression (only one-quarter)

is shown in Fig.1a. The phase map is obtained using Brown & Sullivan algorithm [4] with

monochromatic light source. One could see a semblance of isochromatic fringes in the phase map.f

This is actually noise due to isochromatic-isoclinic interaction. Figure 1d shows the binary

representation of the isoclinic plot in steps of 10  obtained experimentally. The binary
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representation has clearly brought out more forcefully the bad impact of noise due to isochromatic

– isoclinic interaction on the isoclinic phase map. Figure 1b is the isocaa linic phase map obtained

after smoothing. One can notice that a semblance of isochromatic fringes seen in Fig. 1a is not seen

here. After applying the smoothing algorithm as mentioned above, there is total improvement in

the binary isoclinic plot of Fig. 1e when compared to Fig. 1d. The smoothed isoclinic plots look

similar to the plot obtained using analytical solution (Figs. 1c& 1f). The experimentally calculated

theta (raw & smoothened) is compared with the theta calculated theoretically for a line at y/R// =

0.80 in Fig. 2. The results obtained by the smoothing algorithm do not have undulations and

compare well with the theory.

FIGURE 1                                                             FIGURE 2

FIGURE 1. Isoclinic plot for the problem of a ring under diametral compression obtained using

Brown & Sullivan algorithm (raw & smoothed) compared with the theta obtained analytically;

grey level plot for - (a) raw unwrapped theta  (b) smoothed theta (c) theta obtained analytically; 

binary isoclinic plots in steps of 10  (d) raw unwrapped theta (e) smoothed theta (f) theta obtained 

using analytical solution.

FIGURE 2. Comparison of smoothed theta with experimentally unwrapped and analyticallyy

obtained theta along a line (y/R = 0.80) for the problem of a ring under diametral compression
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Generally in mechanics, 3D problems can be analysed from simulations by finite elements and the

results can be compared with the measurements obtained on the surface of the specimen. However,

in the case of structures with complex geometries or specific loads, it can be necessary to

determine experimentally the 3D strain field to validate the numerical approach in the whole

volume. We present two techniques we have developed to observe 3D mechanical effects at the

core of a specimen: the scattered light photoelasticity and the optical scanning tomography coupled

to Digital Volume Correlation (DVC). The aim of this work is to determine the limitations,f

advantages and drawbacks of both methods and allows us to choose the well-adapted technique at

each study.

3D scattered light photoelasticity by optical slicing

This technique uses the birefringence phenomenon of transparent materials [1,2]. Its principle

is to isolate a slice of the studied photoelastic model between two plane laser beams (Fig. 1). The

optical setup is constituted by a laser source, a separator device giving both beams, a convergent

lens and a cylindrical lens. In the direction perpendicular to the two illuminated sections, we

observe a speckle pattern due to the interferences of light beams of each sef ction. The possibility of

interference depends on the birefringence of the isolated slice. To observe the isoclinic and

isochromatic fringes within the specimen, we have to calculate a correlation factor by a statistical

analysis between three images corresponding to the speckle pattern for one plane alone, the second

plane alone and both planes together. From the expressions of the scattered light, we can write an

equation of the correlation factor which is similar to the one usually used for the illuminationaa

obtained by the analysis of an identical slice between two parallel polarizers. So, we can determine

the 3D stress or strain state on successive slices within the specimen.

Digital Volume Correlation and optical scanning tomography

DVC [3,4] is the extension in 3D of DIC [5] generally used for the determination of 2D strain

fields. DVC needs volume images containing a 3D distribution of grey levels. Recently, we have

developed a technique allowing to record volume images by optical slicing of a transparent

material [6]. To obtain a random distribution of the grey levels within the volume image, we use

the scattered light phenomenon involved by some particles included in the specimen. A plane laser

beam scans the specimen and 2D images of the scattered light are successively recorded at each

position of the beam in order to constitute a volume (Fig. 2). The optical setup is similar to the one

used for the scattered light photoelasticity technique except the use of only one plane laser beam

(Fig. 1). DVC gives the discrete displacement field between two states on several volume subsets

by assuming a 3D material transformation. From the determination of 3D displacement, wef

calculate the full Green-Lagrange tensor.
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                  FIGURE 1: Optical setup                      FIGURE 2: Volume image reconstruction

Experiments

In order to compare the fields of applications and the performances of both methods we have

performed a located compression test with a spherical indentation model. A fringe pattern obtained

by 3D scattered light photoelasticity is presented in Fig. 3 and the strain component along the

loading axis given by DVC is shown Fig. 4. We have calculated the principal secondary strain

difference in the two cases. This first comparison show that DVC seems to be better adapted for

large strains than photoelasticity which is limited by a too large number of fringes near the contactd

zone. Nevertheless photoelasticty gives better results for small strains, DVC being limited by a

strain uncertainty of about 0.1%.

FIGURE 3: Isochromatic and isoclinic fringes on a slide inside the specimen

FIGURE 4: EYY Green-Lagrange component onY a slide inside the specimen
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Photoelasticity has served as a valuable experimental method for performing stress analysis for

decades.  Since its inception, it has been applied in solving a tremendous number of engineering

problems. This paper presents an automatic approach for the evaluation of isochromatics and

isoclinics in photoelasticity using complimentary phase shifting.  The phase map of the isoclinics

is obtained from 4 images acquired in the plane polarizer arrangement by rotating the polarizer and

analyzer simultaneously, as shown in Fig. 1(a). Ambiguity exists due to the isoclinic phase values

are wrapped in a range of (0, /2), which indicate the angle made by either 1 or 2 with horizontal

axis. We present a novel method to extend the range of isoclinic phase value to (- /2, /2), which

represent the orientation of 1 only, as shown in Fig. 1(b). In circular polariscope, phase shifting

can be applied to isochromatic fringe patterns if the orientation of 1 is given analogous to Tardy

compensation. Phase maps for the isochromatics are then achieved at 8 specifically selected

discrete orientations through sequential analyzer rotations.  With the knowledge of 1 orientation,

a whole-field description of the phase values of the isochromatics is then constructed, as shown in

Fig. 2(a). The absolute phase value of isochromatics can be obtained through an unweighted least-

squares phase unwrapping processing, as shown in Fig. 2(b). Sophisticated software has been

developed for automatic photoelastic data processing from image acquirement to stress analysis. In

an effort to validate the process and illustrate application, an example of the proposed method is

presented using a plate loaded in diametrical con mpression. Stress components at three horizontal

sections of the circular plate are calculated with the shear stress differential method (Fig. 3).

Results show good agreement with the theoretical solution and the method is easy to conduct and

applicable to engineering problems.

FIGURE 1. isoclinic phase map before and after phase extention
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FIGURE 2. isochromatic phase map before and after unwrapping processing

FIGURE 3. Distribution of stress components at different sections
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Photoelastic tomography in linear approximation is based on the formulas [1]aa

(1)

where is optical retardation, is the parameter of the isoclinic, C is the photoelastC ic constant and

y is the direction of light propagation. It has been shown that if tomographic photoelastic

measurements have been carried out by rotating the specimen around thet z axis, distribution of z z

can be determined either by solving a Poisson equation [2] or using the Radon inversion [3].

Several examples of application of photoelastic tomography are described in [3].

Equations (1) are valid if birefringence is weak or rotation of the principal stress axes on the

light rays is small. Often these assumptions are not valid and photoelastic tomography is to basedaa

on the non-linear relationships of integrated photoelasticity [4]. For building an iterative solution

method we use differential evolution [5], a kind of genetic algorithms.

As an example, let us consider residual stress measurement in thr e lower part of the stem of a

wine glass (Fig. 1a). Figure 1b shows fringe pattern in a light-field circular polariscope. In section

A–A optical retardation is about half the wavelength. It means that Eqs. (1) are not valid if rotation

of the principal axes is present.

In Fig. 1c measurement data m cos 2 m and m sin 2 m in section A–A are shown with solid

lines. Let us mention that here m denotes azimuth of the characteristic direction and m is

characteristic optical retardation [4]. Using linear approximation of photoelastic tomography,

distribution of the stress , and  were determined (Fig. 2a). On the basis of the values of

 and  “theoretical” values of c andd c can be calculated; c cos 2 c and c sin 2 c are

shown in Fig. 1c by dashed lines. Considerable difference of measured and calculated data,d

especially of cos 2 , shows that linear approximation does not give reliable results in this case.

FIGURE 1. (a) geometry of the wine glass; (b) fringe pattern of the lower part of the stem in a

light-field circular polariscope; (c) comparison of the measured (——) and calculated with linear 

approximation (– – –) data.
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FIGURE 2. (a) stress in section A–A obtained with linear algorithm; (b) the same obtained with

non-linear algorithm; (c) comparison of the measured data (——), and that d calculated on the basis

of the non-linear algorithm (– – –).

To determine the stresses that best correspond to the measurement data, the following

algorithm was used. First, adding to the linearized solution for the stress field random errors, a

population of 100 stress fields was generated. For every member of the population “theoretical”

measurement data were calculated for many light rays on which photoelastic measurements were

carried out. Penalty function

(2)

was calculated for every member of the population.

Differential evolution algorithm [5] was used to generate new populations of the stress field so

that F finally reaches the minimum. Figure 2b showF s stress components obtained with the non-

linear algorithm. Calculated on their basis theoretical data correspond rather well to the real

measurement data (Fig. 2c).

Non-linear formulation of the algorithm widens considerably the domain of application of

photoelastic tomography.
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By measuring residual stress in axisymmetric glass articles, stress distribution is usually described

with polynomials [1]. In case of cylinders, axial stress distribution can be measured also using a

discrete algorithm, named “onion-peeling” [2]. In this method, the cylinder is considered as

consisting of a number of concentric cylindrical rings (Fig. 1), in each of which the axial stress z

may be considered constant. Axial stress in the first ring  is determined through

(1)

where 1 is optical retardation on the ray, which is tangent to the middle surface of the first ring

and y11 is half of the path length of the ray 1 in the ring 1; C is photoelastic constant.C

In an arbitrary ring j the axial stress is calculated as

(2)

where yjiy  is half of the path length of the ray j on ring i.

This version of the onion-peeling method can be used only if stress gradient in the direction of

the z axis is absent. Otherwise z optical retardation depends also on the stress components r,  and

rz. The onion-peeling method is generalized as follows.

In case of weak birefringence, basic equations of integrated photoelasticity are [1]:

(3)

FIGURE 1. Discrete representation of an axisymmetric specimen.

Here  is the parameter of the isoclinic and f is integral optical retardation.

On the basis of the second Eq. (3), distribution of zr can be determined using Eqs. (1) and (2).r
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Using a macrostatic equilibrium condition [1], the following equation can be derived:

(4)

Equation (4) permits calculation of the distribution of z with the classical onion-peelingz

procedure. Stress components r and r can be determined using the equilibrium equation and the

generalized sum rule[3].

Figure 2a shows geometry of a CRT glass bulb. Stresses in a section z = 1 mm of the neck tubett

were determined both with the onion-peeling method and by using polynomial approximation with

different number of terms in the polynomial (Fig. 2b).

FIGURE 2. (a) geometry of the CRT glass bulb; (b) axial stress distribution, determined with the 

onion-peeling method and with polynomial approximation using different number of terms.t

It can be seen that at the internal surface the stress depends very strongly on the number of

terms in the polynomial and the onion-peeling method gives more reliable results. At the external

surface measurement errors influence strongly the results of the onion-peeling method. Here

polynomial approximation gives more reliable results.

In case of arbitrary birefringence, Eqs. (3) are not valid and stress analysis must be based on

the measurement of the characteristic directions and characteristic optical retardation [4]. In this

paper a generalized onion-peeling method for the case of arbitrary birefringence is elaborated for

residual stress measurement in axisymmetric glass articles.

Application of new onion-peeling algorithms is demonstrated by residual stress measurement

in various glass articles.
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Oil palm industries generate at least 30 million tonnes of lignocelt lulosic biomass annually in the

form of oil palm trunks (OPT), empty fruit bunches (EFB), oil palm fronds (OPF) and palmm

pressed fibres (PPF). At present, the biomass is either left to rot in the plantations to provide

organic nutrients to the oil palm trees (mulching) or used as solid fuel in the boilers to generate

steam and electricity at the mills. An oil palm plantation produces about 55 tonnes ha-1 yr-1 of

total dry matter in the form of fibrous biomass as compared to only about 5.5 tonnes ha-1 yr-1 of

palm oil and palm kernel oil.1 The fibrous biomass is yet to be commercially exploited.

Technology development in the industry is still focused on process development and improvement

rather than creating and inventing newer products for value-added application. The need for

materials not harmful to the body but having appropriate properties has increased due to a lack of

resources and increasing environmental pollution. Thus, composites prepared from recycled

materials are actively being sought after.2 Many synthetic polymeric materials are produced by

combining with various reinforcing fillers to improve their mechanical properties and obtain the

desired properties. Among these reinforcing fillers, active research is under way concerning the

use of lignocellulosic materials, which are among the most environmentally friendly agrowastes,

as a substitute for synthetic materials.3 Lignocellulosic materials offer many environmentalaa

benefits when used as reinforcing fillers for plastics, including their making the final product

lightweight, decreasing the erosion of the manufacturing machinery, low cost, biodegradability,ff

and absence of production of residue or toxic by-products when burnt.4

In Malaysia, the construction of early roads and bridges was a necessity to facilitate the

movements of peoples and goods. There are now more than 10,000 bridges in Malaysia of various

sizes and forms, out of which approximately 2,500 are located on feaa deral roads. The early bridges

were mainly made of steel in the form of trusses, arches and beams,rr which was a subsequent

product out of the 18th century Industrial Age in England. Coh ncrete and steel have been replaced

by other materials such as FRP, GFRP and others fibre polymer materials 5. This offers a good

opportunity for fibre reinforced polymer composites to be used for maintenance of old bridged

structures. Oil palm empty fruit bunch (OPEFB) fibre and oil palm frond fibre mat (OPF FM),

which are studied in this research, also contribute positively to waste management solutions in the

oil palm mill or plantation. Investigation of mechanical properties have been done experimentally

for five samples which two composite samples were fabricated using OPEFB fibre which differs in

their fibre mass fraction, one is 10% and the other one is 20%. The other composite sample was

fabricated using OPF fibre mat (OPF FM). A controlled sample is made of homogeneous epoxy,

which is the matrix itself; a mixing of epoxy and hardener by a mass fraction of 2 to 1, which

means two parts of epoxy mixed with one part of hardener. Table 1 below shows the list of

samples.

2T6. Composite Materials
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Table 1. Composite samples.

This paper presents the tensile, flexural and impact properties of indigenous natural fibres

composite materials namely, OPEFB and OPF FM in epoxy as the matrix. The tensile strength of

composites made from OPEFB appreciates 35% as compared thaa e homogeneous epoxy. Although

the average flexural strength for both of the composites is less than the homogeneous epoxy, the

flexural modulus of the OPEFB composite increased up to 62%. The presence of OPEFB fibre and

OPF FM improved the impact strength of the homogeneous epoxy as much as 40%. Based on these

results, we have simulated the use of the composites, which we term semi-structural-members,

namely the column and beam to build short span bridge (SSB). Results of the FEM analysis

indicated that the 10% OPEFB composite would be able support about 200 kg load with a

maximum deflection of 0.05 mm and 0.2 mm for the 5-m and 7-m span SSB, respectively using the

T-beam configuration. This outcome, when compared to the strain at failure, indicates the potential

use of OPEFB to build moderate load supporting structures but also in reducing the cost of SSB for

usage in the rural areas as well as in recreational spots in the urban areas.
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The shear behaviour of plain fabric prepreg can be divided into two different stages. The first stage

is before the fabric lock-up, the angle between the yarns decreases with the increase of the shear

angle and the adjacent yarns become close until fabric lock-up. After fabric lock-up, which is call

compaction stage, the adjacent yarns compact each other which results in a rapid increase in the

shearing force. McGuinness[1], Spencer[2], Harrison[3] have established different constitutive

equations to describe the rheological behaviors of fabric prepreg at first stage. But those

constitutive equations can not describe the shear behaviors at the compaction stage, so this paper

will focus on the shear behavior at the second stage by using the picture frame test. During the

research, a unit cell of fabric prepreg is selected (see Fig. 1) and supposes that there are only twoaa

forces in the cell to resist external fore deformation.  One is the friction force between the yarn

intercross, and the other is the lateral compaction force. On the basis of the moment balance, the

relationship between the load and shear angle was deduced.

This paper assumes that there is a very thin resin layer between the intercrosses of yarns, so the

friction force is regarded as shear force of the resin when the yarns rotate at the intercross. Usually,t

the shear rate is very low in the picture frame test, so the Newton fluid is chose to describe the

rheology behaviour of the resin between the intercrosses. The Eq. (1) is the friction moment

(1)

During the solution of compaction moment, a uniformly distributed force along the yarns is

assumed to represent the lateral compaction force between adjacent yarns. In order to get this

compaction force, a constitutive model is set up for prepreg yarn, which was considered as

transversely isotropic material. Because of the existence of the resin in the yarns, the axial stress

and transverse stress is the function of the strain ratio, and the stiffness matrix is formed by town

viscosity coefficients and the transverse one is predicted. In the picture frame test, the yarn did not

extend so the compaction force is equal the result of transverse stress multiply lateral contact area

of yarn. The lateral compaction shear moment was predicted as

(2)

External force moment of the cell is obtained by analysis of picture frame test

(3)

Eq. (4) is the load-shear angle model for plain fabric prepreg at compaction stage and the Fig.

2 is the predicted result and experimental result.
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(4)

FIGURE 1. The unit cell of a prepreg plain weave fabric at the locking angle

FIGURE 2. Curve of the shear angle to load
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Geotextile reinforced soil is used in a large number of applications because of its cost and

engineering effectiveness. Free draining granular materials, e.g. sands, are specified as backfill

material for reinforced soil structures. However, difficulties are encountered when the available

quantity of such materials is insufficient. Therefore, the investigation of the mechanical behavior

of reinforced cohesive soils of low plasticity became necessarf y. Toward this end, triaxialrr

compression tests were conducted in order to compare the mechanical behavior of a granular and a

cohesive soil both reinforced with geotextiles and the observed results are reported herein.

For the purposes of this investigation, dry and dense Ottawa 20-30 rr clean sand and a fine-

grained, cohesive silty soil of low plasticity were tested. Thref e non-woven (designated as NP, TB

and TTS) and two woven (designated as HS and SG) geotextiles of various types were used for soil

reinforcement. The cylindrical specimens for triaxial compression testing contained 5 horizontal

layers of geotextile and had diameter and overall height equal to 50 mm and 105 mm, respectively.

Fine-grained soil specimens were compacted using energy comparable to that of Standard Proctor

compaction test, with water content equal to 19%. The triaxial compression tests were conducted

under undrained conditions, with cell pressures, 3, ranging from 10 kPa to 600 kPa and at a

constant axial displacement rate of 0.57 %/min.

The axial strain at failure of reinforced soil, fr, the axial strain ratio, fr/rr fu, defined as the ratio of

the axial strains at failure of reinforced and unreinforced soil for the same cell pressure and the

strength ratio, SR, defined as the ratio of the maximum deviator stresses of reinforced and

unreinforced soil for the same cell pressure, are used for the quantification of the deformability and

strength of reinforced soils. The fu, fr and r fr/rr fu values obtained are presented in Table 1. It can be

seen that unreinforced fine-grained soil presents higher values of axial strain at failure than

unreinforced sand. For this reason, the values of fr/rr fu ratio of fine-grained soil are lower than the

ones of sand, although reinforced fine-grained soil presents higher values of axial strain at failuref

than reinforced sand. Therefore, it is concluded that the effect of reinforcement on the axial strain

at failure is greater in sand than in fine-grained soil.

Shown in Fig. 1a are typical failure envelopes of unreinforced and reinforced sand and fine-

grained soil. It can be observed that triaxial compression tests yielded bilinear envelopes for

reinforced sand in agreement with the observations of Gray and Al-Refeai [1]. Reinforced fine-

grained soil also presents bilinear failure envelope. Curved and bilinear failure envelopes were

reported by Athanasopoulos [2] for reinforced fine-grained soil, indicating a continuous transition

from drained to undrained behavior as normal stress is increased. Str rength ratio values obtained are

shown in Fig. 1b. The SR values range from 2.17 to 4.62 and frR om 0.94 to 1.84 for reinforced  sand

and fine-grained  soil, respectively. It is evident that  the reinforcement effect on strength is greater

in sand than in fine-grained soil. Reported SR values by Ingold [3] and Fabian and Fourie [4] for

clays reinforced with geotextiles, are generally lower than 2 and, therefore, are in good agreement

with the values presented herein. Strength ratios of sand decrease as cell pressure increases and

strength ratios of fine-grained soil attain to maximum values for cell pressures between 50 and 100
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kPa (Fig. 1b). This difference in behavior is justified by the positions of failure envelopes of

reinforced soils relative to those of unreinforced soils (Fig. 1a).

TABLE 1. Values of axial strain at failure and axial strain ratio.

FIGURE 1. Strength of reinforced soils: (a) failure envelopes, (b) strength ratio values.
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Polymer matrix fiber-reinforced composite materials offer manyd advantages over conventional

materials for structural applications, particularly where weight is an important aspect of the design.

Recent work has shown that structures made from these materials are capable of absorbing large

amounts of energy in a controlled manner. The specific energy absorption coefficient of polymer

matrix composites in tubular form is much greater than for conventional metallic materials. Thus,

composites are candidate materials for applications in transport where lightweight structures are

required which provide a measure of protection in overload impact situations. Work on the axial

compression of axisymmetric tubes, to be used in energy absorbing applications, has been

extended to cones.

In this paper, experimental and finite element results for the composite conical shell subjected

to quasi static axial loading and slipping solid steel cone into composite cone are discussed. The

effects of semi-vertex angle of conical shell on the crushing behaviour and energy absorption

capabilities were investigated for woven roving glass/epoxy subjected to quasi-static loading are

presented and discussed. The semi-vertex angles of the cone used were 4, 8, 12, 16 and 20 degrees.

The cone height and bottom diameter were kept constant for all cases as 100 mm and 76.2 mm,

respectively. Experimental and finite element simulation was designed to predict the load-

displacement curves, deformation histories and energy absorption capability throughout the E-

glass fibre fabricated. Detailed discussion on the effects of semi-vertex angle on the crushing

behaviour of conical shells and energy absorption capability are discussed. The effect of semi-

vertex angle of conical composite tube on load carrying capacity; in which the specimen composed

of one part with same thicknesses from woven roving glass/epoxy composite laminate and tested

under quasi-static axial load and slipping solid steel cone into composite cone. The results are

presented in terms of above-defined parameters, such as specific energy absorption, volumetric

energy absorption, crush force efficiency, initial failure indicator, strain efficiency and failure

modes. Details of these crashworthiness parameters are presented and discussed.  From these tests

it is seen that the force-displacement behaviour shows a polynomial relationship prior to the first

crush initiation, The results demonstrated that at first crush stage the energy is dissipated in thet

form of friction and crazing and the conical responded in an elastic manner, while the post crush

stage is dominated by tearing failure mechanisms.The experimental work was designed to predict

the load-displacement curves, deformation histories and energy absorption capability throughout

the E-glass fiber fabricated and semi-vertex angles. The relations between load and displacement

for the composite cones and then calculate the crashworthiness parameters and energy absorption

capabilities are presented. An encouraging agreement was obtained between the experimental

results of composite conical shell and the numerical predictions.
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This paper presents the results of experimental investigation on fiber bed permeability variation

with porosity and injection pressure.  Flow measurement exn periments were designed to measure

fiber mat permeability for chopped fiberglass preforms with various fiber volume fractions.  These

experiments were performed using a rectangular mold cavity.  Several layers of chopped fiberglass

mats were used as reinforcement and RL 440 epoxy resin as the working fluid in the experiments.

The effects of porosity and injection pressure on fiber bed permeability are investigated.  Resin

flow in the chopped fiberglass mats was very closely circular, suggesting an isotropic permeability

tensor.  Still, the analysis was performed based on an anisotropic preform permeability.  The

results indicate a nonlinear permeability increase with fiber bed porosity (Fig. 1).  In Fig. 1 the

permeability values in the maximum and minimum flow directions are plotted versus preform

porosity.  Close values of K1 and K2 suggests isotropic preform permeability.  Note also that

permeability increases sharply as porosity increases from 0.8 to 0.84.  This suggests that, at high

porosity values, resin flows more easily into the preform since more voids are present within the

mats inside the mold cavity.  The effects of injection pressure on permean bility indicate a lower

limit where the flow becomes too slow, thus resulting in an inaccurate permeability determination.

On the other hand, if the injection pressure is set too high, resin rushes into the fiber preform.  This

results in an unreal high permeability determination for the fiber preform.  The results of this

investigation could be employed in the process/product optimization in an RTM process.

Preform permeability is an important process parameter in composite part manufacturing

methods, such as in Resin Transfer Molding (RTM).  In RTM resin is injected into an enclosed

mold containing previously positioned reinforcement preforms.  This process can be employed to

manufacture large and complicated composite parts such as fiberglass boats, swimming pools,

bathtubs, and parts in automotive and aircraft industries [1, 2].  The reinforcement is composed of

several layers of fiber mats laid inside a two-piece mold.  The mold is closed and resin is injected

into the mold through one or multiple injection ports to impregnate the fibers of the preform.

Injection times vary from several minutes to several hours depending on the size of the part, fiber

volume fraction, fiber type, resin viscosity, and injection pressure.  The integrity of the finished

part in RTM depends on the selection of the preform, surface treatment of fibers, design of theff

mold, the choice of resin, filling parameters, and the resin cure conditions.  Mold design is a highly

labor intensive and complex operation [3].  Proper mold filling requires proper positioning of the

inlets and outlets, close monitoring of mold temperature and injection pressure, and selection of

optimum resin flow rate into the mold.  Thus, fiber bed permeability must be determinedtt

experimentally for each fiber type and volume fraction prior to the actual manufacturing.

Theoretically, preform permeability should depend only on the fiber type and fiber volume fraction

[2, 4].  However, in the actual injection cycles pressure plays an important role too.
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FIGURE 1.  Permeability variation of choppeda fiberglass mats with porosity.
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Particle filled polymer composites continue to replace other engineering materials in structural and

architectural applications. Apart from the cost reduction, the addition of particles to polymers has

been proved to be an effective way to control their thermal, optical, and aesthetic properties.

However, improvements of the mechanical properties have not generally been established [1], [2].

The scope of the current research is to assess the mechanical behaviour of particle filled solidf

surface composites (made of poly-methyl methacrylate matrix filled with alumina trihydrate

micro-particles) and to identify the key mechanisms affecting their performance. A series of

mechanical tests were performed including static fracture and flexural investigations.

Slow rate fracture toughness tests were carried out in an effort to characterise the resistance of

the composites to brittle failure in the presence of a natural crack. The fracture performance of the

materials was assessed via the determination of fracture toughness at crack initiation. Testing was

conducted according to the ISO standard [3] for determining fracture toughness (KIC and GIC) for

plastics. The slow rate fracture tests showed that the addition of fillers improved the fracture

properties, e.g. fracture toughness.

Three-point flexural tests were also performed as a practical way to categorize the materials

with respect to their flexural modulus. The flexural behaviour of the composites was assessed as a

function of temperature (0 - 90 ºC) and filler volume fraction (29 % vol. – 49 % vol.). The tests

were carried out in conjunction with method (I) - procedure (A) of the ASTM D790M-93 standards

for plastics [4]. The variation of the elastic modulus showed a grf adual decrease with temperature

and an approximately linear increase with particle volume fraction. The results were compared to

the predictions of theoretical models derived for composites with dispersed fillers. Broad theories

such as the rule of mixtures [5] were initially adopted, although the use of material specific models

was necessary for more accurate predictions. The Einstein [6] and Mori-Tanaka [7] predictions

followed the experimental results only for lower filler loadings. The Guth [8] prediction

overestimated the composite modulus by an approximate factor of 1.4. The correlation between the

Kerner [9] analytical prediction and the experimental data was satisfactory only at lower

temperatures and mainly for loadings below 40 % vol. The Halpin-Tsai [10] theoretical curves

fitted well with the experimental data, Fig. 1. The shape factors incorporated into the analysis were

determined empirically by fitting the Halpin-Tsai curves to the experimental data for the range of

temperatures. Thus, the shape factors were constant for each set of volume fractions but changed

with temperature.
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FIGURE 1. Halpin-Tsai theoretical predictions and comparison with experimental data (points 

denote experimental values and lines denote Halpin-Tsai predictions).

Microscopy was used to examine the structure-property relationships of the materials. Thef

optical study provided an indication of the dispersion of filler particles in the polymer matrix as

well as an approximation of the particle size distribution. The microscopy results confirmed the

amounts of filler stated by the manufacturer. A considerable percentage, 2.5 to 3 % vol. was found

to be the contribution of voids. Scanning electron microscopy (SEM) revealed that the alumina

trihydrate particles resemble aggregates of tabular and prismatic crystals, with sizes varying from

around 1.5 m up to 50 m.

It was concluded that the properties of particulate filled composites depend strongly on the

interaction between constituent phases, the interaction between particles, as well as the size and

shape of the fillers. Supplementary testing, including impact tests, and the development of a

concise methodology for the theoretical explanation of the observed phenomena are planned in

future work.
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Polymeric composite materials are of versatile scientific and technolf ogical significance due to their

enhanced mechanical and thermal properties. In the recent year these composite materials haver

reflected the importance as high performance materials and multidisciplinary concept of material

science. Recent advances in space and other technologies have produced a continuous and growing

need for such composite materials that could withstand under prolong wear, compression and

exposure to high temperature without loss in their transparency.t

     In the present investigation a series of acrylic hydrazide cured epf oxy were synthesized at

varying concentration of acrylic hydrazide ranging from 11.5:1 to 6.14:1 (ER: CA, v/v %) through

benzoyl peroxide initiated in-situ polymerization method. Synthetic process was carried out in two

steps.  In the first step acrylic hydrazide was synthesized that was used subsequently as a curing

agent to a commercially available epoxy (CY230). In order to evaluate the mechanical and thermaln

performance of acrylic hydrazide another set of epoxy composites was synthesized with

commercially available curing agent HY951. The properties of epoxy resin synthesized with

acrylic hydrazide and that of HY951 were studied and compared in terms of density, wear,d

compression strength, tensile strength, hardness, impact strength, material fringe value, thermal

analysis, etc. Some of the results are shown in Figs 1 & 2.

FIGURE 1. Wear variation for HY 951 and AH cured Epoxy composites (Speed= 232 rpm, load = 

53.09 N) ( C0:HY 951 cured, C4: 14% AH cured epoxy) )
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FIGURE 2. UV-vis spectrum of HY 951, AH, Epoxy, Bisphenaf l – A  related composites

Thermo-oxidative stability of composite was evaluated thf rough simultaneously TG-DTA-

DTG performed over Perkin Elemer (Pyris Diamond) in static air 200 ml per minute at heating rate

of the 10oC per minute up to 600oC using alumina as reference. A UV-vis spectrum of the sample

was also recorded over Genesis 10 UV thermo-scopic UV-visible spectrometer in chloroform.

FTIR spectra were recorded on Perkin Elemer spectrophotometer for spectral characterization. In

present investigation it has been observed that density of AH cured epoxy composite is higher

compared to hardener HY951 cured epoxy composite at same concentration of curing agent. It is

observed that acrylic hydrazide cured epoxy 9:1 & 7.33:1 (epoxy: acrylic hydrazide, v/v %) have

lower wear rate compared to hardener HY951 cured epoxy. Mechanical and thermal property of

the developed composite is found to be superior compared  to composite made from commercially

available hardener HY951 cured epoxy CY230. It is found that composite developed with acrylic

hydrazide cured epoxy CY230 of ratio 9:1 & 7.33:1 have higher tensile strength, compressive

strength, impact strength and hardness compared to HY951 cured epoxy composite. With

reference to its material fringe value, it can also be used as photo-elastic material.

For spectral characterization UV-VIS spectra and FTIR tests were conducted to study the

stabilization of the developed composites. DTA-DTG-TG tests were conducted to study the

thermal properties of the composites. Results are compared with HY951 cured epoxy composite.

Properties are found to be superior than the composite made from HY951 cured CY230.  

References

1. Devi K. A.; Nair C.P.R. and Ninan K.N.. Journal of Polymers and Polymer Composites. vol.

11. pp. 551-558, 2003.

2. Lin, J.S.  Journal of Polymers and Polymer Composites. vol. 10. pp. 607-618, 2002.



2T6. Composite Materials 111

ARTIFICIAL NEURAL NETWORK MODEL FOR PREDICTION OF FATIGUE

LIVES OF COMPOSITES MATERIALS

Sanjay Mathur2, Prakash Chandra Gope1 and J. K. Sharma1

1Department of Mechanical Engineering,
2Department of Electronics & Communication Engineering

College of Technology, G B Pant University of Agriculture & Technology,

Pantnagar-263145, Udham Singh Nagar, Uttaranchal, India

pcgope@rediffmail.com

The application of composites as engineering materials has become state of art and fatigue is onef

of the most complicated problems for fiber composites. The life prediction of a newly developedmm

material is costly and time consuming. A potential solution to this problem is offered by artificial

neural networks (ANNs).

In the present study an ANN model is developed for fatigue life prediction of carbon fibre

reinforced plastics (CRPF) IM7/977, HTA/913, T800/5245, T800/924 with [(±45,02)2]S lay up

and HTA/919 with [(±45,90,0)2]S  lay up and glass fibre composites G/913, G913/913, G913/920,

G913/SiC, G913/PE, G913/G laminates. The ANN data base contain more than three hundred

fatigue lives over a range of different stress ratios of 10 to -3.33. Different monotonic, fatigue and

statistical properties have been taken as input parameter. The inputs to ANN model are lay up,

volume fraction, monotonic properties such as tensile modulus, tensile strength, compression

strength, failure strain, applied load parameters such as stress ratio, maximum stress, minimum

stress, probability of failure and statistical parameters of fatigue life. The output of the ANN is

logarithmic value of fatigue life cycles. The architecture selected has two hidden layers with 18

and 6 units each. The learning rate coefficient is optimised as 0.9 and momentum factor as 0.3.

The predicted of fatigue life by ANN are compared with experimental results. The percentage

error in more than 94 percent cases is found to be less than 10 percent (Fig. 1). The present studies

have shown that fatigue life of composite material is sensitive to many parameters such as material

composition, monotonic properties, applied load, fatigue properties etc.

FIGURE 1. Variation of normalized error with number of nodes ind  (a) First ( b) Second hidden 

layer
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The above figures shows some of the results on the optimization of momentum and learning

rate factors, predicated and experimental fatigue life of glass fiber composites and the sensitivity off

strength factor on fatigue life. Similar studies have been carried out for all materials mentioned in

the present investigation. The limitation of the ANN method and sensitivity analysis of different

factors on fatigue life has also been addressed.
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Vacuum infusion process (VIP) has been accepted for composites industry over last decade due to

low fabrication cost and applicapability to complex and large composite structures. Vacuum is

used as the driving force to impregnate preform with resin [1]. VIP has been applied to automotive,

aerospace, boat, and various industrial fields widely. Process control and the qulity assurance of

composites structure are required. Especially resin flow is very important factor in VIP becauset

resin should be impregnated into a preform perfectly without dry spot before starting gelation of

resin. Residual stress is generated due to shrinkage of matrix in thermosetting resin during cure.

These will be causes of delamination [3] and lower dimensional stability in composite structures.

Therefore, control of the manufacturing processes is needed through resin flow monitoring and

cure monitoring. 

FIGURE 1. Resin flow front monitoring with OFDR and long gauge FBGs

Optical frequency domain reflectometry (OFDR) and fiber Bragg grating (FBG) sensor were

eployed for process and health monitoring. Especially a long gauge FBG (about 100mm) which are

10 times longer than an ordinary one was employed for a distributed sensing. The released pressure

due to the volume of resin can be detected along a long gauge FBG with a high spatial resolution

by OFDR as shown in Fig. 1. FBG is able to use for cure monitoring and structural health

monitoring without change or modification of sensor after infusing resin. Long gauge FBGs were

embedded in GFRP laminates. In this study, we intended to detect the gradient of pressure between

impregnated part and umimpregnated one. We could get the wavelength shifts due to pressureaa

changes along the gauge length of FBG as performing short-time Fourier transformation (STFT)

for signal acquired from FBG [3]. Therefore, we could know the resin flow front with the gradient

of compressive strain of FBG as shown in Fig. 2. Embedded FBGs also could measutre the

shirinkage of matrix. After cure, three point bending test was conducted with the laminiate in order

to prove an ability of health monitoring.
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In this study, we could conduct process and health monitoring for VIP by using OFDR and

long gauge FBGs. We could measure resin flow front with the changes of pressure. Shrinkage of

resin was also detected by long gauge FBGs. The ability of health monitoring was proved by three

point bending test with same optical fiber sensors which were used for resin flow and cure

monitoring in VIP.

FIGURE 2. Result of resin flow monitoring
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With the increased emphasis on reducing the cost of manufacturing composite structures,

secondary bonding or co-curing is an attractive option to eliminate the need for mechanically

fastening subassemblies. Many composite components in aerospace structures consist of flat or

curved panels with co-cured frames and stiffeners. Out-of plane loading such as internal pressure

in a composite fuselage or out-of-plane deformations in a compression loaded post-buckled panel

may cause the frame or stiffener to debond from the panel [1].

In polymer matrix composites, progressive type failures are often observed where catastrophic

failure is generally preceded by constituent level damage accumulation. A number of research

efforts propose progressive failure algorithms aimed at capturing the progressive failure process

from initial to final failure [2]. The possibility to accurately predict damage and progressive failure

in structures produced from composite materials is important task in the design of lightweightk

structures. 

The interlaminar delamination fracture toughness of composite rib stiffened shell elements

made from carbon/epoxy material has been investigated. DCB tests and pull-out tests has been

fulfilled for this aim. Specimens were manufactured from CFRP in the form of the co-cured rib

stiffened multilayered shell. All tests have been performed on the universal testing system Zwick

Z100. The width of skin of the specimens was b = 100 0.5 mm, the width of glued rib was 60 0.5

mm and panel length L=76 0.5 mm. The thickness of skin of the specimens was 1 mm and

thickness of the rib 3 mm. Glued thickness of the rib changes from 1.5 mm near the rib to 0.5 mm

at the tip. The loading rate during the test was 2.0 mm/min. The limit load Pc and critical

displacement (deflection) at mid-span of the specimen were measures at the moment of the crack

extension.

The control of crack expansion and form of crack has been fulfilled using ultrasound

techniques. Knowledge of experimentally observed failure mechanisms is needed to determine the

constituent ultimate strength from the micromechanincs based volume averaged stress values.

FIGURE 1. Stiffened shell pull-off boundary conditions
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Pull-out test results of co-cured joints were analyzed in different temperatures to understand

the failure mode and strength of attaching frames and bulkheads to the fuselage skin. The boundaryf

conditions are shown in Fig. 1. The differential scanning calorimetry analysis have been made for

the investigation of materials of skin and rib. These definitions of glass transition temperature

allowed make a choice of the testing temperatures of composite specimens. Five levels of

temperatures have been chosen for investigations: 20º, 50 º, 100 º, 170 º and 250 º C. 

The E-modulus of CFRP has been defined at the same temperature levels using laser non-

contact extensometer OptiXtens. The fiber bridging was not observed in the specimens. This can

be explained by the using of pre-preg manufacturing technology. The fracture of specimens hastt

been caused by complex stress conditions between layers at the place of rib curvature. DCB tests

was performed in order to obtain the mode I delamination fracture toughness at the interface of the

present laminated composite material. By using experimental investigation of specimens the form

of fracture in the zone of joining between rib and skin has been obtained. The obtained results can

be used for numerical analysis of the specimens and whole structures for prediction of damage and

progressive failure.  
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This work deals with the experimental analysis of the delamination phenomena in various

composite materials under different loading conditions. Quasi-static and fatigue tests are

performed on specimens made of glass-fibre reinforced plastic (GFRP) and carbon-fibre reinforced

plastic (CFRP). In particular, under both quasi-static anuu d fatigue loading, single fracture modes I

and II (using standard DCB and ENF test configurations) and mixed modes I+II (using the MMB

test configuration) with several mode mixtures, have been analysed. Further experiments of

delamination growth with mode mixture that varies with the crack length, will be performed.

Experimental results

In this section only preliminary results obtained from experiments on GFRP composite are

reported. In details, such tests have been carried out by using specimens cut-off from a composite

laminate [012] obtained by a hand lay-up process and made of glass-epoxy layers with a fibre

volume fraction VfVV =0.26. The starter crack has been obtained by inserting in the stacking sequence

a thin strip of Mylar®. The elastic properties of the composite material have been determined by

standard tensile and shear tests (see table 1). 

TABLE 1. Material properties.

The average dimensions of the specimens used for the tests are: width B=20 mm, half-

thickness h=2.4 mm, mid-span length l=55 mm. In order to observell the actual crack length during

the delamination tests, a white paint has been sprayed on one side of each specimen and marks areh

drawn at regular intervals. The crack length has been monitored by optical observation carried out

through high-resolution digital images.

From quasi-static tests performed under displacement control, the critical values for the Strain

Energy Release Rates (SERR) have been obtained. Fig. 1 shows the released energy G computedG

by using the modified beam theory [1] versus the crack length a, for DCB (Fig. 1a) and ENF (Fig.

1b) tests. In details, the resistance curve depicted in figure 1a shows that fibre bridging plays an

important role during the delaminations process under mode I, as observed also in [2] for CFRP

laminates. The resistance of the material, determined by considering the peak in the force-

displacement curve, is GICG =1.2 N/mm. Fig. 1b shows the resiCC stance curve obtained for mode II;

from this figure it is possible to observe how the energy rises up to a critical value which

corresponds to the unstable crack propagation and then the crack suddenly grows to 60 mm. The

critical value of the SERR in mode II is then calculated as GIICG =3.5 N/mm.CC

Material ELE [GPa] ET [GPa]T LT GLTG [GPa]

E-glass/Epoxy 21 6 0.28 1.6
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FIGURE 1. Resistance curve for mode I (a) and mode II (b).

Fatigue tests have been performed under force control with a servo-hydraulic machine at a

frequency of 2 Hz and with a load ratio R=P= minP /P// max=0.1. In Fig. 2a the curve of the crack length

versus the number of cycles in mode I and in mode II is depicted. In figure 2b and 2c the crack

growth rate versus SERR, in a log-log diagram, is reported for both fracture modes. By fitting

properly the experimental results with a power law, the Paris curve of the material can be described

by the following expression:

(1)

where m=0.38 for fracture mode I, whereas m=0.55 for mode II. These values are smaller than

those reported in literature [3]; although further tests are necessary to explain correctly this

difference, most likely it can be due to the particular manufacturing process (hand lay-up) and to

the small value of the fibre volume fraction (VfVV =0.26). ff

FIGURE 2. Fatigue tests: crack length vs. cycles (a), Paris curve for mode I (b) and mode II (c).

A detailed campaign of tests in mixed mode condition is the actual object of the research

activity both for GFRP and CFRP.
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Sandwich composite structures have been applied in aerospace applications and civilaa

infrastructures due to their extremely low weight, high flexural stiffness, high transverse shear

stiffness and corrosion resistance, Shivakumar and Chen [1]. Two thin stiff facesheets and a thick

lightweight core between them have been in general, the components of the sandwich structures.

The facesheets carry the bending loads where the core material carries the shear loads, Borsellino

et al. and Mamalis et al. [2-3]. The mechanical properties of the sandwich structures and theirf

components have great importance in terms of industrial applications, Cantwell et al. and Vuure et

al. [4-5]. The main objective of this present work is to improve the understanding of the failurek

mechanisms of these types of structures.

In this study, polypropylene based honeycomb core and glass fiber reinforced polymer

(GFRP) facesheets have been fabricated by hand lay up technique with various core thicknesses.

GFRP laminates were fabricated by using non-crimp glass fibersd and epoxy matrix. After post-

curing treatment, the laminated sandwich structures were cut into test specimens based on the

related standards. Core thickness variation is the main parameter for each test in order to

understand the mechanical behaviour of the sandwich structures. Flatwise compression (FC),tt

edgewise compression (EC), three point bending and double cantilever beam (DCB) tests have

been applied on these specimens.

  The sandwich structures are also being analyzed by means of three dimensional finite element

analytical (FEA) models. The test data is evaluated by ANSYS software in order to make

predictions about the mechanical behaviors of the sandwich structures. The mechanical test results

of each component are being used as input data in the finite element analysis in ANSYS software

in order to accurately model the sandwich structures. Linear elastic material properties is being

utilized and the failure criteria that need to be specified in the FEA model will be obtained from the

failure modes observed for each component of the sandwich structure. The experimental data will

be verified with numerical results.
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The four well-known test methods for FRP (fiber-reinforced-plastics) are analyzed in this report

and using new simple fracture criteria it’s possible to understand the experimental data more

correctly.

1. The linear criterion of composite beam delamination

For short-beam-bending test which is used usually for interlaminar strength determination we

proposed the linear criterion

1.1

where m, c are the experimentally determined constants. This criterion gives the following relation

between critical load  and length to height ratio l/h in a good accordance to

experimental data (Fig. 1), in contrast to traditional maximum stress criteria:

1.2

FIGURE 1. The scheme of loading and the 0 - l/h dependence.

2. Strength criteria for monolayer and the optimum angle of misalignment

Linear fracture criteria for fiber rupture  and fiber-matrix interface splittingt

for off-axis tension of unidirectional FRP make it possible to determine the

optimum small angle of misalignment , and the composite material with

this misalignment angle has near the same strength as the strength of unit directional frp, but the

splitting resistance is much more.

(where m1 , m2, - material parameters (0), (90) – strengths along and across the fibers)

3. Strength criterion for couple pair of layers ±

For symmetric balanced pairs of layers the new criterion was proposed and it explains rather

well the experimental results for biaxial tension of composite tube with lay-up structure (+ ). In

- z plane (Fig. 2) this criterion has the form of two straight lines 1 (and 2)

cm xyx

thP 033.1 3

220
m

mc

)0(111 1 nn m

)90(222 2 nn m

0/90arctg 2m

(0), (0), 



Alexandre N.Polilov and Nikolay A.Tatous122

 and the set of experimental points may be approximated also by

ellipse (3.1), where, , z - uni-axial strengths for tubes with (0), and (+45) wound structure,

correspondly.

3.1

FIGURE 2. Limit surfaces in stress space for ( ) tube under biaxial loading , z.

4. “Chinese lantern” mode of composite tubes failure under compression

The fracture of composite unidirectional tubes and rods may have three main modes:

• a local microwave buckling at a critical stress , not depending on the length of tube.

• Euler-type macro-buckling of a tube at the critical stress, depending on the length l:

4.1

• “Chinese lantern” mode of a tube fracture with multiply splitting and buckling of

originated strips. It’s necessary to calculate the critical stress cl numerically, but for thin-l

walled tubes we can receive the formula,  – the angle of circle segment:

4.2

The condition of simultaneous start of all fracture modes gives us the optimum sizes l, R of

composite tube structure.
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With the characteristics of high specific strength and modulus, fiber-reinforced composites have

been applied for aircraft structures.  Due to the manufacturing anomalies, mishandling and

environment damage, those structures would be damaged and affett ct their performance.  For

restoring the damaged composite structures, we need to develop a useful and easy repair method.

The requirements of composite structure are the restoration of strength and stiffness, the

aerodynamics smooth, the least weight growth, environment compatibility, durability and

accessibility.

Composite structure repair technology must organize non-destructt ive inspection (NDI)

engineer, structure design & analysis engineers, material and manufacturing engineers.  The whole

repair procedures include damaged area NDI, assessment of residual strength, repair design, repairr

processing and NDI etc. 

In the study, the strength of bolted and bonded repair was evaluated by the specimen test.  The

test results of single-lap shear strength of Al 6061-T6 specimen bolted by AD62 blind fastener and

those of 1581 glass fiber prepreg specimen bonded by film adhesive FM73 were shown in tables 1

and 2, respectively.  Obviously, it shows that the bonded strength was better than the bolted

strength.

Then, the bonded flush co-cured patch method was applied to the damaged composite

sandwich structure.  The repair processes include the NDI inspection and assessment of damaged

area, repair analysis and design, treatment of damaged area, replacement of core, bonded flush co-

cured patch and the inspection of repaired area. The repair approaches for the composite sandwich

structures are fully developed.  The repaired structure was shown Fig. 1.

TABLE 1. The test results of single-lap shear strength of Al 6061-T6 specimen bolted by AD62 

blind fastener.

TABLE 2. The test results of single-lap shear strength of 1581 glass fiber prepreg specimen

bonded by film adhesive FM73

Specimen no. 1 2 3 Mean value

Strength (ksi) 0.781 0.747  0.755 0.761

Specimen no. 1 2 3 4 Mean value

Strength (ksi) 0.789 0.994 0.900 0.970 0.913
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FIGURE 1. The repaired composite sandwich structure
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Because of the importance of lightweight constructions and the reduction of production time and

costs, nowadays other materials more and more substitute components, which are made so far ofu

metals. The usage of short-glasfiber-reinforced plastics instead of metals seems self-evident in

many cases because of their high specific strength and the favourable manufacturing processes.

The available material-data of this material group from datasheets are mostly static values likeuu

tensile strength, yield strength and fracture elongation. For the dimensioning of parts having regard

to geometry, loading conditions and material behaviour, static material data are not sufficient. For

the dimensioning of dynamically loaded components concerning the fatigue life time, the

knowledge of the local S/N-curve is necessary. These local S/N-curves are essentially influenced

by component specific effects such as fiber orientation, type of loading, size, stress ratio, stress

gradient, temperature, production process and many more. Hence, these effects on material

behaviour have to be analysed.

One of the main aims of a big research project in our group is the generation of a

comprehensive database which is necessary for the applicability of fatigue life calculation with

local S/N-curves. In this work the effect of fiber orientation and concentration as well as stress

ratio on the fatigue behaviour of two materials was investigated.f

The parameters fiber-orientation and –concentration influence the material behavior of short

fiber reinforced polymers essentially. The orientation of the fibers in injection molded components

is affected by complex flowing conditions. Injection molded fiber reinforced thermoplastic-plates

for example have a layer composition, as shown in Fig. 1 ([1, 2]). For determination of an average

orientation factor experimental methods as well as flowing simulations are used. A comparison of

both methods will be shown in the final paper. For detection of S/N-curves with different average//

fiber orientations, different test-specimens and two different materials were tested. So it was

possible to assign S/N-curves to fiber-orientation factors.

FIGURE 1. Schematic fiber orientation in an injection molded plate
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Another parameter which influences the cyclical material behaviour significantly is the stress

ratio. To determine this effect, the specimens were tested under tension/tension (R=0,1),

compression/compression (R=10) and tension/compression (R=-1). All tests were performed stress

controlled with a servo-hydraulic test rig at room temperature. Results of these cyclic tests are S/N-

curves as shown in Fig. 2.

FIGURE 2. Influence of stress ratio on fatigue strength at finite life
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The paper presents the results of the FEM (Finite Element Method) analysis applied to thedd

anisotropic-orthotropic panels made of lamellas of hardwood (beech and maple wood) considered

to be subjected to a static load. The research follows the influence of the interface wood - adhesive

on the stiffness of the panels, for different lamella width.

The lignin - cellulose based panels presented in this paper are composite panels made of small

sized wood lamellas of hardwood species with the structures presented in Fig. 1. The lamellas are

finger-jointed on the length and edge-jointed on the width. In each panel the basic material is the

beech wood and it is mixed with maple wood. In order to compare the results, a standard panel

made only of beech lamellas has been tested together with the composite panels [1].

FIGURE 1. The real structure of the composite panelsf . 1-beech wood, 2-beech wood (for standard 

panel) or maple wood (for composite panel).

The theoretical model (used for FEM analysis) is shown in Fig. 2.

FIGURE 2. The theoretical model of the panels used for FEM analysis.
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The theoretical research is applied in order to determine the bending strength of the panels

loaded with a uniformly distributed load as shown in Fig. 3. The Finite Element Method used for

this purpose was applied for different sizes of lamella width in order to determine the dependence

between the width size and the panel deflection. In the same time the method was applied both to

the longitudinal and to the transversal structure [2].

FIGURE 3. The theoretical model of the panels used for FEM analysis.

First the FEM analyse has been performed without considering the adhesive layer, as shown int

Fig. 4. The obtained results were not quiet accurate. The second determination using FEM analyse

and considering the existence of the adhesive layer has shown the tendency of increasing the

stiffness with the increasing of the lamella width [3].

FIGURE 4. The wood-adhesive interface. 

The obtained results have been compared with the experimental results. The experimentalh

research has confirmed the results of the theoretical analysis [4].
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The paper presents an experimental destructive method to determine residual internal stresses

introduced in hollow polymer matrix composite structures during their manufacturing process.

According to this method the shape variations of a hollow structure resulted from the destructivef

process will be considered as a measure of residual internal stresses. The distribution of residual

internal stresses along the length of the specimens is presented.

A trustworthy and complete calculus to determine residual internal stresses introduced in

hollow polymer matrix composite structures during their manufacturing process is very difficult to

accomplish. The mathematical description must consider various factors of influence and material

values which depend on temperature and time. Therefore, experimental methods to determine

residual internal stresses are still used. These methods are divided in destructive and non-n

destructive ones. All destructive methods to determine residual internal stresses are based on the

determination of shape changes of a composite structure, changes caused by the balance state

disturbance. This balance state is disturbed since the forces flux included at the inner of the

composite structure is interrupted by the destructive process. Structure’s shape changes (strains)

resulted from the destructive process will be interpreted as a measure of residual internal stresses.

Determining the composite structure’s shape changes, the values of these internal stresses can be

computed. The most known destructive methods to measure residual internal stresses introduced in

the manufacturing process of a composite hollow structure are presented by Elfinger et al. [1].

Regarding the experimental determination of residual internal stresses introduced in the

manufacturing process of a composite hollow structure, a method partial similar to that described

by Aleong and Munro [2] has been used. The experiments were accomplished on specimens made

at COMPOZITE Ltd. Brasov. The tubes material used during tests is a compound based on glass-

fabric reinforced polyester resin. The tube wall structure was manufactured very accurate in theaa

fabric winding process. Fabric strips used in the winding process were cut in length and at 45°

from the production direction. Rings have been cut from the left end, from middle and from thet

right end of the specimens used in tests. In principle, the method of determination residual internal

stresses consists in the disturbance of rings’ balance state by cutting them on the generator, on

radial direction and to determine the external surface strains resulted from the cutting process, see

Scharr and Funck [3]. Regarding the specimens made in the fabric winding process, the highest

residual internal stresses take form on circumferential direction. The axial residual internal stresses

may be neglected since they are insignificant in comparison with the circumferential ones and does

not act on main stress direction.

A cutting method of the fabric strips used in the winding process is presented by Teodorescutt

[4]. The maximum value of the internal stresses distribution can be found in the outer surface ply

of the ring, value which decreases in neutral fiber direction, Tzeng and Pipes [5]. In case of ring’s

radial cut, the balance state of residual internal stresses is disturbed, stresses become free and

deform the ring. A ring’s widening means the existence in the ring before cutting, of tensile

(compression) residual internal stresses at the inner (outer) surface of the ring. A decrease of ring
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diameter after the cutting process signify the initial existence of compression (tensile) residual

internal stresses at the inner (outer) surface of the ring.

Because of small differences regarding the diameters ratio (de/di  1), the residual internal

stresses at the inner of a hollow specimen present close values with those existent of its outer

surface since a symmetric distribution of stresses occurs. A method to compute the stresses

existent at the outer surface of the ring, is the string measure method, Willems [6]. According to

this method, the residual internal stresses can be computed after, beforehand, the string length,

formed as a result of its radial cut, has been measured.

As a result of experimental determinations of residual internal stresses introduced in specimens

manufacturing process, the following conclusions can be drawn: the maximum value of residual

internal stresses can be found in the outer plies of the tube specimens; the residual internal stresses

decrease in neutral fiber direction; there were no differences between the residual internal stresses

determined in left, middle and right rings of the specimens.

FIGURE 1. Distributions of residual internal stresses introduced in the manufacturn ing process of 

two types of tube specimens
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The superiority of metallic square honeycomb cores over competing metallic topological designs

for uses as structural elements in sandwich panels has been established by research done by Cote et

al. (2004) [1].

Composite square honeycomb cores have the potential to achieve much higher specific

strengths than those of their metallic counterparts. Carbon fibre honeycomb cores constructed from

woven fibre materials have reached peak strengths of over twice that attained by metallic cores. A

route for fabricating these core structures has been developed, using a micro-milling technique.

A combined experimental, analytical and numerical modelling study was performed. The

compressive response (out of plane) of the honeycombs was measured and the failure modes

captured and determined. X-ray tomography has been used to capture the internal structure of the

specimens, and hence the failure modes of these structures, Fig. 1. Parameters investigated are the

relative density, cell aspect ratio, fibre weave orientation and the number of cells.

FIGURE 1. Sections taken though a carbon fibre honeycomb using x-ray tomography, showing a

microbuckle running across the width of the specimen.
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The object of the study is the quantification of the Notch Root Opening Displacement (NROD) and

of the extent of the damage zone developed around a pre-existing notch, in an effort to define ad

relationship between these two quantities that could be used as failure criterion for modern

particulate metal matrix composites (MMC’s). The study is carried out experimentally with the aid

of a complex including a Scanning Electron Microscope (SEM) and an Electron Probe

Microanalyser (X-ray EPMA) measuring system. The on-load, i.e. the ‘dynamic’ NROD-

experiments, were possible by means of a special servo-stepping motorized tensile stage attached

inside the chamber of a S4-10 Cambridge Stereoscan Electron Microscope. The in-situ SEM

‘dynamic’ NROD-data collections were performed by a TV-frame grabber-video processor system

at a given magnification of about 133x. In this way it was possible to ‘catch-up’ the critical

(ultimate) NROD of the notch just before the final cracking of the specimen. The direct

measurements of the NRODs were carried out on the photographs taken by means of a magnifying

digital-optical ‘x-y’-micropositioner, leading thus to an effective working magnification of about

2400x.

The quantification of the dimensions of the damage zone was achieved by means of the X-ray

electron probe microanalysis technique, a new semi-quantitative experimental approach for

measuring the local damage distribution [1]. The method is baset d on the fact that during the

inelastic scattering of the beam electrons in a solid specimen, two kinds of X-rays are generated:

continuous X-rays and characteristic X-rays. Depending on the critical excitation energy, certain

characteristic X-rays are generated over a substantial material volume fraction of the interaction of

the electron beam with the solid. In order to predict the depth of X-ray production (penetration),

the electron penetration range also called electron range, must be known. Based on experimental

results concerning the X-ray production and electron range, the following mass-range equation for

X-ray production has been introduced [2]:

(1)

In Eq.(1)  is the mass density of the solid, RxRR  is the measure of the depth of X-ray generation

(in μm), E0 is the operating voltage on the SEM (in KV) and Ec is the critical excitation energy (in

KV) for a given characteristic X-ray wavelength for the element in the solid. From the above

statements one can expect variations of the detected X-rays due to changes in the actual local mass

density of the real solid. The electron probe of the SEM can be easily chosen so as to have optimaln

spatial resolution. In this manner one can detect local or very localized variations in the X-ray

signal and the corresponding changes in the local mass density which are connected with changes

in the micro-cracking field. For this purpose the technique of the electron probe microanalysis

(EPMA) was used with the aid o a WDX-210 microspec unit, attached to the SEM [3].

In this context an operational local damage distribution function, D(x), is introduced as:

1 7 1 7
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(2)

where  is the X-ray intensity from  the damaged field and  is the X-ray intensity from the undamaged

one. In the same manner, an operational total damage degree, , is introduced as:

(3)

where xd is the corresponding process zone length.

The materials used were the BP 8090 Al-Li metal matrix composite which is reinforced with 17% per

volume of fine SiC particles of dimension ~0.3x10-6 m [4] and the respective alloy. The material after

machining was subjected to heat treatment at 550 oC for 90 min and, then, oil quenched according to the

manufacturer’s instructions. The mechanical behaviour of the material in its heated form is proved to bef

adequately described by an equation of the form [4]:

FIGURE 1: The reduced NROD versus the remotely applied reduced stress.

(4)

In Eq.(4)  and  represent the stress and strain, respectively, while the overbar is used to denote ther

equivalent quantities according to the von Mises criterion. E denotes the elasticity modulus and y is the yield

stress. Finally a, b are constants defined numerically from the experimental data [4].

For the needs of the study, a series of uniaxial tension tests were carried out with Single Edge Notched

(SEN) specimens. In each specimen an initial notch of length o and inclination  was machined using a diamond

disk of thickness 300 m. The analysis of the results revealed an exponential increase of the NROD with

increasing load as it is shown in Fig. 1. A similar behaviour is exhibited by the damage parameter as obtained

by Eqs. (2,3). Thus after suitable calibration a relationship between NOD and damage is obtained yielding an

easy-to-use failure criterion for the case of pre-notched MMCs.
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The maintenance of aeronautic components is an important issue for military aircrafts. Fatigue

damage generates crack initiation and growth which reduce the aircraft lifetime. For about thirty

years, composite patches have been widely used to repair aeronautic structures [1]. An alternative

to repair is to reinforce components before appearance of cracmm ks. Such composite patches are

bonded around the highly loaded zones, such as fuselage skins [2]. They enable to avoid or to

delay the initiation and growth of fatigue cracks by decreasing thf e stress levels existing in the

critical parts of structural components. From the fatigue point of view, a low decrease of the stress

level in the considered zone may significantly increase the residual lifetime of the structure. It is

therefore necessary to characterize the beneficial effect of composite patches in terms of extension

of the aluminium substrate lifetime and to test small structures reinforced by a composite patch to

validate the software developed to predict structures lifetime extension. This software is based on

the use of cumulative damage models and multiaxial fatigue criteria. The aim of this work is to

evaluate the actual lifetime increase of some aluminium specimens reinforced by composite patch

and subjected to different loadings.

The specimens are made of aluminium 2024-T3 reinforced with prepreg system 914 T300

(epoxy/carbon composite) bonded on both sides. They have been cut by water jet and then milled.

In some cases, the composite patches have also been milled simultaneously with the aluminium

specimen (specimen b).

FIGURE 1. Two types of reinforced aluminium specimens

The first part of the study aims at evaluating the influence of the composite patch milling upon

the lifetime results. Two types of reinforced specimens (see Figure 1) are tested with the same

2T7. Damage Assessment
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maximum uniaxial tensile load (11 500N). For this load level, the observations carried out during

fatigue tests and the comparison with the aluminium fatigue data indicate that fracture occurs first

in the aluminium substrate. The adhesive fails straightaway afterwards under shear stress.

Table 1 sums up the experimental data. Milling the composite patches strongly affects the

lifetime of the aluminium specimen. It is 40% lower than the one obtained for specimen (a) which

patch is not milled. In both cases, the life extension of the specimen is important: the mean life

ratio of specimens (a) and (b) are equal to 11 and 7 respectively with respect to the mean life of

specimens without any patch.

TABLE 1. Lifetime results for the two kinds of reinforced specimens

(loading ratio R=0, maximum force Fmax = 11 500 N).

The second part of the study investigates the behaviour of the patched specimens in case of

higher load levels. As a shear stress concentration exists in the tt adhesive [3] and because of the

ultimate shear stress of the adhesive, this latter should fail before the crack initiation within

aluminium substrate. As a consequence the life extension of the specimen will depend on this

phenomenon.

In the third part of the study, some fatigue tests are performed on small structures reinforced by

composite patches and to verify the good agreement between the experimental lifetimes observed

during the fatigue tests with the predicted lifetimes given by the fatiff gue assessment software

developed in this study.

These three issues about the lifetime extension of the specimens and the validation of the

software will be discussed in the presentation.
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Mean fatigue life (cycles) Standard deviation (cycles)

Specimen without any patch 41 000 4 400

Specimen (a) 452 700 134 700

Specimen (b) 292 100 35 700
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The dynamic response of structures and materials to high strain-rate loading is of great interest in a

variety of civilian and military applications.As well recognized, the main differences between the

dynamic response of structures under high strain rates and the static response are attributed to two

dynamic effects: the inertia effect (wave effect) and the strain rate effect. The former is studied by

wave propagation in various forms, either explicitly or implicitly, and the latter has promoted the

studies on all kinds of rate-dependent constitutive relations and failure criteria.

The difficulty lies in that the wave effects and the strain-rate effects are usually coupled. In

fact, without knowing the dynamic constitutive relation of material the wave propagation can not

be analyzed, since the constitutive relation of material is always one of governing equations of the

problem. On the other hand, for studying dynamic constitutive relations and failure criteria of

materials at high strain rates, the wave propagation either in testing facilities or in specimens

should be taken into consideration.

Moreover, if the deformation is large enough, then a deformation process ofn  material is usuallyf

accompanied with an evolution of internal damage, which will finally lead to dynamic failure of

material. The complexity lies in that the deformation process and the damage evolution process are

also coupled or interactively related. Because, on the one hand, the damage evolution is usually

dependent on stress/strain; while on the other hand, the damage evolution will in turn influence the

stress/strain response of material. Thus, the experimental study on the dynamic evolution of

damage under impact loading, and consequently on the dynamic constitutive relation of materials

taking account of the dynamic damage evolution, has become one of research frontiers in the new

century.

For two kinds of polypropylene-polyamide (PP/PA) polymer blends which are compatibilized

with two different compatibilizers, the dynamic evolution law of internal damage and the

associated non-linear rate-dependent constitutive relation are investigated in the authors’

laboratory under a wide range of strain rate from 10-4 s-1 up to 103 s-1, by using both the

INSTRON Servo-hydraulic Testing Machine and the Split Hopkinson Pressure Bar (SHPB).

Since any internal damage following a deformation process, in whatever form, is not easy to be

measured directly and described quantitatively in macroscopic level particularly at high strain

rates, the change of elastic modulus of the specimen experienced a certain dynamic deformation is

firstly measured to approximately characterize the macro-damage D=1-EDE /E// 0, where EDE is the

elastic modulus of the damaged material and E0 the initial elastic modulus of the undamaged

material. In practice, the final strain of each specimen is controlled respectively in the experiments

under different strain rates. Considering that the accurate and reliable determination of the

dynamic unloading elastic modulus of specimen during a SHPB test is still an unsolved problem,

the moduli of specimens after impacted test were then staticmm ally measured. The experimental

results show that for both PP/PA polymer blends the damage D begins to grow only after a threshold

strain th (4%< th<6%) is reached, and then it increases with both stain and strain rates, D=D= ( ,

).
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The above investigation is based on the assumption that a linear elastic deformation stage exists in

the initial loading process and the unloading process, such as for an elastic material or an elastic-plastic

material with elastic unloading character. However, for polymers or polymer blends which are known asr

visco-elastic materials, strictly speaking, the elastic modulus in the sense of elasticity does not exist. So a

further study on D=D= ( , ) for visco-elastic material is required from another approach based on visco-

elasticity. Thus, the damage-modified visco-elastic constitutive response at high strain rate is identified

for both polymers blends mentioned respectively, by combining the SHPB technique with the BP neural

network technique, without any pre-assumption of constitutive model. In practice, based on the SHPB

experimental data which are used as appropriate input/output of BP neural network, both the dynamic

constitutive response of undamaged material (when < th), and the dynamic constitutive response

taking account of damage evolution (when > th), are determined. Then, by comparing those two

sets of results, the influence of the dynamic damage evolution on the dynamic constitutive behavior foraa

the polymer blends tested can be obtained. In other words, thd e dynamic rate-dependent law of damage

evolution and the dynamic damage-modified constitutive relation can be finally obtained. 

The results obtained for the polymer blends compatibilized with two different compatibilizers

are compared, and it is found that the damage evolution in the polymer blend compatibilized with

PP-g-MAH (polypropylene grafted with maleic anhydride) is quicker than the polymer blend

compatibilized with TPE-g (thermoplastic elastomer grafted with maleic anhydride) in high strain

rates, so the latter is recommended for using in the impact loading condition.
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Local determination of Young’s modulus and hardness is performed through microindentation on ar

longitudinal section of a semi-hard copper sheet, which was broken in a tensile machine.

(i) the shorter the distance between the measured point and the fracture, the higher the hardness;

(ii) local variations of Young's modulus in the neighbouring of the fracture gives access to local

damage variations. Using an inverse method, yield stress and strain hardening coefficient are

evaluated in the localized neck.

For Lemaitre and Chaboche, damage can be evaluated through Young’s modulus variations

[1]. In case of damage, the measured Young's modulus E’ is lower than ’ E the nominal one:E

E’ = (1 -’ D) E (1)

Indentation tests have already been used to identify damage law of a tensile test specimen [2,

3], but it was based on microhardness measurement associated widd th a phenomenological model

assuming that, in case of no damage, microhardness is proportional to the flow stress with a shift in

strain, induced by the hardness indentation.

In the present paper, damage is deduced from Young’s modulus variations determined by

microindentation. The specimen was cut in a 0.8 mm thick semi-hard copper sheet which was first

tested by a tensile machine till fracture along direction x. The specimen was then cut and polished

on the section ((x,z) plane, with z normal to the sheet surface). Indents were performed with a

Berkovich tip, on the (x,z) section, at different distances from the fracture. Variations of Young's

modulus E and hardnessE H were measured versus the distanceH d to the fracture. Results ared

reported in Fig. 1, where error bars are equal to +/- one standard deviation, estimated on 4 to 6

indents (except for d = 20 and 100 μm, only 2 measures). For d comparison, data obtained (5 tests

average) in undamaged zone (called “E bulk” and “H bulk”) are plotted in Fig. 1 at an arbitrary

distance to the fracture equal to 40 000 μm. Damage was evaluated through Eq. 1 and can be

estimated up to 60 % (E = 53 GPa for E d = 10 μm and d E = 140,3 GPa for E d = 600 μm). Due to workd

hardening, the shorter the distance between the measured point and the fracture, the higher the

hardness [4, 5]

An inverse method [6] was applied to evaluate the yield stress y and the strain hardening

coefficient n from 820 nm deep indents performed with a spherical tip (radius = 10 μm). Results

are plotted in Fig. 2-3. Values called “Ref.” were obtained by a tensile test experiment. For the

moment, the extracted values for y and n are more to be considered as orders of magnitude than as

exact values, nevertheless the tendencies are interesting. If for n, no clear tendency can be drawn

(Fig. 2); y increases when decreasing d (for d d between 30 μm and 2 mm), probably due to thed

strain hardening (Fig. 3). But for d = 10 μm, the extracted d y value begins to go down. This can be

attributed to the effect of the strong damage.
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FIGURE 1. Young’s modulus and hardness versus distance to the fracture.
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Previous experiments related to the strength of adhesively bonded joints composed of glass fiber

reinforced polymer (GFRP) pultruded adherends (Vallée et al. [1-3]) indicated that, even using

enhanced mathematical methods on the basis of a fully linear mechanical model, a gap of around

10% between predicted and experimentally gathered joint strengths remain. 

One reason invoked in [3] were i) possible damages occurring by microscopic defect

accumulation (micro-cracks or cavitation) and/or ii) a possible non-linear behaviour of the GFRP

material at higher stresses, beyond those that could be reached by testing samples of a size of

40mmx40mm.

Regarding assumption i), even though the authors did not notice any visible cracking up to

failure when inspecting the lateral faces of the bonded splice, which certainly does not exclude

microscopic damages to have occurred before failure. Such small damages, which are almost

impossible to detect, especially considering that the explosive failure of the bonded joint does not

allow any post-failure inspection, lead to a localized softening of the composite material.

FIGURE 1. Typical brittle and explosive failure of a bonded joints composed of pultruded 

adherends (filmed at 2000 fps)
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Acoustic Emission (AE) is a non-destructive test method capable of detecting microscopic

damage types in composites (see, e.g., Bohse [4]). In the frame of the investigation presented here,

this technique was used to record AE signals during tensile loading up to failure, in a series of nine

adhesively bonded double-lap joints composed of pultruded adherends. The AE behaviour was

analysed with respect to the load levels and the relation between AE signals and type of damage

mechanisms investigated. 

In the present investigation, acoustic sensors have been fixed on the adhesively bonded joints,

close to the location of failure, to monitor the acoustic emissions over the whole loading process,

up to failure. This data has then been analyzed in relation with the load-displacement data to

identify micro-damages. These observations have then been refined by looking at the time-

frequency spectra to identify typical damage mechanisms leading to the failure of the joint.

Based on the results obtained by AE, a refined Finite Elements Analysis was performed which

included the stress redistribution due to micromechanical damage that improved the quality of the

joint strength predictions.
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The paper mainly presents an impedance-based technique and also a guided wave method to detect

and localize the same incipient damages in structures, respectively. The impedance-based

technique utilizes the direct and converse electro-mechanical impedance properties of bonded

piezoceramic (PZT) patches which serve as actuator-sensors. The interaction between a PZT and

its host structure can be described by using a simple 1-D vibration model. A longitudinal wave is

applied to the structure by the special arrangement of the PZT pairs, Park et al. [1]. The guided

wave method needs high-frequency wave propagation for achieving the necessary time and space

resolution to detect and localize the incipient damages instead of the electro-impedance obtained

by the efficient impedance analyzer. To check the time-of-flight of the wave the damage is

localized. Results of several experiments presented show high sensitivity and reliability of the

guided wave method, Giurgiutiu et al. [2]. Based on the electro-impedance based technique and

the guided wave method, a large number of experiments are conducted.xx  Additionally, the

applications of the wavelet transform to detect incipient damages are also presented by means of

several simulated examples. The numerical method requires only the response of the damaged

structure. When the suitable wavelet is selected, the ability of wavelet to detect and localize the

damages is verified.

In the high frequency range, the electro-impedance-based technique with PZT is very sensitive

for evaluation of the incipient and small damage, such as the bolt loosening, small cracks and

holes. Fig. 1 shows that specimen 1 is the aluminum plate of 1000mm length, 25mm width and

2mm thickness with twenty-five 4mm diameter holes. The holes are fastened with using twenty-

five 4mm diameter bolts and nuts with gaskets. Two pairs of PZT1, 1" and PZT2, 2" are bonded to

the two ends of the plate, as shown in Fig. 1. To simulate the damage, one bolt is loosened from 3

N.m to 1 N.m and then 0 N.m at a randomly desired location while all the rest are maintained in a

tightly screwed position by 3 N.m torques. Simultaneously, the bolt is loosened from 3 N.m to 1

N.m and 0 N.m separately to simulate the extent of bolt loosening at the specific location. Fig. 2

shows that the specimen 2 is the aluminum plate of 490mm length,m 25mm width and 2mm

thickness with a hole. The pair of PZT 3, 3" is located at the right end of the plate. To simulate theaa

damage, the diameter of the hole varies from 3mm, to 6mm and then 9mm, respectively. Fig. 3

shows the specimen 3 that has the same specification as specimen 2. However, the damge isff

simulated as a crack with different length, i. e. 3, 6, 9, 12, 15, 21, 22mm, respetively. For each step,

with respect to the specimens 1, 2 and 3, the admittance of the healthy and damaged conditions are

measured by using the impedance analyzer HP4192A, respectively. Therefore several indices are

presented to assess the different simulated damages, such as RMSD (Root Mean Square Deviation,

Cov (Covariance), and CC (Corrrelation Coefficient), etc.



144 Yong Hong et al.

For the specimens 2 and 3, the guided wave method is also presented by using the HP

Osciloscope and the HP Function Generator. The guided wave method needs high-frequency wave

propagation for achieving the necessary time and space resolution to detect and localize the

incipient damages. To check the time-of-flight of the wave, the damage is localized. The results of

the guided wave method with respect to the specimens 2 and 3 are compared with those obtained

by the electro-impedance based technique. Additionally, the applications of numerical simulation

of the wavelet transform to detect the hole and crack in the specimens 2 and 3 are discussed. The

simulation results show strongly the consistency of the localization of the damage.

FIGURE 1. Specimen 1 with a simulated damage of the bolt loosening

FIGURE 2. Specimen 2 with a simulated damage of a hole

FIGURE 3. Specimen 3 with a simulated damage of a crack.
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In-plane ESPI strain rate measurement during a tensile test is used to determine plastic strain in a

semi-hard copper sheet specimen during the localization process in the neck. The width of the

localization zone is deduced at several steps of the experiment.

An in-plane ESPI set-up [1] was used to measure strain rate on a 0.8 mm thick semi-hard

copper sheet specimen during a tensile test [2, 3]. The strain rate between two points  and  is

[3]:

, (1)

where  is the average strain,  is the time elapsed between the two pictures,  is the

relative displacement,  is the distance,  is the number of interfringes,  is the sensitivity,

is the scaling factor,  and  the coordinates of the fringes. Strain rates were measured in three

different zones (Fig. 1) during the test, results are plotted on Fig. 2. Applying Eq. 1, strain rate can

be extracted along line 314 (Fig. 1), results are gathered on Fig. 3.

In order to be able to determine accurately the width of the strain rate peaks of Fig. 3, the

curves were fitted with Lorentz functions (Fig. 4), which can be written:

, (2)

where  is the maximum of  and  the peak width. In the case of Fig. 4, the integral width is

equal to 4 mm, that is 5 times larger than the sheet thickness (0.8 mm) and from 3 to 5 times larger
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than the shear band. Consequently, the zone where strains are localizing is much larger than the

shear band, even if it is decreasing during the experiment.

Moreover, an evaluation of the total strain can be deduced by integrating the strain rate curve

of Fig. 2. Values are plotted on Fig. 5 and compared with those found with a classic white light

grid method. The advantage of the integration method is its capability to t determine the strain when

the grid's method cannot any more.
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The aim of this paper is to study the effect of the tensile plastic deformation on the microstructure

parameters of the 15Kh13MF and 25Kh1M1F steels, and to establish the relationship between the

material hardness, microhardness and the dislocation density and plastic strain. The above steels

are used for manufacturing bimetallic rolls of billet continuous casting machines [1].

Specimens (5 6 30 mm) were cut out from a bimetallic roll band along the axial direction and

subjected to uniaxial tension loading at a temperature of +6000 corresponding to the temperature of

the roll surface at the area of contact with the slab billet. Tests were performed on a servo-

hydraulic machine of the type STM-100 equipped with an IBM computer.

After fracture of specimens, the hardness and microhardness were measured, and the

microstructure was studied depending on the specimen necking . The hardness was measured on

a Super Rockwell hardness meter at an indentation load of 150 N. The microhardness wasf

measured on a PTM-3-type device at an indentation load of 0.1 N. The specimen microstructure

was studied on a transmission electron microscope TEM-125K using the thin-foil method. Objects

for the microstructure study were cut out from the necks of the failed specimens. The dislocation

density was measured within the low-angle boundaries and subboundaries from the analysis resultsa

for the azimuthal disorientation of the microdiffraction pattern reflf ections [2]. For each of the

points, 25-30 measurements of the hardness and microhardness were made.

Steel 15Kh13MF belongs to steels of the ferrite-martensite class. The microstructure of steel

15Kh13MF is a lath dislocation martensite which contains a high percentage of ferrite, massive

inclusions, carbide precipitates and dispersed precipitations. A high crack growth resistance of

steel 15Kh13MF is caused by the presence of dislocation boundaries of the lath martensite, a

considerable dislocation density in laths, the pining of dislocations due to the atoms of alloyed

elements and dispersed precipitations, the locking of dislocation migration by inclusions.

Steel 25Kh1M1F belongs to steels of the pearlitic class. Electron-microscopic studies revealed

the presence of the structurally free ferrite, pearlitic colonies that are located in different parts of

ferritic and pearlitic grains. Cementite plates in pearlite have various shapes and dimensions. By

evaluating the dispersion of cementite plates, the structure can be classified as a sorbite. 

Electron-microscopic studies of the specimens of steel 15Kh13MF after tensile deformation

revealed the changes in the morphology of the dislocation structure, in particular, both the

fragmentation of laths of the martensite and the out-of-parallelism of dislocation subboundaries

increases and the distance between them decreases. It was also revealed the increase in the angle of

disorientation between the structure subboundaries and laths of the dislocation martensite as

compared to the initial state of the material. At high plastic strains, the formation of microcracks

and pores that are primarily nucleated near the “massive” inclusions was observed. A great number

of reflections and their blur on microdiffraction patterns of microcrack regions are indicative of the

decrease in the distance between the low-angle boundaries and a continuous disorientation.

~
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The study of the microstructure of steel 25Kh1M1F after tensile defoKK rmation revealed the

formation of a great number of separate dislocations in the ferrite,aa decrease of the distance between

the subboundaries of the ferrite structure, the formation of a cellular dislocation structure, whereas

at high plastic strains, the formation of a fragmented structure was revealed. In pearlite areas of thisd

steel, the break-down of the cementite plates into separate fragments was observed.

The quantitative analysis of the dislocation density shows that with increasing actual necking

of the specimens of steels 15Kh13MF and 25Kh1M1F the dislocation density within the low-angle

boundaries increases according to linear relationships. The dislocation density in steel 15Kh13MF

increases more intensely, which is due to a high energy intensity of the deformation caused by

distinctions in the transformations of dislocation substructures.

The linear dependences of variation in the hardness and microhardness on the actual neckinga

of the specimens of steels 15Kh13MF and 25Kh1M1F were obtained. The hardness and

microhardness of the above steels increase with increasing plastic strain. In this case, steel

15Kh13MF is hardened more intensely, which is caused by more intense increase in the

dislocation density in this steel. The increase of the microhardness due to strain hardening can be

explained mainly by two reasons: the formation of the intragranular substructure that fulfils the

role of additional barriers and the increase in the disorientation of the boundaries of the structure

components existing in the initial state of the material [3].

Based on the obtained experimental data, the correlation relationship was established between

the dislocation density within the low-angle boundaries and the hardness and microhardness of the

15Kh13MF and 25Kh1M1F steels plastically deformed in tension.

References

1. Adamov I.V. and Khyt’ko. Durability of rolls with two-layer cast sleeves in slab CCM.

Metallugicheskaya i gornorudnaya promyshlenost, vol. 3, 31-33 (2001).

2. Novikov I.I. Defects in the Crystalline Structure of Metals, Metallurgiya, Moscow, 232 p.

(1983).

3. Koneva N.A. and Kozlov E.V. Physical nature of the stage character of plastic deformation.

Izv.VUZov. Phyzika , vol. 2, 89-108  (1990).



2T7. Damage Assessment 149

EXPERIMENTAL CHARACTERIZATION OF DUCTILE DAMAGE USING

NANOINDENTATION

C.C. Tasan1,2, J.M.P. Hoefnagels2, R.H.J. Peerlings2 and M.G.D.Geers2

1The Netherlands Institute for Metals Research (NIMR),

PO Box 5008, 2600GA, Delft, The Netherlands
2Eindhoven University of Technology, Department of Mechanical Engineering,

PO Box 513, 5600MB, Eindhoven, The Netherlands

c.tasan@tue.nl

In most types of sheet metal forming processes, such as drawing, stretching and bending

operations, necking is the primary limiting factor in derr fining safe forming regions. However, it is

also observed that, material failure can occur without any significant neck formation especially for

non-traditional materials with relatively low formability, such as some aluminum alloys and high

strength steels, [1]. The mechanisms of such failures are not very clearly identified but it is

believed that internal damage is an important parameter in these occurrences (Fig. 1).aa

FIGURE 1. Safe forming regions as defined by Marciniak [2]

The micromechanisms that are responsible for damage formation and evolution are relativelly

well understood. Based on this understanding and on phenomenologies, continuum damage

models have been proposed in the literature and implemented forming simulations. [3] However,

these models require damage growth relations and parameters for which experimental

identification is required.

Several methods have been examined during the past decades for this purpose; both direct

measurement of the crack area and also indirect measurement through other material properties

such as variation of density, propagation of ultrasonic waves, change in electrical resistance,

stiffness, hardness, acoustic emission etc. [4] 

Among these methods, microindentation analysis appears to be the most promising [5].  It has

been established experimentally and theoretically that hardness is related linearly to yield stress.

So following Lemaitre's [3] approach one can quantify damage comparing the microhardness ofaa

the damaged material, H, with the microhardness of the undamaged material, H', by using the

following formula:
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(1)

The main objective of this work is to assess the potential and limitations of this method use this

method to characterize different alloys.

 For this purpose, tensile tests were conducted with interstitial free and dual phase steel

specimens. The local strains at the surface were measured using an image correlation software

(Figure 2) and nanohardness tests were carried out along the specimen surface. Specimen surface

preparation prior to the nanoindentation experiments was done with great care: surface roughness

was measured with confocal microscopy, the amount of material removal was monitored via SEM

analysis and the amount of hardening due to specimen preparation itself has also been taken into

account. Nanoindentation experiments were carried out also in the Continuous Stiffness

Measurement (CSM) mode, therefore the variation of hardness with the depth of indentation is also

measured. 

Obtained quantitative results are compared with the results obtained inh SEM analysis of then

same specimens. It is seen that the nanohardness method is an effective method in quantitative

ductile damage measurement.

FIGURE 2. Mises strain measurement of a tensile test specimen with image correlation. Indent 

locations are also shown on the specimen
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The effect of applied compressive/extension stresses, s (s = 0.6S to 95S, where S is the resolved

shear stress) and stress rates (10 to 106 MPa/sec) on dislocation dynamics was investigated in pure

NaCl and InSb single crystals in the temperature range T = 4 10-3 to 0.945 Tmelt , Tmelt is thet

melting point. The general damping character of dislocation unpinning, motion and multiplica-tion

(work hardening of crystals, WH) under creep and interrupted loadings manifests in the ul-timate

mean path lengths of individual dislocations (UMPID). Having covered a certain UMPID

determined by crystal prehistory and test parameters, the dislocations exposed to successive ex-

hausting multiplication and then fracture thus forming point defects, slip lines, slip bands, sub-t

grains, grain boundaries, nano- and microcracks, macrocracks in series in all the materials [1-2].

The first important finding of this work is the fact that the dependences of the UMPID versus

creep, impulse, impact and shock wave stresses, temperature and impurity concentration are to-

pologically similar to the conventional macroscopic strain-stress WH curves for the same crys-tals

and test parameters. As for microscopic stresses for dislocation motion and multiplication the

concentration dependences of flow stresses under fixed strains or fracture stresses at low and ultra-

low temperatures and strain rates [2-4] are similar to the same dependences of impact/shock wave

stresses and stress rates at normal and elevated temperatures [4-6]. The climb, dislocation cross-

slip and athermal bowing mechanisms are confirmed by the same so-called “memory ef-fect” at

low (Figs 23-24 in [7]) and ultra-high (s~ 48S, [8]) stresses and stress rates, because dis-location

dipoles-debris are left in the wake of expanded dislocation loops along the whole defor-mation

WH curve. This means that the same micromechanisms  govern the dislocations and macroscopic

flow up to the flow stresses in nanostructured (NSC) and fractured crystals.

The second important finding is that the micro-/macro-WH varies nonmonotonously to crystal

softening according to the pulse length of the unloading (restore) time, and these V-formed de-

pendences are the same for micro-/macroscopic flow up to the extremely high values in NSC

crystals [9] and fractured oriented polymers [10]. The last fact and the similarity of the other fea-d

tures of deformation and fracture of crystals and polymers at various length scales corroborate the

universality of the mechanisms of plastic flow and fracture in crystals and polymers due to the

same elemental slips. The third finding of this work is the same quasi-linear correlation bet-ween

the starting stresses for dislocation motion, Sst, multiplication, Sm, and for the initiation of micro-,

Sf, and macrofracture, SF, in NaCl and KCl-KBr single crystals (this work), polycrystal-line ice,

metal alloys and YBCO ceramics (literature data). It is worth stressing that in the low range of

stresses (low WH, pure crystals or high temperatures) the crystals fractured in so-called “ductile’

mode irrespective of test conditions where dislocations demonstrated noticeable cross-slip, wavy

glide, while at higher WH stresses dislocation slip lines were straightened, cross-slips were

frequent and small, and their fracture mode was only ‘brittle’. These findings clearly evide-nce for

the key role of dislocation double cross-slip, climb and retardation thus forming various

dislocation structures during deformation modes. When the deformation modes had been exhaus-

ted the beginning of fracture modes (the nano-/microcrack initiation, their spreading and coagu-

lation into macrocracks) followed. This means that  the atomic-size cracks are the cores of dislo-
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cations, and they stop and unite one after another into nanosize cracks with the help of their close

spacing and cross-slip events at higher WH stages of plastic flow. In all tests new flaws origina-ted

at much higher stresses from the parent cracks that had initiated earlier, as well as the new-formed

flaws at new sites due to the stopped plastic zones around the tips of previous flaws or  new

sources of dislocation multiplication (due to concentrated local stresses) in the crystal bulk

The proposed chain of events clearly demonstrates that the mechanisms of plasticity and fracture have the

same origin as a sequential chain of  the WH deformation modes in crystals, the very beginning of which is

demonstrated in the work [1]. It is the above scaling of the parameters of deformation stresses and fracture justaa

with the dislocation multiplication one that points to the crucial role of dislocation double cross-slip and climb

mechanisms in all these processes irrespe-ctive of other experimental conditions. Moreover, it is clear that the

scaling of microfracture and  macrofracture stresses with each other and with the flow stresses strictly confirms

the crucial and inevitably key role of precursor and intermittent plasticity in nucleation, multiplication and coa-

gulation of initial atomic-size cracks into nano-cracks and so on. It is the applied stress and stress rate that

synchronize the successively lengthening of dislocation paths, slip lines and bands, cell walls and bands, etc.,

thus promoting the initiation and sequential spreading of  the waves of pla-stic modes under various kinds of

deformation [1]. The increase of the deformation stress and stress rate raises the production of point defects and

their clusters due to cross-slip-jog dragging, reduces the dislocation spacing in deformation structures, activates

the numerous new sources of dislocation nucleation and multiplication.f The above chain of events initiates

closer lay-out of cracks and nano-/micro-macrocleavage transitions between them, thus forming the special

struc-tures of fracture surfaces (the spacing, sizes, and the form of microcracks coagulated into the lar-ger

rupture structures, microcleavage steps, dimples and microvoids on fracture surfaces) up to the sample

explosion with the dust fragments at very high stress rates and stresses. The practical art of cleavage for various

crystals clearly proves that it is the parameters of dislocation cross-slip in precursor plasticity favors fracture

propagation and damage. It is well known that the cry-stals which are extremely hardened with high impurity

content, irradiation dose, very low tempe-rature of cleavage are cleaved much easier than the very plastic (soft)

ones. Second, fast cleavage mackrocracks are usually produced with extremely sharp chisel and with very rapid

and strong blow struck on the chisel (with high stress rate and stress) which has to be along the cleavage planes.

Only in these cases the preceding deformation is extremely hardened and localized, the dislocation bands are

straight, dense and very narrow (the lowest cross-slip heights and feebly marked climb of dislocations - the  so-

called ‘brittle’ fracture mode). But in the case of the soft crystals or very slow, weal and non-crystallographic

attacks with blunt chisel at the struck sur-face these opposite actions lead to much larger areas of crystal

deformation zones with all the signs of the crystal softening near the contact points. Here the dislocations aref

prompt to higher rare cross-slips which make the dislocation slip bands to be wide and diffuse. So, these

heavily deformed places have a high density of diffuse microcracks and micropores, which color dense ‘milk’

due to their intensive day-light scattering.The spacing of these cracks/pores is so large th// at they rarely unite

into macrocracks with rare dislocation cross-slips and hardly form the fracture surfaces. All the aboveff

statements are valid for the polymers and all other types of matter [2].
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It is interesting to note that the oldest failure criterion, that is the Coulomb one, covers from at

physical point of view all possible specific criteria in the realm of Continuum Mechanics. This

conclusion is based on the generality of its description (proper combination (( of shear and normal

stresses) and on the fact that it reflects both discrete and geometrically permissible modes of

failure activated during loading, i.e. slip caused by shear and cleavage caused by normal stresses.

Consequently, the pressure dependence of failure surfaces, emerging from the as above ‘proper‘

combination’, is inherent property of materials. It is clearly true in case of the so called Coulomb

or Prager materials but there is no qualitative argument to exclude any type of them, e.g. ductile

materials. 

In the present study the failure behaviour of brittle non linear elastic isotropic materials is

presented in a way imitating Coulomb’s approach, by means of the T-criterion of failure [1]. In this

criterion, stresses are replaced by the respective elastic strain energy densities, being independent

from post-yield strains. So, elastic strain energy densities, distortional TDT  for slip and dilatational

TV for cleavage failure, are inV troduced. Apparently, both quantitienn s act independently from each

other, but an inherent ‘communication’ is established between them as far as the development of

total strains controls their elastic parts through constitutive equations of the type:

(1)

Thus, by incorporating the general form of constitutive equations for non linear elastic,

isotropic materials, it is concluded that failure surfaces are unique (loading path independent)

when the secant shear modulus, GsG , depends only on the second deviatoric strain invariant, J2JJ ´, and

the secant bulk modulus KsK , of the material depends only on the first strain, I1, invariant,

respectively, i.e. when distortion does not depend on dilatatir onal strain energy density and

dilatation does not depend on distortional strain energy density. In this case and according to the

present approach, non linear elastic behaviour of materials leads to pressure dependent failure

surfaces only by the mere assumption that failure occurs when either the distortional or dilatationalr

strain energy densities take a critical value. This conclusion fits well with the observation that

materials exposing pressure dependent failure behaviour, such as soils, rocks, concrete etc. present

a high order elastic non linear behaviour.

The study is based on the principle of conservation of the total strain energy density rr T or,T

equivalently, on the path-independence of this quantity. In other words, it is asked for a vector field

 to satisfy the condition:

(2)

along a path .

In the general case, when GsG , and KsK , depend on both J2JJ ´ and I1, failure surfaces are not unique.

Various non linear elastic constitutive equations, especially those of higher order, result to a great

variety of failure surfaces, through the simple mechanism described by the T-criterion, a finding
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which may be of technological interest (Fig. 1). This may lead to improved strength of materials

through the selection of a proper sequence of loading/stretching paths. Here, the study is focused in

the behaviour of ductile materials and experimental evidence indicates promising agreement with

the theoretical predictions.

FIGURE 1. Dependence of failure surfaces on loading/stretching paths. Continuous lines 

correspond to ‘basic’ failure, obtained with straight loading paths. Small lines in both sides of the

basic failure lines are obtained with kinked loading paths. Haig – Westergaard coordinates system

( , ) is  used.
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There are two main characteristics of cushioning materials, such as expanded polystyrene (EPS),

that are required to design a robust protection of critical element against environmental hazards:

the attenuation of shocks as a function of the static load and the vibration transmissibility. The

effect of a shock on a hypothetical critical element is judged by a Shock Response Spectrum

(SRS). The Frequency Response Function (FRF) performs similar function in relation to

vibrations. This paper is concerned with the latter. Cushioning materials are generally non-linear

and, together with the interacting mass, form a non-linear dynamic system. Parker et al. [1,2], who

used the Reverse MISO method (Bendat [3]), have shown that a typical linear Frequency Response

Function is not able to adequately characterise the vibration transmissibility of cushioning

materials, in contrast to the R-MISO method. However, the R-MISO technique results in more

than one FRF term, which creates ambiguity in relation to the effect of transmitted vibration on the

critical element (Fig. 2). This paper proposes to resolve it, by analogy to the SRS, through a

numerical calculation of the Vibration Response Spectrum (VRS) for a hypothetical critical

element, using either experimental cushion response data or synthesised via R-MISO FRFs, as thet

excitation of the critical element. Values of the VRS are defined as the ratio of acceleration rms of

critical element to the rms of its excitation (Fig. 2), although other descriptors of critical element's

exertion can also be considered. Since the cushion system is non-linear, the excitation of the

critical element will generally be non-Gaussian (Fig. 1). A chosen hypothetical critical element can

be linear or, if its characteristics can be determined in advance, non-linear. In this paper

experimental data of vibration transmissibility for broadband excitation (5-100Hz) is used to

calculate the linear and the R-MISO non-linear FRFs. The measured cur shion response signal is

then used in a numerical SDOF model with an arbitrary damping ratio (0.05 in this case) to predict

the response of critical element.  The results for the EPS, subjected to the static load associated

with the optimum shock attenuation (5.2 kPa), are shown as an example of results.

FIGURE 1. Broadband excitation and cushion response and the corresponding PDF.

Fig. 2 illustrates that linear components of FRFs, either linear H1 or R-MISO, do not correctly

explain the location of frequency of maximum VRS, and that the contribution of the R-MISO

higher terms makes it clearer.

2T8. Dynamic Systems
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FIGURE 2. Comparison of the VRS with various terms of FRFs (max VRS at 27.25Hz).

FIGURE 3. Improvement of the Total Coherence in the R-MISO results.

FIGURE 4. Response of the critical element at 27.25 Hz (max VRS) and at 100 Hz.nn

Fig. 4 illustrates a near-Gaussian PDF for the critical element in the vicinity of maximum VRS.

At higher frequencies the PDF shape gradually departs from the Gaussian.
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Much of the mechanical damage to packages or products in shipment can be attributed to shocks

and vibrations encountered during transportation. These vibrations, which are generally random in

nature, can cause the shipment, or critical elements within, to resonate. This has the potential for

damage to or failure of the product due to the repetitive application of stresses.  It is therefore

imperative that the design of protective cushioning systems f takes into account the resonant

frequencies of critical elements within the product.  Conventionally, this is achieved by the

measurement of the linear Frequency Response Function (FRF) or transmissibility of the product/

cushion system.  However, commonly used cushioning materials can exhibit strong non-linear

behaviour. This non-linear behaviour is exacerbated when the cushioning system is placed under

high static loads.  Large static loads are often a result of attempts to minimise the environmental

impact (as well as the associated economical benefits) of packaging materials by reducing the

amount of cushioning material used.  Non-linear behaviour can have significant implications for

the design and optimisation of protective packaging systems, especially when trying to evaluate

the transmissibility of the system.

    This paper describes the application of a non-linear identification technique to investigate

the dynamic characteristics of cushioning materials and reveals that non-linear effects must be

taken into account in order to obtain true estimates of the system transmissibility and natural

frequencies. Packaging systems include several discrete mechanical components, which are often

non-linear.  This non-linearity adds to the challenge of describing and predicting the behaviour of

such systems.[2] Conventional spectral analysis techniques assume that the system adheres to the

additive and homogeneous properties of the excitation function [1]

   The technique developed in this paper is based on the Reverse Multiple Input Single Output

(R-MISO) algorithm introduced by Bendat and Piersol [3]. The principal concept of the reverse

non-linear dynamic analysis method is as follows:  An extensive class of single degree of freedom

(SDOF) non-linear systems, can be described by the non-linear differential equation of motion:

(1)

   Where F(t) is the force input and u(t) is the displacement output while m, c and k are the

system mass, viscous (linear) damping and stiffness coefficients respectively.  p(u, ,t) is the

general non-linear damping-restoring term [3].  The linear SDOF case occurs when p(u, ,t) is zero.

Analysing such a system in the usual (forward) way results in an excitation - response diagram

with feedback, this feedback term complicates the analysis, usually resulting in a time consuming

iterative solution process that is prone to serious errors [4].  If the system is analysed with the

reverse method, with the displacement output u(t) as the reverse mathematical input x(t) and the

force input F(t) as the reverse mathematical output y(t):

(2)

    The system can be represented as an excitation - response system without feedback.  This

concept can be extended to a multiple input system to yield the Reverse-MISO technique.

mu( t ) cu( t ) ku( t ) p( u ,u ,t ) F ( t )

m x t cx t kx t p( x , x , t ) y tkx t
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Figs 1-3 are the results of the R-MISO analysis of an expanded polystyrene cushion sample

that was subjected to broadband excitation between 5-100 Hzaa @ 0.40g rms using the inputs x,

x*|x|, x3. It can be seen from Fig. 1 there is a significant difference in the transmissibility estimate.

In Fig. 2 the Non-linear Frequency Response Functions show there is a contribution from the R-

MISO higher terms. Fig. 3 is the total coherence plot for the sample, note the contribution to the

coherence by the x*|x| input. The results confirm the contribution of the non-linear behaviour and

show that a consideration of the effects is necessary.f
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   The present study aims to apply the modal control tequnique[1],[2] which has been served for a

class of linear distributed parameter controls to multi-degree of freedom vibratory mechanical

systems[3].  By the design procedure for lumped parameter modal control systems, the active

vibration controls of machine tools, during machining operations, are to be realized.

The simple L-shaped beam structure mounted with two electromagnetic exciters (which work

as dampers) is expressed by the vibratory model taking eventually four natural modes into account.

The electromagnetic exciters[4] have developed to serve as vibration dampers which could

suppress harmful chattering phenomena of machine tools.  The exciters are small, that is,

117(H)×117(W)×69(D) mm of the size, and are lightweight, that is, 2.4 kg of the mass.  These are

easy to install for machine structuers and are easy to maintain in operation.

The basic experimental studies have attempted to verify hott w the control systems work for the

vibrations induced in the machine structure by means of the frequency responses using random

disturbance forces in kind[5].

In advance to the computer simulation, the root loci of the closed loop systems for the vibration

control have been investigated to clarify the effects of both the time constant ff T (msec) stemed fromT

the impedance of the exciting coils of exciters and the feedback loop gainf K.  Assuming a

controlled system with the single mode, the root loci of the characteristic roots of the closed loop

system with the accelleration feedback are depicted as to parameters T and T K.  For fifteen

combinations of the conditions of the computation, a pair of the best sets of the values, that is,

(K(( =4.1,KK T=5 msec) and (TT K(( =10,KK T=10 msec) is attained in the view point of the vibratoryTT

decrements, and it is seen that the performance of control is effected remarkablly by the value of T.TT

To estimate the parameters quantitatively, the computer simulation, MATLAB Simulink, for

the present modal control system (Fig. 1) has been carried out[6].  In the simulation, the feedback

compensator (s) is located in the feedback loop in the modal domain, and has such transfer

functions as 1(s), 2(s), 3(s) and 4(s) in its diagonals.  In addition to the case of the root locus,

the PID compensators are implimented for two exciters in the simulating system, and they have the

relative displacement signals, w1-w3 and w2-w4, as the inputs which are detected by the optical

reflex-type detectors built-in the exciters.

Two compensators must be able to stabilize the system bearing the vibration of which

amplitude happens unfortunetely to be in large, because the real system is different from the

present model and it possesses the nonlinearity due to the operating principle of electromagnetic

exciters.

Concluding Remarks

• The present modal control is the primary study for the class of multi-degree

of freedom vibratory system as the plan.
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• The electromagnetic exciters which are small size and are lightweight are adopted for the

active vibration controls.

• Although not expected in advance, the computer simulation results in success for modal

control system of all 4 natural modes by using 2 exciters (dampers).

      FIGURE 1. Schematic of modal control system by using electromagnetic exciters.
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In certain engineering materials processes (e.g. machining) the material is required to operate inaa

high temperature conditions where at the same time deformation occurs in a very small period of

time. In such cases the material’s mechanical behaviour can differ significantly from the behaviour

obtained by conventional quasi – static tension or compression tests. Hence, experimental data is

required that can describe the material’s behaviour under high strain rate (SR) and high

temperature conditions.

In order to investigate materials behaviour at high SR, several testing methods have been

developed over the last years. The most widely used technique for high SR testing is the Split

Hopkinson pressure Bar test (SHB). The SR that can be studied by the use of a SHB technique, are

in the order of 100 – 10000 sec-1. A classic arrangement of a SHB apparatus, presented in Fig. 1,

consists of a striker bar, an input and an output bar and a specimen located between the input and

output bar.

FIGURE 1. Classic SHB apparatus arrangement

During the experiment the striker bar impacts the input bar and produces a strain pulse (Fig. 2)t

to the system that is recorded by the strain gauges and is used to derive the material’s properties.

Analytically, by the impact, a compressive wave (incident) is created at the incident bar, which is

travelling along the bar towards the specimen; when this compressive wave reaches the incident

bar / specimen interface, a part of it is reflected back as a tensile wave, while the rest travels

through the specimen and transmitted to the output bar as a compressive wave.

FIGURE 2. Recorded strain pulses
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In order to obtain the material’s characteristics the tensile reflected and the compressive

transmitted waves are utilized. The three equations used to derive the strain rate (Equ. 1) and the

stress (Eq. 2) – strain (Eq. 3) characteristics of the material, out of the above mentioned recordeduu

pulses, are the following:

(1)

(2)

(3)

In the work the stress – strain response of a new 7 series, aircraft aluminium alloy under high

SR compression loading has been studied for strain levels up to 3000 Sec-1 at room temperature

(RT). In Fig. 3 the stress – strain curves for SR 1650, 2400 and 3000 Sec-1 are displayed alongside

with a tensile quasi – static, stress – strain material response. The Young’s modulus, yield stress

and ultimate stress obtained by SHB tests for the different SR were compared against theR

respective values from the tensile test. The comparison indicated that the increase of strain rate is

accompanied by an increase in yield strength of the material, as it was expected. tt

FIGURE 3. Stress – strain curves for 7 series Al at high SR in RT
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The Portevin-Le Châtelier (PLC) effect is an undesired behaviour of ductile alloysf consisting in a

regime of unstable plastic deformation. A relevant feature of this phenomenon is the repetitive

concentration of the strain in narrow regions, referred to as PLC bands, that resemble incipient

neckings. Depending on the loading conditions and on material factors, three different kinds of

band behaviour are traditionally distinguished in tensile tests: type A, a band moving with a

constant velocity as a regular and continuous propagation along the specimen; type B, a series of

stationary bands that emerge one beside the other at regular intervals in time and in space; type C,

stationary bands that emerge with a regular frequency but disordered in space, Hähner et al. [1].

Whereas this is a well established classification, the way in which a single band actually emerges is

still an open question, but only in the last years a few investigations could start to deal with this

aspect, Tong et al. [2] and Jang et al. [3].

The aim of the present work is the presentation of an experimental setup for the investigationtt

of the dynamics of band emergence. The system consists of a high speed camera that frames a

small area on the surface of a tensile specimen in order to acquire sequences of images with a high

temporal and lateral resolution. The camera is triggered by means of an optical extensometer that

frames the entire specimen and detects in real time the position of the bands. Each image sequence

is successively processed with a digital image correlation technique in order to calculate the steps

of strain distribution during the formation of the band. The setup couples than a global observation

of the phenomenon with an accurate measurement of the band characteristics.

This system was employed to investigate the PLC effect in a series of tensile tests on an

Al3%Mg alloy and permitted to achieve a new insight in the dynamics of band formation. It could

be observed that bands are local shear deformations along the direction of the maximum shear

stress and that type B and C bands, which are stationary and isolated, emerge with an extremely

rapid strain burst that initiates on one side of the specimen and thn en moves rapidly to the other side

in the mentioned direction. The duration of this process is around 5ms and some phases of this

evolution can be seen in Fig. 1. 

In a type A band the strain is concentrated in a propagation front whose movement has been

described until now as regular and continuous. Resolved in small temporal intervals, however, the

movement reveals a more complex progression mechanism: the front consists of a series of narrow

bands close to each other that move across the specimen as single type B-C bands. When a new

band enters the group, the front advances one step as dd schematically illustrated in Fig. 2. This

mechanism accounts also for a periodical variation of the angle formed by the band with the

specimen axis as the number of bands in the group is alternatively larger on the enter side or on the

exit side.
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FIGURE 1. The emergence of a type C band in a sequence of six strain mapsd

(specimen axis in longitudinal direction; framed area: 8x4 mm²; 

time interval between two steps: 1.1ms).

FIGURE 2. Interpretative model of the type A propagation as a succession of narrow bands 

moving in the direction of the maximum shear stress. 
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The response of a cantilever beam with non-linear characteristics of one-to-one resonant excitation

was investigated both experimentally and theoretically and the results from those two cases were

compared and analyzed. In analysis of the motion of a beam, Crespo da Silva’s motion equations

of beams and method of analysis was used. In the experimental investigation, we applied the

experimental variables found in the first, second and third mode of a cantilever beam to the

theoretical equations and performed the theoretical analysis. The characteristics of the first mode

of a cantilever beam with one-to-one resonant excitation obtained both in experiment and theory

was almost same as each another quantitatively. However, there was a slight difference between

the experiment and the theory qualitatively. (Figs 1 and 2). It seems to be a cause that the

experiment showed lower response characteristics than the theory because of the damping effects

in the system. It can be seen that in the first mode the response of one-to-one resonant excitation

was affected more by the effects of non-linear spring than by the effects of non-linear inertia.

FIGURE 1. The analytical amplitude frequency response of the 1st mode for ,

, ,  (in-plane and out-of-plane)

In the second mode, the experiment and the theory showed almost the same results. In this

mode, the effects of both the non-linear inertia and the non-linear spring together are well seen.

Thus, the out-of-plane motion over the in-plane motion is seen more remarkably in this mode than

in any other modes. In the third mode, the results from both experiment and the theory are very

different and the responses are different from each other both qualitativelyt  and quantitatively.

Thus, the third mode shows that the effect of the non-linear inertia is more remarkable than the

effect of the non-linear spring. Therefore, it is considered that the theoretical equations for the

higher mode than the third need correction in non-linear characteristics of response.
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2
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FIGURE 2. Frequency response curve for forward direction on the 1st mode (in-plane and out of 

plane response curve)
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In this study, the mechanism of pressure occurrence in Electrical discharge machining (EDM) was

investigated by Acoustic emission (AE) technique. AE wave was detected by optical fiber

vibration sensor during single pulse discharge. This paper describes some experimental results on

AE wave characteristics during single pulse discharge. The generation factor and propagation

characteristic of AE wave were investigated. Numerical analysis by using finite element method

(FEM) was adapted on the assumption that the AE wave was only depending on a force. In order to

investigate the effect of current behavior on AE propagation, the numerical analysis result using

the FEM and the experimental result along with the single pulse discharge were compared.

Figure 1 shows the experimental setup. The electrical discharges were made to fall on thin

plate. In order to make several s discharge duration, condenser circuit was applied. The current

flowing through the anode is monitored with a current probe. The applied voltage was 100V which

is defined by the charging voltage of the capacitor. Discharge interval time was controlled severalf

10ms by 1M resistance. Optical fiber vibration sensor was bonded on the thin plate. The optical

fiber sensor was located at the center of the thin plate so as avoid the effect of reflection of elastic

wave. AE wave which was detected by optical fiber vibration sensd or was changed to volt signal by

heterodyne interferometer [1-3]. Data acquisition and analysis were carried out with 10MHz

sampling rate. 

FIGURE 1. Experimental setup.

Based on the assumption that the AE wave was only depending on a force, the numerical

analysis result using the FEM [4] and the experimental result along with the single pulse discharge

were compared. 

Figure 2 show the results of comparing with FEM result and experimental one when plate

thickness was 1mm. Electrical discharge and input force duration was 1s. It is found that the

2T9. Fiber Optic Sensors
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behavior of detected waveform and simulated one is almost the saaa me. It was considered that the

pressure was occurred on the leading and trailing edge of current pulse, respectively.

FIGURE 2. Comparison with FEM result and experimental one

In order to investigate the effect on the leading and trailing edge of current pulse, rectangular

current pulse was made by transister circuit. As the results, burst AE wave was detected on ther

leading and trailing edge of current pulse, , respectively. It was considered that the factor of AE

wave occurrence during electrical discharge was mainly discharge current.
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Among dynamic strain sensor systems using an optical fiber as a sensing element [1], a FBG (fiber

Bragg grating) sensor in the intensity modulation scheme is known to be simple in structure, stable

in operation, and wide in dynamic range and frequency response while allowing us to observe in a

rather direct manner a waveform, i.e., amplitude and phase of a signal in real time [2].   When oneaa

wants to observe clearly a waveform of a small signal, however, various noises deteriorate the

signal and make it difficult to observe the waveform, which results in increase of ambiguity

especially in determining phase of the signal.

     In this paper, therefore, we propose a new method to clarify a FBG sensor signal for precise

measurement by reducing noises involved in the system.  The principle is based on the envelope

detection in demodulating amplitude-modulated signals.   Although the principle is applicable to

measurement of either mechanical vibration or sound pressure, we here demonstrate it in the case

of vibration measurement and present its results.

FIGURE 1. Experimental Setup.

Figure 1 shows the experimental setup for the proposed vibration sensor.   The laser output is

intensity modulated at 10.7 MHz by an EO (electro-optic) modulator and incident on a FBG

sensing element.  When the light is reflected back from the FBG, it is again intensity modulated by

dynamic strain caused by vibration.   The optical detection by a photodiode generates photocurrent

that consists of a dc component and 10.7 MHz component whose envelope is modulated by 5 kHz

mechanical vibration applied to the FBG.   Passing through a band-pass filter, an amplifier, an

envelope detection circuit and a low-pass filter, output signal of the sensor is obtained.
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FIGURE 2. Experimental Results.

Figure 2a and b show the experimental results obtained with and without using the EO

modulation and envelope detection technique, respectively.    It is seen from the figures that the

proposed method provides us with a clear and stable signal output though the output signal is

indistinct and its phase is ambiguous without it.   Dependence of the sensor on the vibration

amplitude is also measured and the linearity of the sensor is confirmed even in the proposedf

configuration.

     In conclusion, EO modulation of source light and envelope detection of the signal are

utilized for precise operation of a FBG vibration sensor.    It is successfully demonstrated that the

proposed method allows us to observe the signal much unambiguously compared to the case

without it.   The sensor still works with linearity.   The operation frequency range of the sensor is

limited by the bandwidth of the 10.7 MHz band-pass filter but much wider than that of the sensor

using the lock-in detection, with which the frequency range is limited to about 1 kHz [3].

Although we demonstrated the principle in FBG vibration sensing, it should also be possible to

apply the same principle to measurement of other dynamic parameter such as sound pressure inaa

water [4].
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The creep of the optical fibres were tested under static and cyclic loading were studied in this

paper. In static load creep test, the specimens are hanged vertically and divided into two groups.

The two groups are loaded with weights of 3N and 5N respectively. The gauge length of the

specimens is 0.5m. A specimen free of load is measured at same time to provide the reference to

compensate the influence of the temperature. The creep deformation of the fibers is measured for

every 24 hours (one day). The elongations of the fiber via the time are shown in Figure 1.

FIGURE 1. Creep of the optical fiber under static load

In this test a high-speed step motor is employed to drive the moving of the stage. The

specimens are stretched cyclically as the stage goes back and forward. The position resolution of

the stage is  and the loading frequency is 2Hz. The mean strain level was 0.5% in group 1 andn

0.75 % in group 2, and the strain oscillation amplitude was 0.25%. For each 10000 cycles the

specimen is removed from the stage and the length difference is measured by interferometer at

stress free condition. The tests are done in room temperature and humidity. Fig. 2 shows them

elongation of two groups of optical fibers after they are released from cyclic load. It can be seen

that the limitation of the elongation of the optical fiber was about 250mm/m (250 ). The

elongation of the fiber length is relatively larger at the beginning. As the increase of the cycle

number the length of the fiber tends to stable. This phenomenal is similar to that with static load.

mmm1
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FIGURE 2. The creep of optical fibers under cyclic loading

Because of the inconsistent deformability of the coating and the silica core (including the core

and cladding) in production process, there are residual stresses in the optical fiber. The residual

deformation of the core and cladding was released as the fiber undergoes cyclic loading or loadeduu

for a period time, the coating creeps and the residual stress is released. With the cycle number or

loading time increase, the coating creeps, residual stress gets smaller and smaller. The effect of the

coating gets weaker and weaker and the silica core determines the material properties of the optical

fiber, the silica core is a typical brittle material and no creep deformation in it.
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Material properties, loading, geometry and manufacturing processes are considered as the major

elements in fatigue design problems. The effect of geometry has always been one of the

challenging issues for designers to face with. The methodologies to transfer material properties

obtained from specimen fatigue tests to fatigue behavior of real components, where neither a

nominal stress nor a notch factor could be defined, have not been completely accurate or reliable.

Therefore, direct component testing, though time consuming and expensive, is often a necessity in

fatigue design. Contrary to specimen testing, which numerous standards have been developed for,

component testing is more a matter of designer’s practice. Various parameters such as simulation

of the actual service condition, collecting useful data, and correspondence of the test results to

analytical predictions determine the correctness and applicability of the conducted test. Based on

previous studies regarding fatigue testing of components [1-9], this article intends to provide a

step-by-step guideline to conduct fatigue testing, with a focus on automotive parts. Essential pre-

test, during-the-test, and post-test details are discussed. The guideline is implemented on sample

steering knuckles and connecting rods as example parts, and the challenges and shortcomings for

each test are investigated.

A flowchart of the developed guideline is illustrated in Fig. 1. This guideline is implemented to

two types of automotive parts from different manufacturing processes and representing different

service categories; forged steel and cast aluminum steering knuckles that are safety-critical

suspension components subject to large-amplitude fluctuations of load and forged steel andf

powder-metal connecting rods that are engine components subject to constant-amplitude loads.

The emphasis of this work is on elaborating the importance of performing the accurate test by

following a comprehensive guideline that precisely incorporates all the necessary experimental

details. Service identification, analytical evaluation, numerical simulation, test apparatus

preparation, and test monitoring are among the major steps pursued in detail for the variety ofa

components and service conditions. Finite element simulation of the component in real-life service

is recommended as a main tool to predict the critical locations as well as to configure the proper

fixtures and constraints in the test arrangement. Load-control tests are found to be sufficient testing

modes if accompanied by strain measurements to guarantee the accuracy of the test. The test

progress should be monitored for changes in displacement amplitude to detect crack initiation,

growth rate and failure. The results of this work will help component designers in both design and

optimization stages to limit the number of component tests by obtf aining reliable fatigue

performance data for in-service or to-be-designed components.

2T10. Fracture and Fatigue
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FIGURE 1. Flowchart for fatigue component testing.
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This text shows the design, validation and working of new experimental equipment. This set-up

allows the performance of mechanical test with vertical axis universal testing machines when the

specimens have to be horizontally immersed in aggressive liquids.

A practical implementation to determine liquid metal embrittlement is showed in this paper.

The design, validation process and the results obtained with the equipment for J tests using CT

specimens immersed in liquid Zn at 450oC are explained in detail.

The set-up consists of two inclined arms, jointed at the top with the universal testing machine

and at the bottom with two other horizontal arms attached to the specimen, as represented in Fig. 1.

The parts of the set-up are made of heat resistant steel.

FIGURE 1. Experimental set-up for testing in liquid Zn.

The set-up is placed on the upper part of a furnace designed for the maintenance of liquid Zn atnn

450oC. Furnace and set-up are put under the actuator of a vertical universal testing machine, as

shown in Fig. 2.
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FIGURE 2. Experimental set-up under the universal testing machine.

The experimental set-up can be used with fracture toughness specimens, such as CT or DCB,

and with tensile test specimens. For the specific device of Fig. 2 the load transmission wasff

measured, and a factor of 0,96 was to be applied to compensate the friction effect. This value was

obtained in the validation stage, which consisted of the performance of air tensile tests in a vertical

loading machine on the same material with the experimental set-up (specimen horizontally tested)

and without it (specimen vertically tested).

The results obtained in the characterisation of liquid metal embrittlement during the

galvanization of structural steel can be observed Fig. 3.

FIGURE 3. JI tests of the EN10025 S450J0 structural steel in air at room temperature, in air at 

450oC and in liquid Zn with the experimental set-up explained in this paper.
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The paper focused on the service loads and cumulative damage analysis. The description of the

service load contains: the examples of statistical analysis of random stress process, stress spectrumm

and stress program.

This work presents a method of determining of structural parts ranf dom loading distribution,

[1], [3].The methods described in this paper are the ways to reach the solution goals by means of a

characteristic curve of strength reliability with the maximum use of  computer technology. The

results of its application would be presented to mobile facility elements.

A motorcycle running along a road is subjected to two vertically imposed displacements, one

at each wheel. The description of the road surface must be complete enough to describe adequately

the displacement imposed at each wheel at least in statistical terms and the correlation between the

two displacements.

In some mobile machinery and equipment, or their  elements are the problems of fatigue. The

problem of fatigue strength and service-life, [2], as the most important phenomena of strength

reliability under those conditions, is connected more or less with a certain degree of uncertainty.

The basic elements of the fatigue life evaluation,[3] , [2],  are reviewed in Fig 1. and 2. The

results of its application would be presented to mobile facility elements. The basic elements of the

fatigue life evaluation,[3], are reviewed in Fig. 1.

FIGURE 1.  Basic elements of the fatigue design processf

The result of analysis give us the possibility of estimation of complex character service load

and enable on this base the choice of suitable counts cycle method for block-load spectrum

determining, mentioned in schematic diagram. 
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One of the commonly encountered mechanical failures is fracture dominated.  It usually occursuu

before large scale yielding.  In many materials, small scale yielding arises in the vicinity of the

crack tip.  Therefore, the classical elastic solutions [1] are only first order idealizations of the

practical situation.  Elastic-Plastic Fracture Mechanics (EPFM) aims at analyzing more complex

situations for which plasticity needs to be accounted for with global quantities.

Different quantities are introduced to describe cracks in a smd all scale yielding regime.  The

crack opening displacement was proposed as a fracture parameter to analyze propagation under

quasi-static [2] and cyclic [3] loading conditions.  However, the critical values of crack opening

displacements were not always easy to evaluate.  Rice [4] considered the potential energy changes

induced by crack growth in a non-linear elastic material.  This author proposed to use a path-

independent contour integral, the J-integral.  It can be used toJJ predict the inception of crack

propagation.  The so-called HRR fields [5,6] were also introduced to describe more locally thed

stress and strain fields in non-linear elastic materials.

With the development of full-field measurement techniques, some of the aspects discussed

above can be assessed experimentally without having to use numerical simulations.  Under these

circumstances, the measurable quantities are usually displacement fields [7].  Among various

techniques, Digital Image Correlation (DIC) allows one to estimate full displacement fields based

on a series of digital images of the surface of a specimen subjected to a specific loading history.

Recent advances have been achieved through a novel formulation that enables one to decompose

the searched displacement field onto a suited library of such fields.  The latter are either finite

element shape functions [8], which open the way to a further identification step, or enriched fields

such as analytic displacement fields for cracks [9]. 

A multiscale approach has been proposed to avoid spurious local minima, and to provide a

robust and accurate displacement measurement.  The uncertainty that is reached lies typically in

the range 10-2 to 10-3 pixel size for displacements.  The interest of this experimental tool is that it

provides full kinematic fields.  For cracked samples or structures, it thus gives access to a wealth of

data that are exploited to estimate mechanical properties.  A first route is given by post-processing

measured displacements.  Two options are followed.  First, by using a standard least squares

technique, stress intensity factors and crack tip locations are determined by using a known

displacement basis [10].  Second, an integral interaction formulation gives also access to stress

intensity factors [11,12].  By choosing suitable test functions, the minimization of a scalar product

with respect to measurement noise yields the optimal basis to extract stress intensity factors [13].

An alternative route consists in using the displacement basis directly at the measurement stage.

Therefore there is no decoupling between the measurement and identification stages.  It is referred

to as integrated Digital Image Correlation (or I-DIC) [9].  d

A cracked steel sample (CCT geometry) subjected to a fatigue test is analyzed.  A far field

microscope provides pictures such that the physical size of one pixel is about one micrometer.f

Consequently, displacement fluctuations on the order of tens of nanometers are measurable.  The

history of stress intensity factors during loading/unloading cycles is analyzed.  In particular, non-
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linear crack closure is observed and effective stress intensity factor ranges are determined.  Last,

the three identification techniques are compared.

References

1. Kanninen, M. F. and Popelar, C. H., Advanced Fracture Mechanics, Oxford University Press,

Oxford (UK), 1985.

2. Wells, A. A. In Proc. Crack Propagation Symp., Cranfield, UK, 1961, 210-230.

3. Rice, J. R. In Proc. Fatigue crack propagation, STP 415, ASTM, Philadelphia, 1967, 247-

309.

4. Rice, J. R., ASME J. Appl. Mech., vol. 35, 379-386, 1968.

5. Hutchinson, J. W., J. Mech. Phys. Solids, vol. 16, 18-31, 1968.

6. Rice, J. R. and Rosengren, G. F., J. Mech. Phys. Solids, vol. 16, 1-12, 1968.

7. Rastogi, P. K. (Edt.), Photomechanics, Springer, Berlin, Germany, 2000.

8. Besnard, G., Hild, F. and Roux, S., Exp. Mech., 2006, in press.

9. Hild, F. and Roux, S., C.R. Mecanique, vol. 334, 8-12, 2006.

10. Roux, S. and Hild, F., Int. J. Fract., 2006, in press.

11. Hellen, T. K., Int. J. Num. Meth. Eng., vol. 9, 187 - 207, 1975.

12. Réthoré, J., Gravouil, A., Morestin, F. and Combescure, A., Int. J. Fract., vol. 132, 65-79,

2005.

13. Réthoré, J., Roux, S. and Hild, F., 2006, submitted for publication.



2T10. Fracture and Fatigue 181

IMPACT OF MACHINING PARAMETERS ON FATIGUE BEHAVIOUR OF

15%SICP- REINFORCED ALUMINIUM MATRIX COMPOSITES

Ali Mkaddem, Patrick Ghidossi, Samuel Crequy and Mohamed El Mansori

Ecole Nationale Supérieure d’Arts et Métiers, LMPF(EA4106)

Rue saint dominique BP 508 – 51006 Châlons-en-Champagne, France

ali.mkaddem@chalons.ensam.fr

Nowadays, high quality product becomes more and more required. Particulates reinforced

composites have been established as competitive materials for naval, automotive and aerospace

manufactory. However, the fatigue behaviour of such materials is so complex and diverse that

much more investigations still required for completing knowledge in these fields. Metal matrix

composites (MMC) have been increasingly used for critical structural applications in industrial

sectors.

The proposed paper aims to investigate the impact of the machining conditions on the

machinability and fatigue variance of silicon carbide (SiC) particulates reinforced aluminium

metal matrix. An experimental approach has been conducted through a design of experiment

including three machining speeds and two feed rates. The surface quality of machined specimen is

studied through different roughness inspections which lead to make interaction between the

machining factors and the finish surfaces.

Uncoated tungsten carbide tools with the specifications of table 1 are used for turning

operations. Their morphology has been discussed in order to give some explanation after their use. 

TABLE 1. Uncoated carbide tool specifications.

Firstly, tensile test has been conducted for characterising considered material under quasi-

static conditions. Linear and non linear zones of stress-strain curve were discussed and required

parameters for both regions were deduced from experimental data in the first stage of the work.

Then, the fatigue life of the considered composite is studied under two stress amplitudes, using

four-point reversed loads and bending machine as can be seen in Fig. 1. Different experiences have

been performed at room temperature up to failure in order to investigate the behaviour of material

in each case of chosen domain.
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FIGURE 1. Four-point bending machine for fatigue tests.

Finally, the influence of adhesion phenomenon on cutter flank is discussed for the uncoated

carbide tool used in processing composite material and fatigue life of specimens under stress-f

controlled conditions is presented for different parameter ranges.      
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Steel components often have to be machined after heat treatment in order to obtain the correct

shape as well as the required surface finish. Hard turning allows manufacturers to simplify theird

processes and still achieve the desired surface finish quality [1]. Surface integrity involves study

and control of two factors, surface roughness and surface metallurgy. The study of surface

metallurgy entails the investigation of the possible alteration in the surface layers after machining

such as plastic deformation and residual stress distribution. The residual stresses that can be found

in a mechanical component are mainly generated in the final steps of the machining process. The

level of the generated residual stresses depends on the machined material and on the processd

parameters used [2]. The effects of residual stress may be either beneficial or detrimental,

depending upon the sign, magnitude and distribution of the stress, all of which can be critical to

performance and have to be considered in the design of a component [3]. In this study the residual

stresses were measured using the blind hole drilling method in axial and circumferential directions.

The goal of this work is to identify a relationship between surface integrity, turning process

parameters and fatigue behavior of components. Figure 1 shows the geometry of the round

specimens studied in this work.

FIGURE 1. Specimens for rotating bending test.

Steel bars of the type 34CrNiMo6 were used in this investigation. The mechanical properties of

this steel are given in Table 1.

TABLE 1. Mechanical properties.

The residual stresses were measured using the blind hole drilling method [4]. Figure 2 shows

the residual stress distribution in machined surface by means of this method.

Material Re / N
.mm-2 RmRR  / N.mm-2 A5 / %

34CrNiMo6 1085 1100 17.0
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FIGURE 2. Residual stress distribution in machined surface.

Results show that residual stresses on the surface of a turned component are mainly influenced

by the feed rate and by the nose radius of the tool. Increasing the feed rate tends to increase the

compressive residual stresses. An increase in the nose radius leads to a decrease in compressive

residual stresses (Figure 3).

FIGURE 3. Residual stress vs. feed rate for different nose radii.d
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Double torsion (DT) technique has been widely used as crack growth test for brittle materials. The

technique is known to convenient for that the applied stress intensity factor, t KIKK , is independent of

the crack length, specimen and loading geometries are simple, and the slow crack growth data can

be obtained using the load relaxation method. However it is difficult to obtain accurat te data by theaa

relaxation method because of extraneous relaxations by thermal expansion and the lack of stiffness

in test devices. So, in this study, the new method to estimate the crack growth of ceramics will be

suggested by combining a compliance method with a grid pattern film method[1].tt

At first, we describe about the new method. It is known that the specimen compliance is linear

with the crack length [2]. So, it is possible to predict the clack length from the displacement of

loading point. In order to obtain the compliance, the loading point displacement  is measured by a

laser displacement meter as shown in Fig. 1(a). On the other hand, the crack length a is measureda

by using grid pattern metal film deposited on the tensile stress sidem of DT specimen as shown in

Fig.1(b). In the grid pattern metal film technique the crack length can be detected from stair like

responses of electric resistance by cutting the grids with crack growth. On the basis of above

measurements, the relative crack length a/L is expressed as a function of compliance /P as

follows: [3]

(1)

(2)

where a is the crack length, E Young’s modulus, E  loading point displacement and b0, b1, … b5 are

regression coefficients. By using the above equations, the crack length could be determined

without doing the direct measurements of the crack length and detaching the specimen from the

instrument under crack growth test.

Next, an experiment to examine the validity of the suggested measurement method was

performed by using soda lime glass. Figure 2 shows the relationship between loading time t andt

crack length a obtained from DT crack growth test under a constant stress rate.  As shown in this

figure, it is confirmed that the crack length can be continuously detected over a wide range of crack

growth rate by using the suggested method. Furthermore, Figure 3 shows the log-log plots of KIK -II

da/dt relation obtained by using crack grt owth data shown in Fig. 2. The KIK -da/dtII  relation plotted int

log-log paper exhibits the linear relationship. The obtained KIK and slow crack growth rate are 0.4 to

0.6 MPam1/2, and 10-7-10-4 m/s, respectively. The crack growth parameter, n, determined from the

slope of KIK -da/dtII relation is about 13. These results are int good agreement with the results reportedn

by Wiederhorn[4].
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As a result, it was found that the clack length in slow crack growth in ceramics can be detected

with high accuracy by using the suggested method. Therefore, KIK -da/dtII relation can be evaluatedt

over a broad range of crack growth rate from a single experiment. Furthermore, since the method is

based on the simple measurement system, it is considered that the method has a good availability

for KIK -da/dtII evaluation in ceramics.

FIGURE 1. Schematic diagram of the crack length measurement system
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The fundamental aim of this study is to determine the influence of crack propagation speed on the

out-of-plane displacement fields in the neighbourhood of a crack tip (i.e. on the size of the 3D

effects zone). As the crack propagation is a complex process that involves the deformation

mechanisms, the out-of-plane displacement measurement gives pertinent information about the 3D

effects. We propose in this paper, to analyse the out-of-plane displacements fields for different

crack velocities in brittle materials.

For investigations, we use the interferometric method. The optical device includes a laser

source, a Michelson interferometer [3, 4] and an ultra high-speed CCD camera. To take into

account the crack velocity, we dispose of a maximum frame rate of 1Mfps. The crack velocity is

connected to the fracture energy. The experimental tests have been carried out for a SEN (Single

Edge Notch) specimen of PMMA material. The crack propagation is initiated by adding a dynamic

energy given by the impact of a cutter on the initial crack. The obtained interferograms are

analysed with a new phase extraction method entitled MPC [5, 6]. This analysis, which has been

specially developed for dynamic studies, gives the out-of-plane displacement field with an

accuracy of about 10 nm. The measured out-of-plane displacement are compared with the

theoretical expression of Westergaard (i.e. 2D solution) (eq.1) [1] and the Humbert three-

dimensional expression (i.e. 3D solution) (eq.2) [2]. In these formulations the cylindrical

coordinates (R=r/h, , z) are centred on the crack tip.

(1)

and the Humbert’s formulation i.e. 3D solution [2].

(2)

where h, , E and KId are respectively the thickness, the Pod isson’s ratio, the Young’s modulus and

the dynamic stress intensity factor 

In our tests, to modify the crack velocity, it is necessary to change the static loading intensity.

We made some tests with different loading values and we present sot me of these tests. For a better

comparison, we extracted results from the measured displacement field for only 5 values of (-

90°, -45°, 0°, 45°, 90°). On the following example (Fig. 1), the analytical and experimental results

are presented as a function of R, for three instants of crack propagation (a= 38.1, 40.2 and 42.3

mm) and with a crack velocity of 210 m/s. 2D and 3D solutions are plotted with KId respectivelyd

equal to 3.50, 3.56, 3.61, 3.66, 3.71 and 3.76 MPa m according to the crack tip position during the

dynamic event. In relation with the experimental data (Fig. 1), the 3D solution coefficients c1, c2

and c3 are respectively estimated equal to 1.1, 0.38 and 0.5. We can notice that these coefficients

are constant during the crack propagation for a given loading value.
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FIGURE 1. Field of theoretical and experimental displacements at t = 16, 20, 24,28,32 and 36 s.

We observe on Fig. 1 that the experimental data give values smaller than those calculated with

the 2D solution. This phenomenon was already observed in static by Humbert and is directly

connected to the presence of 3D effects. Another remark can be made, concerning the R limit value

where the 2D solution is not valid anymore. In static, this 3D limit is equal to R=0.5 [7], but in

dynamic, it seems to be higher. We can estimate this limit to 3<R<4. In the end of this paper we

present the evolution of the 3D limit in function of the crack velocity.
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In this paper we investigate the mechanical behavior of high-strength concrete (around 100 MPa)

in compression and tested in strain-control. We are particularly interested in the influence of the

shape and the size of the specimens on the compressive strength, fcff , of the material.

In a previous study [1] we managed to get ductile compressive tests by using small cylinders

and by controlling the strain instead of the load. The experiments were tested at four strain ratesd

since the purpose of the research was to check the sensitivity of the whole stress-strain curve to the

speed at which the specimen is loaded. Here we address the problem of the effects of the size and

the shape of the specimens on their mechanical behavior. We use cylinders and cubes of different

sizes: the dimensions of the cylinders are 75 x 150, 100 x 200 and 150 x 300 mm (diameter x

height); the edges of the cubes are 33, 50, 66 and 100 mm long. The plane sides of the cylinders

and all the cubes were polished to avoid local imperfections and to minimimm ze friction against the

loading platens. The standard properties of the material are given in Table 1. By ‘standard’ we

mean properties obtained according to well-established procedures, i.e., procedures devised for

normal strength concrete. Please, notice that the characteristic length, lch, of this concrete is

roughly 150 mm, closely half the lch of normal concrete. This means that, from a Fracture

Mechanics standpoint, we expect that high-strength concrete (HSC) is more brittle than NSC for

the same specimen size [1-4].

Cylinders and cubes were tested in strain control at a rate thatn  was kept constant throughout thet

experimental program. Figure 1a shows some of the curves obtained. The abscissa is the average

strain, i.e. the displacement between the top and bottom plane surfaces over the height of the

specimen. It is clear that the post-peak behavior of the cubes is milder than that of the cylinders [1,

3, 4], which results in a strong energy consumption after the peak. This is consistent with the

observation of the crack pattern (Fig. 2): the extent of micro-cracking throughout the specimen is

denser in the cubes than in the cylinders. Indeed, a main inclined fracture surface is nucleated in

cylinders, whereas in cubes we find that the lateral sides get spalled and that there is a dense

columnar cracking in the bulk of the specimen. Figure 1b compares the compressive strength, c,

obtained for the various specimens tested. The size effect in the cubes is quite strong, although it

looks that the biggest cube is close to the behavior expected for the infinite size. By contrast, the

average c obtained from cylinders is roughly constant and approximately aa 10% lower than the

horizontal asymptote for the cubes. According to our results and having in mind that cubes do not

need capping nor polishing of their edges to be tested, the optimum specimen for HSC would be am

cube whose edge be commensurate to the internal characteristic length of the material,

approximately 150mm.
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TABLE 1. Material properties.

FIGURE 1. a) Stress-strain curves; b) Compressive strength versus size of the specimens.

FIGURE 2. Cylinders and cubes after being tested. (See pdf)
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The present paper describes an analytical model derived from energy theorem which is coupled

with the uncertainty associated with material properties and geometrical parameter to estimate

fatigue life and crack growth at different level of probability and confidence level.

The analysis of cracks within structure is an important application if the damage tolerance and

durability of structures and components are to be predicted. As part of the engineering designf

process, engineers have to assess not only how well the design satisfies the performance

requirements but also how durable the product will be over its life cycle. Often cracks cannot be

avoided in structures; however the fatigue life of the structure depends on the location and size of

these cracks. In order to predict the fatigue life for any component, crack growth study needs to be

performed. 

Fatigue life is related to and is affected to a great extent with the uncertainties in both the

material properties and the specimen or component geometrical parameters. The intent of the work

is to contribute to the fundamental understanding of fatigue life and its relation with these

uncertainties. Fatigue life data exhibits wide scattered results due to inherent microstructural

inhomogeneity in the material properties even if the test specimens are taken from the same lot and

tested under same loading condition. As the fatigue testing is time consuming and costly, setting

up of an analytical method for prediction of fatigue life is necessary.ff

The different monotonic material properties such as yield strength, modulus of elasticity;

fracture properties such as critical stress intensity factor, threshold and crack opening stress

intensity factors, loading parameters  and geometry parameters such as specimen or component

width, thickness, length , crack aspect ratio etc. have been considered in the model. These

parameters are treated as random variable and assuming normally distributed, the associated

uncertainty in these parameters are incorporated in the crack growth model. The assumptions ofd

these variables are also verified from the simulated results. Crack growth model is derived from

the energy theorem.  In the present work an approximate analytical modeaa l derived from the energy

theorem and probabilistic nature of material properties and specimen geometry parameters are

combined and correlated to determine the associated error in the predicted fatigue life. The Error in

estimating the fatigue life is derived from the expected values of fatigue life. The prediction is

based on minimization of the error. The model can also be used to predict the fatigue life or crack

growth at different level of probability and confidence . Hence it can be used to draw P-S-N curve.a

Some of the predicted results are shown in Figs 1 and 2. A substantial amount of published data

has been presented to validate the proposed model for predicting S-N curve as well as fatigue crack

growth of steel, aluminum alloys, copper alloys and titanium alloys. Some of are 4340, 304 steel,

0.26 % Carbon steel, different aluminum alloys, titanium alloys etc. Different test geometry such

as CT specimen, SEN specimen geometry etc has also been taken to find out the acceptability of

the model. 
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 Table 1. Some mechanical & geometrical parameters of 7075-T6 al alloy

The model was used to study the crack growth also. The model was also verified with the

ASTM procedure described in its standard E 739-91. It is found that present model can be used

successfully to find out the S-N curve at different probability and confidence level only from the

monotonic and fracture properties of the material.

FIGURE 1. S-N curve for Ti-6Al-4V alloy at 50 % probability of failure

FIGURE 2. Crack growth curve for 7075 Al alloy (R=0)
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W
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The effect of biaxial load factor, crack inclination angle and aspect ratio on stress intensity factors

KI, KII and constant stress term, ox is investigated. The theory of determining the stress intensity

factors using photo elastic method is formulated taking three stress terms. Three-parameter methodd

of fracture analysis for determining the mixed mode stress intensity factors under biaxial loading

conditions from photo-elastic isochromatic fringe data is used. A special biaxial test rig is designed

and fabricated for loading the specimen biaxially. A simplified and accurate method is proposed to

collect the data from isochromatic fringes. Taking specimen geometry and boundary conditions

into account, regression models are developed for estimation of fracture parameters. Experimental

results are compared with theoretical results. 

Many authors have shown the application of photo-elasticaa ity in the study of fracture

mechanics. Most of the studies for evaluating mixed mode stress intensity factor are for uniaxial

loading.  Experimental study of the effect of biaxial load factor and specimen geometry on mixedr

mode stress field parameters KIKK , KII and ox is very limited. This paper deals with the study of the

effect of biaxial factor on stress intensity factors.

A biaxial test rig was designed, fabricated and calibrated with standards and shown in Figure 1.

The material used in the present casting is 100 parts by weight of Araldite CY-230 and 9 parts by

weight of hardener HY-951. Square pieces of 100 mm 100 mm 2.55 mm size were cut from a

cast plate. Mechanical slits were made at the center of the plate at required angle of inclination

with respect to vertical loading axis by the method described in the literature. The final crack

lengths taken are 12, 16 and 20 mm and crack inclination angles are 0, 30, 45 and 60°. Specimen

was subjected to both horizontal and vertical loads. The biaxial load factor was varied from 1.0 to

2.0 in a step of 0.2. A special technique has been developed for data collection. Collected data on

the basis of presented method shows that the standard deviation and coefficient of variation from

10 observations from the identical test conditions are less than 0.035 and 0.007, respectively.

Starting from complex stress functions near an inclined crack under biaxial loading condition, N-K

relation have been derived taking into consideration of the non-singular (three) stress terms. The

relations have been solved to study the effect of crack angle, load biaxiality and aspect ratio on the

stress intensity factors and T stress.
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FIGURE 1. Experimental set up with calibration procedure (All dimensions are in mm)

FIGURE 2. Effect of biaxial factor on stress intensity factor KI ( : biaxial factor)
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Sheet metal is often used as a raw-material from which structural parts are fabricated through

pressing operations. This is the case for example in the vehicle industry where the entire structure

of a car is made from sheet material. In many modern cars, crash-protecting parts are made from

ultra-high strength steel and such parts are often press-hardened to a tensile strength of 1500 MPa

or more in a process with simultaneous forming and quenching. Holes in these parts are sometimes

necessary for practical reasons and the fracture criteria used in the design process must be relevant

also for such cases.

The ductility of the material is fully utilized in the deformation of the part during the crash

process. In modeling and simulation it is therefore important to describe correctly the behavior of

the material up to the onset of fracture. The process of hole-making and the technique used will

influence the material behavior close to the boundary through heat effects, micro-cracks and so on.

Therefore the fracture criterion used for the homogeneous material may be erroneous for the

material influenced by a hole. This work presents the result of an experimental investigation of the

deformation field close to holes in sheet specimens just before the onset of fracture. In Fig. 1 the

principle of the specimen and the evaluated strain field are sketched.

FIGURE 1. Tensile hole-specimen with speckled area for strain monitoring and plot of 

experimentally obtained strain-field at onset of fracture.

Digital speckle correlation is used to monitor the deformation. The basic principle is that a

sequence of digital photographs of white-light speckles is recorded during tensile loading of the

specimen and the in-plane deformation field is obtained from the changes in speckle pattern by

correlation of sub-areas. Strains are then calculated from measured displacements. Recent reviews

and evaluations of the method can be found in Tong [1], Schreier and Sutton [2] and Hild and

Roux [3] and some examples of its application in Kajberg and Lindkvist [4n ], Quinta da Fonseca et

al [5], Wattrissel et al [6] and Brunet and Morstin [7].l
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The tested material is a boron-steel called Boron 02. It has a small content of boron (30ppm)

which makes the material suitable for the press-hardening (or hot stamping) process where the hot

blank (900 °C) is formed, fixed and quenched between cooled tools. In this case flat tools are used

to produce flat sheet material for specimens. Abrasive water cutting is used to cut specimens from

the hardened sheets with thickness 1.2 and 2.4 mm respectively. Holes in the specimens are

produced with the following methods; 1) Punching before heating, 2) Punching after quenching, 3)

Laser cutting after quenching. The width of the specimens is 40 mm and the diameter of the holes

is 4 and 8 mm respectively.

From the evaluated strain fields in the sequence of frames taken during loading to fracture, the

evolution of the plastic localization and the necking process is investigated and quantified. For

example, the maximum equivalent strain in the specimen just before fracture is monitored and thett

difference in strain level between the techniques for hole-making is documented. These results are

also compared with results from specimens without holes that are desitt gned so that fracture

emanates from the central part. Hence, fracture behavior at holes and the effect of edges are

compared to fracture behavior at an inner point in the sheet material through experimental

observations of the developing plastic strain field.
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Although considerable research has been devoted to concrete fracture in recent years, cracking and

fracture under confined conditions remain largely unstudied. From the theoretical/numerical

viewpoint, some models have been proposed which advocate for the asymptotic mixed mode

(mode IIa) with a second fracture energy independent and significantly higher than the traditionalaa

mode I energy [1,2].  In 1990, the Group of Mechanics of Materials of the School of Civil

Engineering at UPC Barcelona (ETSECCPB-UPC), introduced the concept of asymptotic shear–

compression mixed mode, or mode IIa, for frictional materials such as concrete, consisting of a

shear (mode II) crack developing under very high compression level across the fracture plane, such

that all dilatancy would be suppressed and the crack would become sensibly straight, cutting

through heterogeneities such as aggregates and matrix (Carol and Prat [1], Carol et al. [2]).

In conventional concrete, the strength of aggregates is larger than that of the mortar, and the

interface between them represents the weakest  part of the composite. Thus, the proposed mode IIa

cracking would be in contrast to the traditional cracking mode observed in mode I, in which the

cracks normally exhibit a winding path following aggregate–mortar interfaces (Fig. 1).––

FIGURE 1. Paths of cracks.(a) Crack in mode I.(b) Crack in mode IIa.

Since first proposed, the model based on the new mode IIa, has been implemented in a FE code

by means of the so-called "zero-thickness interface elements", and has been used quite

successfully in a number of numerical studies. However, experimental validation was a pending

task. Attempts to reproduce shear compression cracks can be found in the concrete literature, forn

instance with notched beams subject to transversal compression. However, in most cases the crack

has the tendency to deviate from the prescribed fracture plane and results are not useful for the

purpose. 
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In this paper, some recent experimental work developed at ETSECCPB-UPC is described.

The specimens employed are similar to those proposed by Luong [3,4], short cylinders with

coaxial cylindrical notches from top and bottom faces leaving an also cylindrical ligament (Fig.

2.a). They are loaded vertically on the outer (top) and inner (bottom) parts of the circular faces,

originally with no confinement. In the setup developed, this specimen is introduced in the large-

capacity triaxial cell, protected with membranes and subject to different levels of confiningt

pressure prior to vertical loading (Fig. 2.b).

FIGURE 2. Fracture mixed mode tests.

Special measuring devices have been also developed to operate inside the pressure chamber.

The preliminary results obtained look very promising, with load-displacement and load-dilatancy

curves that exhibit the expected trends. Post-mortem observation of specimens also shows the

predicted features regarding fracture plane, aggregate fracture, etc. On-going work is aimed at

solving remaining experimental details and then evaluating the associated fracture energy under

"mode IIa".
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A general methodology to study the crack nucleation and propagation initiated from a V-notch was

established under mixed-mode static loading on the basis of a criterion involving both strength and

toughness of the material and developed in recent studies of one of the authors [1]. In order to

predict the critical load and the path corresponding to the onset and growth of a crack, a series of

experiments on V-notched specimens under mixed-mode loading have been performed on CTS

(Compact-Tension-Shear) PMMA specimens under mixed mode-loadings, using a device initially

developed by Richard [2], see Figs 1 and 2. The effect of the loading angle on the crack directionff

angle is analyzed. On the basis of these experimental results, a crack nucleation model is proposed.

FIGURE 1. Specimens and loading device (Dimensions in mm(( )

FIGURE 2. Loading angles

All specimens are made  of PMMA (Young’s modulus E = 3300MPa, ultimate strength E
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76 MPa, elongation to rupture c  5%). The specimens are 10mm thick. Specimens are

machined with five different V-notch angles (30°, 60°, 90°, 120°, and 160°).h

The tests are conducted on a machine MTS-810 (Material Test System) at room temperature.

The CTS specimens are tested with four loading angles 90°, 60°, 30°and 0° with respect to the

notch bisector. They make it possible to introduce mixed modes I and II. The 90° case corresponds

to a pure mode I test. Two or three specimens are used for each loading condition. Each test is

carried out under monotonic quasi-static loadings (2mm/minute) until the appearance of a crack.

Following, a total unloading occurs. The re-loading is performed on the specimen containing the

crack until the final failure. Two kinds of crack surfaces are visible, the first one corresponds to the

initiation phase while the second is associated with the  brittle crack growth. The second step

allows calculating the critical energy release rate from the measure of the load to rupture and from

a finite element simulation.

Figure 3 shows an example of specimens after the crack extensff ion. The developed

methodology is compared to the experimental results. It enables xx us to compare experiments and

prediction of the crack angle according to the notch and loading angles.  Moreover, there is an

agreement between experiments and predictions to show an increase of the critical load at crack

onset with the angle of loading  as a consequence of the increasing role played by the mode II.

FIGURE 3. test =90°, =30°
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In the current paper a novel method that uses a Genetic Programming tool is proposed for

modelling fatigue life of multidirectional laminates made of GFRP composite materials and tested

under constant amplitude loading patterns. 

The main benefit of this novel modelling tool is that only a small portion, in the range of 40%-

50%, of the experimental data is needed for the production of a model. Thus, expensive tests for

determination of S-N curves could be significantly reduced without noteworthy loss of accuracy.

Another asset of the proposed method is that it generates mathematt tical models and it is not a

“black box” technique like, for example, artificial neural networks [1-2].

Genetic Programming [3-4] is an evolutionary method that works by emulating naturalaa

evolution, as introduced by Darwin, in order to produce a model structure that optimizes

(minimizes or maximizes) some fitness measure (Mean Square Error, for example). Genetic

Programming uses a population of models, which are represented in tree form, and evolves it

through many generations towards finding some solution. The Genetic Programming method for

the production of a model works briefly as follows [3]:

• An initial population (generation 0) of models is generated in random; every model

(structure and parameters) of this initial population is produced randomly. The models

usually are represented as trees like the one in Fig. 1. If this tree representation is beenn

turned clockwise it can be viewed as a conventional system block diagram. Each tree is of

variable length, as it is constructed of nodes and represents one candidate model. The

nodes can be terminal nodes (called also leafs) placed at the end of a branch signifying an

input or a constant, or non-terminal nodes representing functions performing some action

on their terminal nodes (see Fig. 1).    

• The performance of each model in the population is evaluated by simulating the

corresponding model and calculating some fitness measure like Mean Square Error, Mean

Relative Error etc. that define the quality of the model with respect to the experimental

data.

• A new population of models is created, using certain selection schemes (like proportional

selection, tournament selection, rank based selection, etc.) and evolutionary operators like

crossover and mutation. 

• Then the algorithm proceeds with the evaluation of this new population (go to step 2) and

so on.  After some number of generations the algorithm converges at a near-optimum for

the problem model.
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FIGURE 1: A tree representation of a simple model

The Genetic Programming method has been applied using experimeaa ntal data from two

different (in nature) material systems and it has been proved that fatigue life of both can be

efficiently modelled using a much smaller set of experimental data compared to that needed for the

determination of stress- or strain-life curves (S-N or -N curves) by the conventional way.

Modelling efficiency of the models produced by the Genetic Programming tool is satisfactory

for both material systems, irrespective of the test conditions, i.e., R-ratio, that defines the

developed stress state on the coupon. Tension-Tension, Compression-Compression and even

Tension-Compression loading patterns were investigated and moder lling accuracy of the proposed

method was validated. Because of its simplicity aaa nd flexibility, this technique seems to be very

promising for application on other engineering problems as well.
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Adhesively bonded FRP joints have been successfully used in aerospace and automotive structures

and a lot of knowledge about their fatigue behaviour has already been obtained. During the last

years, adhesively bonded joints are also used in the civil infrastructure sector [1-2] in order to

replace welding or bolted connections and overpass their problems.rr

The fatigue behaviour of adhesive joints is influenced by many factors, such as, joint

geometry, environmental ageing, loading patterns, type of adhesive etc. The aim of this on-going

work is mainly to investigate the fatigue behaviour of adhesively bonded pultruded GFRP

materials, under various environmental conditions, and to provide certain practical guidelines for

structural engineers.

In this work, adhesively bonded joints composed of pultruded GFRPmm laminates, including

double lap joints (DLJ) and step lap joints (SLJ), were experimentally investigated under different

environmental conditions. Having as basis the ultimate tensile stress (UTS) of the coupons,

constant amplitude fatigue tests, under tension-tension, R=0.1, loading were realized. Tests at four

different stress levels were conducted for each type of joints, DLJ and SLJ, in order to determine

the S-N curve. Each S-N curve were determined using 12 coupons, three at each one of the fourd

selected stress levels, at 45%, 55%, 65%, 80% of UTS. Stress level selection was performing in

order to have representative experimental data in the region between 102 and 107 cycles. After an

exploratory study it was shown that the frequency is not affecting fatigue life, if in the range

between 2-10 Hz. This effect has also been reported elsewhere [3] for a different epoxy adhesive.

However, in order to test as closer as possible to real loading conditions, it was decided to perform

tests at a constant frequency of 2 Hz, for all stress level. The only exception was the lower stress

level, at 45% of UTS where, due to time limitations (10 million cycles were anticipated) it was

decided to perform the tests at a frequency of 10 Hz. 

FIGURE 1. Double lap joint configuration

Double lap joints geometry is schematically depiy cted in Fig. 1. The overlap length of 100 mm,

the bonded length of 4x50 mm and the thickness of the configuration and f the adhesive layer are

significant design parameters. 
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Similar geometrical characteristics for step lap joint configuration are presented in Fig. 2.

FIGURE 2. Step lap joint configuration

Several measurements were performed during fatigue tests. Along with applied load and grip

displacement, per cycle, strain at predetermined points was recorded by using strain gauges.

Failure of coupons was driven by a crack that was initiated and propagated in certain area. Thus,

crack propagation gauges were glued at the side faces of the coupons, to monitor the crack

initiation and propagation during the cyclic loading. Based on results from crack propagation

gauges, the crack propagation rate da/dN, was plotted against the maximum strain energy release

rate, Gmax to describe the fatigue behaviour of the adhesively bonded joints. The crack initiation

process was obvious for both types of joints. The second phase of damage evolution, crack

propagation was also identified. However, the final failure was very brittle. 

Fatigue behaviour of two different types of adhesive joints, that are widely used in

infrastructure constructions is modelled usirr ng two different approaches, fracture mechanics and

stress-life, or stress based approach.  Based on these experimental data a theoretical model for

fatigue life prediction of adhesive joints under different environmental conditions and for several

geometrical configurations is under development. First experimental results have already been

collected and analysed. Two S-N curves, one for each type of joints have been determined

experimentally. During these tests crack initiation and propagation measurements were also

performed. The basis for the theoretical models has also been set. In this first phase of the work,

comparisons between theoretical predictions and experimental data are very promising.aa
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The strength prediction of adhesively bonded joints composed of glass fiber reinforced polymerf

(GFRP) pultruded adherends, due to huge stress concentrations at the ends of the overlaps, cannot

be done using a simple stress based approach.

Based on a previously developed probabilistic strength prediction method for such joints [1,2],

where it was found that a two-parameter Weibull probabilistic distaa ribution was not able to model

accurately the upper tail of the cumulative distribution function (pdf) of the material strength,

different improved probabilistic distributions were compared to enhance the quality of predictions,

see Fig. 1.

For a 2P Weibull, it has been shown, using the Bootstrap technique [3], that the inaccuracy in

the prediction does not result of an inappropriate estimation of the statistical parameters. It is per se

not able to model accurately the upper tail of the experimental data. 

It has also been shown that taking into account the flattening of the pdf at the upper tail greatlyf

enhances the quality of the predictions. A 2-fold and 3-fold pdf, as well as a Grafted pdf, slightly

enhanced the quality of the predictions. 

The best predictions were obtained by using a General Lambda Distribution (GLD), a family

of four-parameter distributions known for their high flexibility [4], where the resulting strengths

diverged (at average) by less than 8.5% compared to experimental values.

 The quality of the pdf resulting of the GLD was then compared to a pdf resulting from a

Genetic Algorithm, search procedures that use the mechanics ofdd  natural selection and naturalf

genetics, which was fitted to match the experimental strength. It has been independently found thatt

both pdf compare well, see Fig. 2, giving more confidence to the GLD results. 

The paper also addressed potential reasons for the relatively large deviation of the best-adapted

pdf from the linear form assumed by the 2P Weibull. Two major reasons were invoked: i) possible

damages occurring by micro-cracks or cavitation and/or ii) a possible non-linear behavior of the

FRP material at higher stresses, beyond those that it was possible to reach by testing the 40x40mm

samples.
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FIGURE 1. – Joint strength predictions using different statistical methods

FIGURE 2 – GLD and GA pdf compared to experimental data
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A ship structure can be regarded as a complex assemblage of continuous stiffened plates. The most

common mode of failure of such plates is fracture. Crack propagation and arrest in naval aluminumrr

panels, however, has not been an area of in-depth research. As a consequence, the increased use of

aluminum in the shipbuilding industry is highly dependent on the understanding of the fracture

mechanics that govern naval aluminum panels, given that the vessels operate in extreme

environmental and functional conditions that may lead to the loss of the entire structure.

The crack arrest phenomena in cylindrical containers and pipes have been extensively studied

in relation to the pressure vessel technology, e.g. Freund et al. [1] and Zhuang and O’Donoghue

[2]. Similar analyses, though, are not readily available for the case of the tearing fracture mode in

plates, in which case the mechanics of the crack arrest process must be well understood. For

example, the webs or girders in the Advanced Double Hull (ADH) structure seem to offer ad

formidable obstacle for a propagating crack in the transverse direction.

Tearing fracture in stiffened plates was considered up to now to be arrested for a while at the

foot of the stiffener, and then be re-initiated on the other side of the stiffener; eventually the

longitudinal stiffener would fracture as well. A test on a quarter model of splitting damage of af

longitudinally stiffened, double hull, which was performed by Rodd [3], gives only a glimpse on

this important phenomenon.  It is still unknown, however, what aspect of the design (strength of

the fillet weld, relative thickness of the bare plate and stiffener, height of the stiffener or hull

separation) will stop the crack, re-direct it or overcome the obstacle, Fig. 1. Recently, Paik and

Thayamballi [4] have performed some work on the estimation of the strength of cracked

aluminium unstiffened plates.

FIGURE 1. A conceptual sketch of the crack arrestor. Stopping the crack (left), redirecting

(center), and passing through (right)

As a first step and in order to map the crack path in naval panels, a series of experimental tests

and numerical analyses were performed based on the standard Compact Tension (CT) specimen.

For this case, the aluminium alloy grade 1561 (relevant to AlMgMnZr based on ISO 209-1) of 4

mm thickness was selected which has a density of 2.65*103 kg/m3 and yield stress of 190 MPa.

The CT specimens were tested by varying several parameters, such as the structural configurations,
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the geometries of the specimen and the crack tip, the displacement rate, the stiffener type and

configuration (extruded and welded) and the crack length, Fig. 2. Additionally, several uniaxial

tests of “dogbone” specimens were performed to verify the material properties, to examine the

failure mode of the naval aluminium and for calibrating the numerical simulations.

FIGURE 2. Unstiffened (left) and I-type welded (middle) and T-type extruded (right) CT

specimens tested under varied displacement rate

It was observed that when the crack propagates perpendicular to the loading direction its

direction is strongly dependent on the presence of the stiffener, the stiffening configuration, type of

stiffener and the material behind the stiffener. There was no crack propagation through the

stiffener in the case of extruded specimens. On the other hand and under similar conditions, the

crack propagated through the stiffener when it was welded on the plate. The displacement rate and

the crack tip geometry seem not to significantly affect crack initiatiy on and propagation. Four

evolution phases were noticed: (a) crack initiation and propagation up to the web of the stiffener,

(b) crack propagation through the foundation of the stiffener, (c) crack propagation on the stiffener,

and (d) crack link-up and propagation at the plate behind the stiffener, with parallel propagation on

the web of the stiffener. The results of these experiments is expected to lead to the creation of a

fracture test database on continuous aluminium panels and the formulation of appropriate criteria

for cracked aluminium panels in order to extend the service of marine vehicles and structures.
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A disc specimen containing a center-crack and subjected to a compressive load has also been used

frequently for mixed mode fracture tests in brittle materials since first introduced [1]. This is often

called the cracked Brazilian disc specimen. Brazilian disc specimen containing a center-crack and

subjected to a compressive load has also been used frequently for fracture tests in brittle materials

e.g. [2-8]. Brazilian tests are performed for the purpose of investigating the mixed mode crack

propagation characteristics in lamellar TiAl with the grain size of ~450μm. Circular disks of about

1mm in thickness and 3.5mm to 9mm in diameter are manufactured. Slits of 0.15mm in width are

cut into the central part of the disks with length being 1/3 of the diameter. A multi-scale speckle

method [9] is employed to measure the full field strain distributions at both macro and micro

scales. Specimens with different slot orientations are tested in order to control the crack initiation.

Crack orientations have chosen according to work done by Fett. et al[10] .Micro scale tests are

performed inside the chamber of Hitachi S2460-N scanning electron microscope. Results indicate

that the highest strain occurs at the point where the surface of the straight line edge of the slot

meets the curved edge, regardless of the slot orientation. The crack propagation speed slows down

when the crack approaches a grain boundary. It then either stops or jumps to the next grain

depending on the grain orientation. A technique is proposed to evaluate the mode mixity from two

representative displacement vectors on either side of the crack,t  an example can be seen in Fig. 1.

The aim of this paper is an effort to understand the crack propagation behavior of TiAl under

different loading modes.

FIGURE 1. Evaluation of mode mixity on CBD specimen.

The aim of this paper is an effort to understand the crack propagation behavior of TiAl under

different loading modes.  
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INTRODUCTION

Diverse specialties as Geology and of Engineering, as Chemistry and Civil, are responsible for therr

election of materials to produce, prepare and use of the construction’s materials. However, therr

isolated knowledge between who manufactures and who construe leads, in general, to control its

quality alone for its mechanical behavior without the knowledge of that this external properties

must it the mineralogical components of the matrix that conforms them.

PROBLEM’S STORY

Few researches about the mineralogical influence of components of concrete on the  mechanical

properties, didn’t could explain many mechanical behaviors. Generated in this way one

controversy since 1964 in relation the effect of the reason water/cement in the tenacity to the

fracture of concrete.

According to Dos Santos (1998, p.16) [1]:

"As well as Petersson (1980), one concludes that the value of the relation water/cement

inversely influences of proportional form the tenacity to the fracture of the concrete, or either,

when the relation is increased water/cement the tenacity to the fracture diminishes, this conclusion

opposes the position of LOTT and KESLER (1964)".

OBJECTIVE

The objective of this research is to determine if the mineralogy of the components of the concretef

has significantly influences in the formation of the surfaces of fracture when submitting it in

compression, traction for compression and in special to the direct traction for the displayed in the

item above.

MATERIALS AND EXPERIMENTAL TECHNIQUES

Were used cement Portland V-ARI-RS for high initial resistance, course aggregate had been

triturated and were from three geologic origins with Tnom. max.  ½ inch, m.f 7.6 and the same

granulometry. Fine aggregate had m.f 2.43. The tests were did in cylindrical concretes with 6x12

inches except the high strength concrete were did in 4x8 inches, the test in tenacity used “short

rod” cylindrical specimen.
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TABLE 1: Level of the resistance’s concretes studied

RESULTS AND ANALYSIS

TABLE 2 – Properties mechanics of the concretes

The results gotten in this work about the influence of the reason water-cement in the tenacity to

the fracture in the concrete standard had revealed essentially independent d of the type of course

aggregate and the reason water-cement in virtue of the predominance of the effect of pores,

humidity and the low cement content of the mixture. For the concrete of medium resistance, the

tenacity increases with the increase of the reason water-cement. Being kept invariable the cement

contents the increase of the tenacity of the concrete with the increase of the reason water-cement

can be attributed to the performance of the pores as energy spendthrifts during the process of

consistent fracture with observed in the concrete standard. The superiority of the tenacity of the

concrete of medium resistance in relation to the concrete standard is attributed to the biggest

cement content. In relation to the tenacity of the concrete of high performance a value of 2 MPa m

was gotten around as minimum limit with a relation water-cement of 0,36. Comparing with the

gotten results of the tenacity for concrete the standard and of average resistance, this high value

was gotten with a reduction of the reason water-cement even so with similar cement content of this

last one is not possible such which had comparison, the one that in the concrete of high

performance was used microsilica and additive superfluidificante. The effect of these additives

tends to eliminate the porosity and transition zones are filled in almost its totality, making with that

the interface aggregate-mortar is very resistant and the rupture mechanism in general goes to be

given by breaking of aggregates different of the mechanism of rupture of the concrete standard and

medium resistance.
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Standard Concrete Mediums Resistance High StrengthConcrete

water/cement = 0.50 24 MPa 40 MPa -

water/cement = 0.60 20 MPa 30 MPa -

water/cement = 0.36 - - 100 MPa

slump 5 – 6 inches 5 – 6 inches 3 inches

MECHAN-

ICHALS

PROPRIERTIES

Standard Concrete w/

course aggregate w/c

=0.5:

Medium Concrete w/

course aggregate w/c 

=0.5:

High strength Con-

crete w/course aggre-

gate w/c =0.36:

White Black Gray White Black Gray White Black Gray

R. Compressive

(MPa)

26,0 26,6 26,2 46,4 41,9 40,0 90,8 91,5 90,3

R. Traction by 

compressive (MPa)

3,43 3,40 3,27 5,49 5,31 5,03 11,54 9,33 9,42

Traction direct 

(MPa/ m)

0,98 0,96 0,96 1,08 1,09 1,02 >2,02 >1,97 >1,9

4
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A model for the crack growth analysis under mixed mode random loading that includes the loading

sequence effect is presented. The model was applied to the analysis of the crack growth life under

different random loading on the sheets of two different aluminum alloys, 2024-T3 and 2199-T851.

Analyses were carried out on the simulated loading histories obtained from different spectral

densities of the nominal stress and various loading history lengths for each case. The crack growth

predictions based on the presented model are found to be reasonable with the experimental results.

Engineering structures and component contains crack of varyimm ng size, shape, and orientation.

The randomly oriented crack produces mixed mode loading. In the mixed mode loading condition

a crack will propagate in a non-self similar manner. Most of the crack growth rate equations

proposed for mixed mode loading is based on either strain energy density approach or stress

intensity factor approach.

A closure parameter based on strain energy density factor has been introduced in the presenttt

crack growth model.  The statistical nature of the damage produced due to crack advancement is

interrelated with the strain energy based closure parameter. In the present paper a model for the

estimation of crack opening stress intensity factor for random loading based on the constant

amplitude test results under mixed mode (mode I &II) conditions is presented. A new closure

parameter based on the strain energy density factor has been defined and incorporated in the crack

growth model. An algorithm is developed and presented for the estimation and analysis of the

fatigue life under spectrum loading. The generation of the spectrum loading is also included in the

algorithm. 

The crack growth predictions based on the presented model are found to be reasonable with thenn

experimental results. The different type of random loading has been considered for mixed mode

fatigue crack growth studies. Cycle-by-cycle simulation of crack growth from specified crack

length has been carried out.  The average ratio and standard deviation estimated from the results of

present method are 1.118 and 0.259 compared to the values 0.846 and 0.213 obtained from JC

model. It is seen that crack opening stress intensity factor is highly influenced by the selection of

threshold value of over load. An iterative method has been presented to optimize the threshold

value of over load to obtain fatigue life within acceptable error. The influence of bandwidth,

history length and loading angle (crack position) on results obtained was analyzed by comparing

the various statistical parameters of lives produced by each group of the loading history. The effect

of loading history length, bandwidth, peak stress etc on probability distribution, mean life, etc has

been studied and presented.
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FIGURE 3. Probability distribution of Fatigue life for  and for different band width

The history length to be used is a decisive element in making a test or simulation of crack

growth process under random loading. The use of too short histories af nd their repetition until

failure may produce non conservative results and provide much longer lives than those obtained

with longer loading histories, which will be closer to facts. In estimating fatigue lives under

random loading it is required to generate or test with different representative random loading

histories and to determine the life distribution.
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In the present paper, complete investigation about the fatigue behaviour of spot welded joints willt

be carried out in details.

There are a number of parameters that affect the fatigue life of spot welded joints which can be

summarized as follows:

1. Residual stress is one of the most important parameters which influence the fatigue life of

the spot welds. The electrical force and the rigorous temperature gradient produce the

residual stresses during the welding process. In the regions close to the spot welds due to

the temperature gradient and relatively high electrode force, the plastic strain components

exist, while in the regions far from the nugget, stresses and staa rains are mainly in elastic

range. Therefore, the residual stresses remain on the joint after the electrode removal and

reaching the temperature distribution to the steady-state condition. Residual stress is a non-

linear and complicated phenomenon that its measurement is very costly.

2. The gap effect between sheets in three dimensional finite element analyses which is very

considerable for mono spot-welded tensile-shear. Due to expansion and shrinkage of the

aluminum alloy when cooling down to the room temperature, a gap is generated between

two sheets. The gap distance between sheets and the residual stresses near the root of

nugget have been calculated using an axi-symmetric model of the electrodes and sheetsyy

(Fig. 1) and ANSYS Parametric Design Language (APDL). 

FIGURE 1. Axisymmetric meshed model of electrodes and sheets

Then the two sheets with the calculated gap from previous analysis have been simulated again

in Ansys-FEM code using three dimensional model to study the effect of residual stresses and the

gap between sheets (Fig. 2).
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FIGURE 2. Three dimensional meshed model of specimens

The Morrow equation has been used to predict the fatigue life of spot welded joints:

(1)

In this equation  is the total strain amplitude,  is fatigue strength coefficient,  is the

mean stress,  is fatigue ductility coefficient, b is fatigue strength exponent, c is fatigue ductility

exponent and  is the number of cycles.

The results from the transient analysis show that the relatively high value tensile residual

stresses remain in the sheet joint at the areas near the nugget and HAZ. The results also indicate

that the welding residual stresses influence on the fatigue life of the joint, therefore, the differences

between the fatigue life durations, with and without considering the welding residual stresses,

increase with decreasing the applied cyclic load. 
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A very deep hidden -until now- feature of a long–term localize plastic damage stage in a known

semi-brittle material as un-reinforced concrete is, was observed under carefully prepared carried

out splitting tensile tests (1,2). The identification of this unknown but also and uncommon

response of typical concretes was ought to the modification and suitably adaptation of the standard

splitting tensile test in order to make easier its investigation, preserving parallel the character of the

test and also of the concrete.

These specific results, even though not-expected, were repeatedly verified in our laboratory

also for various concrete specimens with different compositions and prepared conditions. The most

characteristic feature of this behaviour is the appearance of a typical yielding point att

approximately 300 to 500 s (x10-6) strain (fig.1a), in a moment where normally a tensile fracture

point would be observed . This point is followed by a long-term yielding-like flowing in a load to

direct measured transverse strain diagram. This almost horizontal variation of load continues until

macroscopically fracture of concrete cylinder specimens take place at strains where varied from

1000 to 4500 ìs. This means that we observe, in an un-reinforced concrete,n strains that are almost

300 to 1000% higher than the expected ones from the relative bibliography. And all these for a

severe loading state where intensive tension stresses are generated.

FIGURE 1. Stress – strain curve after tensile splitting test (a) and

unconstrained compression (b) of a common concrete.

The rectangular plane region of cylinder concrete specimen, which is responded for the above

behavior, is localized along the vertical diameter of its bases in the same place where the traces ofn

fracture plane will be appeared after the total failure. From this set of experiments it is evident that

the energetic and important role of this fracture surface isn’t limited to the simple initiation,
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propagation and finally the appearance of fracture cracks at the end of the test but an intensive

plastic damage is grown inside this region, through the formation of a fracture process zone (3,4).

The gradually growing of this zone (Fig. 2) is the reason for the inelastic behavior of the semi-

brittle concrete which appeared in Fig. 1.

FIGURE 2. a) stress state condition –at the centre of the specimen- under splitting tensile loading 

where an almost linear elastic stage is appeared, b) the formation of a damage zone along a vertical

plane in the early almost pure plastic damage stage, and c) the formation of a fracture surface after 

the crack propagation at the end of the almost pure plastic damage stage

The modifications in the planning of the common splitting tensile test, which were helped to

the identification of this plastic damage stage, concerned differentiations in the size of the used

aggregates and prepared specimens, concerned additional aiming measured quantities using

suitably positioned strain gauges and also carefully prepared test in order to minimize all the

secondary effect which could alter markedly the final results.

The present work consist a part of research program with code number MIS86473-14096/5/8/

04 in the framework of “Archimedes I”, and is co-financed by the European Social Fund and

National Resources from the EPEAEK II Program.
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As the static loading period of a power plant increases, high temperature components such as main

steam pipe and header are degraded and their creep lives are reduced. Generally, material

degradation is influenced by nucleation, growth and coalescence of cavity, and precipitates formedf

during the long operating period of power plants. Creep strength and life of material are closelyf

related with the microstructural characteristics. Components used under creep condition for long

time are unable to maintain the stability of microstructure and experience degradation of material

[1]. From this viewpoint, it is necessary for safety and residual life estimation of power plant to

investigate creep properties of specimens prepared from the material cut directly from the

operating service components. Small punch test has been developed as an useful method to

estimate mechanical properties because of its miniaturized specimen size [2]. In this study, smalltt

punch creep tests were carried out to investigate the effect of aging time on creep properties using

P92 steel weldment aged for 0~12100 hrs at 600oC. Microhardness measurement and

microstructure observation of both base and weld metals were peh rformed to analyze their effects

on creep strength and rupture life. The coarsening behavior of martensite lath with aging time was

investigated by TEM (Transmission electron microscope) and SEM (Scanning electron

microscope) to examine the effect of microstructural change for the minimum creep rate. Also, the

area fractions of precipitates and cavities were analyzed to investigate the relationship between

creep rupture life and aging time. The chemical composition of P92 (9Cr2W) steel used in this

experiment is shown in Table 1.

TABLE 1. Chemical composition of P92 steel and welding eledtrode(wt%)

* Gas Tungsten Arc Welding(1~4pass), ** Shielded Metal Arc Welding(5 and beyond)

Fig. 1 shows the small punch test apparatus used in this study. Fig. 2 shows the comparisontt

results of base metal and weld metal for displacement rate versus applied load for  ‘0 hr’ aged P92aa

steel. The minimum displacement rate of weld metal was lower than that of base metal. Specimens

aged up to 12100hrs were employed in this study. In the main paper, detailed analysis and

discussions will be carried out on the experimental results of hardness, microstrucaa tural evolution,

area fraction of precipitates and cavities as well as displacement rates of weld and base metal.

C Si Mn P S Ni Cr Fe

Base metal 0.1 0.22 0.48 0.017 0.006 0.18 9.11 Bal.

*GTAW 0.10 0.36 0.44 0.012 0.005 0.72 8.89 Bal.

**SMAW 0.11 0.22 0.54 0.014 0.005 0.59 8.50 Bal.

Mo W Cu V Nb B N Al

Base metal 0.47 1.75 - 0.18 0.056 0.002 0.041 0.01

  GTAW 0.41 1.75 - 0.23 0.069 - 0.052 -

  SMAW 0.50 1.45 0.06 0.20 0.02 0.002 0.041 -
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Finally, a phenomenological euation will be produced for the estimation of the residual life of P92

steel exposed to high temperature operating conditions.

FIGURE 1. Schematic illustration of SP test apparatus.

FIGURE 2. Displacement rate vs. applied load
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This paper describes numerical modelling of the post weld heat treatment (PWHT) effects as well

crack length impact on integrity of modelled members subjected to tension load. Residual stresses

(RS) influence considerably welded components of power plants integrity when combined with

thermal cycling, mechanical stresses and some corrosion mechanisms, like intergranular stress

corrosion sracking in austenitic steel pipes, Mirzae-Sisan et al. 1 and Adziev et al. 2 . Their

numerical analysis is an appropriate approach, particularly where experimental research work is

expensive and mathematical solution is complicated.

Numerical analysis of flat experimental specimens, reviewed in the first part of the paper, is

based on consideration of influences of primary and secondary stresses on strain intensity factor

(SIF). Two principal flaw directions are assumed - parallel and perpendicular to the weld direction

and that RS acts in the same direction as the external load. It is considered an overmatched weld in

the first case and an undermatched weld in the latter arrangement.

The behaviour of real panels (specimens) is 3D, but relatively thin specimens are considered

with the plane stress conditions, typical for structures of small thickness. Plane strain occurs in

thick specimens and it is dominant in the middle of the specimen.

It is assumed surface cracks, because they are common in many structural components.n

Accurate stress analysis of these surface-cracked components are needed for reliable prediction of

their crack-growth rates and fracture strengths. However, because of the complexities of such

problems, exact solutions are not available.  Thus it is used the superposition of primary and

secondary stress efects according to Newman and Raju ff 3 . SIF is calculated from a 3D FE

analysis for semielliptical surface cracks in finite elastic plates subjected to tension and bending

loads.

, (1)

, (2)

where c is the surface crack depth, Q is the shape factor for elliptical crack, PmP  and Pb are primary

membrane and bending stress respectively, SmSS  and SbS  are coresponding secondary stresses and F

and HNRH  are constants. The resulting SIF is given by

, (3)

In the second part of the paper, it is applied the approach of Harrison, Loosemore and Milne,

which allows to interpolate between linear elastic fracture for one extreme of failure and large-

scale plastic yielding or collapse at the other extreme, known as failure assessment curve (FAC) or

R-6 curve.  For a thin panel of width 2W containing a central through-thickness crack, the stress ratioW

SrSS  calculated for the failure assessment diagr ram (FAD) is according to PD 6493 given by 
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(4)

where  and 0 are uniform remote stress and flow stress (effective yield stress) respectively. For

points indicating tensile load values, ratio SrSS corresponds to the stress from the load r

(5)

It is deviced FAD with FAC for different crack lengths calculated using EPRI approach with

(6)

where P is load per unit thickness and P P0  is the limit load.

In the third part of the paper the failure prediction is given for a set of load and RS values. It is

defined the boundary in the load - RS plane as the locus of predicted failure points, so that on one

side of the boundary the panel is safe from failure and on the other side failure occurs. The analysis

is performed for panels made of the HSLA steel T.StE 460 (with y =460 MPa and 0 =542,5

MPa) and made of the A 533B low alloy ferritic steel ( y =414 MPa and y 0 = 484 MPa). The results

are compared with data from literature, Adziev 4 .
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In engineering applications elastomers are frequently exposed to complex combinations ofd

mechanical loads (monotonic, static, intermittent and cyclic loads) superimposed by various

environmental effects. A better understanding of the material resistance against crack initiation anduu

propagation becomes of increasing practical importance which can be illustrated by the example of

the rapid decompression failure behavior of pressurized seals for oilfield applications.A

phenomenon termed rapid gas decompression (ED) damage occurs if elastomer seals exposed to

high gas pressure fail upon the sudden release of the gas pressure in a brittle manner. As to the

characterization of the explosive decompression failure behaviour of pressurized elastomer seals,

our research program deal with (1) the instrumented autoclave tests of pressurized O-rings, (2) the

bulk deformation behaviour of elastomers under highly confined conditions, (3)d crack initiation

and crack growth under high deformation rates, and (4) the pressure and temperature dependent

gas permeability of various elastomers using various types of gases.

In the first part of the study pressurization/depressurization experiments were performed in an

autoclave on component level using O-rings made from two rubber types (HNBR and FKM). The

main focus was given to develop instrumented experiments, where the pressure and temperature

change of the chamber and the expansion of the O-rings were continuously measured and

recorded. Both free and constrained O-rings were investigated and the complex thermo-

mechanical response of the elastomer materials was recorded and analyzed. The change of the test

parameters and the behaviour of the O-ring are shown in Fig. 1 during an instrumented ED test;

In the second part of the study fracture tests were run on two servohydraulic test systems (MTS

831.59 Polymer Test System and MTS 858 Axial-Torsional Test System). A pure shear specimen

configuration with a faint waist in the mid-section (FWPS specimen) and with thicknesses of 2 mm

and a cylindrical specimen configuration with 14 mm nominal diameter were used in this study.

Both single parameter critical tearing energy values and the crack growth resistance of various

elastomer types under monotonic test conditions were determined over a wide loading rate range

and the results are analysed based on the crack growth kinetics (da/dt-T curves are shown in Fig.

2). In addition, to gain more insight into the real material behavior under complex loadingr

conditions full field strain and temperature measurements were performed both in the near crack

tip and in the far field in the specimen ligament and subsn equently analyzed.

The FWPS specimens revealed stable, in-plane crack growth in these monotonic tests and the

various stages of the crack growth form the crack initiation in a highly blunted crack tip to the final

unstable crack growth were analyzed. Moreover, a material grade dependent increase of both the

near crack tip and far-field specimen temperature was observed using this specimen configuration.

The cracked round bar specimens revealed a more unstable crack growth for all materials

investigated which is associated with the higher degree of trd iaxiality. Finally, significant

differences were observed regarding the fracture behaviour and the test parameter dependence

between the elastomer types investigated.
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FIGURE 1. The change of the test parameters and the O-ring during an instaa rumented ED test; (a) 

the complete test sequence, (b) pressurization phase and (c) decompression phase.

FIGURE 2. Loading rate dependence of crack growth kinetics.
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Mechanical design of components can be performed according to different criteria, aiming to

prevent unexpected failures and to maintain structure weight at low values. When loads are

strongly variable with sporadic peaks in intensities, “safe life” criterion is applied. In particular this

criterion prevents failures in components expressively designed for a limited number of load cycles

and according to very strict weight specifics. A typical application of this methodology is on

competition cars, where many components must be designed for a mm life limited to the only race

duration. The use of such criterion is often expensive, since it requires the knowledge of local

Wöhler S-N curve. The purpose of this paper is to determine, by experimental and numerical

methods, the S-N curve at the tooth root of a gear in the transmission of a Formula1 competitionr

car. This component (Fig. 1) is carburized, hardened and shot-peened with peen diameter of 0.3

mm (S110) and shot operating pressure of 4 bar. Parameters of the analysed spur gear are modulus,

4 mm, pressure angle, 20°, face width, 5.5 mm, number of teeth, 22; moreover a correction

(correction factor = 0.96) is applied. Fatigue tests for the evaluation of the fatigue limit and the

determination of the S-N curve were performed on a Rumul resonant machine (Fig. 2), able to

work at a frequency of 108 Hz. A device had to be used to correctly refer the gear to the testing

machine, in order to reproduce work load distribution, as described by Olmi et al. in [1]. Such

device is able to apply a bending fatigue load just to a couple of teeth: on any gear five couples of

teeth can be tested.

FIGURE 1. A photo of one of the tested gears   FIGURE 2. Experimental installation

The fatigue limit was firstly investigated, by the application of the Staircase method described

by Dixon in [2]. Six nominal tests were conducted for the determination of dynamic strength. A

FEM analysis was performed for the conversion of the fatigue limit for the applied load into a local

fatigue strength (1355 MPa) at the tooth root. The S-N curve (for finite life) was determined by

operating tests at five equally spaced load levels, with three replications for each. This procedure

was performed in accordance to ISO 12107 [3] and the S-N curve was elaborated at the 88%

confidence level. 
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Obtaining an S-N curve for a specific component is an expensive and long procedure. For thist

reason several authors suggested methodologies for the numerical calculation of the local S-N

curves. Eichlseder in [4] presents a general approach applicable to components of whatever shape,

however, to the authors’ knowledge, it was never applied to peened components. Firstly the shot-d

peening process was numerically simulated. Explicit time integration is very efficient in solving

the problem for highly dynamic and non linear conditions. The peens were modelled as bodiesr

considered infinitely rigid in comparison to the stiffness of the target material [5]. The results of

simulations were validated by comparing them to experimental stress distributions. They were

derived by X-ray diffractometry (Fig. 3) for three peening treatments with peen diameter of 0.3

mm (S110) and shot pressure ranging from 3.5 to 4.5 bar.

Stresses at the tooth root were investigated by FEM, by simulating bending fatigue loads acting

on a tooth couple. Total state of stress was calculated as the sum of stresses due to external loads

and of residual stress. Eichlseder proposed that the local S-N cur rve of a component at the mostuu

critical location can be achieved by the knowledge of the relative stress gradient at that location

and by data related to specimens (of the same material) fatigue performance in basic load

condition. Thus from the total stress distribution (considering both external loads and residualt

stress due to shot-peening) the relative stress gradient, =(1/// max)xx ·(dd /dx), was calculated (38

mm-1). The local fatigue strength f, the slope k of the S-N curve and the number of cycles at thek

fatigue limit NDN  were calculated as functions of [4]. Fig. 4 shows in a Log-Log diagram a

comparison between experimentally and numerically derived curves. Good accordance testifies

that this methodology can be applied to quantify fatigue performance improvement due to peening

treatment.
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Hydrogen energy is expected to solve both the lack of fossil fuel resources and carbon dioxide

emission. In order to develop the hydrogen society, it is urgent matter to establish the strength

evaluation method for the components exposed to hydrogen in machines and structures, such as

fuel-cell vehicles and infrastructures, because hydrogen has been reported to degrade the strength

of materials [1,2]. Our previous study as in Fig. 1, on a type 304 austenitic stainless steel which is

a candidate for use in hydrogen environment shows that the fatigue crack growth rate under the

hydrogen gas environment is higher than that under air atmosphere in the range of high growth

rate.

In this study, the effect of hydrogen environment on the fatigue limit and the crack growth rate

in the range of low growth rate are discussed. The material used here is JIS SUS304 stainless steel

solution-treated, which is the same material as used in Fig. 1. Fig. 2 shows the shape and

dimensions of a specimen. Bending fatigue tests were carried out on a specimen with small twin

holes. Testing environments were 0.18MPa (in absolute pressure) hydrogen gas, inert gases; argon

or nitrogen at the same pressure as hydrogen, and in air at 313K. Fatigue process was in-situ

observed using a scanning laser microscope.
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Fig. 3 shows t-N diagram. The fatigue limit is notN sufficiently different in hydrogen and in

air and the fatigue lives in hydrogen is longer than in air. At the strain level of fatigue limit in each

environment a crack emanated from twin holes stops after propagation to some length. If hydrogen

environment enhances crack growth the fatigue limit may fall and fatigue lives may shorten, but

the facts are contrary to those. The reason was discussed on the basis of crack closure factors; such

as plasticity, oxidation, debris, and asperity. In order to further discuss, fatigue crack growth tests

in the range of extremely low growth rate were added. Fig. 4 shows the fatigue crack growth rate at

t=0.28% in hydrogen, in argon, and in air.t The fatigue crack growth rate less than 10-9 m /cycle

in hydrogen is lower than that in argon and in air. This result and retardation of fatigue crack

initiation due to the absence of oxygen and water vapor [3] explain the longer fatigue lives under

the hydrogen than under air in Fig. 3. In order to clarify the behavior of the fatigue limit and crack

growth rate in the range of low growth rate, another factors; amount of transformation martensite

and crack opening stress were measured by the X-ray diffraction and by the observation of a crack

opening during one loading cycle with a scanning laser microscope, respectively. Within the limits

of this experiment, plasticity- and transformation-induced closure seems to play important roles in

hydrogen environment.

Hydrogen environment has both acceleration and deceleration factors for fatigue crack growth.

It seems that the effect of hydrogen environment appear as a summation of effects due to these

factors, in a different manner in the different stage of crack growth or in the different

environmental condition; such as, pressure and temperature.
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It is clearly shown that surface condition has a strong effect on fatigue life. 80 – 90% of total high

cycle fatigue life is taken up by crack nucleation/initiation at the surface. Shot peening is a quitet

successful surface treatment process for extending the service life of a large number of

components. The benefit is created by the compressive stress field at the surface and a limited

effect of cold work, which has advantages in reducing the likelihood of crack formation, Webster

et al. [1]. However shot peening only introduces a very thin layer of compressive residual stress, in

the order of hundreds of micrometres. Below the compressive layer near the surface is an elastic

region in a tension state to achieve equilibrium and not cold worked, which may have a detrimental

effect on fatigue life if a scratch created in the treated surface is bigger than the compressive layer,

Burgess et al. [2]. Little information is available about the influence of small scratches on a shot

peened surface and how it will affect the fatigue life of a component.t

Several experimental tests and some FE (finite element) work was made in order to evaluate

the effect of different scratches in a shot peened surface at elevated temperature in  RR1000

powder metallurgy nickel base superalloy. The geometry studied is representative of a critical

feature of a gas turbine aero engine compressor disc with an elastic stress concentration factor

 due to a curvature radius of 4.5 mm. Several specimens were tested in the conditions

as machined and shot peened (110H 6-8A 100%). In some specimens, a scratch was created with a

cutting tool in the curvature of the specimen (R=4.5mm) after the shot peeing treatment. Then

scratch was 3 mm long with a 90º V groove with a root radius of 50 m and two different depth

sizes, 50 m and 100 m. These sizes lie within the peak of compressive residual stress and within

the end of the compressive layer respectively. The experimental tests were made at high

temperature, 650ºC, in a servo hydraulic testing machine with a trapezoidal loading waveform 1-1-

1-1s and load ratio of R=0.1.Crack propagation rate was measured with a DC potential drop

system developed for these tests with calibration curves obtained by numerical methods and

corrected by beach marking, Cláudio [3]. 

A discussion is presented about the fatigue behaviour by compt aring all the six situations

studied, as machined, for shot peened conditions both with and without the 50 m and 100 m

scratches sizes. Fig. 1 shows some of the results obtained presenting the S/N curves for all groups

of specimens tested experimentally. The influence of shot peening on crack propagation and crack

shape was also evaluated experimentally.

1.32tK
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FIGURE 1. S/N curves obtained experimentally.

To complement this work several FE analyses are presented showing the stress distribution

evolution in front of the scratch as the number of cycles increase. These results were used to prove

the experimental ones and to understand the scratch damaging effect of shot peening. It was

concluded that shot peening has a remarkable effect on fatigue life at high temperature for the

geometry without scratches. With scratches, the benefit of shot peening is drastically reduced. For

the 100 m depth the shot peening benefit almost disappears, however for the 50 m depth an

improvement in cyclic life compared with the as-machined condition is found. A small benefit of

shot peening can also be noticed for long crack propagation, wherd e the compressive layer at the

surface creates a tunnelling effect, decreasing overall crack propagation rate slightly. According to

the numerical results, for scratched geometries shot peening seems to have a limited effect on

crack initiation.
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This paper presents high temperature (900°C or 1000°C) tensile tests on r precracked flat 16MND5

test piece with a rectangular section. Cohesive zone model has been used to simulate the crack

propagation into a very ductile material.

The context of these tests is the study of the rupture of a nuclear reactor submited to an

accidental mechanical and thermal loading due to the reactor core melting during an uncontroled

nuclear reaction [1]. The test purpose is the incipient crack threshold and propagation crack speed

characterization.

The 16MND5 test piece has a 4 x 25 mm effective area at the 5 mm length notch. The

mechanical loading is applied by a Schenck tensile testing machine which is controlled in force.

The thermal loading is applied by an inductor heating. We first imposed a slope in temperature

until the aimed one (900°C or 1000°C) and then a slope in stress until rupture. Force andn

displacement are recorded. An infrared camera and thermocouples are used to measure thea

temperature distribution. Finaly, two methods are used to obtain the crack propagation speed. A

high speed numerical camera (1000 f/s) allows us to find the position of the crack tip (Fig. 1).

Moreover, we apply a constant electric current in the test piece and we measure the voltage on both

side of the crack during the propagation.  The voltage evolution is correlated to the crack tip

position.

FIGURE 1. Numerical images of crack propagation (16MND5, 900°C)f

To simulate the test, we model the crack by a cohesive zone (Fig. 2). An elastic damageable

behaviour law from Hinte [2,3] is used for the cohesive elements. The 16MND5 behaviour is

elastoplastic with kinematic hardening [4]. First, we are interested in the Hinte parameters

adjustment and then, in the plastic parameters influence on the crack propagation. The propagation

speed comes from two phenomenons. The snap-back instability governed by the ratio of the matrix

and the interface stiffness tends to accelerate the propagation [5,6]. On the opposite, plastic

dissipation in the matrix tends to reduce the propagation speed. 

  Finally simulations are compared to the experimental results.
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FIGURE 2. Simulated stress field of the propagation by a Hinte cohesive model 
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In this study, expressions for translation (J), isotrope expansion (M), distorsion (N) and

interactions effects representing the active parts of crack driving forces known as energy release

rates are formulated in a purely theoretical context. It is shown throughout this research that these

elementary movements correspond to the active parts of crack driving forces occuring during the

interaction of the Damage Zone (DZ) or the so-called Fracture Process Zone (FPZ) with a main

crack. On the basis of a stress field obtained by the use of a Semi-Empirical Approach (SEA),

which relies on the Green’s functions,  these driving forces corresponding to the mentioned

degrees of freedom are derived within the framework of the plane problem of elastostatics. 

In the last decade, sufficient experimental data has been collected, evidencing that in most

cases, a severely damage zone, which often precedes the crack itself, surrounds a propagating

crack. This zone can reveal itself as microcrackings in ceramics and polymers [1], as slip lines or

shear bands in metals [2], and as crazing in amorphous polymers [3].

Consider a two dimensional, linear elastic solid containing an edge crack of length l and ann

adjacent layer of microcracks as shown in Fig. 1.

FIGURE 1. Size dimensions of the proposed model

Herein, an approach based on the representation of displacement discontinuities by means of

the Green’s function theory is used. The result can be obtained using the experimental

measurements of the crack opening displacement and thus avoiding the difficulties of analytical

solutions. In this case, the displacement field  at a point  generated by a discontinuity at

point can be represented for a plane problem as

˜ ˜ ˜

x̃
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(1)

where  is the discontinuity displacement,  is the second Green’s tensor. This second

Green’s tensor for a plane stress problem is given as follows [4]:

(2)

Since the work W done by an applied force F at the grips (xF 2 = h) is given by;  

W = F.UTotal = UIUU + UDZUU (3)

then, the total energy release rate A1 takes the following form:

(4)

Carrying out this procedure, expressions for active parts of crack driving forces J, M and N can

be derived from Eq. (4) as:

(5)

Finally, one can obtain;

(6)

where JI, M and N correspond to the translational, the isotropic expansional and the distorsional

energy of the active zone, respectively. Here, is the change in concentration (flaws and new

crazes) and interaction effects (time dependency).

In this study, formulation of the different driving forces representing the active parts of the

damage are obtained in a purely theoretical context proving that the expenditure of energy into

various modes of crack propagation meaning the translational motion of the crack with the process

zone unchanging on one hand and the expansion as well as the distorsion of the DZ on the other

hand. These latest constitute an important percentage of the total energy release rate.
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The evolution of adhesive bonding technology and its current knowledge base was made possible

by the rapid growth of adhesive applications in a great aa variety of industries in the past few decades.

Adhesive joints are found today in the electronic, automobile, aerospace, wind turbine andaa

shipbuilding industries. While the description of their elastic properties required for the prediction

of deformation is well established, predicting failure evolution is more difficult, thus creating a

great need for development of tools that predict failure evolution. Such failure analysis tools must

excel in predicting initiation, size and propagation of the crack within the adhesive layer, while

taking into consideration the bonds asymmetry, anisotropy and thickness variations. Such analysis

can be achieved by the use of the cohesive law approach.f

FIGURE 1. The whole adhesive joint is modelled by the separation-traction law.

The fracture process zone is characterised by a traction-separation law, a cohesive law,

Sorensen [1], see Fig 1. The behaviour of "ductile" fracture and strength prediction requires

modelling of the failure process zone. This can be done with fracture mechanics and a study of the

local crack opening and propagation. The cohesive law establish a relationship between, , the

stress across the failure process zone and its stretch, , during a monotonic increase in , Sorensen

and Jacobsen [2]. The cohesive law can be taken as a basic fracture property and this offers the

advantage that its shape can be predicted by micromechanical models, [2] and Bao and Suo [3].

The cohesive laws are determined experimentally. This method isd used in this work in order to

derive the cohesive law from measurements taken on the J-integral and the end-opening. In order

to determine the J-integral directly from the specimen's geometry and load level, a stable crack

growth is needed so that the entire ((( )-  curve can be determined. The double cantilever beam

(DSB) loaded with pure bending moments fulfils these demands, Suo, Bao, Fan and Wang [4]. 

In this paper, cohesive laws for two different ductile epoxy polymers were investigated, M300-

and M420 Plexus. Epoxy polymer joints with different mechanical properties and geometries are

considered in order to study the effect of plasticity within the bond of ductile adhesives, since this
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can enhance their fracture toughness. The J-integral can be established by a general approach and

experimental measurements. Cohesive laws are obtained for pure mode I fracture of double

cantilever beam (DCB) specimens. A pre-crack made by a thin teflon film is imbedded in all the

specimens during manufacturing. During the experiments the load and the end-opening is

measured. Retrieving the cohesive law is done by differentiating J in respect to the opening of the

pre-crack tip.  The "trend" of the cohesive laws where found to be quite different for the two

adhesive systems and for their different thicknesses. A dramatic decrease of the maximum

cohesive stresses was shown with the increase of specimen thickness for the M300 Plexus

adhesive. However, the M420 Plexus adhesive's maximum cohesive stresses seem to have little

dependency on specimen thickness, suggesting that the M300 Plexus adhesive might be notch

sensitive. An increase of Jss with larger adhesive thicknesses is also observed for both M300- andrr

M420 Plexus adhesives suggest that for those specimens an additional toughening happens due to

plasticity, Tvergaard and Hutchinson [5].

The objective of the project is to establish and demonstrate methods for modelling the

mechanical behaviour of adhesively bonded joints in polymer matrix composite materials. Fracture

mechanics will assist to establish the relevant framework for their mechanical performance. The

main results from this study are expected to be part in a set of recommendations regarding

production parameters, design, inspection and control of adhesively bonded joints.
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This study is the purpose to obtain the stress intensity factor of the double column that is made of

the dissimilar material by the experiment. The authors used the model made of the epoxy resin like

the test specimen, this is changed the rigidity that these specimen are made to change the curning

agency  for the epoxy resin. In the case of changing the compounding ratio of the hardner, the

rigidity changes.This is applied and experimented by the caustics method and the stress frozen

mehod of the photo elasticity method.

Introduction

The homogeneous of an internal defect and the material are often contained, avoided, and in

these materials also which is a new important problem without the carefully  thinking . [1] The

double columnar produced with epoxy resin is modeled when a three-dimensional surface crack

exists on the interfacial vicinity of a double column which consists of the dissimilar material, and

the experiment analysis by the stress frozen method of the photo elasticity method is done. [2][3]

This research is assumed the case where a double column which axially had the crack acts  a

static load, evaluated the three-dimensional surface crack when stress intensity factor KIK ,II KIIK and

KIIIK existed at the same time single according toI the stress intensity factor, and elucidated the

transformation style of crack up-to-date. It was compared with the rigidity and the joint boundary

radius etc. of the material examine the influence which causes  for the transformation style in the

crack point as a result. A double columnar was modeled by the epoxy resin when a three-

dimensional crack existed in interfacial of the surface of a double column which consisted of theu

dissimilar  kind material, the stress frozen method of the photo elasticity method was applied to the

caustics method , and the experiment analysis was done for the obtaining the K value.K

The method of calculating stress intensity factor Kr IK ,II KIIK ,II n the photol elasticity method, and KIIIK

is which uses the common method in general from expression of (1)(2)and(3).

Test specimen and experiment method
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FIGURE 1. Static torsion tester (The load : 2.12N)

The test specimen was made by using epoxy resin to see the influence for the K value of an

interfacial position like the column of outside diameter D r = 50 mm, length L = 20 mm, joint

boundary radius R in =25 mm, 30mm, 35mm, and 40mm, and the crack was inserted width W

=0.15 mm, depth D =5 mm, and length L =100 mm in the direction of  the axis with the miller

cutter of 0.15mm in the thickness of the blade. Modulous of longitudinal elasticity  of these

specimen are E (GPa) 3.93,  4.06, 4.13 and 4.25. The modulous of transverse elasticity G (GPa)G

1.45, 1.48, 1.51 and 1.55.Fig. 1 is the torsion test machine for the test specimen . The left side

moves by the load,and the right side is fixed by the bolt.

Conclusions

In this research, a double column which is composed by the dissimilar material that was mademm

of the epoxy resin was produced, the surface axially crack was inserted on the surface of

the specimen, the static torsion load was put, and it was experimented. The influence which caused

it for the crack point was examined, therefore the following knowledge was obtained by theff

diameter ratio of inside and outside compared with the horizontal elasticity coefficient using the

optical elasticity method together with the caustics methods. 

• The influence of the value of Kf IK by the change compared with the modulus of longitudinalh

elasticity is large in a double column which has the surface axially crack, and the value of

KIIK has understood the influence by the change compared with the modulus of longitudinalh

elasticity is small. 

• KIIIK  is large, and is small in both ends. TheI tendency as which any type was the same was

shown. In a double column which has the surface axially crack, it has been understood the

value of KIK  is to be able to control by putting the material with a different elasticity rateI

internally.

• The influence of the value of KIK and KIIK by changing RI in /Rout compared with an inside and

outside radius is large in a double column which has the surface axially crack, and it has

been understood that the influence on KIIIK is small. I
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Rotating bending fatigue test was carried out using the cement carbide WC-Co in ultra-long life. A

carbide metal WC has many defects on the boundary. A crack initiates from these defect, and

propagates belong the boundary. Fatigue limit does not exist. Because the brittleness materials like

glass,ceramics obeys to the weakest link. The boundary slips easily, and is weak to sharing force.aa

The fatigue crack propagation rate (da/dN) cannot calculate. But, fracture toughness KICKK  can

calculate from relationship Fractal dimension or Hurst number(localized wavelets transformation)

and yield area. Yield area of fracture in ultralong Nf=2.05×107 broad . Origin of fracture is surface

defects. When KIC>KmaxKK in surface stands up, the crack in the plane stress propagate. The fatigue

strength of WC cemented carbide is obeyed to weakest link model of defects. Because, even if it

supposes that it was worked the cyclic stress over the fatigue strength, the fatigue fracture did not

always happen. If KmaxKK /KIC=const. stands up, a small crack is equivalent to a small defect, and

fracture of material is induced by initiated crack. By the fractal dimension analysis, the

phenomenon of fracture mechanisms will be clear. Namely, the fractureaa happens simultaneously

with crack initiation. Crack initiation and developing spread and then, generally, the rate-

determining fracture process the course of the last failure. It is clarified by the crack progressing

curve to the steady growth of the crack.The da/dN-Kth figure understood with the one which

shows the characteristic of the material respectively. However, in to draw out from the material,

which was destroyed by extracting the material, specialization matters which show each

characteristic and being shown, the rate determining process is complete. Therefore, it aimed at the

forming of a plastic region as the characteristic of the fracture surface, and the this research

computed the distribution of destruction toughness value KIC from inside to the surface and

showed As following conclusion from them. This cemented WC metal being formed under a hot

and high pressure has the characteristic of the excellent material in the fatigue strength. And,

morphology of powder is smaller as much as it, adhesion power is stronger. Those fracture modes

are internal origin. When the plastic-region isn't clear, it decides most of the area by the fractal

dimension and it finds KIC value from themand compares with the Kmax value. Fracture of used

material in experiment shows that occurred straightlyt  from internal to surface as Ky maxKK /KICKK  is

constant value.
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FIGURE 1. Relationship between flacture toughness KIC and plastic zone wp
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Stiffened plates are widely used in aircraft, ships and civil infrastructures. They offer light weight

and high strength and stiffness.  In ship structures, they are often used is areas where the amount of

fatigue loading is the greatest.  The survey of the literature has shown that there has been a larget

volume of research to address fatigue crack growth in stiffened plates in aircraft structures;

however, most of the studies have considered aluminium panels that have been either riveted or

adhesive bonded stiffeners.  It has been observed that investigations on welded steel stiffened

plates, often found in ship structures, are much scarce [1, 2].  The heating and cooling resulting

from the welding of such stiffeners to the parent plate induces a complex t three-dimensional state of

residual stresses in the structure. Moreover, despite the fact that the distribution of such residual

stresses is recognized to have considerable influence on the fatigue crack growth rates of welded

stiffened panels, the fatigue behaviour of such structures, especially as a result of such residual

stress states, is not well understood.  There is also a paucity of test data in characterizing the

fatigue response of such structures.

This study focuses on evaluation of the residual stresses in 350 WT steel sttt iffened plates using

the neutron diffraction strain-scanning technique.  Typical test specimen is shown in Fig. 1.  In the

present investigation, the principal strains directions were assumed to follow the symmetry axes of

the specimen:  transverse (x), longitudinal (y) and normal (z) as shown in Figure 1. The

wavelength of the neutron beam was chosen to be approximately 1.5 Å by rotating the germanium

crystal in the monochromator to the (115) diffraction plane.  The detector was then driven to the

appropriate angle 2 , such that strains were measured on the (211) plane of the specimen, which is

the recommended diffraction plane for ferritic steel

Typical results are shown in Fig. 2.  The neutron diffraction measurements indicated that in

general the residual stresses were tensile near the welded stiffeners and compressive between the

stiffeners and ahead of the starter notch tip.  Fatigue testing indicated that the fatigue crack growth

rates of the stiffened plates were in general lower than that of a corresponding unstiffened plate,

especially near the notch tip where compressive residual stresses existed.  The longitudinal

component of the residual stress conceivably had the most influence on the fatigue life of the

stiffened plate as it was in the direction of the fatigue loading 
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FIGURE 1. The stiffened plate specimen and its dimenssions.

FIGURE 2. The measured longitudinal residual stresses.
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Mechanical structures are usually fabricated by using various kinds of metallic materials as the

structural components.  The structural steels indicate the distinct fatigue limit in the S-N property,N

in which the S-N curve becomes horizontal and N no fatigue fracture occurs at the stress levels lowert

than this critical level. Thus, mechanical components have been designed to operate well at stress

levels lower than the fatigue limit measured at 107 cycles. However, during the last decade, several

unexpected failures have been reported even for structural components made of ferrous metals,

which were assumed to have a distinct fatigue limit. In recent years, economic and environmental

considerations have increased the need to safely extend the service life of mechanical structures

such as energy conversion and transportation systems beyond their design life.  From this trend,

the fatigue behavior of structural materials in the very high cycle regime of 109-1010 cycles has

become an important subject of research all over the world.  In this background, some international

conferences were organized and hot discussions were made on a wide variety of the fatigue

characteristics of those structural materials[1-3].

Based on the recent researches performed by many researchers, some metallic materials such

as high strength steels and case-hardened steels have a characteristic fatigue property in the very

high cycle regime to indicate the duplex S-N property consisting of the respective N S-N curves forN

surface-induced fracture and interior inclusion-induced fracture[4]. In the latter case, fish-eye is

usually observed on the fracture surface and an inclusion is found at the center of the fish-eye[5].

In addition, it is noted that a characteristic area having the fine granular morphology is formed

around the inclusion at the crack initiation site[5]. Such characteristic fatigue behaviors depend

upon the kind of metallic materials, the loading types, the loading frequency, the testing

temperature and environments and so on. From this point of view, what is the standard fatigue

property common to the different testing conditions, and, what is the individual fatigue property

peculiar to each testing condition. In some cases, only the S-N data are obtained as the

fundamental design data for the actual mechanical products in the fatigue tests. In such a case,

fracture surfaces are not usually observed by means of an SEM. Even if the fracture surface was

observed by SEM, the central portion of the fish-eye was not usually observed at very high

magnification. Thus, existence of inclusion at the crack originf is not always confirmed and the

formation of the fine granular area(FGA) around the inclusion is not always investigated in the

fractography.

In the above circumstances for the fatigue testing method and the testing procedure, some

kinds of standardizations should be established in order to clarify the true aspect of the fatigueff

characteristics of metallic materials in the very high cycle regime. Loading types in the fatigue

tests are axial loading, plane bending, rotating bending, torsion and some other special loading.

The type of fatigue testing machine is also in the wide variety such as electro-hydraulic servo type

testing machine, piezo-electric ultrasonic fatigue testing machine and many other special typesa

including some multi-type testing machines which can perform fatigue tests for many specimens

simultaneously. Thus, fatigue tests in the very high cycle regime were carried out following the
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individual testing machine and procedure depending on the respective researchers. It is difficult to

compare directly those fatigue test results with one another. We have another important subject in

the present research area. Namely, how can we analyze the fatigue test data obtained in the very

high cycle regime[6]? How can we determine the S-N curve from the numerical data providingN

pairs of stress level and fatigue life (  versus )? How can we separate the failed specimens

into the surface-induced fracture and the interior inclusion-induced fracr ture? Thus, the concrete

procedure to analyze the fatigue test data is an important subject which should be established as a

standard method from the global viewpoint.

In the author’s opinion, the conventional standardized procedure for the fatigue tests in thed

usual life region less than 107 cycles should be referred and some original procedures should be

added in order to perform the long life fatigue tests. For example, it takes 200 days to perform the

fatigue test toward 109 cycles at the frequency of 50Hz. Thus, the long-termf stability of the testing

machine is important article in the fatigue tests. On the other hand, the ultrasonic fatigue testing

machine can give us the high cycle fatigue property within a short period as reported by many

researchers. However, the temperature elevation of the specimen introduces a difficulty in the

ultrasonic fatigue testing. In order to overcome this difficulty, several kinds of special techniques

to keep usual temperature were developed and reported by many researchers. But, effects of the

frequency and the cooling technique are still unsolved clearly. Thus, some standard testing

procedures should be established, even if the ultrasonic testing method was applied in the fatigue

tests.

In conclusion, some standard fatigue testing methods should be selected and the concrete

testing procedures should be specified for the respective testing machines. There are many

fundamental fatigue test data other than S-N data, such as chemical compositions, heat treatmentN

conditions, specimen type and dimensions, surface finishing and relative mechanical properties,

should be measured and recorded for every fatigue test. What kinds of relative data should be

recorded as the fundamental fatigue data? This is also another important articles in the

standardization of the fatigue test and the data analysis in the present area[7]. In this lecture, typical

articles required to the standardization in the very high cycle fatigue tests y are indicated for the sake

of convenience to facilitate the applicability of the fatigue test data.
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For landing gear, considering the potential to support all the structure and cyclic loading during

landing, the most important criteria design is high strength and fatigue resistance [1,2]. Aluminum

alloys have been the best choice for commercial aircraft with a much more rapid insertion due to

lower manufacturing costs, low replacing risk and the use of an existing production infrastructure.

The 7xxx series are predominating alloys when strength is the primary requirement [3,4]. rr

A well known and used surface impact treatment to improve the fatigue strength of

components subjected to variable amplitude loading, is shot aa peening [5]. A compressive residual

stress field is created which retards or eliminates the nucleation and propagation of fatigue cracks.

The present study evaluates a tungsten carbide cobalt (WC-Co) coating applied by the high

velocity oxy-fuel (HVOF) process, used to replace anodizing.

This research evaluates a tungsten carbide-cobalt (WC-Co) coating applied by the high

velocity oxy-fuel (HVOF) process, used to replace anodizing. S-N curves for axial fatigue tests

were obtained for base material 7050 T 7451 aluminum alloy and base material with anodic films

grown by sulphuric acid anodizing, chromic acid anodizing and hard anodizing. To compare with

previous experimental results, three groups of specimens were prepared and tested in axial fatigue

to obtain S-N curves: base material, base material WC-17%Co coated by HVOF.

The influence on axial fatigue strength of anodic films grown on the aluminum alloy is to

degrade the stress life performance of the base material. The sulphuric acid and hard anodizing

showed the strongest effect. The WC-17%Co thermal spray coatings improved the axial fatigue

strength of Al 7050 T 7451 alloy.

Tensile residual stress at interface coating/substrate (+ 130MPa), which increased to +

170MPa at 0,05 mm from interface, were induced by the WC-17% thermal spray coating process.d

A reduction in the axial fatigue life of shot peened coated specimens in comparison to Al 7050

T7451, WC-17%Co thermal spray coated, was observed. Tensile residual internal stresses were

obtained at interface coating/substrate (+ 190MPa) and inside base material (+130MPa at 0,10mm

and + 100MPa at 0,15mm).

The results of the axial fatigue tests for the base material and specimens with WC –17% Co

thermal spray coated, are shown in Fig. 1.
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FIGURE 1. Axial fatigue life of base material and WC – 17% Co thermal spray- coated specimens 

an Al 7050 T7451 alloy substrate.
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The improvement of composites materials in the infrastructure and engineering areas in the last

years is excellent. Consequently, technological challengers as sophisticated test methods andd

accurate tools development are generated. Also environmental considerations, which correspond to

the mechanical requirements to application of these materials, are fundamental [1].

The RTM process is one of more efficient techniques to produce advanced fibers reinforcing

polymeric matrix composites [2]. Is associated to an effective low cost technology to produce great

scale composites components. It was developed as an economic method of high quality composites

to produce more complexes components than that obtained from the traditional methods [3],

present excellent controlling of mechanical properties and shorter cycle of process [4]. 

The NCF/RTM6 composite processed by RTM, shows potential as aeronautical material. The

Fig. 1a shows the NC2/RTM6 composites laminate processed by RTM and the figure 1b shows the

impregnation map from ultra-son analysis. The material was produced and provide by Hexcel

composites.

FIGURE 1. NC2/RTM6 Composite a) Laminate; b) Impregnation map

The fatigue phenomenon in composites reinforced with fiber is very complexes and the

behaviour of these heterogeneous materials is quite different of metals, for example. 

Fatigue failure analysis was performed using the stress intensity factor and minimum and

maximum applied load ( K), from which is dependent thKK e energy dissipation while KmaxKK control

the fracture velocity. The stress ration, , conferee magnificence to the K data. The

materials strength in relationship to the dimension of crack is aa determine as the growing velocity by

mK

K
R min
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load cycle dc/dN. For an intermediate DK, the growing velocity follows the Paris-Erdogan

equation [5, 6].

For axial tests using a INSTRON 8801, a sinusoidal load of 10 Hz frequency and load ratio

Ra=0.1 was applied in the NCF/RTM6 composite specimens, which were done according to

ASTM D3039, indicated in Fig. 2.

FIGURE 2. Typical axial fatigue specimens.

Data obtained from axial fatigue tests are presented in the SxN curve indicated in Fig. 3

FIGURE 3. Fatigue tests SxN curve of NC2/RTM6 composites.
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Titanium alloys is a widely used material for structural components because this alloy

characteristics as low density, nearly 50% of steel density, high stf rength which provide hightt

weight/strength ratio. The weight savings and high corrosion resistance make titanium attractive

for application in landing gears [1,2].

However, titanium has a poor tribological behaviour. Straffelini and Molinari explain that

titanium alloys have low sliding wear resistance because of their low resistance to plastic shearing

and low protection exerted by the surface oxides [3].

Surface coatings are a usual alternative to improve wear resistance of mechanical components.

HVOF Thermally sprayed coatings with excellent wear resistance properties have been used in

aerospace, oil and paper industries. Considering safe and security of landing gear components,

fatigue strength of Ti-6Al-4V coated was evaluated [4,5].

The aim of this paper is investigate the microstructure of WC-10%Co-4%Cr deposited by

HVOF in Ti-6Al-4V substrate by scanning electron microscopy and analyse its influence in fatigue

behaviour of Ti-6Al-4V coated.

The fatigue experimental tests were performed on axial fatigue test specimens prepared

according to standard ASTM E 466. Typical dimensions of the specimen used for fatigue axial

tests are shown in Fig. 1.

FIGURE 1. Axial fatigue testing specimens

Figure 2 shows the influence of WC10%Co-4%Cr on the fatigue strength of Ti-6Al-4V. It is

possible to observe reduction in the fatigue strength due to the HVOF coating, in comparison to

base material. The Results shows that fatigue strength of Ti-6Al-4V coated reduce from 950 MPa

to 400 MPa.
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FIGURE 2. SN curve for Ti-6Al-4V coated with WC-10%Co-4%Cr

Figure 3 shows a surface polished of Ti-6Al-4V coated with WC-10%Co-4%Cr which present

a micro crack inside of coating.

FIGURE 3. Microstructure of Ti-6Al-4V coated with WC-10%Co-4%Cr
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Natural fibers as reinforce material presents innumerable advantages, such as: low specific mass;

low superficial consuming in equipment as extrusions; easy handle; biodegradability and

renewable resource; insulator thermal, electric and acoustic; aesthetic aspects; non-toxic; beyond

low cost [1,2]. In the automobile industry is considered as a great potential to apply in the internal

covering area of cars, bus and trucks; in the civil construction to reinforce cement; as textile

material, characterizing a market in expansion [2]. The raw material from renewed resources is of

great interest to the research area, due to the replacement possibility fibers originated from

petrochemical derivatives, which should contribute to the environmental control.

Natural fibers as curauá [2], coconut [3], sisal [3], rami, bagasse of sugar-cane [4], jute and

pineapple have been used as reinforcement material. Sisal fibers are extracted from Agave sisalana

perrine leaves, monocotyledon classified originated from Mexico. Each leaf of sisal provides 4%f

in weight of staple fibers and 96% in weight of residues [5]. Brazil has f a great production of sisal

and export for the entire world, with a yearly production of 119.000 tons. Is also responsible for

56% of the worldwide production, which is approximately 204.000 tons [6]. The main producers

states are Bahia - 93.5%, Paraíba - 3.5% and Rio Grande do Norte - 3%, the semiarid region [7].

Commercially the products of sisal are found mainly as ropes, wires and fabrics. The sisal fabrica

used in the specimens has the form plain weave [8] and shown in Fig. 1.

FIGURE 1. Form of sisal fabric: plain weave.

The sisal fabric specimens are tested in natural and thermal treated at 60°C for 48h. Specimensl

have been confectioned in agreement to the ASTM D3039 [9], indicated in Fig. 2.
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FIGURE 2. Sisal fabric specimen.

Tensile tests data indicated in Table 1, shows for in natura specimens a tensile strength 50%

greater than thermal treated specimens. Also the tensile tests provide a located rupture of one or

few fibers and the load was transferred to the unbroken fibers.

TABLE 1. Results of  strength.

In this research, sisal fibers will be submitted to the fatigue test and the scanning electron

microscopic will be conducted.
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Properties In natura Thermal treated

Average maximum load / KN 1,570 1,012

Average displacement at break / mm/mm 0,060 0,061

Average area /mm² 68,16 66,71

Average tensile strength / MPa 23,06 15,13

Standard deviation 2,99 1,98
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Low-density sheet moulding compounds based in hollow glass micro-spheres are being increasing

used namely in automotive industry where can present advantages compared with traditional

metal, such as: lower weight, less expensive for low volume production in consequence of lower

tool costs, no corrosion effects, a more design freedom, etc. These materials are usually classified

as syntactic foams if the filler content is relatively high. Syntactic foams are potential good

materials for applications where impact loads occurs once they are able to reduce impact force

[1,2]. The addition of hollow micro-spheres trends to reduce the Young modulus and ultimate

strength [2,3] and even the specific values are only increased in terms of impact force and

marginally in flexural modulus for high volume fractions of micro-spheres [2].

The main objective of current work was to study the effects of load rate and humidity (in the

case immersing the specimens in water for periods until seventy days) on the flexural mechanical

properties and particularly on the fracture toughness KIC.

Hollow micro-spheres Verre ScotchitTM-K20 manufactured by 3M with particles size of 33.5

m were used. The resins used for binding micro-spheres, consist of epoxy 520 with hardener 523

and polyester Hetron 92 FR supplied by Ashland Chemical Hispania. Rectangular parallelepiped

specimens were cut from the moulded plates with volume fraction  of 28% and machined for the

dimensions of 65x12x6 mm for flexural and mode I fracture toughness tests.

The tests were performed using an Instron universal testing machine, equipped with computer

controller and recorder system according to ASTM D790-98 and ASTM D5045-96, for flexural

properties and mode I fracture toughness, respectively.

A batch of specimens was immersed in water at 20 ºC until seventy dat ys. The water absorption

was quantified in order to relate it with the obtained mechanical properties. Fracture toughness

KIC, flexural stiffness modulus and ultimate strength were obtained as function of the load rate and

the immersed time. The parameters studied show a slight effect and in some cases negligible on

mechanical properties. Figures 1 and 2 present the results of the toughness KIC against the water

immersion time and the load rate, respectively, confirming the slight effect of these parameters.t
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FIGURE 1. Influence of the time of water immersion on the KIC.

FIGURE 2. Influence of the load rate on the KIC.
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Considerable amount of creep-fatigue crack growth (CFCG) data with characterizing fracture

parameter C* or Ct have been generated for the last 25 years. On the contrary similar efforts for

weld interface crack started only a few years ago. In this article the CFCG behavior of 1Cr-0.5Mo

steel particularly for weld interface cracks is intensively studied by experimental methods.

In order to measure high temperature material properties involved in CFCG study of the weld

interface crack, tensile and creep properties were measured for each part of the weld metal, the heat

affected zone(HAZ) and the parent metal of 1Cr-0.5Mo steel at 538 ºC. HAZ metal was obtainedt

by a simulated heat treatment[1]. Results showed that the order of tensile strength is

weld>HAZ>parent both at 24 ºC and at 538 ºC. Creep resistanceaa was also the highest for weld

metal and lowest for parent metal. Creep rupture life curves were obtained and converted to

Monkman-Grant relation [2] which is useful for life assessment.

FIGURE 1. Creep fatigue crack growth rates related with  considering crack tip plasticity

With use of the data obtained from the above study, high temperature crack growth behavior

was investigated. Creep-fatigue crack growth behavior was experimentally measured particularlyy

when a crack was located in the heat affected region of 1Cr-0.5Mo steel. Load hold times of the

tests for trapezoidal fatigue waveshapes were varied among 0, 30, 300 and 3,600 seconds. Time-

dependent crack growth rates were characterized by the Ct estimated with the equation proposedt

by the previous finite element analysis work. It was concluded that  the Ct values calculated fromt

the properties of parent metal were quite comparable to the accurate Ct values calculated from botht

of weld and parent metals. Scatter of data was claimed due to the difference of exact location of the
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cracks in HAZ. By metallographic observation, it was revealed that the cracks have a tendency to

change their path from the original location eventually to the relatively soft HAZ (ie, near-fine

grained HAZ region). The crack tends to grow along the fine grained HAZ regardless of the initial

position of the crack tip. The reason of this crack growth trend was discussed based on creep

properties of the HAZ. Creep-fatigue crack growth law of the studied case is suggested in terms

alloy to the relatively soft HAZ (ie, near-fine grained HAZ region). The crack tends to grow along

the fine grained HAZ regardless of the initial position of the crack tip. The reason of this crack

growth trend was discussed based on creep properties of the HAZ. Creep-fatigue crack growth

law[3,4] of the studied case is suggested in terms of (da/dt)avg vs. (Ct) avg for residual life

assessment.

(1)
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MODELING OF FATIGUE IN A LOW-CARBON ROLLER-QUENCHED

TEMPERED STEEL

D. Angelova and R. Yordanova

Donka Angelova – Professor and Rozina Yordanova – Assistant Professor in the University 

of Chemical Technology and Metallurgy-Sofia, 8 Kl. Ohridski Blvd., 1756 Sofia, Bulgaria

dona_ang@techno-link.com, rozi.yordanova@abv.bg

A low-carbon roller-quenched tempered steel, RQT501, used for offshore applications was

subjected to tension-tension loading at a stress ratio t R = 0.1 using a servo-electric fatigue rig with

a load capacity of 100 kN. Tests were performed in load controNN l at stress levels of  396, 470 and

516 MPa within a 0.6M NaCl environment [1], and at 520, 522 and 525 MPa in air [2]. A

sinusoidal waveform was used at frequencies  0.2, 0.5, 1 and 10 Hz. Pit and short crack initiation

and growth were monitored by surface replication of the specimen ff and their diameters and lengths

– measured with the help of an image-analysis system.

The three distinct regimes  describing the fatigue behaviour of RQT501 – those of

microstructurally short cracks , physically small cracks  and long cracks  – are modeled

by parabolic-linear system of equations M, shown in Eqs. (1), Figs. 1, 2 and Tabl. 1:

M: (1)

FIGURE 1. Short fatigue crack in-air data presentations – conver ntional M and alternative Q
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FIGURE 2. Short fatigue crack corrosion data presentations – conventional M and alternative Q

TABLE 1. Coefficients in Fatigue Model from Equations (1) under different test conditions

An alternative presentation of the same fatigue data reveals a linear behaviour of a newly-r

involved energy fatigue-function , expressed as a line corresponding to a given stress range at

very high correlation coefficients fcff [3]. This enables us to model and predict fatigue behaviour in

a simpler and more precise way.
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Steel

RQT501

Short crack Physically small crack Long crack

A1 A2 A3 B1 B2 B3 C1 C2

MPa Air, f = 10 Hz

520 -2,6.10-5 12,3.10-4 -14,2.10-3 -5,2.10-6 3,3.10-4 -5.10-3 4.10-7 1.6057

522 -4,5.10-6 12,3.10-6 24,5.10-5 -6.10-7 3,5.10-5 -2,3.10-4 4.10-7 1.5516

525 -3,1.10-6 5.10-5 54,8.10-5 -4,5.10-6 3,3.10-4 -5,3.10-3 1,2.10-7 1.9028

f / Hz 3,5% NaCl,   = 516 MPa

0.2 - - - -3,9.10-7 2,2.10-4 -1,3.10-2 1,7.10-6 1,7410

0.5 -3,9.10-6 2,9.10-4 -29,6.10-4 -1,9.10-6 4,6.10-4 -2.10-2 5,5.10-7 1,7355

1 -2,1.10-6 2,1.10-4 -1,1.10-4 -1,4.10-6 3,7.10-4 -1,3.10-2 6,6.10-7 1,6881

W
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The corrosion fatigue crack propagation behavior of a low-carbon low-alloyed construction steel

was investigated under testing frequencies f=6,6Hz and ff f=11Hz and stress ranges ff =580 and

=620 MPa at rotating bending (RB) conditions. The applied loading scheme was symmetric

(loading ratio R = -1) and the specimens were subjected to corrosion fatigue tests in a 0,35% and

3,5% NaCl water solution.

A table model Fatigue Rotating Bending Machine, FATROBEM-2004 with a corrosion cell

for environment assisted short fatigue crack growth investigations was designed, constructed,

assembled and put in operation in the Laboratory of Plastic Deformation at UCTM-Sofia. Therr

principal scheme of FATROBEM-2004 is shown in Fig. 1 and:

FIGURE 1. Scheme of FATROBEM-2004 fatigue machine: electric engine 1, driving belt 2, ball-

bearing unit 3, testing box 4, specimen 5, device for loading 6, counter 7, device for circulation and 

aeration of corrosion agent 8.

The employed stress ranges  and the corresponding registered fatigue lifetimes Nf are

shown in Tabl. 1. Both previously introduced, a parabolic-linear model M and an alternative linear

fatigue energy-function W for describing short fatigue crack growth behaviour in-air [1, 2] are

adapted for corrosion environment in the present study, Fig. 2. Figure 2 incltt udes all 8 sets of data

from Tabl.1 presented in two ways by: the parabolic-linear family M; and the linear familya W

expressed analytically through 8 line-equations in log-log scale, showing very high correlation

coefficients fc.
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TABLE 1. Experimental conditions and fatigue lifetimes

FIGURE 2. Different fatigue data presentations: conventional, M and new, W

In order to estimate the applicability of the adapted model M and energy-functionf W for

aggressive environment uses, a comparison was made between the fatigue lifetimes calculated by

the models and those registered experimentally, which showed a good agreement.
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Rotation-bending, R=-1, NaCl solution environment

Specimen Stress range/ Mpa Frequency/ Hz Concentration NaCl % Lifetime cycles

1 620 11 0,35 110330

2 580 11 0,35 212300

3 580 6,6 0,35 74250

4 620 6,6 0,35 72380

5 580 6,6 3,5 80740

6 580 11 3,5 30360

7 620 6,6 3,5 41800

8 620 11 3,5 16600
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It is known , that some construction material (CM) from Alumirr num Alloy (AA) or steel being

wetted by lick of liquid metal such as Ga or Hg, under imposed a fatigue loads became very brittle

and reduce to zero their lifetime.  In [1]  we have represented the sensitiva e elements of the fatigue

gages.  In [1-3] we have examined three questions: 1) what kind of the rheological structures are

formed in the space of a real material? 2) Is there a general law transforming this structure? 3) Is

there any difference in the reaction of a construction material (CM) underr r fast and slow loads?

In this paper we  represent the framework of the new experimental f method for estimating the

effective output parameters of CMs and their changes under imposed fatigue deformation. The

output data of CMs depend on the micro - structures they are possessed of. For example, effective

internal friction  – of the CM are formed as a sum of micro – structures internal friction – 

with fit statistics -  [1-2].

Damages accumulated at the initial stage of fatigue process change local parameters of the CM

[2,3]. The micro – structures are irreversible changed if sufficiently high deformation is imposed

on CM. This process become more intensive and more intricate under wetted by liquid metals.  As

a number of cycles increases CMs’ micro – structures eventually begin to make evolution. As a

result the alarm state of CM arises.

A sample of an Aluminum Alloy was selected as a pattern of CM. There is not a common law

permits one in advance to determine both what kind of micro - structures and how many of micro -

structures will be simultaneously belong to CM after the number cycles of loads. To accomplish

these ends the new experimental techniques of  and  measurement was developed. The

Internal friction ( ) of CMs is very sensitive to cracking processes.  depends on both

the number -  of imposed acoustic cycles and the value - of the amplitude of imposed acoustic

deformation.  is the reciprocal of the merit factor (or -  factor). factor shows  the

capability  of  homogeneous  material  to absorb the acoustic energy : ,  here  - the

full acoustic energy which the material  possess ;  – the absorbed energy. The greater is  of

the homogeneous material, the less energy is absorbed by each micro-region of a tested sample. 

But CMs are heterogeneous materials for which the greater is the effective merit factor - ,

the more energy can be absorbed by selected micro-regions of a tested sample. At the same time

there are some micro-regions, which have negligibly small probability to absorb the acoustica

energy. Each micro-regions will be able to contribute to the  accordance with statistic  [3]:

Series qk & Qk k represent the micro – structures of CMs [2,3]. Qk ( N;k ,m) - is the merit factor

(related with the internal friction ) of a k-th micro-region and depends on the   amplitude  -kk
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and   degree   of   asymmetry - m of the imposed regular cyclic deformation. r L is a number of

micro-regions. For example, if L=2, and  (but  so that ) and

, respectively, then the equality leads to .

As a result the part of full acoustic energy  is absorbed by the second region of testedd

sample. So micro-crack arises in the space of CM.

In this paper we find a number of micro-regions - L and series qk & Qk k from the experimental

data like as the internal friction  versus  - N and - . N

The ways of realization. After imposed a limit number cycles of fatigue deformation, that

change the CMs micro - structure, the fast cycle of deformation with selectf ed value of amplitude is

imposed on the specimen [2]. The curve  (  – effective internal friction of CM and  -

value of imposed deformation), that was automatically recorded within this fast cycle of

deformation, permits one to bring out the forthcoming structures of CM and its features, that willf

take place at the near future cycles of imposed deformation [3]. So the monitoring of CMs alarm

states will be made. For the sake of convenience,  assume that                

   G*N     if       Nk-1 N  Nk

      Q k( ;m, N)  =        

    G*N k  if             Nk k N

Q eff  (max) = Mf gMM (m)g  ,  and    ZkZ   = Q k k / Mk gMM  (m)g    , ( k = 1,2,3,..., L).  (1)

Zk  and  q k k can be found from experimek ntal data like as the internal friction  versus

- N and -  and formula (1).  This  model also admiN ts  control of the structure mutations in AA and

FE  within one fast cycle of an imposed deformation . High level of computer engineering was

used by us for study the effect of the cracking processes, caused by liquid metals,  on the

amplitude-dependent internal friction . We are using the two-component oscillator

(ZrTiPb-19 piezoceramics and the aluminum alloy sample wetted by liquid gallium  with rigidly

installed on it the fatigue element), having an eigen-frequency of about 20 kHz, for study the effect

of the oscillation amplitude and micro-cracking processes on the amplitude-dependent internal

friction .

Results of paper. The new software as well as automated equipment for monitoring of the

construction materials’ alarm states was represented. The analysis of both the new materials’ micro

- structures and existing materials’ micro – structures by novel methods was made.
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At present, friction stir welding (FSW) represents one of the most interesting techniques in the

field of welding. The process is has been implemented in industrial practice for joining aluminium

alloys, while the welding of the titanium alloy and the steels is still primarily in a developmental

stage. 

The thermo-mechanical action of the tool causes a residual stress field in the FSW joint.

Although, the peak temperatures of the process are relatively low; residual stresses similar to the

traditional welding technique may develop in the FSW joint. Moreover, the restraints of clamps,

which are used for fixing the plates during the process, impede the relief of the heated zones that

causes longitudinal and transversal residual stresses.

The fatigue crack growth behaviour in FSW joints was investigated by several authors [1-4]

and most of them [1, 3-4] have shown through experimental tests that the residual stresses play a

predominant role on the fatigue crack growth rate as compared to the effects of microstructure and

hardness changes. Therefore, an accurate method has to be adopted for measurement of the

residual stress field in order to evaluate the influence of the same residual stresses on the fatigue

crack growth behaviour of FSW joints.

Several experimental techniques can be used to evaluate the residual stress field developing in

FS welded joints. The non-destructive techniques of X-rays and neutrons have enabled the

determination of the longitudinal and transverse residual stress profiles The destructive cut

compliance method described by Prime [5] is widely used to provide the through-thickness

residual stress intensity factor of a supposed crack front. Subsequently, the residual stress profile

can be analytically extrapolated by the knowledge of the residual stress intensity factor, KresKK .

Similarly, the hole drilling method provides the residual stress distribution by means oftt

incremental hole-drilling steps and numerical routines. Nevertheless, both these techniques require

the knowledge of the influence functions which depend from the cut depth, the strain gage location

and the geometry of the investigated body. Moreover, it has been recently illustrated that they

innovative techniques of the contour method described by Prime et al. [6] and the on-line crack-

compliance method [7] combined with the adjusted compliance ratio [8,9], ACR, can be used to

measure the residual stress field in FSW joints.

In this paper, an application of the ACR method and of the on-line crack-compliance technique

is shown for a FSW joint in titanium alloy. The on-line crack-compliance is used to obtain the

residual stress intensity factor in real time from a fatigue crack growth test. Thus, the post-

processing ACR methodology is adopted to separate the closure and d residual stress effects from the

fatigue crack growth rate data. The on-line crack-compliance method is similar to the cut

compliance method. This technique uses the load-displacement curve directly provided during theuu

fatigue test, so that a specific test for the determination of the residual stresses is avoided.

Moreover, the practical application of this methodology does not require the knowledge of thet

influence functions; only a sufficient signal stability and linearity of displacement need to compute

the residual stress intensity factor. At the same way, on the basis of ratio of displacement, the ACRf
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methodology provides the effective stress intensity factor range, KeffK , taking into account theff

crack closure effects, below the opening load, caused by the mating broken faces along the crack

wake. The FTA, Fracture Technology Associates, software is used to perform the fatigue test in K-KK

control and to provide the KresKK  profile. Specimen compliance was measured continuously in order

to calculate the crack length and to provide feedback to the fatigue test software. The fatigue tests

were carried out on a Ti-6Al-4V titanium alloy sheet which is friction stir welded at the University

of South Carolina.
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A procedure has been developed for calibrating the non-linear elastic machine deformation and

demonstrated for evaluating J at 653 K and 803 K for a modified J 9Cr-1Mo steel. The calibration

procedure involves determining the non-linear elastic relation between machine deformation xm

and load (P), from the P-xt data for a blank specimen with known elastic compliance t C (asC

measured at the loading pins) deforming in the elastic regime, using the relation

(1)

Elastic compliance of the specimen was computed using two-dimensional elastic boundary

element method (BEM) were carried out for one symmetric half of the specimen using the BEMf

code of Portela and Aliabadi [1] marginally modified for the present application. Calibration

testing consists of three steps: (i) blank specimen is ramped at the chosen constant stroke rate to the

desired load level, (ii) actuator motion is arrested for a period sufficient to complete any load

relaxations and (iii) specimen is ramped down to zero load at the same actuator speed. The

calibration and fracture tests were carried out in a servohydraulic universal testing machine using

the same testing assembly and constant actuator speed of 0.1 mm/min. For the fracture tests with

pre-cracked specimens, the load line displacement was measured using a double cantilever type

LLD gage. Data for three unloads (for better confidence) above a small cut off load (because of

strong curvilinearity in P-xt data at lowt P) were least-square fit to the empirical functional form:

(2)

where i is the zero-offset for i-th unload, and qjq , rjj jr  are fitting constants., data (determined by trial

and error) were used for the least square fit. The error of fit beyond the cut-off load was essentially

within ±2 m for 653 K and ±4 m for 803 K, quite comparable to typical resolutions for high

temperature LLD gages.  The xm(P(( ) equation is used for inferring xspx   from the xt  data for at

fracture test. Since for fracture tests, the early P - inferred P xspx  data are linear well beyond the cut

off load, these can be easily back-extrapolated to P=0 to correct the inferred xspx data to ensure xspx =

0 for P=0.

The agreement between the measured and inferred xspx  was better than the 1% for all the tests at

653 and 803 K.  Fig. 1 shows a region of slippage of the LLD gage resulting in a backward

displacement at 803 K, beyond this point, the measured xspx continuously increased and eventually

exceeded the inferred xspx . This suggests that beyond some critical rotation in the specimen, the free

arm of the gage started sliding down the flat surface. This actually shows that inferred xspx , rather

than xspx  measured by the specific specimen-extensometer configuration used here, should be more

reliable. Also, even for large displacements, unlike measured xspx , inferred xspx  does not require to

be corrected for the LLD measurement line progressively shifting away from loading line (cf. the

rotation correction , Section A2.4.4 in [2]).

PCxPx tm

jrj

j
jimit PqPCxPCx
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FIGURE  1. (a)Typical plots of Pf versusP xsp,  for tests at 653 K (b) magnified view of a region

corresponding to a slippage of the LLD gage resulting in a backward displacement for 803 K.

The nominal J (without crack growth correction) resistance (J J(( nomJJ -R) curves for 653 K

computed using inferred  and measured xsp are presented in Fig. 2. Data for both NT and aged

conditions are included in these plots and are not distinguished. It is clear that using inferred xspx

results in considerably less scatter compared to when using measured xsp reflected in the fact that

the constants of fit of the J-JJ a  relation, J =J C an  , C and C n are better determined (indicated in

these figures). Also, conservative estimate of  (~290 kJ.m 2) is obtained using inferred xspx

compared to using measured xsp (~330 kJ.m 2). The same conclusion was reached for 803 K too.

Similar conclusions were drawn for single specimen normalization method for J estimation (cf.J

A15, ASTM E1820); these results are not presented here.

FIGURE 2. Results of multiple-specimen analysis of fracture test data for 653 K following ASTM 

E1820-01 prescriptions (a) inferred LLD and (b) measured LLD.
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The use of adhesive bonded joints is constantly increasing owing to the advantages that they offer

with respect to the traditional methods of joining, e.g., fewer sources of stress concentration,

improved stress distribution, weight and cost reduction, ability to joint  dissimilar materials, etc. [1].n

However, adhesive joints contain defects and they do appear in the manufacturing cycle or inr

service condition. The most common type of defect occurs at the interface and is represented by

voids and contamination of substrates surfaces by foreign objects. Joint strength is affected by

crack location and crack path [2-4] and, as a result, a knowledge of the interfacial toughness

become of critical concern in design calculations. A great research effort has been made in this

field in the last decades and different specimens type have been employed: Brazil nut specimen

[5], symmetric and asymmetric double cantilever beam [6-7], end notch and mixed mode flexure

[8].

The purpose of the present paper is to investigate the interfacial fracture resistance of Al/

Epoxy joints using a Cracked Lap Shear (CLS) specimen loaded in four point bending. Procedures

for specimens’ fabrication are those reported in [10]. In particular, substrates are aluminium 6061-

T6 alloy while the resin is Loctite Hysol 3422 A&B (Henkel-Germany), a two component,

medium viscosity and fast curing industrial grade epoxy adhesive. Initial cracking is achieved

simply introducing a thin Teflon tape at the Al/Epoxy interface, in such a way is possible to

reproduce those cracks that are likely to be encountered in service condition. Two bond line

thicknesses have been investigated, 0.25 and 0.5 mm respectively, while the mode mixity of the

applied load has been controlled varying the relative thickness of the substrates.

Fracture toughness has been pointed out in terms of the critical energy release rate and of thed

phase angle of the complex stress intensity factor. As the adhesive layer thickness is much smaller

than the other in plane length, the phase angle is determined using the universal relation proposed

by Suo et al [11],l i.e. adding up to the phase angle of the homogeneous base specimen (obtained

neglecting the presence of the adhesive layer) a correction term that accounts for the elastic moduli

mismatch.

Experimental results have shown an interfacial stick-slip fracture confirming the general

finding that an adhesive bonded joint subject to mixed mode load fails at the interface. However,

after each test, substrates have been completely separated using a wedge, i.e. in mode I loading

condition: the resulting fracture was cohesive in layer (Fig. 1). As the crack path is dictated by the

mode mixedness of the applied loads, this change in failure mechanism could be considered as a

proof of the good quality bond achieved during fabrication. In addition, optical micrographs of

fracture surfaces provided clear evidence of markings associated with initial growth and crack

arrest associated with the fast unstable crack propagation process. In particular, these were

essentially featureless, suggesting that a brittle fracture occurred. This is usual for epoxy resin

tested at room temperature [12].
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FIGURE 1. Fracture surfaces.
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As the static loading period of a power plant increases, high temperature components such as main

steam pipe and header are degraded and their creep lives are reduced. Generally, material

degradation is influenced by nucleation, growth and coalescence of cavity, and precipitates formedf

during the long operating period of power plants. Creep strength and life of material are closelyf

related with the microstructural characteristics. Components used under creep condition for long

time are unable to maintain the stability of microstructure and experience degradation of material

[1]. From this viewpoint, it is necessary for safety and residual life estimation of power plant to

investigate creep properties of specimens prepared from the material cut directly from the

operating service components. Small punch test has been developed as an useful method to

estimate mechanical properties because of its miniaturized specimen size [2]. In this study, small

punch creep tests were carried out to investigate the effect of aging time on creep properties using

P92 steel aged for 0~12100 hrs at 600oC. Microhardness measurement and microstructure

observation of base metal was performed to analyze their effects on creep strength and rupture life.

The coarsening behaviour and chemical composition of precipitates with aging time were

investigated by SEM (Scanning electron microscope) to examine the effect of microstructural

change for the creep rupture life. Also, the area fractions of precipitates were analyzed to

investigate the relationship between creep rupture life and aging time. The chemical composition

of P92 (9Cr2W) steel used in this experiment is shown in Table 1.

TABLE 1. Chemical composition of P92 steel(wt%)

Fig. 1 shows the small punch test apparatus used in this study. Specimens aged up to 12100hrst

were employed in this study. In the main paper, detailed analysis and discussions will be carried

out on the experimental results of hardness, microstructural evolution, area fraction of precipitates

and cavities as well as displacement rates of base metal.

C Si Mn P S Ni Cr Fe

Base metal 0.1 0.22 0.48 0.017 0.006 0.18 9.11 Bal.

Mo W Cu V Nb B N Al

Base metal 0.47 1.75 - 0.18 0.056 0.002 0.041 0.01
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FIGURE 1. Schematic illustration of SP test apparatus.aa
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The shape of crack-tip caustics, isochromatic and isopachic fringes, at a bi-material interface under

static load, are studied. When the crack-tip, which is perpendicular to interface, is at the interface

of the bi-material, the caustics, the isochromatic and the isopachic fringes depend on the properties

of the two materials. Thus, the caustics, the isochromatic and the isopachic fringes are divided into

two branches. The size of the two branches mainly depends on the elastic modulus and the

Poisson’ s  ratio of the two materials. From the caustics, the stress intensity factor KI can be

calculated while, from the comparison of the isochromatic and the isopachic fringes, the principal

stresses 1, 2 can be calculated.

In this work an attempt to study the shape of crack-tip caustics, isf ochromatic and isopachic

fringes at a bi-material interface and the evaluation of the principal stresses is made.

Two plates of modulii E1 and E2 and Poisson’s ratios 1 d 2 are perfectly bonded along

their common interface (Figure 1). In plate (1) there is a crack perpendicular to the interface. The

crack-tip is exactly at the interface of the two plates. 

FIGURE 1. Geometry of bi-material plate.

The Airy stress function X(r, ) for this problem, used by Zak and Williams (1963), is

(1)

with (2)

where  are constants and  takes values between 0 and 1, which is depended on the ratio

E12=E1/E2 of the two plates moduli.

From the stress function (1) the polar stresses at the crack-tip are taken

(3)

(4)

(5)
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1. Theory of caustics

The parametric equations of the caustics (r) and (t) ((r) is the caustic which is formed by the

reflected light rays from the rear face of the plate and (t) is the caustic which is formed by the

transmitted light rays through the plate) are obtained (Fig. 2)

(6)

(7)

2. Theory of photoelasticity

Isochromatic fringes are loci of points with the samef value for the difference of the principal

stresses or the maximum shear stress. The isochromatic fringes are plotted by the relation (Fig. 3)

(8)

3. Theory of isopachic fringes

Isopachics fringes are loci of points with the same value for the sum of the principal stresses. The

isopachic  fringes are plotted by the relation (Fig. 4)
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Biaxial measurements are very often used in order to characterize the material behaviour in more

constrained conditions than in the usual tensile tests. For rubbers this is necessary for the

determination of hyperelastic material laws (Ogden [1]). But also for detailed material

characterization of polypropylene this loading condition is utilized. There exist several loading

methodologies for applying biaxial load. The basis of the method used in this paper is the inflation

of a thin material sheet to a bubble with the help of pressurized air (Reuge, [2]). This method

demands for exact pressure measurement and for a determination of the strain distribution aroundtt

the pole of the resulting bubble (Bergamnn [3]). Figure 1 shows the utilized testing system in theuu

standard configuration.

FIGURE 1. Biaxial testing system in the standard configuration.

The true strain is exported from the strain analysis system, the resulting true stress is calculated

using Equation 1.

(1)

In this Equation p is the pressure that inflates the bubble, t rBr is the bubble radius,  is the

extension ratio ( = 1 + ) measured with the full-field strain analysis system and t0 is the initial

thickness of the specimen.

0

2

2 t

rp Brpp 2
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This methodology is a well-known approach for analysis of the deformed bubble. However, it

would be more comfortable if the measurement of the deformation would be possible without a

full-field strain analysis system, that demands for a complicated preparation of the test-piece. For

that reason a second volume was put on the testing system. This second volume has a second

pressure sensor in it, that allows for calculation of the bubble volume and furthermore, for the

radius of the resulting bubble used in data analysis. Figure 2 shows the testing system with thed

second volume.

FIGURE 2. Biaxial testing system with second volumen.

With these approaches different rubber types and polypropylene have been tested in both ways.

The results are presented along with the calculation method and compared to each other.

Especially the rubbers exhibit a small difference between the more sophisticated method with full-

field strain measurement and the simplified method with the pressure measurement on the upper

volume, therefore the method is a very useful tool if quick results are necessary.ff
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The paper describes hybrid approaches to testing of mechanical properties of historic materials

which are mostly available in very small amounts and bulks unsuitable for standard testinguu

procedures and techniques. Three case studies are presented. In all three, simple mechanical testing

procedures were combined with special optical measurements and tailored software tools.

For research into behaviour of lime mortars with natural fibres, which is quite frequent historic

material in almost all European countries, we need to know mechanical characteristics of natural

fibres. They are usually very short, of irregular cross section, with a quite high thickness to length

ratio. For their testing a simple loading frame has been constructed and during the loading changes

of position of contrast marks on the fibres were optically recorded using microscopy. As contrast

marks some colour nonhomogeneousities have been selected and their position evaluated by

special software written in Matlab 6.1. Measurement mark and its surrounding of about 45 x 45

pixels were adopted as a mask in the first loading step. In the next loading step the position with

the least difference between the new record and the mask. When the mark was found the mask as

well as the mark positions were actualized and the procedure continued. The measurement

accuracy reaches the level of one picture pixel, the measurement distance oscillated around 900

pixels which gives accuracy in the length measurement of about 0,11%. Because the measured

values oscillated in limits of one pixel around the actual value, the measured load-deformation

diagrams can be considered reliable. The measured mechanical characteristics are shown in Table

1.

TABLE 1. Measured properties of natural fibres

In the second case, very flat small historic mortar samples had to be tested for measurements of

their modulus of elasticity. Surface deformations of the specimens during compression tests were

measured using a high-resolution CCD camera and stored in bitmap format without compression.

The exact time of exposure was recorded together with the image. The deformation was than

calculated using the texture on the specimen’s surface as a natural marker. After several pre-

processing techniques based on thresholding, four distinct markers were chosen to calculate their

time-dependent positions by identification of the centre of gravity of each of the markers using

Fibres or 

fibrous

 particles

Abbrev Legth

(mm)

Equivalent

diameter

(m)

Tensile

strength

(MPa)

Modulus of

elasticity

(GPa)

Elongation at

failure (%)

Moisture

(%)

goat’s

hair

Ko 12 30-100 110-

230

6,2-7,7 2-29 negligible

horse

hair

Ku 12 50-140 110-

200

3,9-5,1 4,5-32 negligible
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moments of inertia of pixels weighted by their intensity values. This enables to attain sub-pixel

accuracy of the position measurement.

Last example describes tests of detection of changes of subtle material characteristics – the

thermal and moisture expansion of sandstone – due to treatment f using different products based on

ethylsilicates. Again only small samples were available, taken from the original medieval structure

of the Prague St.Vitus Cathedral. Changes of length of small sandstone plates (15 x 40 x 3 mm)

were measured during their cooling from a preheated state into the ambient temperature of thea

laboratory in the case of thermal dilatation study or during their drying from saturated state into

natural moisture content corresponding to the laboratory temperature and relative humidity. In

both measurements the specimens were placed in a special rig and optical system. During the

thermal dilatation tests the changes of temperature were recorded using Thermocamera AGA. The

optical system contained a mirror which inclined in accordance with specimen length variations

and reflected a focused laser beam on a screen. The movement of the laser beam spot on the screen

was recorded with one pixel resolution in a digital camera.

In the evaluation procedure, the data from image analysis must be connected with data from

cooling (or drying) records. This connection was done using developed software tools by means of

time synchronization. The position of the laser spot on the screen was determined as the center of

gravity of light points weighted by their intensity. The temperature change (cooling) was recorded

in intervals of 10 seconds during ten minutes. From the thermograms the average temperature of

the specimen was calculated, (during cooling a temperature gradient of several degrees was

observed in the inclined specimen), and synchronized with the deformation measurements.

The presented cases are illustrated by photographs of experimental setups, graphical

representation of measured characteristics and a description of other comparative tests, necessary

for evaluation of measured characteristics or effects of different material modifications.
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In this paper, two examples of combined experimental-numericalf procedure of local approach to

fracture mechanics have been presented. In first example, the level of fracture of steel in

exploitation - pressurised steamline at elevated temperature - has been determined using uncoupled

Rice-Tracey [1] model of local approach.

To enable the application of post-processing calculation according to the model applied, good

agreement between experimentally and numerically obtained tensile curves is obligatory. Round

tensile specimens with notch were used, where notch size was varied in order to attain different

stress triaxiality, according to [2]. By comparison of numerically calculated values for critical void

growth ratio (R/R0)c for new (virgin) and old (used) steel, the level of damage of steel from

exploitation was determined, for details see [3].

In second example, an analysis of ductile fracture initiation of low-alloy steel on two

geometries has been presented: smooth round specimen and precracked CT specimen. Coupled

method of local approach was used, according to the Gurson-Tvergaard-Nedleeman (GTN), [4, 5]

model. For determination of critical values of model parameters correspondinga to ductile fracture

initiation, a simple procedure has been applied based on combination of experimental and

numerical results. The details about the procedure can be found in [6, 7].

To determine experimental value of J-integral corresponding to onset of crack growth, Ji final

stretch zone width was measured, according to [8]. Numerically, Ji was determined according to

the criterion

(1)

where f denotes actual value of void volume fraction in front of the crack tip and fcff  is its critical

value determined using combined experimental-numerical procedure on a smooth specimen.

Having in mind the effect of finite element (FE) size in micromechanical analysis, the relation

between this quantity and microstructure of tested steel has been analyzed. A series of

measurements of microstructural quantities was conducted using light microscopy. It has been

concluded that the computation with FE size approximating to the mean free path l between non-

metallic inclusions in steel gives the results in accordance with the experimental ones.

The second example was based on recommendations given within the scope of the European

round-robin research, the details can be found in [Brocks]. In both examples, numerical

cf cf
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calculations using FE method were made using the academic license of the Abaqus programme

(www.hks.com).
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Digital image correlation is an optical-numerical full field displacement measurement technique,

which is more and more widely used in experimental mechanics[1-3]. The technique is based on a

numerical comparison of digitized images taken at different stages of deformation of an object. In

principle, any imaging technique can be used, provided that the deformed image can be predicted

starting from the undeformed image and the displacement field. The digital image correlation

technique then consists of numerically searching the space of all possible displacement fields, to

find the displacement field which gives the best correlation of the predicted image with the actual

image of the deformed state.

Mathematically, this technique should be successful if the correlation is a monotonically

decreasing function of the difference between the actual and hypothetical displacement fields. In

practice, the technique works rather well, but unless the natural texture of the object image

provides satisfactory results, patterned coatings —e.g., a random pattern of speckles easily created

by spray painting— must be applied to obtain images with high contrast and fine detail, without

self-similarity. Rules of thumb have been given for evaluating the quality of a given pattern, and

quantitative analysis is the subject of ongoing research [4]. It would be useful to be able to

synthesize a pattern, if the imaging conditions are known beforehand, that would provide optimal

performance for digital image correlation under those conditions. However, the digital image

correlation method can incorporate various tricks and strategies to decrease computation time orm

compensate for deficiencies in the images such as effects caused by lighting variations. The

effectiveness of these tricks will again depend on the pattern, so the optimal pattern depends on the

algorithms and parameters used for digital image correlation.

This paper presents the evaluation of a series of patterns for digital image correlation, both

experimentally and by means of computer simulation at various levels of detail for the image

creation process, illustrated in Fig. 1.
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FIGURE 1. modular simulation of image creation process in digital image correlation method

Comparison of the experiments with the simulations reveals that omission or idealized

treatment of the imaging system from the simulation significantly alters some aspects of the digital

image correlation results. This leads to erroneous conclusions with respect to optimal patterns and

algorithm choices. On the other hand, idealized treatment or exaggerated aberrations of the

imaging system in the simulations provide useful insights regarding limff itations and possible

improvements of the digital image correlation method.
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In the paper, the inertia effect was analyzed using dynamic finite element method to a three point

specimen loaded by the Hopkinson pressure bar. The schematic diagraaa m of the experimental

apparatus is shown in Fig. 1. The nominal load (the external load) applied on the specimen was

measured by the strain gauges mounted at the center of the Hopkinson pressure bar; the cracknn

initiation time was determined using strain gauge method.d

FIGURE 1. Experimental apparatus and its recording system.

The material used is a low alloy steel, and the mechanical properties are shown in Table 1. The

relationship between the dynamic yield strength  of the material with the strain rate  is shown

in Equation 1.

(1)

Charpy impact fatigue-precracked specimens were used in this experiment. As shown in Fig. 2,

only one half of the specimen and one support (anvil) were modelled due to symmetry. The mesh

of the specimen and support consisted of 627 nodes and 217 eight-node isoparametric elements in

total. Using the contact wizard in ANSYS we conducted a contact analysis between the specimen

and the support. The specimen is assumed to be under plane strain condition. The material model

of the specimen follows Equation 1 under dynamic loading conditions, and the material of the

anvil follows the linear elastic behaviour.

yd
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TABLE 1.   Mechanical properties of the steel 

The effective displacement of the specimen loading point was calculated using the dynamic

finite element method by applying the nominal load (the external load). By prescribing thisd

effective displacement, the effective load was again determined numerically. Fig. 3 shows the

comparison of the nominal load and the effective load as a function of time. A considerable

difference between the nominal load and the effective load is found. It is clear that the effective

load is much less than the nominal load. This indicated that most of the nominal load is used to

maintain the balance with the inertia force during loading and only a small portion of the nominal

load (the effective load) is actually used to deform and fracture the specimen. Hence, the energy

exhausted in crack initiation derives purely from the effective load.

Furthermore, the distribution of strain rate around the crack tif p of the specimen was found to

be not uniform and changed with the time. The order of average strain rate at the crack tip is aboutn

103/s.
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/ MPa
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/ kg.m-3

Modulus

/ GPa

480 600 77% 30% 0.3 7800 210
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This paper presents very recent results of an experimental program aimed at disclosing size and

strain rate effects on the fracture behavior of reinforced concrete beams. Thirty-six reinforced

beams made of two micro-concretes (material A and material B), of three sizes (75mm, 150mm

and 300mm in depth), were tested under four strain rates (1.05×10-5/s, 1.25×10-3/s, 1.25×10-2/s

and 3.75×10-2/s).

The schematic diagram of the beams was shown in Fig. 1. We used the constant reinforcement

ratio ( = 0.15%) and the same thickness (B=50 mm) for all the specimens. The rebar was kept in

the same relative position in the beams.

FIGURE 1. Schematic diagram of the beams.

Table 1 shows the characteristic mechanical parameters of the micro-concrete determined in

the various characterization and control tests. Where fcff , ftff , Ec, GF and lch are the compressive

strength, tensile strength, elastic modulus, fracture energy and Hillerborg's characteristic length,

respectively.

TABLE 1 Micro-concrete characteristics

The mechanical properties of the steel are as follows. The elastic modulus is 133.2GPa, the

standard yield strength at the strain of 0.2% is 434.1 MPa, the ultimate strength is 465.1MPa, and

the ultimate strain is 0.9%. The bond strength c is 7.00±0.79 MPa for material A, and 5.34±0.80

MPa for material B.

Fig. 2 shows the effect of loading rate on the peak load (PmaxP ) for each size. As it is clear from

the figure, the measured values of the peak load suffer scattering, which d could be explained by the

fact that the specimens were cast from different batches of reinforced micro-concrete.

fcff / MPa ftff  / MPa Et c /GPa GF / N·m-1 lch / mm

Material A Mean 40.37 4.83 29.57 51.70 65.53

Material B Mean 28.43 3.74 29.64 49.48 104.85
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Nevertheless, some general trends can still be observed: (1) the peak loads increase with increasing

strain rate; (2) the rate dependence of the peak load is stronger for larger specimens than for

smaller ones.

FIGURE 2. Effect of loading rate and specimen size on the peak load.a

Fig. 3 represents the mean cracking load of all the kinds of beams tested versus their

corresponding beam depth under various strain rates; both are expressed in dimensionless form:

the load level by means of the nominal strength divided by the conctt rete tensile strength

( ) and the size by the Hillerborg’s brittleness number. For

beams made by material A (lchl  is 65.53 mm) and material B (lchl  is 104.85 mm), size effect is only

shown under the strain rate 1.05×10-5/s, while it is inconspicuous to the higher strain rates. The

apparent absence of size effect at higher strain rates is explained numerically. The growth of the

peak load due to the growing CMOD rate might have compensated its decrease due to size effect.

FIGURE 3. Non-dimensional cracking strength versus their corresponding depth under various 

strain rates.
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The behaviour of corrugated fibreboard composite cushion comprising laminations with differing

pre-compression strain under impact loading is modelled and thent investigated numerically andn

experimentally with the assistance of a high-speed video camera. Similar configurations were

investigated, only experimentally, by Sek et al.[1], Sek and Rouillard [2] who showed an

improvement in cushion performance. For the purpose of this study a Simurr link library of discrete

dynamic elements and s-functions was developed (Fig. 1) and used to conduct virtual experiments.d

As an example, the compression characteristics of a simulated single corrugated layer is shown inrr

Fig. 1.

FIGURE 1. Library of discrete dynamic elements and the model of progressive compression.

Multi-layer samples were then assembled and subjected to impacts by a platen falling on the

sample from various drop heights. Fig. 2 illustrates results (initial  velocity of 2.4m/s at 5mm
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before the contact) obtained for a laminated sample comprising five pre-compressed layers and

three smaller sacrificial virgin crumple layers. Dynamic forces within the sample vary rapidly,

particularly in the period when one layer is collapsing, which lasts a fraction of millisecond (Fig.

3). When crumple layers are not used, the shock is significantly more severe - acceleration of the

platen is almost three times higher.

FIGURE 2. Results of simulation of an impact involving a collapse of crumple layer.

FIGURE 3. Shock pulse synchronised with a frame (filmed and sampled 20,000 per second).
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The paper describes impact/bending testing of sandwich panels with 10 mm foam core and FRP

face-sheets, with emphasis on test procedures, registration of results and description of the

specialized test equipment developed. The sandwich panels were subjected to a cylindrical

bending load of varying magnitude, while impacted at approximately 500 d m/s. The impactor body

was a steel sphere, diameter 10mm, with a mass of approximately 4g. The energy absorption and

damage morphology of preloaded panels were compared with similar data for impact on specimens

without preload. A high-speed camera was used for qualitativeaa registration of panel response.

Sandwich panels consists of two stiff, thin face-sheets separated by and glued to the surfaces of

a lightweight core plate. A bending moment is carried primarily by membrane stresses in the face

sheets, while shear loads are transferred as transverse shear stress in the core material. This

structural layout may be employed to produce panels with a particularly good ratio betweenaa

stiffness/strength and mass for a bending load (in much the same way as an I-profile steel beam).

Some complications may arise, however; sandwich structures are sensitive to imperfections in load

application, in particular in the form of concentrated loads, and as “fully stressed” structures, there

is little reserve capacity once one structural component has failed. Furthermore, the multitude of

damage modes make prediction of damage morphology a complex matter.

The subject of localized, penetrating impact on sandwich structures has been the focus of

considerable attention in recent years. Typically, the primary topics of interest has been energyt

absorption and mechanical properties after impact (residual stiffness/strength). While these matters

may be addressed separately, they do not necessarily give any fair indication of what happens

when a stressed sandwich panel is penetrated. In particular, the risk of sudden catastrophick

deterioration (defined as complete or near-complete loss of structural integrity) initiated by a

localized impact is worth investigating.

Simultaneous localized impact and structural preload has been investigated for pressurized

tubes (airplanes, oil pipes etc.), see e.g. [1] by Rosenberg et al., and monolithic composite

structures under such load combinations has received increasing attention in recent years (for some

recent advances, see e.g. [2] by Mikkor et al. and [3] by Khalili et al.) whereas similar combined

loading on sandwich structures has apparently been laaa rgely neglected.aa

In [4], Malekzadeh et al. describes a model for predicting the contact force and panel response

when subjecting an in-plane prestressed sandwich panel to low velocity, nonpenetrating impact. It

was, among other things, demonstrated that the peak contact force would increase and the

deflection decrease with increasing tensile preload. These tendencies were qualitatively identical

to those described by Khalili et al. in [3]. However, the matter of structural response and possiblef

catastrophic failure following penetrating impact is not addressed.

A series of tests are described, where a panel under cylindrical bendiaa ng is penetrated by a

spherical impactor. Figure 1 shows the bending rig with a sandwich panel specimen inserted.
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FIGURE 1. Bending rig with specimen, laid out on table for clarity. The parts are:d

1: Test specimen, 2: Moment yoke, 3: Clamp bars

4: Load yoke, 5: Load screw, 6: Yoke supports

For the impact tests, the bending rig is fitted to a rigid steel frame, permitting transverse,

penetrating impact by a steel sphere propelled by a compressed-air gun. Entry and exit velocities

are measured, thus providing data for loss of impactor momentum and kinetic energy.r
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It is well known that the constitutive behaviour of most materials exhibits rate sensitivity and that

the rate dependent (tensile/compressive) properties of such materials should be experimentally

studied. The Split Hopkinson Bar (SHB) technique has been successfully applied to investigate the

visco-elastic and visco-plastic behaviour of plastics and metals under high strain rates. Recently, it

has widely been used to study the dynamic behaviour of materials, such as rubbers, composites,

foams and concretes. Then, it often happens that the measured daff ta by SHB in one laboratory are

different from those in another laboratory. Even in the same laboratory, sometimes, the SHB

measured data by one person are different from those by another one. The cause to produce the

difference, as revealed by our experiments and the related theoretical analysis, is mainly attributed

to that there are some important factors which do affect the accuracy of data measured in SHB

tests, and that researchers sometimes ignore the basic assumptions in SHB technique.

For obtaining the reliable and comparable data measured from SHB tests, a standardization of

SHB technique must be set up. According to our experimental results and numerical analysis, the

standardization should include the following contents: 

• The duration of incident pulse. In an SHB test, if the duration of incident pulse T isT

longer than the actual loading duration TlTT experienced by speciml en until fracture, the

remaining part at the tail of incident pulse (T-TT  TlTT ) does not affect the experimental results.

The specimen is loaded by the front part of incident pulse with durationaa TlTT only. Thus, thel

duration of incident pulse in an SHB test is actually defined to be TlTT . To reduce the

transverse inertial effect which produces the dispersion of the incident pulse, the following

condition must be satisfied: =(CTlTT )/r>>1, where C is the elastic wave velocity and C r is ther

radius of bars. The minimum value of should be standardized.

• One dimensional condition. The stress state in the specimen tested should be of one

dimension, which requires to reduce the friction effects between specimen and bars. The

contact surfaces between specimen and bars should be well lubricated and the geometry of

specimen should satisfy some relationship e.g. , where h is the thickness of the

specimen. The thicker the specimen is, the less the friction effect on the one dimensional

stress state is. However, the thicker the specimen is, the longer time needed to reach stress

uniform in specimen is.

• Stress uniform in SHB testing. In SHB testing, a basic assumption is that the stress

distribution in the specimen is uniform or dynamic equilibrium,r during testing. This

assumption may not hold when the specimen is excessively brittle, because the specimen

fails during initial loading before stress equilibrium is established, particularly when the

wave speed in the specimen is comparatively slow. Conditions necessary for attaining

uniformity of stress distribution within a specimen have been highlighted previously. A

finite time tb is required for stress within a specimen to equilibrate and it has been found

that tb is dependent on the shape of the incident pulse and the material properties of bar and

specimen. It should also be noted that reliability of data measured from SHB testing is

rh



290 L.M. Yang et al.

affected by tb. Before attainment of stress equilibrium in a specimen, the data obtained

cannot be used because the analysis assumes that stress is uniform in the specimen. Hence,

the time tb is an inherent limitation in SHB tests. An estimation of tb serves to distinguish

which mechanical properties of material can be measured by an SHB and which ones areaa

not suitable for determination using SHB techniques. Furthermore, information on how tb

can be reduced is important in obtaining reliable measurable data.

• The method to calculate stress, strain and strain rate based on the measured data.

The experience on the experimental data treatment tells us that the calculated stress-strain

curves of the specimen, based on incident, reflection and transmission waves recorded, are

very sensitively dependent on the selection of beginning points of the three waves. Thus,

the method to determine the wave beginning points should be identical.

• The qualification of the bars. For SHPB, the straightness of bars should be standardized

and the situation of contacting surfaces between bars and specimen is also required. The

bars are also action as transducer to measure stress and strain of specimen through

measuring the strain waves propagating in the bars. The rising edge of incident wave could

be very steep, where the dispersion is serious in the beginning stage of incident wave

generated by an impact. After propagating some distance, the dispersion of the incident

wave is not as serious as that in the beginning stage. Thus,t the location of strain gages on

the bars should also need to be confined.

• Fixture system used in SHTB. For SHTB, a fixture system is often used to connect

specimen and bars. The fixture system affects the stress wave propagation in bars and

specimen, which results in that the time tb increases with increasing the length of fixture

system. Thus, the size of the fixtures system must be identical. The stiffness of the fixture

system will affect the measuring accuracy of strain in specimen. So, its stiffness should be

standardized. Furthermore, the connection of fixture system to bars and specimen is also

needed to be standardized.
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Since the second half of the past century, research in the automotive industry focused on vehicle

performance, environmental compatibility, and safety improvement. Increasing interest about

passive safety and the ever stricter regulations, both in the US and EU, pushed towards more

reliable models of the vehicle behaviour and, to achieve this, to a deeper insight into material

behaviour. For what concerns crash simulations, one of the most critical uncertainty relates to the

influence of the loading speed on the material mechanical properties. This influence can be

accounted by means of the strain-rate sensitivity that is substantial for most materials. Strain-rate

sensitivity of low-carbon steels, such as the deep-drawing steels of most automotive body, is very

well known.

Aim of the present work is to show a combined experimental and numerical technique, basedu

on a inverse approach, to determine strain-rate sensitivity parameters of steels. This technique is

based on the numerical simulations, by means of a finite element explicit code, of experimentalt

tensile tests. The tests are conducted at different speeds, from quasi-static loading conditions with a

general purpose hydraulic testing machine, to high speed, with a Hopkinson Tensile Bar. This

latter device is able to induce strain-rates of the order of magnitude of some thousand of sf -1. Each

test, independently by the used test rig, substantially gives a load-stroke curve.

FIGURE 1. Hopkinson Bar (a) at the II Faculty of Engineering of Politecnico di Torino (Vercelli 

site); (b) numerical model of a cylindrical specimen.

Usually stress-strain relations are obtained, analytically, from these experimental data:

however the particular geometry and small dimension of the specimen used in dynamic tensile

tests introduces some error essentially due to the triaxiality of the stress and strain fields.
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To avoid this problem, and improve the correctness of the results, a series of simulations (LS-

Dyna) in the same conditions of experimental tests are performed, changing material strain and

strain-rate law parameters in each run by means of an optimization strategy (Hyperstudy).

The parameters that give the minimum error, i.e. giving the best fit of the numerical result to

the experimental one, are the identified parameters for the material.

FIGURE 2. (a) numerical model of a sheet specimen, (b) comparison between experimental data

and optimized numerical model
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Simulation of structures made from thermoplastic materials under crash loads including large

deformations and failure is still a challenge for most existing numerical tools [1]. To model the

complex mechanical behaviour of thermoplastic materials new mf odels have been developed. To

reproduce the mechanical behaviour in the simulation, model parameters for each material have to

be identified by experimental testing.

The investigation of the strain rate dependency is done by tensile tests at different loadingt

speeds. The material behaviour under shear and compression needs additional testing. The limits of

these different setups for the material characterisation are investigated. For tensile tests the stress

calculation is significantly influenced by the cross section. For standard testing different

assumption are made. A measurement of the cross section during the tests helps to determine the

true stress developing.

An experimental set-up will be shown that allows for measuring changes in volume and cross

section (Fig. 1). The impact of volume dilatation on numerical results will be explained applying

the LS-DYNA SAMP-1 model [2].

FIGURE 1. Segment volume and cross section measurement during tensile tests by picture

analysis for two perpendicular perspectives.

The sample is camera observed from two directions during the deformation process. From the

pictures taken, the deformation of defined segment surfaces on the sample is measured by the use

of texture analysis. Using the segments, the change in cross section and volume are calculated.
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In Fig. 2 a segment volume evaluation under tensile loading by the use of 2D-picture analysis

is shown related to the tensile strain.

Based on the measurement, the plastic Poisson ratios for a PC-ABS-blend and a PA-ABS-

blend are derived. The plastic Poisson ratios describe the correlation between strain in loading

direction and the transversal strains.

Furthermore, the cross sectional area of the sample is measured to allow for a true stress

calculation. Fig. 3 shows the different stress strain curves depending on the stress calculation.

Assuming constant volume, the highest stresses are calculated using the true cross section. A

significantly reduced stress level is found using volume dilatation.

The plastic Poisson ratio can be treated by the LS-DYNA SAMP-1 model. By this value or

curve a dilatation under tensile loading is taken into account. 

To show the practical application in comparison to simple material models and experimental

data, results of different loading cases are discussed.

A flat plate is clamped around the edge and loaded by a spherical impactor like in a dynamic

cupping test. For this loading case failure strains occur, that are three times higher than that

determined in uniaxial tensile tests. This indicates an influence of a multi axial stress-strain state.

The model parameters can be fitted until the experimental results of the cupping tests are

reproduced.

The limits of experimental testing for parameter identification are shown. A focus was put on

the volume dilatation during loading and the iterative optimisation of model parameters.
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This study is part of a research program on the analysis of the impact behavior of metallic cellular

materials (honeycomb, foam, hollow sphere agglomerate) used in the energy absorption design ofn

aeronautical applications (Zhao [1]).

In previous studies, the dynamic compression behaviour of honeycombs and aluminium foams

(Zhao et al. [2, 3]) has been presented. In this study, the shock enhancement of an impactedtt

aluminium foam is investigated using a specific dynamic image correlation method.

Crushing experiments are performed on an Alporas foam using a large diameter (60 mm)l

nylon Hopkinson bar. The impact velocities (47 m/s and 56 m/s) are chosen lower and above the

critical velocity corresponding to the occurrence, into the specimen, of a shock front propagation.

This phenomenon can be predicted by classical models, such as the RPRL model proposed by Reid

and Peng [4].

In order to validate this model, an optical measurement of the strain field into the specimen is

used. A high speed camera captures 20 000 images/s and the displacement and strain field during

testing are obtained by a special image correlation calculation program (CorreliLMT) (see Roux et

al. [5]). This strain field measurement shows that at high strain rate a shock discontinuity

propagates as depicted in Fig. 1. From this measurement, one can measure the shock front velocity.

For example, an impact velocity of 56 m/s gives a shock front velocity measured at 87 m/s.

Based on these results, a modified model is proposed because the RPRL model relies on

parameters that cannot be accurately determined (the rigid locking strain for example). In this

improved model, the analytical solution is given in the case of a linear locking and numerical

solution is given if the whole hardening curve of the foam is taken into account. The prediction of

the shock front velocity is therefore compared to RPRL model and md easurements. Satisfactory

agreement between improved theory and the optical shock front speed is presented. 

Finally, numerical analysis using Ls-Dyna explicit code with a macroscopic homogeneous

phenomenological material law (crushable foam) is finally presented. It shows that such a simple

model can reproduce essential feature of shock enhancement.
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FIGURE 1. One captured image and the corresponding calculated deformed mesh (t=0.5ms).
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Mathematical modelling and virtual testing of components and aa structures represent a useful and

economical tool for design and safety assessment. The so called basic mechanical properties which

can be found in material standards are not relevant in cases where the real service conditions differ

from those applied during testing. Thus e.g. mechanical behaviour at higher strain rates can be

interesting for the car components when the simulation of crash situations is used during structure

development.

The dynamic compression tests are usually performed  by means of drop towers, high speed

hydraulic testing machines or Hopkinson bar method. At the Mechanical Testing Laboratory of the

SKODA Research Inst., in Pilsen, Czech Republic, an instrumentation of Charpy pendulum testing

machine was used to perfom dynamic compression tests. A new striking tup was designed and

callibrated. At the same time, a new software was developed which makes it possible to evaluate

the test force-deformation record.

The correctness of the instrumentation and software was verified by comparison of measured

and evaluated values of energies and deformations. A very good good agreement was obtained.

FIGURE 1. Example of compression test record of a steel sample
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FIGURE 2. Example of compression test record of an Alluminium samplet

Examples of two records for steel and Al-alloy are in Figs. 1. and 2. An international round-

robin within the frames of ESIS TC5-Subcommittee on “Mechanical testing at intermediate strain

rates” is realised at present.
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Reinforced composites are mainly used when high accelerations take place. The reinforced

composites offer a high potential to reduce the kinetic energy. As a consequence these parts have a

higher risk of being exposed to impact loads. Sudden structural failure of fibre-reinforceduu

polymers caused by impact is an important factor in product deven lopment for the aircraft industry.

Therefore it is necessary to obtain knowledge of the mechanisms and of the material loading

during and shortly after an impact load.

An impact test device was developed at the University of Bremen. The time variable, the

dynamic material properties, stress and strain conditions in composite plates have been measured

using photoelastic technique, strain gauges and holographic interferometry (Fig. 1) [1,2]. 

FIGURE 1. (a) The principle difference in strain with the photoelastic coating 30μs after the 

Impact and (b) the displacement of the surface with the holographic interferometry 

The distribution of stresses and / or strains in a two-dimensional composite specimen subjected

to an impact load is difficult to solve mathematically. Therefore a Finite Element Model was

developed. This Model was validated with the results of the experiments (Fig. 2) [1].

FIGURE 2. (a) qualitative validation, (b) quantitative validation of the FE Simulation
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This knowledge of the flexural wave propagation in FRP and the potentiality to describe them

in a finite element simulation is a valid attempt for an ’impact load monitoring’ to detect,

reconstruct and evaluate the feasibility of possible damages of even barely visible impact loads in

FRP materials.

FIGURE 3. The experimental set up to detect an impact load in a FRP Specimen. The time t1 is

unknown, t2 and t3 are measured.

Fig. 3 shows the experimental set up. If times t2 and t3 are measured the impact point can

be determined easily within isotropic materials. Because of the anisotropic characteristic of the

FRP specimen, the stiffness - and therewith the velocity - and the damping coefficient is changing

with the angle. So the location of the impact is calculated recursive with the developed Finite

Element Model. Finally it was investigated if any kind of damage caused by an impact leads to

changes in the characteristically shape of the flexural wave. These different changes in the shape of

the flexural wave can classify the nature of the damage.y
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Innovative researches will be performed at Materials & Life Science Experimental Facility in J-

PARC, in which a mercury target system will be installed in an MW-class pulse spallation neutron

source. Proton beams will be injected into mercury target to induce the spallation reaction. At the

moment the intense proton beam hits the target, pressure waves are generated in the mercury

because of the abrupt heat deposition[1]. The pressure waves interact with the target vessel leading

to negative pressure that may cause cavitation along the vessel wall. Localized impacts by micro-

jets and /or shock waves which are caused by cavitation bubble collapse impose pitting damage on

the vessel wall. Fig. 1 shows micrographs of the pitting damage caused by mechanically creating

the pressure waves in mercury. Such pitting damage is a crucial issue for high power mercury

targets. 

FIGURE 1. Micrographs taken by a laser microscope: The pitting damage was observed after 106

pulses whose amplitude is equivalent to the pressure pulse induced by MW-class proton beam 

injection. Cracks were propagated under the bottom of pits.

The visualization of mercury cavitation-bubble collapse behavior was carried out by using a

high-speed video camera, and also simulated numerically (Fig. 2). In the experiment, the pressure

wave was generated in mercury by using electric magnetic force instead of proton beam injection

because of avoiding radiation hazard. The micro-jet and shock waves were observed clearly at the

mercury micro-bubble collapse. Localized impact was quantitatively estimated through

comparison between numerical simulation and experiment and the velocity was to be ca. 200m/s.

The shock wave speed  was confirmed to be 1480 m/s. Through the visualization and simulation on

the mercury cavitation-bubble collapse behavior, the mechanism of pitting damage is discussed.
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FIGURE 2.  Micro-jet impact analysis with impact velocity (ca 200m/s) estimated from observing

bubble collapse behavior describes well the pit formation. 
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A non-invasive identification method of a three-dimensional strain field within a biological soft

tissue is presented. The diagnosis by medical image data as X-ray CT has been limited within a

static observation of an abnormal organ. A deformation of organ seems observable by utilizing

time series of such images. The exact identification of deformation in terms of displacement and

strain induces a new methodology of diagnosis with the characterizaf tion of the soft tissue in theaa

framework of solid mechanics related with fractures. We extend the full field digital imagett

correlation[1][2], which has been developed in the two-dimensional problems with speckled

images, to full-volume one so as to identify three-dimensional displacemehh nt and strain field with

speckle-less cross-sectional images of X-ray CT.

Two sets of three-dimensional image data are constituted from multiple cross-section viewings

by X-ray CT operated with small intervals for the reference and deformed configurations of ad

body. We assume the displacement function is successfully described by tri-cubic B-spline[3]

function with unknown coefficients in the identification domain. The reference image data isff

transformed to a virtually deformed image data by a tentative displacement field calculated from

the displacement function with tentative coefficients. Under the assumption that the intensity at the

same material point is identical both for the reference and deformed images, the intensity

difference between the virtually and actually deformed image data is minimized through the

displacement identification process by revising the coefficients.

The measurement error is easily included in X-ray CT image intensity, and it violates the

hypothesis that the identical material point has the identical intensity even after deformation. The

identification problem naturally becomes indeterminate in dealing with the soft tissue, where the

modification of displacement field less affects the intensity difference, since large portion of the

image data is speckle-less. A constraint from the viewpoint of solid mechanics is introduced to

cope with the measurement error and the speckle-less image. The soft tissue is moist in general.

The incompressibility constraint associated with water is plausible for the constraint imposed on

the identification. The penalty function method with an adequateff value of penalty coefficient is

employed where an incompressibility constraint is evaluated at tt the sparse sample points. The

modified objective function is minimized with respect to the unknown coefficients by successively

solving the linearized equations constructed in line with the Levenberg-Marquardt Method[4]. A

modified parallel conjugate gradient method solves the linearized equations withd  a high parallel

efficiency.

The displacement gradient tensor is calculated straightforward as continuous polynomial

functions by the identified B-spline basis displacement function. The Green-Lagrange strain field

E is consecutively evaluated as a continuous function from the gradient tensor.

To demonstrate the validity of the proposed method, we identify the displacement and strain

fields in an experimental specimen under compressive load. Figure 1 shows the specimen by the

iso-volume visualization of X-ray CT intensity, where a half of image data set is omitted to reveal

2T13. Inverse Problems
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a cross section view. Figure 2 indicates the Green-Lagrange strain tensor E11, E22E  and E33 for a

quarter of identification domain by the iso-volume visualization.

FIGURE 1. Deformed Image Data.

FIGURE 2. Identified Strain Field.

References

1. Cheng, P., Sutton, M. A., Schreier, H. W. and McNeil, S. R., Experimental Mechanics, vol.

42(3), 344-352, 2002.

2. Peters, W. H. and Ranson, W. F., Optical Engineering, vol. 21(3), 427-431, 1981.

3. de Boor, C., A Practical Guide to Splines, Springer-Verlag, New York, U.S.A., 2001.

4. Press, W. H., Flannery, B. P. Teukolsky, S. A. and Vetterling, W. T., Numerical Recipes, The

Art of Scientific Computing, Cambridge University Press, Cambridge, U.K., 1966.



2T13. Inverse Problems 305

FULL-FIELD STRESS MEASUREMENT FROM STRAIN AND LOAD DATA

  Giovanni B. Broggiato and Luca Cortese

University of Rome “La Sapienza” – Mechanics and Aeronautics Department

Via Eudossiana, 18 – 00184 Rome, Italy

giovanni.broggiato@uniroma1.it, luca.cortese@uniroma1.it

In experimental mechanics, the possibility of tracking on component surfaces the full-field stress

and strain states during deformation, always stimulated the research and the study of new

measurement techniques. This information, then, can be utilized for many purposes such as

formability limits determination, quantification of stress intensification factors, material

characterization and so on. Concerning the last topic, an interestrr ing application could be a direct

identification of the elasto-plastic material response up to high deformation. It is well known, in

fact, that with traditional measurement devices it is possible to retrieve the true equivalent stress

versus true equivalent strain data from tensile tests up to the onset of necking, where localization

starts to occur.  On the contrary, the acquisition of the whole local stress-strain field would allow

the overcoming of this limitation. 

This work aims to show how from the knowledge of a tensile test full-field strain and global

data it will be possible to retrieve complete material elasto-plastic behaviour as well as the full-

stress field. Nowadays many methods have been developed which successfully allow to

determinate the local strain field. The one that has been mostly improved in the last few years, is

based on the numerical correlation of white light speckle images [1]. With this technique, once

optimised [2], is it possible to retrieve the full-field strain state during deformation with good

accuracy, and almost in real-time. Fig. 1 shows the method results when applied on a tensile test on

rectangular section test specimen. The snapshot refers to a post-necking moment of the test itself.

Strain map is visualized.

FIGURE 1  Strain field on a tensile test rectangular cross-section specimen.

Provided the true stress – true strain material response and the full-field strain evolution, the

following Prandtl-Reuss’s formulas [3] describe stress-strain tensor relatitt ons, expressed in a rate

form, which allow full-stress field updating:
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(1)

(2)

where  and  are the elastic and plastic strain tensors, the deviatoric stress tensor  the

equivalent plastic strain, the current yield stress, H  the hydrostatic stress and K theK

bulk modulus. Elastic shape change can be neglected.

This operation doesn’t take much computing time so that, if strain information is available in

real-time, stress determination will be in real-time as well. A further step will be undertaken. If

full-strain field is acquired synchronously with global tensile load dah ta, equivalent stress vs

equivalent strain curve can be identified along with full-stress field. This curve can be expressed

parametrically as a linear combination of exponential functions in the pre-necking regime:

(3)

The number of fitting functions n will depend on the kind of investigated material. In the post-

necking regime a linear combination of a tangent and a power law extrapolation will be tried ast

stated in [4]:

(4)

where u and u are relative to the onset of necking conditions. Only the additional parameter w is

required. The corresponding, now parameter dependent, stress field is subsequently retrieved.

For some arbitrary specimen cross sections, then, local axial stresses are summed up to give

global axial loads. An error function, intended as the difference between experimental and

(parameter dependent) computed global load data can be minimized by means of an optimisation

algorithm. The outcome of this procedure will be the unknown fitting parameter set. A step-by-step

minimization is repeated during deformation starting from last obtained parameters so that

optimisation results can be improved further on. Doing so, the material constitutive law and stress-

field can be concurrently built up.
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IDENTIFICATION OF ORTHOTROPIC MATERIAL BEHAVIOUR USING THE

ERROR IN CONSTITUTIVE EQUATION

T. Merzouki, H. Chalal and F. Meraghni

E.N.S.A.M. Laboratoire de Physique et Mécanique des Matériaux

4 Rue Augustin Fresnel, 57078 METZ CEDEX 3, France

tarek.merzouki@metz.ensam.fr, hocine.chalal@metz.ensam.fr, fodil.meraghni@metz.ensam.fr

The aim of this work is to allow the simultaneous identification of the mechanical parameter

governing an orthotropic behaviour law from one single specimen. The chosen mechanical test is a

non-standard geometry used in a latest works Meuwissen et al. [1] as shown in Fig. 1. It was

shown that this test is appropriate for giving rise to heterogeneous stress/strain fields from which

the whole set of material parameters are involved. The identification procedure consists in a

processing of the strain fields and minimising a cost function constructed form a fundamental

variational principle, namely the error in constitutive equation proposed by Bonnet et al. [2]. The

inverse problem is optimised using the regularised Levenberg-Marquardt algorithm. To illustrate

the pertinence and the numerical stability of the procedure, the identification is performed on data

provided by finite element simulations ABAQUS [3]. In this work, numerical aspects inherent to

the identification procedure sensitivity in terms of accuracy and stability were investigated. A

systematic error due to a shift image and white Gaussian noise (random) were added to strain

values provided by FE computations to simulate an experimental errors. Only the last one is

presented in this abstract. Several identifications with different guess values of the parameters are

performed. Identified values are reported in table 1. For each case of the initial values, all

behaviour parameters (Qij) were identified with a high accuracy and stability even from noisy

strain fields. The experimental implementation of the method is currently on-going and will be

presented in the final paper.

FIGURE 1. Geometry of the non-standard test used in [1]
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TABLE 1. Identified stiffness from noisy strain fields.

Reference

1. Meuwissen, M., Oomens, C., Baaijens, F., Petterson, R., and Janssen, J.,aa J. Mat. Pro. Tech.,

vol. 75, 204-211, 1998

2. Bonnet, M. and Constantinescu, A., Inverse Problem, vol. 21, 2005.

3. HKS Inc. ABAQUS theory and users manuals, version 6.5.1, 2005.

Noise amplitude: 5 10-4 Qxx Qyy Qxy Qss

Reference (GPa) 25.93 10.37 3.112 4.00

Test 1

Initial values (GPa) 50.00 25.00 1.50 5.30

Identified (GPa) 25.90 10.03 3.135 3.99

Coeff. of variation (%) 0.11 0.49 0.54 0.12

Test 2

Initial values (GPa) 12.00 7.00 4.50 2.50

Identified (GPa) 25.90 10.03 3.135 3.99

Coeff. of variation (%) 0.11 0.49 0.54 0.12

Test 3

Guess values (GPa) 42.00 5.00 5.80 1.50

Identified (GPa) 25.90 10.03 3.135 3.99

Coeff. of variation (%) 0.11 0.49 0.54 0.12
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The aim of this study is to determine the material properties of composite structures in function of

temperature. Identification of material properties using vibration-based mixed numerical

experimental techniques [MNETs] often takes a freely suspended rectangular plate as test

configuration [1]. However, in a remote-controlled furnace, contactless acoustic excitations are

used and the vibration amplitude is registered contactless with a laser beam or camera. In this

configuration, a plate with a free-free suspension is difficult to position in a stable way. An

alternative in such cases is the suspension of the specimen using steel helical extension springs.

Figure 1 shows a possible suspension configuration. The mass, stiffness and damping of the

suspension springs influences the structural vibration. Material identification by using vibration-

based mixed numerical experimental techniques [MNETs] can only be successfully applied if the

mathematical model – which is solved using the finite element method – is appropriate [1, 2]. The

mathematical model is appropriate if it represents mass, stiffness and damping properties of the

physical test setup in sufficient detail.

FIGURE 1. possible suspension configuration

Consequently, relevant properties of the suspension system must be determined in order to

start the material identification procedure. This paper describes an inverse method to identify then

mass, stiffness and damping properties of the suspension system. This information is used to adapt

the boundary conditions in the mathematical model.
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The presented method can be described as follows. First the material identification procedure

is applied to a plate specimen at room temperature with free – free boundary condition [1]. A

mathematical model of the plate specimen is developed. The material properties in this model are

the above identified material properties. The mathematical model is complemented with local mass

and stiffness elements to model the suspension system. An initial value for axial spring stiffness is

provided by the manufacturer of the helical extension springs. An initial mass value can be derived

by reasoning. At this stage, a sensitivity analysis is carried out to verify if rigid body modes of the

system can be used to identify the spring stiffness and/or mass influence. If not, helical extension

springs with other properties must be used to suspend the physical plate specimen.d

If correct helical springs are chosen, the translational rigid body frequency of the suspended

system can be used to identify the axial spring stiffness. The rotational rigid body modes of the

suspended system are used to identify the exact location of the spring elements in the mathematical

model. Fig. 2 shows the experimentally measured rigid body modes of the system pictured in Fig.

1.

FIGURE 2. (left) translational rigid body mode of the system, (right) two rotational rigid body 

modes of the system

Next the relevant resonant frequencies of the suspended plate specimen are experimentally

measured. These experimentally obtained values are compared with the frequencies of the

mathematical model. The spring masses are modified in such a way as the difference between

experimental and numerical frequencies becomes minimal. At this stage a mathematical model is

obtained which reflect the vibratory behavior of the suspended plate system. It is our intent to

apply the same approach to determine damping properties of the suspension system as well.

Finally, the mathematical model can be used to start an identification procedure to determine

the material properties of the plate specimen in function of temperature.f

Keywords: inverse methods, FEA, orthotropic material propertrr ies, composite materials,

modal data, boundary conditions
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The simulation of a resin flow through a porous medium by FE-models has become a very

important aspect for the design of a high-performance RTM produced composite part. The key

parameters to perform RTM flow simulations are the permeability values of the fibre

reinforcement. The measurement of this material parameter is still not standardized and thus many

different set-ups have been proposed. This paper presents an inverse method, or a so-called mixed

numerical/experimental method, for the identification oft  the permeability values.f

In this iterative inverse technique an experimental observation on a highly automated central

injection rig, called “PIERS set-up” (Fig. 1) [1], is compared with a computed observation using a

numerical model that simulates exactly the same experiment. In this model the permeability values

will appear as parameters which will be iteratively tuned in such a way that the computed

observation matches the experiment. 

FIGURE 1. PIERS (Permeability Identification using Electrical Resistance Sensors) set-up.

The core of the numerical model, called RTMtimes, is based on the orthotropic radial in–plane

flow model in elliptical coordinates developed by Adams et al. [2 - 4]. It was validated by

comparing it with a commercial FE program (PAM-RTM [5]) that allows the flow simulation
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through porous media. The small relative errors demonstrate that the analytical computation gives

the same accurate results as the FE simulation, for the considered test rig. 

A major problem in comparing different permeability identification methods has always been

the fact that there exists no reliable reference material on which a comparative permeability

measurement can be performed. Therefore, a solid epoxy test specimen (Fig. 2) that can be used as

a reference sample has recently been developed by Morren et al. [6] and was produced with at

stereolithography (SL) technique. Moreover, this SL specimen has a simple and geometrically

correctly known unit cell, which allows a correct import of the geometry into numerical flowt

simulation software (such as FlowTex [7]) for the numerical prediction of the permeability. 

FIGURE 2. The SL specimen.

Consequently, the SL specimen allows an objective comparison of different permeability

identification methods and an experimental validation of the flow simulation software.
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An understanding of the mechanical properties of skin and other soft tissues is valuable for many

applications, for example in planning surgical procedures or in designing equipment that must

interface with the body such as orthopaedic implants, seating or rarr zors.  Similarly, the ability to

characterise the properties of soft tissues is valuable in many areas of medicine and biology, for

example in evaluating the effects of drug treatments or the progression of a disease. However, the

properties of soft tissues, and particularly those of skin, are complex and not amenable to

conventional engineering analysis.  The properties are highly dependent on the environment and

should ideally be measured in situ in a living subject.  Because of these two problems,

conventional test methods are rarely appropriate or adequate in testing soft tissues, and new

techniques are required.

The general problem in characterising the properties of a material is to find a function f whichf

relates the stresses and strains at a point within the material:-

(1)

When testing homogenous, linearly elastic materials such as metals, the form of the function f

is well known and provides a linear relationship between the stress and strain.  It is then possible to

separate the calculation of the applied stresses from the measurement of the resulting strains, and

also to calculate properties such as the modulus from the average deformation over an area of the

specimen, since the deformation may be assumed to be homogenous.  When testing materials

which obey more complex, as yet unknown constitutive functions, this approach is not possible.ff

Instead it is necessary to assume an approximate form of the constitutive function f, to measure theff

strain under some known load, and to use a finite element model in which the various constitutive

parameters are iteratively optimized until the numerical results match as closely as possible the

results of the experiment. Alternatively, in some cases other numerical procedures such as the

virtual fields method may be used [1], but this is difficult for soft tissues because of the very

complex and highly nonlinear constitutive models that are required.

Various experimental designs have been used, such as indentation testing [2].  Typically a load

is applied and the resulting displacement at the loading point is measured.  This provides only a

limited amount of data and it is necessary to use the whole load- displacement curve to find

parameters that correctly predict the nonlinear elastic behaviour of the material.  However, thef

acquisition of the load- displacement curve takes some time, during which some viscoelastic

deformation occurs, and so it is difficult to separate the nonlinear elastic and viscoelastic behaviour

of the material.  Additionally, some material parameters may have little effect on the overall

displacement at the load point and so cannot be accurately optimized.

The use of full field displacement measurements offers some significant advantages in this

type of testing.  Non- contact techniques such as digital image correlation are well suited to in vivo

measurements in living subjects, and the measurement of the whole strain field provides a wealth

of information which allows much more accurate determination of the material parameters.  When

the displacement at a single point is measured, it is necessary to use the whole load- displacement

2T17. Numerical Solutions
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curve to investigate nonlinear elastic behaviour, but if the full strain field is measured, information

is available for a range of stresses and strains for a single load point. The additional informationd

from different points on the load- displacement curve can then be used to determine thet

viscoelastic properties of the material.

A further advantage is that the large amount of data acquired for the full strain field allows the

definition of multiple material parameter sets for different regions without using multiple tests.t

For example, the properties of scar tissue and the adjoining healthy tissue can be determined fromt

a single test in which a load is applied somewhere in the general region of the scar.  Conventional

tensile tests would require multiple samples to be cut out from each region and tested in isolation.

This has obvious applications in clinical experiments.  Another advantage in the context of clinical

testing is that since full field displacement data is recorded, it is not always necessary to precisely

control the boundary conditions during the test.  For example, a piece of skin could be tested by

applying a point load, and this could be linked to a finite element model where the boundary of the

region of interest was constrained by prescribed displacements derived from the experimental

displacement data.
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Plastic fracture of materials under quasistatic deformation processes is characterized by

deformation and energy fracture criteria. At the same time such criteria are tightly bound among

themselves as any process of plastic deformation is connected with energy dissipation. The basic

problem will consist in separation of the deformation and energy parameters independent from

each other which characterizes tendency of the material to fracture. Principles of the theoryaa

development of rigid-plastic body excluding nonuniqueness of plastic flow developed by authors

are incorporated in the basis of the suggested approach. These principles are based on sequentialaa

application of nonequilibrium thermodynamics principles [1-3].rr

FIGURE 1. Surfaces of loading and strained states

Moreover the loading surface connected with level lines of the strained states surface (Fig. 1) is

introduced on the basis of the hardening incompressible body theory.

The strained states surface in space of the principal strains of Almansi tensor

 is described by the equation

(1)

The loading surface connected with level lines of the surface (1) is defined by the equation

,
2

1 0

,

0

, xxE jkikijij
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(2)

where ,

is defined for the concrete structural material by the hardening curve received on the basis of

uniaxial stress-strain test of the material.

The given loading surface at small deformations coincides with the Mises plasticity condition.

The fracture condition is defined by line L on the strained states surface (1)

(3)

It is postulated: the material fracture occurs if deformation process (line S) intersects line L.

Line L possesses the following properties:

• under any simple deformation process (principal directions of velocity strain tensor andf

stress tensor coincide) under deformation it is observed same energy dissipation from

strainless state (point ) before intersection line L;

• under other deformation process for achievement of line L it is required greater energy

dissipation .

Initial position of line L is defined from fracture experiment under single simple deformation

(for example, uniaxial fracture of the cylindrical sample).

Under complicated deformation processes line L approaches to strainless state (point )

according to function from (3) which should be defined experimentally. For example, from

experiments about cyclic plastic deformations with the subsequent finishing the sample before

fracture
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Magnesium alloys (such as ASTM-AZ31, ASTM-AZ60, ASTM-AZ61, ASTM-AZ91 etc.), have

been readily adopted in the manufacturing industry for their light weight, highly specific strengthrr

and stiffness, good damping characteristics, excellent machinability, and castability. The adoption

of magnesium alloy sheets has been driven primarily by the automotive industry in an effort to

increase vehicle fuel efficiency. Weight reduction of vehicles is one of the major means available

to improve automotive fuel efficiency. Magnesium alloys are lighter than aluminum alloys and

have a greater tensile strength than steels. More recently, portable electronic appliance

manufacturers have shown strong interest in implementing press-formed magnesium alloy sheet

metal parts into their products [1].

However, the low ductility resulting from the hexagonal close-packed microstructure of most

magnesium alloys suffocates their applications in the sheet metal forming operation. In order to

achieve an optimal property of magnesium alloys for sheet forming, an intensive study of

complicated isothermal treatment has to be carried out. At the elevated temperatures, the material

ductility has a great improvement represented by the raised uniaxt ial tensile curves and Forming

Limiting Curves (FLC). Standard test method (ASTM E2218) isd adopted for determining FLC of

Magnesium alloy sheets AZ31 at temperature 200ºC, 250ºC and 300ºt C. A closed loop temperature

control system is tailor made for this forming test. The various widths specimens with laser marked

grids are suitable for determining FLC curves at high temperatures. Experimental FLCs are

delineated in the principle strain space. The lowest point of FLC, which strain ratio is zero,

increases with the temperature. Tensile testing at different elevated temperatures is also compared

when rolling direction is considered. The rolling direction has a great impact on the tensile curve

which indicates a strong material anisotropy. 

FIGURE 1. Hille forming testing machine with closed loop temperature controller.

On the other hand, numerical analysis is another effective tool that can be used to construct thet

FLC. Therefore, Swift model and Vertex theory are put into use individually to predict they

Forming Limiting Diagram (FLD). Swift model and vertex theory with different yield criteria, e.g.
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Hill 48 [2], and Hill 90 [3], are developed and proposed to compare with experimental result.h

Therefore, a more suitable theoretical FLC is constructed for the magnesium alloy sheet at an

elevated temperature.

Limit strains are calculated at different strain ratios by Swift model and Hill 48 yield criterion. 

(1)

In this paper, a novel testing method for FLC of magnesium alloy sheets at elevated

temperatures is proposed. The experimental result reveals the great impactt  of temperature on thist

material. The isothermal forming process should be developed indispensably due to the greatlya

improvement of ductility at a high temperature.

The numerical calculated FLCs vary with the use of yield criterion. Swift model is limited to

the right side of FLD, while Vertex theory can cove both sides. Vertex theory accompanying with

Hill 90 and Hill 93 yield criteria is more accordant with the experimental result.
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FEM ANALYSIS OF THE CREEP BEHAVIOUR OF STEEL PIPES UNDER

THERMAL GRADIENTS
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Department of Mechanical Engineering, University of Tabriz, Iran

*Amirsorkhabi@gmail.com

In this paper the creep behaviour of ex-service 21/4Cr 1Mo steel pipes carrying super-heat steam

has been studied at the presence of through-wall temperature gradient. The creep behaviour of the

pipe has been studied at steady state using uncoupled thermo-mechanical Finite Element method;

and, the results have been obtained in two different categories: one with constant pipe-wall

temperature which is the average temperature; and, the other at the presence of through-wallaa

temperature gradient. Then the results have been compared and it has been shown that the existing

thermal stresses caused by through-wall temperature gradient combined with the mechanical

stresses due to the internal pressure have significant effect on the creep behaviour of the pipe. In

addition, the exponential dependence of the creep strain rate to temperature also plays a major role

in this case. It has been shown that the creep analysis at constant-temperature to study the

behaviour of the pressure vessels or pipes will produce erroneous results and to predict their actual

behaviour accurately, it is strongly recommended to take into account the effect of the through-

wall temperature gradient. 

Method

In this study a 21/4Cr 1Mo steel pipe with the inner diameter of 50 mm and 25 mm wall

thickness has been selected which carries super-heat steam with at 550oC at 9 MPa. The Fourier’s

thermal conductivity and heat flux equations which are in the form of axi-symmetric partial

differential equations have solved using FEM method to obtain the through-wall temperature

distribution.  These data have been used as input data to carry out the t thermo-mechanical analysis

to calculate the initial thermal stresses; and then, the creep strain and stress redistribution have

been calculated using Norton power-law. The most common relationship which describes the uni-

axial creep strain rate, , as a function of stress, , absolute temperature, T, and time, t, is: 

(1)

where M, n, Q and m are material dependent parameters and  is universal gas constant. The

values of stress exponent, n, and the activation energy, Q, are sensitive to the dominant creep

mechanism. The procedure to generalise the uni-axial creep behaviour to multi-axial state has been

formulated by Odqvist. The multi-axial creep strain rates can be written in terms of the stress

deviator tensor, sij (= ij-1/3 kk ij), as follows:

 (2)

where e (=(3sij sij /2)1/2 ); and,  (=( )1/2) are effective stress and effective creep strain

rate respectively. The effective strain rate, , can be obtained by the extension of equation (1) to

the multi-axial stress-state: 

(3)
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Substitution of equation (3) into equation (2) gives the generalised form of the power law

formulation for the multi-axial stress-state:

(4)

Conclusion

The redistribution of stresses due to creep in a super-heat steam steel pipe at the presence of the

through-wall temperature gradient was modelled and compared tot the results predicted at the

constant temperature. The cases modelled included thermal variation across the wall of the pipe. It

has been shown that the stress evolution obtained in these two cases are different; and, more

complex interactions were noted as a result of coupled thermal variation of creep rates and

thermally induced stresses.

The results also show that the effect of thermal gradient on thick walled pressure vessels or

pipes is significant. In industrial applications such as power plants or petro-chemical processing

systems, high thermal gradients exist even in steady-state operations; and, therefore, thermally

induced stresses exist in addition to the mechanical stresses due to the internal pressure. The creep

response of the pipe-wall depends on the local stress, temperature, and previous creep history. The

combination of the altered initial stress-state due to the thermal stresses and the altered creep

response caused by through-wall temperature gradient leads to different pattern of stress

redistribution and creep strain rate through time.
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The mechanical behaviours of engineering materials in micro/nanoscopic range have aroused

general concern in recent years. To understand the rule of these behaviours, the experimental

technique with high sensitivity and spatial resolution are required. However, most of the existing

methods cannot meet such requirements.

Some novel micro/nano-moiré methods have been developed recently at failure mechanics lab.

(FML), Tsinghua University, China. This paper offers an introduction of these new methods,

which can be realized under the focus ion beam (FIB), atomic force microscope (AFM), scanning

tunnelling microscope (STM), laser scanning confocal microscope (LSCM) as well as theff

transmission electron microscope (TEM). These micro/nano-moiré methods are able to offer

quantitative analysis to micro/nano-deformation of the sample surface. The measurement

principles and experimental techniques of these methods are described in detail. Some applications

of these methods are given. The successful experimental results demonstrate the feasibility of these

methods and also verify that the methods can offer a hight sensitivity for displacement

measurement with mico/nano-meter spatial resolution, and it will find a wide application in micro/

nano-mechanics research.

In the AFM nano-moiré measurement, the moiré patterns are formed by interfering between

the probe scanning line of AFM and the specimen grating.

Suppose the spatial frequency of the atomic lattice of the standard specimen in the y direction

is , i.e. the specimen grating pitch is . The frequency of the master grating  can be defined

as

(1)

where N is the number of scanning lines and N L is the length of scanning area.

When there are x orders of moiré fringes in scanning area (x((  is integer, and x2), the scanning

area length can be decided as:

(2)

The real displacement and normal strain incurred by the load in the y-axis direction can be

calculated:

(3)
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(4)

Where  and X are the order of moiré pattern before and after the deformation, s1 and s0 are the

spacing between two adjacent moiré fringes before and after the deformation.

A regular lattice of mica is captured by AFM and shown in Fig. 1.tt

FIGURE 1. Lattice of Mica (4nm  4nm)

Moiré fringes can be used to find microscopic defects of crystal lattices, dislocation, bond

failure, and stack faults, which are very important in nano-mechanics and material science. Twin

crystal structure can also be found using moiré fringe. Fig. 2 illustrates the AFM nano-moiré

pattern formed by lattice of mica near twin crystal and scanning lines of AFM with parameters at

N=128NN L=79nm.

FIGURE 2. Fringe pattern near twin crystal
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IN-SITU NON-DESTRUCTIVE EVALUATION OF CONCRETE STRUCTURES

USING SHEAROGRAPHY
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Building and construction is important industry concerning life safety. Contrary to its importance,

the testing techniques used in this industry are relatively out-of-date. For example, the accessing of

strength of aged concrete still relied heavily on the traditional core test, which is laborious, time

consuming and destructive. Convenient non-destructive testing methods including rebound

hammer, ultrasonic pulse velocity and pull-out test have been y proposed for decades but not yet

used widely due to the low reliability of these techniques. With more and more buildings in the

world are aging, the need for aged building evaluation has come to an unprecedented level.

Optical techniques such as shearography, digital image correlation, moiré, holography, and

fringe projection have gained rapid recognition in this few decades. The main advantages of these

techniques lie in being full-field, non-destructive, and non-radioactive. During testing, data

acquisition, retrieval, analysis and interpretation can be achieved extremely fast with digital imageaa

processing techniques. Moreover, the invention of optical fibre for light transmission allows

inspection of areas non-accessible by conventional methods, further making optical techniques

more flexible for industrial applications. 

Holography and high sensitivity moiré have been applied to concrete structures assessing;

however, a main limitation of these techniques is their stringent requirement for environmental

stability (e.g., test sample, substrate vibration and air fluctuation) during testing. Shearography,

which had been invented by the first author of this paper, overcomes this problem and has been

adopted for aircraft tire inspection as well as in various industrial sectors for in-situ inspection.

Shearography is also a technique that yields direct strain- or surface slope- related results, making

it an excellent tool for full-field flaw detection and stress/strain measurements. 

Digital image correlation is another optical technique which requires less stability (since it is

not a laser interferometry technique) and has great potential for use in industrial environment. This

technique utilizes the object surface feature as an information carrier and cross-correlates two

images captured before and after a deformation to obtain a full-field deformation of the object

under testing. In the last two decades, digital image correlation has been applied to many fields in

experimental mechanics.

In this study, we explore the feasibility of using optical techniques for concrete properties

evaluation. To obtain the concrete elasticity modulus, digital image correlation is used as an optical

strain gauge. When a concrete sample is loading, the concrete strain is obtained by digital image

correlation in real-time and the stress-strain curve is plotted. The concrete elasticity modulus is

then determined from the curve. This optical strain gauge has several att dvantages over traditional

mechanical or electronic strain gauge including being ultra fast, simple setup, non-contact and no

laborious sensor adhesion. Furthermore, the optical setup is adaptive for testing of various sample

sizes without change the measurement unit. Experiments conducted confirm that the method is

reliable and accurate.

Another important problem is in-situ determination of concm rete elasticity modulus since core

testing is always a damage to the concrete structure and time consuming. With this aim, laser

shearography is explored to measure the concrete deformation in the field environment when
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loading in the direction normal to the concrete surface. The deformation magnitude is related to the

concrete elasticity modulus, Poisson’s rate and the loading force, thus by measuring the

deformation and the loading force, the concrete elasticity modulus is readily determined. Concrete

yield strength is also determined by an in-situ micro-damage impact experiment. By using a

hammer or a metal ball to impinge the concrete surface, the surface undergoes a small permanent

deformation which is related to the concrete yield strength. Again shearography and digital image

correlation are used to determine this permanent deformation and the yield strength is determined. 

Key words: shearography, digital image correlation, laser interferometry, concrete inspection,

elasticity modulus, yield strength, in-situ measurement
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Packaging techniques is widely used in micro electro mechanical systems (MEMS). But it produce

a set of failure modes due to the mechanical nature of MEMS. Although the challenges of MEMS

packaging has been known for some time, little published research has been achieved to compile

data and work towards meeting these challenges. Experimental data for sensors, which exploit

piezoresistivity, shows that packaging affects the output of the device [1]. It is therefore important

to investigate the stresses arising from the packaging process.

In the modern optical metrology, a variety of techniques have been applied to the deformation

measurement due to the advantages of automatic, non-contact, full field and real time. The digital

speckle correlation method, introduced by Peters and Ranson[2], has found valuable and

widespread use in many research and engineering applications[3–5]. In this paper, digital speckle

correlation method is used to measure the thermomechanical coupling effect in COB packaging

structures[6-7]. The correlation function used in this paper is defined as below and the setup ofaa

experiment is shown in Fig. 1.

(1)

The CCD camera is applied to capture the speckle patterns of CMOS chip when the application

of the temperature field is changed. Analyzing the speckle patterns by using the DSCM, the in-

plane deformation of the CMOS chip is obtained. And based on the trigonometrical theory, the

out-plane displacement can be obtained. Then the elasticity thermal stress of the chip is evaluated

when the application of the temperature field is repeated.

In this paper, finite element analysis(FEA) is used to estimate the packaging stress that occurs

at different temperature field. And the results from the FEA showed agreement with the

experiment data. And they are both agree well with the theoretical results. The experiment results

are proved that DSCM can successfully be applied to the analysis of the thermomechanical

coupling effect. The experiment results provide a availability consult to the design of MEMS

apparatus.
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FIGURE 1. Experimental setup
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Light scattering is a non-contact technique which can be used for characterizing the topography ofd

smooth reflecting surfaces. A technique which incorporates an integrated laser scattering model for

surface roughness measurement of a semi-conductor wafer has bef en developed. The technique

employs a He-Ne laser and incorporates various optical components (Fig. 1) to record surface

roughness in the nanometer range with a high degree of accuracy. Theory of the technique and thef

experimental program are described. The results obtained show excellent agreement with method

using the atomic force microscope with only minor discrepancy. This is a significant improvement

over the conventional stylus methods. In addition, unlike previous laser scattering method which

uses a spherical arrangement to record diffused light, the proposed technique detectd s reflected light

normal to the test surface and hence resulting in a simpler and more stable optical arrangement.

Using the proposed optical arrangement, accurate and repeatable measurement of a semi-

conductor wafer roughness of in the nanometer range can be readily obtained.

Keywords: surface roughness, light scattering, non-contact measurement, integrated laser

scattering.

FIGURE 1.
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The endurance limit for steels is traditionally taken at one million cycles, t but modern machinery

such as gas turbines and high-speed train wheels can expect lifetimes of one billion cycles or more.

Further, microdevices such as digital light projection mirrors and RF switches operate at high

frequencies and last for long times. It is possible, in both cases, to cycle test specimens at 20 KHz

and produce one billion cycles in 14 hours or so. However, force and strain measurement are

difficult.

Research at the University of Michigan uses an ultrasonic generator coupled to a variable

cross-section ‘horn’ with a test specimen at the end, which is excited to resonance at 20 KHz. The

specimen has an hourglass shape, and the vibrating system produces a node and maximum strain at

its center. The specimen can be heated to 1000 C by an RF coil around it. The specimen initially

has two foil strain gages mounted on it, and these are used to correlate strain with power levels of

the ultrasonic generator at low strains. Tests are run at higher power levels, but the strain gages dor

not survive. There is a need for an accurate strain measurement, and DARPA (Defense Advanced

Research Projects Agency} has sponsored the development of an optical system at Johns Hopkins

to be installed on the Michigan test machine.

Strain measurement by laser-based interferometry was introduced by the author almost 40

years ago [1] and has been used for various studies requiringd a short gage length. Two tiny

reflective markers are placed on a specimen to serve as gage points. These can be lines applied via

photolithography or Vickers microhardness indentations. When they are illuminated with a laser,

the light diffracts from each one and overlaps to produce fringe patterns. As the markers move due

to strain, the fringes move proportionally. The phenomenon is simply Young’s two-slit

interference experiment, but in reflection. Fringe motion can be recorded with photodiode arrays to

provide real-time direct strain values for quasistatic testing; procedures are described in Sharpe [2].

In that case, the positions of the fringe minimums on the arrays are tracked and converted to strain.aa

The equation relating strain to fringe movement is

= m / d0  sin 0 (1)

where the distance between the markers is d0, the laser wavelength is  , 0 is the angle between

the incident laser beam and the diode array, and m is the relative fringe shift.

The photodiode arrays are much too slow for dynamic measurement, but the intensity of a

fringe pattern can be measured at high frequencies. The intensity of an interference fringe pattern,

I, is

I = I0 cos2 (  d sin / ) (2)

where I0 is the maximum intensity, which is taken as constant here – in reality it varies because of

the diffraction. The equation can be rewritten as 

I = I0 cos2 (Kd) (3)
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with K as a constant. It can then be inverted to relate strain to the change in measured intensity I
as

 =  cos-1( I/I0)1/2 / K d0 (4)

FIGURE 1. Schematic of the dynamic setup with fringe and load signals.

For dynamic strain measurement, the photodiodes are replaced with photomultiplier tubes

(PMT) covered with a slit that is narrower than the spacing between fringes. The setup is shown

schematically in Fig. 1 from Sharpe and Bagdahn [3] for cyclic loading where the force signal and

one intensity signal are plotted. The fringe signal is a mirror image about the peak load.

The arrangement for 20 KHz testing uses two photomultiplier tubes, a 20-mw diode laser, and

a data acquisition board sampling at 20 MHz on each of four channels. A program in Agilent VEE

takes 200 data points from the two PMTs over a 50 microsecond period and converts them intor

strain. Acquisition, computation, storage, and display take less than one second. The system is set

up to take measurements periodically; it is not practical to record and store each cycle. Details of

the experimental setup as well as calibration and test results will be presented.
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The mechanical properties of the human tooth have been of interest for many decades.  While the

strength and elastic modulus of these tissues have been examined in detail, comparatively few

studies have been carried out on their fatigue and fracture behavior due to limitations posed by the

small volume of available tissue, and consequent difficulties in applying standardized techniques

to potentially hydrated and very small specimens. Although indentation fracture test eliminates the

size constraints, a recent review has addressed the shortcomings of indentation fracture tests,

particularly in regards to the load dependence. In this paper, fracture behavior of human dentin is

studied by means of stable crack growth. Miniature compact tension (CT) specimens were

machined from human teeth, as shown in Fig. 1. A portable motorized loading frame combined

with a microscopic imaging system has been developed to document load and displacement field

while the specimen is stressed, as shown in Fig. 2. Digital Image Correlation (DIC) was adopted to

examine the mechanisms of crack growth resistance and near-tip displacement distribution for

cracks in human dentin that are subjected to opening mode loads. According to the unique

geometry of the dentin CT specimen (Fig. 1), the stress intensity distribution with crack growth

could not be estimated using relationships provided by ASTM standards E399 or E647.  Therefore,

numerical models were developed to determine the stress intensity distribution as a function of

crack length, opening load and specimen geometry. The distribution in KI with crack extension for

the CT specimens as described in Figure 2(a) is given by 

  [MPa•m0.5]    (1.4 a 3.0)

where P is the opening load (in Newtons),  is the ratio of a to W (Fig. 1) and the quantities B* and

B  are the ligament thickness and nominal specimen thickness, respectively. Examples of

specimens chosen from two different age groups (18age35 and age50) are given. The crack

opening displacement (COD) curves are resulted from analyzing the displacement field of CT

specimen under tension (Fig. 3 and Fig. 4)), and tendency of crack growth resistance curves (R-

curves) are estimated from identifying the location of the crack tip and the equation presented

above. By combining the benefits of microscopic DIC with unique approaches for preparing and

loading specimens, a detailed and reliable understanding of dentin fracture is possible.
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                      FIGURE 1. CT specimen                                  FIGURE 2. test system

FIGURE 3. displacement field near the crack tip

FIGURE 4. COD profile at crack tip
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Micro-Electro-Mechanical Systems are nowadays frequently used in many fields of industry. The

number of their applications increases and their functions became more responsible. Therefore

precise knowledge about their static (shape, deformations, stresses) and dynamic (resonance

frequencies, amplitude and phase of vibration) properties is necessaf ry. Reliability or fatigue tests

or other long term examinations are also becomes important in point of view their applications and

the economic reasons. Due to fragility of MEMS parts and small sizes non-contact and high

sensitive measurement method is required. Two-beam laser interferometry is one of the most

popular testing methods of microelements. Such method implemented in Twyman-Green

interferometer allows for full-field shape determination and out-of-plane displacement

measurement, Salbut et al. [1]. However the elements under test may bring additional challenges:

their surfaces may have complicated shape or large shape gradients which restrict their testing by

means of interferometer with flat reference mirror – fringes in the interferogram may be to dense to

be distinguished by CCD camera. To overcome such problems an active reference element may be

used in an interferometer setup. “Active” means that it can manipulate of the reference beam in

order to introduce phase shift or tilt and influence the wavefront shape of the reference beam to

make it similar to the wavefront shape of the object beam.

In this paper we propose to use LCOS (Liquid Crystal On Silicon), Wang et al. [2], – phase,

reflective SLM as active reference element. The control of this element is very easy i.e. XVGA

image or video signal is generated by computer graphic card and directly iaa nput to the LCOS driver.

2-D phase information can be directly written to the phase-only device, at high accuracy and with

video speed. The reference wavefront modifications are obtained by introducing to the LCOS

driver Phase Correction Maps (PCM; which are grey-level bitmaps) representing computer

generated or experimentally determined phase distribution. Introduced phase shift is proportional

to intensity values in PCM.

LCOS may be used as an interferogram phase shifter (when TPS algorithm of interferogram

analysis is used) or to introduce linear or circular spatial carrier, Kacperski et al. [3], (to allow the

use or FT algorithm) what is useful for dynamic tests because shape or displacement can be

measured on the basis of one interferogram only. Using experimentally determined PCM initial

shape of the object under test can be compensated or systematicaa error can be removed. The object

wavefront compensation and spatial carrier frequency introduction or phase shifting may be

performed simultaneously. Thanks to it out-of-plane displacement measurements are simplified

because displacement of the specimen may be observed and measured directly (no subtraction of

two measured states of the object under test is needed). The compensation of object wavefront

increase also measurement range of the interferometer what may be convenient for measurement

of highly deformed elements. Moreover it is possible to visualize Bessel fringes in interferogram

of vibrating object under test in live mode.

 The application of the LCOS in Twyman-Green interferometer for microelements testing was

possible after some modifications of the interferometer and performing calibration procedures that

are described in this paper. Opto-mechanical modifications require placing a laser beam expander
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into the reference arm of the interferometer in order to adjust size of the LCOS active area to the

actual field of view of the microscope. Simply: nowadays LCOS pixel size and in consequence

matrix size is too big for matching to CCD without additional optics. Calibration procedures

concern the determination of the SLM (Spatial Light Modulator) characteristic (determination of

the relation between the grey levels and output phase modifications). Moreover aberrations of the

beam expander and nonflatness of the LCOS reflective surface introduces the systematic error to

the measurement results which should be calculated and subtracted if the real shape of the object

under test is supposed to be determined.d

The usefulness of the system is shown at the examplesm  of active microelements

(micromembranes and microbeams with piezoelectric layer) testing in static and dynamic work

modes. Errors and measurement uncertainty of the system are analyzed.

Adaptiveness of the interferometric system introduced by application of LCOS SLM as a

reference element is a very useful property which increases functionality of two beam

interferometer, simplifies measurement procedures and extends measurement range and class of

objects possible to analyse. In other words proposed methodology is convenient for experimental

mechanics tests.
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An algorithm for the construction of Hash function [1] based on optical time average moiréuu

experimental technique is proposed in this paper. Algebraic structures of greyscale colour intensity

functions and time average operators are constructed. Properties of time average operators and

effects of digital image representation are explored. The fact that the inverse problem of

identification of the original greyscale colour intensity function from its time averaged image is an

ill-posed problem and is computationally infeasible helps to construct an efficient algorithm for the

construction of one-way Hash function applicable in cryptographic algorithms.

Inverse problems involving time average geometric moiré [2] are characterized by the fact that

the information of interest (e.g. the distribution of greyscale colour intensity on the surface of a

non-deformable body) is not directly available. The imaging device (the camera) provides

measurements of a transformation of this information in the process of time averaging while the

body performs complex chaotic in-plane motion. In practice, these measurements are both

incomplete (sampling) and inaccurate (statistical noise). This means that one must give up

recovering the exact image. Indeed, aiming for full recovery of the information usually results in

unstable solutions due to the fact that the reconstructed image is very sensitive to inevitable

measurement error. Otherwise expressed, slightly different data would have produced a

significantly different image. In order to cope with these difficulties, the reconstructed image ist

usually defined as the solution of an optimization problem. Solution of the inverse problem from

the time average image is known is computationally infeasible and that fact is the object of this

study.

It is quite natural that time averaged greyscale colour intensity distribution is calculated

exploiting digital computational techniques. That leads to an immediate contradiction. From the

definition of time average operator it is clear that any time averaged greyscale function is a

continuous function if the object is not stationary. But if the formation of digital images is

considered in terms of pixels, it is clear that only greyscale functions with finite discontinuities at

inter-pixel boundaries can be visualised.

Moreover, calculation of the definite integral in the process of time averaging is replaced with

calculation of the limit sum. It can be noted that the step size of the limit sum is an importantaa

physical parameter. If the oscillations would be harmonic, time step equal to  would produce

double exposure (stroboscopic) geometric moiré image. Naturally, the time step should be small

for time average images. The relationship between the time step and the number of correctly

reconstructed fringes is explicitly presented in [3]. The time step (the number of discrete time

moments in one half of the period of oscillation) can be one of the control (input) parameters of the

hash function.

Many engineering problems are based on the reconstruction of parameters of time average

operators. A typical example is presented in [3] where both the original greyscale function and its

time averaged image are known. Then the amplitude (and the direction of oscillations in a two-

dimensional problem) can be determined solving an approximate optimisation problem.
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Solution of the inverse problem when the greyscale function must be determined from its time

averaged image is a much more complex problem. If the time averaging is performed

experimentally, the problem is unsolvable due to extreme sensitivity to the inevitable measurement

errors; only optimisation techniques can be used for approximating of the original iamge. Even if

time averaging is performed using computational techniques, it is an ill-posed inverse problem and

is practically unsolvable even if s is known.

Several considerations can be taken into account when constructing the cryptographic Hash

function based on time average moiré. It is possible to eliminate even the theoretical possibility of

reconstruction of the greyscale colour invariant in the original static image. Stretching of the time

averaged greyscale intensity scale to min-max colour range would eliminate even this possibility. 

One may also exploit the feature that sequential time averaging operation is not multiplicativet

(the proof is provided in the paper). Double (sequential) time averaging can be applied what can be

considered as a next step of algorithmic safety.

The algorithm for construction of the Hash function comprises three main parts:

• a) Acquisition of input data: the secret function (greyscale colour intensities at appropriate

pixels) and a discrete scalar time series (particularly it can be simplified to a harmonic

series);

• b) Production of the intermediate result - time averaged greyscale intensities at appropriate

pixels;

• c) Delivery of output data: time averaged greyscale function stretched to min-max intensity

levels.

It can be noted that the proposed algorithm has a strong physical motivation. The observation

window in realistic physical experiments is finite and the areas of the analysed body covered by

the background colour are far away from the observation window. Then it is natural to expect that

the time averaged image will be grey. That is clearly demonstrated by experimental investigations

where natural stochastic greyscale structure of the surface serves as a stochastic geometric moiré

grating for time average analysis
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A method for obtaining the amplitude and phase distribution of an ultrasound field in air, usingd

laser vibrometry and computed tomography, is described.d

Radiating ultrasound transducers causes pressure variations in the air, whaa ich lead to refractive

index changes, which in turn can be recorded by the use of interferometric instruments like the

laser vibrometer. This point measuring method for the measurement and visualization of sound

fields was proposed by Zipser et al. [1, 2]. In order to measure the whole sound field, the laser

beam is scanned over the area of interest. With this technique, the absolute phase of the field is

obtained directly from the measurements while the amplitude needs some calculations using the

Gladstone Dale equation [3]. Moreover, the obtained result using laser vibrometry for sound

measurements is an integral of the sound field along the laser lif ght path. The projection effects due

to this integral were studied by Olsson and Tatar [4]. In this paper however, the projection propertya

of the measurement method is taken into advantage. Tomographic 3D reconstruction of the sound

field is obtained using several projections taken at different angles. The phase and the amplitude

distributions of an ultrasound field due to several transducers, emitting at a frequency of 40 kHz,

positioned both symmetrically and non-symmetrically are reconstructed.

The ultrasound transducers were situated in a special made holder fixed on a rotation stage.

The projections were captured at equiangular steps of 5 degreet s. The full three-dimensional

ultrasound field was reconstructed from the projection data using a cone-beam computed

tomography algorithm. This algorithm is in its turn based on att three-dimensional filtered back

projection algorithm. The projection data measured by the laser vibrometer is first filtered, using a

ramp-filter, and then back projected along the scanning direction. Finally, when this procedure has

been carried out for all scanning angles the full three-dimensional ultrasound distribution has been

reconstructed.

Fig. 1 shows the real part of a reconstructed sound distribution emitted from the three

ultrasound transducers positioned along a straight line, parallel with the x-axis at y=70 mm. The

sound propagates along the z-direction. The middle transducer seems to be phase shifted compared

to the outer positioned transducers. This phase shift is due to a small difference in position levels,ff

along the z-direction, between the transducers. The spatial resolution limit is a quarter of the

ultrasound wavelength (about 2 mm) which corresponds to an upper frequency resolution of 170

kHz in air.
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FIGURE 1. The real part of the reconstructed ultrasound field.
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The use of ultrafine cement-based grout has been gaining importance for soil grouting over the last

few years. Laboratory experiments were conducted to examine the spread of grout injection

through porous media under saturation conditions. During grouting, a suspension of cement

particles is injected through Loire sand column under constant flow rate to fill up their void spaces.ff

All grout injection was performed utilizing automated monitoring and recording equipment,

facilitating evaluation of field data (Fig. 1). Unlike water, grouts are usually viscous and behave as

non-Newtonian fluid. Therefore, the equations describing the grout flow are more complicated and

the solutions are quite difficult to obtain. To improve this study, it is necessary to follow grout

propagation evolution with a complementary technique to validate the modelling developed for

this use. 

FIGURE 1. Grout propagation in saturated Loire Sand column at different instants.

In this paper, image processing algorithm model is proposed for analyzing the one-dimensional

grouting process. The model is based on active contour also known as “deformable model”

approach (Kass et al. [1]). Geometrically, a contour v is a parametric curve embedded in the image

plane. The initial shape of the contour subject to an image is given by the functional 

(1)

The functional can be viewed as a representation of the energy of the contour and the final

shape of the contour corresponds to the minimum of this energy.

While it is natural to view energy minimization as a static problem, a potent approach to

computing the local minima of a functional such as (1) is to construct a dynamical system that is

E
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governed by the functional and allow the system to evolve to equilibrium. The system may be

constructed by applying the principles of Lagrangian mechanics. This leads to dynamic

deformable models that unify the description of shape and motion, making it possible to quantify

not just static shape, but also shape evolution through time (Chan and L.A. Vese [2], Xu and Prince

[3]). The first term in (1)

(2)

is the internal deformation energy. It characterizes the deformation of a stretchy, flexible contour.t

Two parameter functions govern the simulated characteristics of the contour: w1(s) controls the

“tension” of the contour while w2(s) controls its “rigidity”. The second term in (1) couples the

active contour to the image.

Traditionally, the last term in (1)

(3)

denotes a scalar potential function defined on the image plane. To apply active contour to images,

external potentials are designed to coincide with intensity extrema, edges, and other image features

of interest.

For grout injection tests, this algorithm can provide grout front progression. Parametric studies

have been carried out to investigate the effects of various factors on the accuracy of the detection

model. The results showed that the model is efficient both for binary and grey scale images.ff

Further development will compute colour images.
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The structure deformation measurement is always to be the important problem of the field of the

structure engineering. The traditional way of structure deformation measurement is not exact

enough, and it is complex. While the optical measurement method has many good qualities such as

high precision, simple facilities, changeable optical line, no damnification to the measured object,

no special treatment to the surface of the measured object and so on. It has been abroad used in

macroscopical fields and microcosmic fields, especially in wisp deformation measurement. Thus

we tried measuring small structure deformation using the digital holography interferometry which

is in the field of the optical measurement.

Optical holography was proposed by Gabor in 1948. Along with the appearance and

improvement of CCD and the improvement of computer technology,f digital holography was

proposed by Goodman in 1970s. It is a combination of traditional holography and modern

electronic technology. Due to its all-digital experimental procedure, digital holography can be

easily performed and transmitted with modern information technologies. Its procedure involves no

chemical processing, so digital holography is much more convenient and speedy than traditional

holography. Further more, it can simultaneously obtain both the intensity and profile information

of a specimen with only one exposure, so it is much favorable for many practical applications.aa

Owing to all these outstanding advantages, digital holography is regarded as a great progress in the

development of modern optical measurement in mechanics and has been broadly studied.

 Significant progress has been made in digital holography since it was proposed in 1994. It has

proved to be a powerful tool for scientific researches and has found many applications in profileaa

measurement, deformation measurement, aberration compensation, defect detection and neutral

network et al. However, almost all these researches were intended to demonstrate how to replace

traditional holography with digital holography. Only few attempts at studying the characteristics of

digital holography have been reported, and all research works arrr e seriously restricted to the

domains that originally belong to traditional holography. Digital holography is badly hindered

from its further development.

In order to make full use of digital holography, we must stf udy all its basic tt characteristics

systematically and detailedly, and combine it with other information processing technologies. Only

to do this, can we fundamentally solve the problem which digital hologram is confronted with.

This thesis involves the following research works.

1. The traditional optical holography and most of basic characteristics of digital holographyf

including the resolving power, record scope, and the separate condition of reconstructed

images are studied theoretically. 

2. The CCD device used for hologram acquisition and reconstruction is detailedly studied by

analyzing its influence on digital holography.

3. The hologram acquisition and reconstruction is simulated by computer.The phase-shifting

technology for eliminating zero-order diffraction images and twin-images is studied.
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4. A novel application of digital holography, an interferometric method for deformation

measurement is introduced and experimented in this thesis. Fig. 1 shows the experimental

setup. And the images is dealed with using my program, and the deformation of the small

structure is obtained. At the same time, the future of the digital holograph is expected.

Key words: Optical Measurement; Digital Holography; Digital Image Processing; Fast Fourier

Transform; Deformation Measurement. 

FIGURE 1. Experimental Setup
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Along with the rapid development of computer vision, image analysis technique was proposed to

investigate engineering materials, such as soil [1-3]. First, the acquisition images methods were

described by the computer-assistant tracking system. Fig. 1 shows the experiment system, whose

main principle was digital image correlation technology. Then the problem of the parametrical

characterization of soil microstructure was presented: geometry parameters and morphology

parameters. To obtain these precise parameters would depend on the quality of images. On account

of the concavo-convex feature of soil particles, the depth of field of the long work distance

telecentric microscope lens had resulted in some blurred parts and clear ones existed in the same

image. However, the greys of blurred parts of the image were changed smoothly. At the same time,

the greys of clear ones were changed acutely. The greys of images were very like the frequencies

of signals. So the wavelet transform was taken into account to improve the quality of such images.

Based on the multi-resolution analysis of wavelet transform, the frequencies of signals were

divided in different scales. In regard to the image transformed by the wavelet technology, the parts

changed acutely of the image, that is the clear ones, were reserved. While, the parts changed

smoothly of the image, that is the blurred ones, were abandoned. Therefore, the series images were

acquired by auto-adjusting the control table of the computer-assistant tracking system under the

same loading. Using the statistical characteristic of wavelet coefficient, the better quality images

under the same condition were obtained by the fusion of series images. The experiment results

show the method is valid and can improve the precision of the extraction parameters.

FIGURE 1. Configuration of the computer-assistant tracking systemt
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Digital Image Correlation [1-3], also known as Digital or Electronic Speckle Photography [4-6],

has since it was introduced about 20 years ago grown to become one of the most versatile and

widespread experimental techniques in experimental full field strain analysis. The procedure is

well known. Two, at least, images are acquired of the surface of an object undergoing deformation.

One of the images is treated as a reference and the relative deformation field between two states of

deformation is calculated using a sub-block correlation approach. For the accuracy and reliability

of the technique it is important to have a high-contrast broad banded random pattern present in the

image of the object, see Sj?dahl [6], without violating the sampling condition. Recently the

concept of Digital Complex Correlation was introduced in experimental mechanics by Svanbro [7]

as an extension of Digital Image Correlation. The procedure is in many respects the same as inn

traditional image correlation, but instead of intensity images complex amplitude images from a

speckle interferometry experiment are used as input to the correlation wherefore additional

information about the interferometric phase change between the two images is obtained from the

phase at the correlation peak.

Since finite sub-blocks are used in the analysis the image correlation procedure clearly runs

into problems close to edges and discontinuous jumps in the deformation field. The problem is

illustrated in Fig. 1. The figure below shows the results from correlating two images with a vertical

crack in the second image with the sub-block positioned at four different positions relative the

crack. When the sub-block is positioned such that nothing of the crack is present in the sub-block a

high-quality correlation peak is obtained at the position representing the deformation of the sub-

block. When the sub-block is gradually slided across the crack it is seen how energy is transported

from the first peak into the new peak at the position representing the deformation on the other side

of the crack. It is also seen that the energy balance between these two peaks corresponds to the

number of pixels on either side of the crack. Two consequences of this behaviour of the correlation

surface, both troublesome, can be identified. If the relative displacement is larger than the average

speckle size two separate correlation peaks will appear, but only one will be chosen as the correct

one. This will result in a susceptibility to the positioning of the sub-block, and as a consequence a

small change in sub-block position may result in a large change in detected displacement. If the

relative displacement is smaller than the average speckle size the correlation peak will be distorted

and systematic errors appear. This presentation will go through a few approaches to cope with

discontinuities in image and complex correlation and illustrate with a few examples.
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FIGURE 1. Change of the correlation surface as the sub-block is slided over the crack in steps of a 

quarter sub-block going from the upper left to the lower right image.
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Optical full-field measurement techniques are promising tools for experimental analyses of

materials and structures. While they are widely used, they still suffer from the lack of a complete

metrological characterisation. The collaborative work carried out by the workgroup “Metrology”

of CNRS research network 2519 aims at contributing to a systematic approach to these questions

[1].

DIC techniques are among the most popular optical mett hods, because of the availability of

commercial packages, price and apparent simplicity. An important element of the measurement

procedure is the image analysis software package supposed to provide an apparent 2D

displacement field that maps a so-called “reference image” to a “deformed image”. Quantitative

evaluations of the performances of DIC measurements are usually limited to situations with

homogeneous mechanical transformations, namely, uniform translatrr ion, in plane rotations, out of

plane rigid body motions, which result in apparent affine transformations of the image [2]. Very

few works [2–4] address situations with spatially fluctuating displacement fields, which need to be

investigated for a quantitative assessment of the spatial resolution of such techniques. Since it is

experimentally difficult to generate non uniform deformation fields, it is necessary to perform the

analysis on simulated images. In Ref. [3] quadratic displacement fields have been considered; the

present approach extends the analysis to plane sinusoidal displacements, with varying spatial

frequencies. The RMS errors of the displacements obtained with various DIC softwares are

evaluated as functions of the spatial frequency and the amplitude, for various correlation window

sizes and DIC formulations.

Two sets of synthetic speckle pattern images have been generated. Deformed images are

obtained assuming a plane sinusoidal displacement  where p is the

period in pixels and 2  is the amplitude of the displacement gradient ux,xu . Each generated set

contains one reference 1024 x 1024 pixel image and 42 deformed images obtained with {0.1,

0.05, 0,02, 0.01, 0.005, 0.001} and p {10, 20, 30, 60, 130, 260, 510} pixels. Images have been

processed with various DIC packages, including 7D (P. Vacher, Univ. Savoie), Aramis 2D (S.

Mistou, ENIT), Correla (J.C. Dupré/F. Brémand, Univ. Poitiers), Correli (F. Hild, ENS Cachan),

CorrelManuV (M. Bornert, EP), KelKins (B. Wattrisse, Univ. Montpellier)tt and Vic-2D (L. Robert/

J.J. Orteu, EMAC). Square correlation windows (subset) of different sizes f f have been used, from 9f

to 64 pixels. Displacements have been evaluated at all positions of a regular square grid in thef

initial image, with a separation such that subsets at adjacent positions do not overlap (i.e.,

statistical independence of the corresponding errors). Differences between the evaluated and

prescribed displacements along x are analysed statistically in terms of RMS errors. As a general

point of view, it is shown that the RMS error is described ast

where r characterises the speckle size,r (the local transformation in the subset assumed by the

DIC algorithm) and f are relative to the maf in DIC packages options.

Preliminary results show that the overall RMS error is mainly controlled by the first order

difference between the real transformation and the local transformation  of the subset. Limiting

)/2sin(),( pXpYXux

...),,,,,function(= frpu ,
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situations are, on the one hand, displacements varying at low spatial frequencies for which the

classical error observed for rigid motions is recovered, and on the other hand, displacement fields

with small periods (lower than the subset sizer f), for which the RMS error is equal to the RMS offf

the displacement itself, and the DIC evaluation being almost zero (Fig. 1). The transition between

these two regimes depends on f and f : an asymptotic regime is obtained faster if ff is smaller and f

is of higher degree. When is assumed to be a rigid (resp. affine) transformation, the asymptotic

error is proportional to the first (resp. second) derivative of uXu (see Fig. 1). Moreover, this error is

independent of ff  but increases withf r in the case of a rigid transformationr , or increases with f inf

the case of an affine transformation  for sufficiently large f and strains. For small subsets andf

small strains, the asymptotic error decreases with f as it is observed for pure translation. For f  of

high order (e.g., quadratic), it is shown that the asymptotic error is independent of t p and (and not

governed by the third derivative of uXu ,XX second order phenomenon). Additional investigations,

including the analysis of the transition, influence of the speckle geometry and of image noise, are

the subject of ongoing collaborative work and will be addressed during the presentation.

FIGURE 1. Schematic observation of the regimes for the RMS errorf . Two cases are presented:  =

rigid transformation (RMS error normalid sed by the first derivative of uXu , left) and XX = affine

transformation (RMS error normalised by the second derivative of uXu , right).XX
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Three experimental non intrusive techniques are used simultaneously for the metrological

monitoring of the deformation of a material in a tensile load machine. The first technique is a

video-extensometer (Videotraction®) based on ink spots tracing. The image treatment is fast

enough to allow an active control of the machine. It furnishes the true stress-true strain curves for a

given specimen according to a desired loading path. An infrared camera is placed on the opposite

side of the sample and records some picture of the temperature field evolution during the wholef

experiment. Thanks to a numerical technique developed for solving the inverse problem of heat

source reconstruction, it is possible to get the dissipated power versus strain curve. This brings a

new information, of thermodynamic nature, reflecting the thermal activity of the internal

mechanisms of deformation. Finally, on the same side of the sample, a third optical technique is

used. This technique applies to turbid samples (neither absorbent nor completely transparent to

visible light). A laser impact the sample on a very small spot (50 m). An incoherent steady-light

transport (ISLT) occurs within the turbid sample. Thanks to a high resolution camera, the

backward scattering image (10 mm2) is analysed through a theoretical modelling of incoherent

light transport in disordered materials. It allows to follow the concentration of the scattering

objects as well as their anisotropy during the experiment thus yielding additional information about

what happens in the microstructure of the sample during the test.

These techniques are all three very simple to use and offer the advantage of being compatible

each one with the other. They bring simultaneously the metrological information of engineer type

i.e. the evolution of macroscopic variables along with two other informations relative to the

microscopic processes operating in the matter. An example is given here on HDPE to illustrate the

potentiality of this combination of tools.

Fig. 1 gives the stress-strain curve obtained on a HDPE sample of 2 mm thickness. After

necking, the material flows with relatively small efforts before it experiences a hardening phase.

Plotted on the same figure, one can see the behavior of the reconstructed heat power that affects the

process during the experiment. This power is the sum of three components : the thermoelastic

coupling (a thermodynamic coupling between macroscopic variables), the thermomechanical

couplings (a thermodynamic coupling between macroscopic and ‘internal’ variables usuallyaa

referred to as stored cold-work) and the heat that is dissipated in an irreversible manner that results

from the couplings between internal variables themselves.

Fig. 2 gives the stress-strain curve plotted along with the measured parameters brought by an

incoherent light scattering transport theory in disordered systems i.e. a parameter that reflects the

concentration of scattering particles and their anisotropy. HDPE is a polymer that has a whitish

colour for such thickness. During a tensile test, the deformation is accompanied with a strong

whitening of the matter. It is the result of the crazing phenomena. Voids are created during the

deformation process that will change the intensity of the scattering procett ss of an incident laser.

This optical phenomena can be detected by human eyes but it can be quantified thanks to an image

analysis based on theoretical modelling of the physical processes involved.
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These three optical techniques will be described in the full paper and the nature of the

informations they brought will be discussed further.

FIGURE 1. True stress-strain curve and evolution of the involved calorific power during a tensile

test at rate 

FIGURE 2. True stress-strain curve and evolution of the micro-structural parameters yield from

ISLT technique during a tensile test at rate 

1210 s

1210 s
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Theoretical and experimental models of deformation of a strip-like substrate from solidifying a

coating are considered. On the basis of these models, the algorithm for evaluation of shrinkage

stresses in a coating and its elastic properties is suggested. Similar studies for the case of equal

elastic properties of a coating and a substrate have been fulfilled starting from the classical paper

by Stoney [1]. The method suggested in the present paper is applicd able for the cases of coinciding

and different elastic properties of materials of the coating and substrate. Moreover, these elasticaa

properties can be in advance unknown. 

Let on a strip-like substrate of length l and rectangular cross-l section of thickness b and width h

a coating of width <<h was deposited. We consider, that the substrate is hinge supported att

edges x=0, l (Fig. 1).l

FIGURE 1. The calculated scheme for evaluation of shrinkage stresses in a coating.

Coating shrinkage occurs after the film solidifying. It leads to generation of stresses in a

substrate and coating and to substrate bending.

At first the substrate and coating in the free disconnected state are considered as two

independent strips of length l and l l0. Having accepted, that l> l0, lengthening l=l- l0 is determined

l=N l0ll /( E2E F), where F=b is the area of cross-section, E2E is the elastic modulus of a coating, N isN

the force which is necessary for coating stretching on size l. Force N is considered enclosed to theN

substrate edges, as it is shown in Fig. 1.t

The appropriate bending moment equals M=Nh/2. On the other hand, longitudinal force can be

expressed through a stress  in a coating (N=(( F) and the bending moment - through the maximalFF

deflection of the hinge supported strip wmax, bent by the edge moment M=8EJ wmax /l
2ll , where E isE

the elastic modulus of the substrate material, J is the moment of inertia of the substrate section.J

Hence, having measured the maximal deflection of the strip, we can determine residual

stresses in the coating by the formula =4Eh2 wmax/(3lxx
2ll ).

If it is impossible to consider the coating being thin or its elastic characteristics exceed similar

characteristics of the substrate it is necessary to consider the additional factors influencing the

value of shrinkage stresses.
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Evaluation of the basic elastic characteristic of a coating - its elastic modulus - also can be made

experimentally by interferometric measuring a substrate deflection under the action of known loading. For

instance, from the maximal deflection wmax of a cantilever beam under the action of the transverse force P on

the free edge the stiffness of the substrate EJ=Pl3/(3 wmax ) is determined.

In some eases one can not observe the whole beam part from the clamping to the point of force application.

Denote by l1  and  l2 the distances from the clamping point to the boundaries of the observable interval, while

the difference of displacements of these points [w(l1) - w(l2)] will be denoted by d. Then from the equation of

an elastic line we obtain

Evaluation of the elastic modulus of a coating material was made by comparing the stiffness values of

samples with and without coating. This possibility is illustrated in Fig. 2 where interferograms of a bend of the

samples with (top strip) and without the coating by the same force are given. The difference of band numbers

characterizes a difference in the maximal deflections.

In Fig. 3 steel and cardboard strips are shown after the bend made by the solidifying of sprayed aerosol

double acrylic concentrated metallic paint, put on these strips on the one side. The sizes and elastic

characteristics of strips, as well as the measured sizes of their maximal deflections  under the action of

shrinkage stresses and values of these stresses are given below.

TABLE 1. The characteristics of substrates and shrinkage stresses in coating.

Thus, the described method enables to evaluate shrinkage stresses at coating solidifying as well as

unknown elastic characteristics of the coating and substrate. Values of these characteristics   are determined

experimentally by measuring the substrate form changing. In the case of coating with unknown history of

solidifying the problem on shrinkage stresses evaluation is similar to  the problem on evaluation of residual

stresses, for example, in a welded joints by drilling of blind holes. In this case it maf y be rational to evaluate the

shrinkage stresses in coating by means of scratch-test.

The study was supported by the Russian Foundation for the Basic Research (Projects 06-08-01017 and 05-

01-08017).
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Material Sizes / mm wmax / mm E / GPa E2 / GPa Shrinkage stresses / Pa

Steel 30 × 6 × 0,15 0,55 200 24 2,8

Cardboard 17,5  × 8 × 0,1 3 2,5 24 1,3
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Experimental techniques based on numerical correlation of white light speckle images have

recently reached considerable results in full-field strain measurement. These improvements have

been facilitated and allowed by the continuous growth, in quality and capabilities, of digital

cameras and computers. In addition, the present inexpensiveness of these instrumentations is

making these methods more and more popular in experimental mechanics, even when it comes to

acquire image sequences of fast events.

The aim of the present paper is to show a numerical procedure able to process sequences of

digital images and return a full-field evaluation of the strain rate as a color map of the measured

field overlapped to the specimen picture.

The research objective is focused to study the plastic behavior of metals and, in particular, to

highlight any transient phenomena that may occur during yielding and strau in hardening phases on

the thin sheets used in sheet metal forming. A typical example for such phenomena is the Portevin-

Le Châtelier effect, a repetitive yielding of alloys in regime of plastic deformation. The strain rate

is an important parameter for the theoretical modelling of the strain avalanches but until now it

could only be measured in a couple of points [1] or be estimated on the basis of some boundary

conditions [2]. The measurement of the strain rate distribution inside a region of local deformation

would offer a novel approach for the description of the phenomenon.

Background

One of the most effective methods to obtain a full-field strain evaluation correlating white-

light speckle images is the so-called “global approach” [3, 4]. It consists in dividing a speckle field

into sub-images likewise a plane area is meshed to perform a structural analysis by the finited

element method. Each image element is joined to its neighborhoods on its vertex nodes so that it

cannot freely change its shape during the correlation process but it must always accomplish at

congruency constrain assuring spatial continuity to the displacement field. 

The aim of a global correlation algorithm is to find the warping function that maps the mesh

nodes from the undeformed to the deformed image so that each element contains exactly the same

pattern on both pictures. This problem can be mathematically posed as a nonlinear least squares

minimization of the difference between the element contents in the two configurations. The

solution of this problem represents the displacements of the nodes that occurred because of the

deformation and permits the calculation of the strain distribution, which can be displayed by means

of a color map as visible in Fig. 1.
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FIGURE 1. The field of equivalent strain computed on a notched specimen 

and shown on the specimen itself.

Strain-rate computation

The present paper shows how the concept of global approach used to correlate each image all

together, can be extent over the time axis to obtain a better description of strain evolution and,

consequently, a correct evaluation of strain-rate field.

The implementation of this correlation procedure enhancement has required the use of time-

dependent shape functions and has implied a further growth of the amount of data to process

simultaneously. Besides, a special care has been put on strain and strain-rate computation by the

use of Cauchy-Green theory for large strain representation.
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This work reports on results of the radiographic observation of 3D displacement/strain field and

consequent damage evolution during loading of specimens with recognizable inner structure.

Assuming flat geometry of the loaded specimen, the in-plane deformation is evaluated from

radiographs using the image correlation technique. The related out-of plane displacement field is

measured thanks to an accurate ‘radiograph intensity to material thickness’ calibration. The

resultant 3D displacement field is determined using actual and reference radiograph.

Failures in ductile materials and composites precede intensive internal material damage

evolution. Not only the onset and existence of damage but also itsf quantification and time

evolution have to be determined for material science research. An experimental method called “X-

Ray Dynamic Defectoscopy (XRDD)”, Vavrik et al. [1], is successfully used for this purpose, see

Fig. 1 for illustration. 

FIGURE 1. Time development of damage zone at stress concentrator tip as imaged by XRDD. 

Real dimension of each subfigure is 5x5 mm. Stress concentrator tip is on left. Inner structure of 

the material is visible in the subfigure a.

Using the image correlation technique for measurement of the in-plane strain field based on

radiograph evaluation is quite known for materials with distinct inner structure such as reinforced

composites, Russel [2]. However this approach is applicable also for metals where the grain

structure becomes recognizable in radiographs, as will be presented

Regarding to the scale of the grain structure and damage zone to be observed, a radiographic

spatial resolution of micrometric scale is required. The principal requirements to be fulfilled in

order to achieve high spatial resolution in X-ray imaging are a “point” source X-ray beam, a highlya

efficient X-ray detector with large dynamic range and the beam hardening correction. We
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employed an X-ray tungsten microfocus tube with focal spot of 5 μm and divergent cone “point

source” beam which enable a magnification up to the micrometer scale in spatial resolution. As X-

ray detector we used the single X-ray photon counting digital pixelated Medipix-2 device, see [3].

The so called beam hardening effect arises as a significant source of X-ray image distortion, which

can be eliminated by the “Direct thickness calibration method” [1]. A map of thickness values

substituting radiograph intensities is obtained by this method. The direct thickness calibrationt

technique improves significantly the transmission roentgenogram quality regardless of the object

material and thickness variations.

For the purpose of XRDD and 3D displacement field measurements, a new transferable 25 kg

and highly stiff loading device was developed. This device is equipped with four stepper enginesqq

ensuring the symmetrical loading of specimens with stable position of the observed area in the X-

ray beam. Grips displacement is realized by the screws rotation using stepper motors with

harmonic transmission. The resultant transmission ratio is extremely high and allows for precise

and very slow loading. The loading force is recorded by two load cells while grip displacement is

measured by two extensometers. The loading force capacity of the device is 100 kN and weights

only 25 kg with dimensions 377x343x190 mm. These parameters allow to fix the loading

equipment onto a PC controlled motorized stage during measurements. Furtheuu rmore, it is possible

to place the loading frame together with the motorized stage into a fully shielded case, making

X-ray radiographic transmission observation easily accessible.

Work carried out within the framework of the CERN Medipix Collaborationk
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Adhesive bonding is acknowledged as superior to riveting in terms of structural efficiency becausef

of the weight penalty of introducing a mechanical fastener and the improved stress distribution and

rigidity of the bonded joint. However, the adoption of adhesively bonded joints in structural

applications has been inhibited by the lack of trusted design codes.  The complexity of the stress

distributions in bonded joints has led to their analysis using the finite element (FE) method (Harris

et al. [1]), the predictions of which have to be experimentally verified (Tsai and Morton [2-4]). In

the current paper we use high magnification moiré interferometry (HMMI) to measure surface

strains within the narrow (~ 200 m) adhesive layer in the fillet region of the joints, and compare

the experimental measurements with FE simulations. The strain distribution in this region of the

joints is of key importance because it is there where the crack initiates in the case of failure. We

also implemented significant improvements in MI instrumentation over previously reported

systems, including automated analysis of the interferograms by phase shifting techniques, and the

construction of an interferometer with reduced sensitivity to environmental disturbances. 

The interferometer is shown schematically in Fig. 1 and uses a single optical fibre to deliver a

light beam that is first collimated by lens L1 and then diffracted by a crossed-lines transmission

grating beam splitter G (1200 lines mm-1). This produces a pair of collimated beams in the xz planez

and another pair in the yz plane. Four mirrors (Mz x, My) steer the beams coming from the grating

beam splitter towards the sample S, which has a reflection crossed-lines diffraction grating (600

lines mm-1) replicated onto its surface. The sample grating is imaged with a high-speed camera C

and a long working distance microscope objective lens L2. Quantitative displacement fields were

obtained across the replicated grating from the optical phase change measured between the

reference and loaded states of the sample. Temporal phase shifting was implemented by translating

G with a PZT transducer on its plane and along an axis at 45 degrees to the x axis. A phase shift of

/2 between the +1 and -1 diffracted orders in the xz or z yz planes is introduced when the grating G

moves a distance g2/8 (withgg g the grating pitch) along ang axis at 45 degrees to the x-axis. In this

way, the system is insensitive to vibrations affecting the delivery optical fibre. Wrapped phase

maps representing the in-plane displacement components u and v were unwrapped and thenv

differentiated to give the engineering shear strain .

Aluminium/Aluminium (Al/Al) and Aluminium/Carbon Fibre Reinforced Composite (Al/

CFRP) double-lap joints (DLJ) were manufactured using unclad 7075 T6 aluminium alloy and

uniaxial CFRP adherends bonded with FM73M adhesive (Cytec Ltd) as shown in Fig. 2.

Figure 3 shows the engineering shear strain obtained on the adhesive layer in the fillet region

of an Al/Al DLJ. The field of view studied is denoted FOV on Figure 2. The region of strain

concentration visible close to the (0,0) position has been predicted with a three-dimensional FE

model and corresponds to the region where cracks initiate. 

xvyuxy yy //
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FIGURE 3. Engineering shear strain obtained for an Al/Al DLJ under a tensile load of 7kN, in the 

field of view indicated in Fig. 2.
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The interest in the mechanical behaviour of wood is a very important task due to the increasingk

role played by wood structures in modern architecture as well as its applicability in restoration of

ancient buildings. The behaviour of wooden surfaces experiencing variable humidity conditions is

of great importance both with concern to performances of wooden building’s structures and to

ensure correct restoration and conservation of art works like wooden sculptures and panelf

paintings [1]. In literature there are only a few studies dealing with the influence of moisture on the

physical properties of wood [1,2]. The characterization of wooden behaviour related to changes in

the humidity level could make easier restoration and preservation of wooden artefacts. In the last

years, the increasing development of technology allowed the application of non contact whole-

field measurement techniques. These techniques could play a fundamental role in the analysis of

the mechanical behaviour of materials such as plastic and wood. Among these techniques: Digital

Image Correlation, Structured Light, Electronic Speckle Pattern Interferometry (ESPI) [3].

Recently some real-time 3D wood panel surface measurement using laser triangulation [4] and

light shadow scanning [5] have been proposed.

The goal of the present study is to investigate the applicability of a shadow moiré technique [6]f

combined with an ad-hoc image processing procedure based on the use of the 2D Fast Fouriern

Transform (2D-FFT) capable to measure shape along wooden surfaces. The measurement of

wooden surfaces undergoing hygrometric variations is performed tt to characterise the different

behaviour of wooden species. 

The optical shadow moiré system adopted in the present investm igation includes: a monochrome

light source (SUWTECH laser, =532 nm e P=105 mW), moiré grids on glass plate (Graticules

mod. SAG4), a Dalsa DS-21-02M30 digital camera with frame grabber microEnable-III, a Nikkora

AF lens (focal length 60 mm). A quasi-standard lay-out was set-up (the grid was tilted in order to

introduce a carrier fringe pattern). A proper climatic chamber was realized in order to test wooden

samples undergoing hygrometric variations. The chamber had to fulfil some requisites: a

transparent wall and a mechanical system inside to allow a precise tilting of the grid. An ultrasonic

humidifier was chosen to vary the moisture content of the air inside the chamber and probes were

installed to measure humidity and temperature. Several wooden samples were realized (83x83x20

mm3) made by Swedish pine, pitch pine, red fir, oak and chestnut. The models were closed inside

the chamber and undergone to variable humidity, H (T=24 °C). In particular, from an initial state

characterized by H=55%, the samples were located inside the chamber for 24 hours at H=85%

(humidification phase). During the first 12 hours, shape variations of the models were monitored.

Afterwards, the models underwent to a dehumidification phasenn (T=24 °C and H=55%) for 12 hours

and the wooden surface shape was measured ad a definite rate. Two parameters were chosen to be

representative of the current surface characteristics: the volume difference V (a scalar quantity),

that indicates the amount of volume variation, and the centroid of the volume difference G V (a

vector quantity), that provides information regarding the direction towards which the surface is

deforming (Fig. 1a-b).
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FIGURE 1. Oak experiment. a) V parameter plot; b) G V parameter plot.

Preliminary experimental investigations have proven the capabilities of the optical approach in

object to monitor wooden surface variations during hygrometric changes. Results showed how

differently various wood species behave; all the species studied act similarly in response to a step-

wise increase in humidity and almost all of them are not in equilibrium with the external

environment at the end of the humidification phase (24 hours). On the contrary, the wooden

species behave quite differently when undergone to a step-wise decrease in moisture content and

most of them gain a stable surface configuration after just 12 hours. A new campaign of

experiments is currently being carried on varying the duration of the humidification andy

dehumidification phases, monitoring at a higher rate the surface shape nearby the step-wise

humidity change and including more wooden species.
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Delaminations are a common problem that occurs between the core and the skins of sandwichm

structures. Such defects may originate either from malfunctions in the manufacturing process

leading to a reduced adhesion strength or from certain types of load like impacts during the

operation. This study was focused on the detection of such defects with the increasingly popular

shearography technique (Butters and Leendertz [1]).t

Shearography is based on the speckle effect, which occurs when coherent light is scattered on a

rough surface. Rays from different positions on the sample surface interfere randomly in space to

create a granular kind of image, with distinct intensity fluctuations called speckles. In

shearography, two images of the same area on the object are simultaneously recorded laterally

sheared with one another (Fig. 1). Images are recorded before and after the excitation and their

difference results in a fringe pattern, which is associated with the full strain field.

FIGURE 1. The principle of shearography.

Different excitation schemes exist, which operate in static or dynamic mode and allow the

visualization of a subsurface delamination (Steinchen and Yang [2]). Vacuum and thermal

excitations present more or less the same advantages with the second technique being mored

flexible in terms of space limitations as vacuum excitation depends on the size of the chamber or

hood, which are used to perform the test. Dynamic thermal excitation or excitation with a shaker
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allows to investigate the possibility of obtaining higher contrast using the nonlinear response of the

defected area (Solodov et al. [3]).

In the framework of this study, we used thermal excitation by means ofr  a powerful diode laserf

to apply uniform heating in static as well as dynamic mode (Fig. 2). The latter was implemented by

means of an acousto-optic modulator placed in front of the diaphragm, which was used to select

the 0th diffraction order. The shearography system is perfectly suited to probe the increasedm

deformation over the delamination. In a second approach, we used a piezo-shaker to vibrate the

object under investigation and essentially open and close the underlying delamination. Both of

these techniques offer enhanced signal-to-noise ratio. Nonlinear approaches were further applied

to enhance the contrast.

FIGURE 2. Experimental setup.
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For a long while the so called Rayleigh limit posed severe constraints to the application of optical

techniques beyond the range of /2 of the wavelength of light. In 1952, Toraldo di Francia [1]

pointed out that the Rayleigh limit came from historical period in which the existence of

evanescent fields was not known. On the basis of the possibility of taking advantage of evanescentf

fields, he postulated the possibility of going beyond the Rayleigh limit practically within the

limitation posed by energy one can go to much smaller fractions of the wavelength of light. n thef

present paper this argument is pursued both on the theoretical ground and experimental results

showing the possibility of reaching 1/20 of the wavelength of light, the limit for eyes from the

energy and the availability of sensors with enough spatial resolution. Examples of particle

dimensions, analysis of the phase of grating patterns and moiré patterns (Fig. 1) are provided. The

properties of the speckle fields are investigated by carrying out a statistical analysis of thed

experimental data. 

FIGURE 1. Moiré pattern produced by the presence of a spherical particle on a system

of lines with 30.9 nm pitch
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Dislocations were introduced in the theory of Elasticity to evaluate the possibility of multiple

values in displacement fields. The initial work was done by Volterra [1] in the 1900’s who came

with the basic types of dislocations that currently are used in theoretical elasticity. The argument

was further elaborated by Love [2] in the 1920’s. In the 1930’s, dislocations re-appeared as an

argument to explain the actual behavior of crystals upon deformations compared to theoretical

results coming from crystalline structures [3-5]. In the 1960’s, tt using X-rays dislocations were

visualized by reconstructing X-ray diffraction patterns. However, no efforts were made to

numerically or analytically evaluate the observed patterns.

In the present paper, an evaluation of the core of the dislocation is analyzed utilizing the toolsf

of optical techniques that provide displacement and strain information (Fig. 1). Tentative

explanations are given to the meaning of the obtained strain fields.

FIGURE 1. Phases of the harmonics that modulate the structure of the crystal: a) -60° , b) +60° and 

c) vertical systems
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One major advantage of digital imaging is that one can measure the placement of a sampled spot in

sub-pixel accuracy. This means that if the set-up has a field capable of sampling X length units per

pixel, the location of any gray-level spot can be measured with accuracy of X/N, where N is a

number mainly depending on the color depth, beyond the overall quality of the imaging set-up [1,

2]. The present work refers to the errors imposed by the recently introduced full-field strain

measurement method [3]. Beyond systematic errors of the digital camera, the method itself is not

an error-free procedure. 

A not so obvious source of errors is the sub-spot displacement of each spot-center. It is

assumed that the center is invariant relative to the spot boundaries. This is not exactly true in the

case of large gradient of deformation. We analytically derive those errors and define the limits

where it is kept in affordably low values. A solution to eliminate this systematic error is, also,

proposed.

The last important source of errors is that of the mesh-free interpolation. This arises from therr

limited order of approximation to the field function. In general a kth order approximation results in

a (k+1)th order of error. Because of the higher order of continuity, compared to an elementf

discretization like this used in FEM, the interpolation error is smaller. Numerical examples are

presented for both the interpolated function and its derivatives.

Finally, numerical and experimental examples are presented here to demonstrate the accuracy

in various realistic applications. An example is presented in Figs 1 and 2.

FIGURE 1. Error in displacement for a simulated simple displacement of a surface
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FIGURE 2. Error in strain for a simulated uniform tension of a surface
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Shearography is a non-contact full field technique used in the assessment of spatial gradient of

displacements through a preset direction, Hung and Taylor [1]. The optical set-up can be based on

a Michelson interferometer scheme, for static or quasi-static measurements, and on the Mach-

Zehnder interferometer if dynamic measurements have to be performed, Santos et al [2]. In bothl

set-ups a speckle pattern, obtained from a rough surface, is laterally shifted to create the

interference and the light used for the interferometer arms have a common path between the object

and the set-up. So, this interferometric technique can be used with low coherence lasers and is

almost insensitive to rigid body motion. The fringe patterns obtained with shearography result

from the interference between two speckled wave fronts and have lower contrast that the ones

obtained with specular reference interferometers. 

Compact set-ups can be designed which can be used to perform measurements in industrial

environments. Image processing techniques can be associated to shearography to improve data

analysis and increase the measurement resolution. Phase calculation algorithms, based on temporal

or spatial phase shift, are already available and the same stands for phase filtering and unwrapping.

New image processing routines were developed to deal with shearography noisy patterns and

extract the important information and this technique became an important tool in Non-destructive

inspection (NDI) of structures.

The shearography is shown to be a very effective way of measuring the first spatial derivate of

the displacements and avoids error propagation through the used of numerical methods. Recent

developments in image analysis tools for processing noisy images allowed the assessment of the

displacement by integration or the following derivatives by image differentiation, as can be seen in

Fig. 1.

FIGURE 1. Phase-map obtained with shearography, filtered phase and the displacement field

In this work two set-ups for continuous and pulsed illumination measurements with

shearography were constructed and tested. All the necessary software for image analysis was

implemented and used with experimental data. Several filtering and smoothing algorithms were

also tested to obtain data differentiation with good signal to noise ratios, Lopes et al [3][4]. Usingl

an extra mirror in the original Michelsson set-up was possible to obtain up to the third derivative.



370 Hernani M. Lopes et al.

The results obtained with optical and numerical differentiation were compared with the analytical

solution as is shown in Fig. 2. The experimental data was obtained by measuring the out of plane

displacement gradient of a rectangular composite plate clamped in its entire border and submitted

to a uniform pressure.

FIGURE 2. Comparison between the analytical solution and the numerical and optical 

differentiation, for the third displacement derivative.
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An electromotive force (Emf) was generated during metal deformation and measured with a

thermocouple. Both the Emf–strain curve and stress–strain curve were obtained simultaneously in

a tension test [1].  The Emf curve was correlated with the stress curve which depends on thermal

change, i.e., strain energy. Therefore, this method was applied to a dynamic and an impact

deformation test. Both Emf and strain were measured in a vibration test of a steel plate at first.d

Secondly, an impact test using a Hopkinson-Bar was conducted. Finally, the Emf data in the

dynamic and impact loading range were reported.

Measurement method of electromotive force in bending vibration 

The Emf measurement method in bending vibration is shown in Fig. 1. The thermocouple used

was a combination of copper (Cu) and con. (constantan, NiCu alloy). Both the copper and con.

wires were 60 cm long with a 0.1mm diameter. This material combination was selected because it

is a large Emf generation coupling material at room temperature [2]. These wires were bonded

separately on a steel narrow plate, one end of which was fixed in a rigid block. The separationn

distance of the two wires was 2mm. Both ends of the thermocouple were kept at 0oC by immersing

in an ice-filled vessel. A dummy thermocouple was placed near thy e test plate for the purpose of

compensating for the Emf caused by room temperature and electric noises. The compensated Emf

was amplified, displayed on the oscilloscope and recorded on a personal computer. A strain gauge

was mounted at the same position as the thermocouple on the plate. The strain generated was also

amplified and recorded.

FIGURE 1. Arrangement of electromotive force measurement by thermocouples measurement 

at tension

2T19. Research in Progress
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Electromotive force and strain in bending vibration 

The steel plate was bent at first and unloaded suddenly, which caused vibration. The plate surface

was tensioned and compressed alternatively by the vibration. Both Emf and strain were recorded,

while the plate vibration was being dampened and this is shown in Fig. 2.  It was clear that the Emft

was generated during the dynamic deformation and could be detected as a strain pattern. The Emf

increased when the strain decreased and vice versa. The Emf value was propotional to the strain,

even though the data showed a small fraction value in Fig. 3 and were expressed as follows:

Emf / (mV)100( )

FIGURE 2. Strain and Emf curves at repeating of tension-compression loading

FIGURE 3.  Relationship between elastic strain and Emf

Furthermore, the Emf was investigated in the stress wave propagation by using a Hopkinson-

Bar. The Emf pattern was measured as a strain pattern obtained by the strain-gauge method.
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The performance of any component to a great extent is determined by residual stress, resulting

from virtually all manufacturing processes. Therefore the problem of residual stress detection andf

measurement is urgent in modern engineering, mechanics and material physics. A good deal of

effort has been undertaken in developing different methods for the residual stress detection.

Optical, ultrasonic, magnetic methods, Raman spectroscopy, X-ray and neutron diffraction are

effectively applied for detection of residual stresses in many cases. Thermoelastic stress analysis

(TSA) is also now a well-known experimental technique (Pitarresixx  and Patterson [1]) providing

information on the surface stress fields in structures. Two common systems based on TSA are

developed at present. Stress pattern analysis by measurement of thermal emission (SPATE) has a

single detector, while DELTATHERM® systems have a staring array of detectors. Theserr

techniques have been already implemented effectively for the remm sidual stress detection. It was

experimentally demonstrated that mechanical stresses modify the thermal emission signal. Hole

drilling and compliance methods are also actively investigated at present for residual stress

detection. Recently holographic or speckle interferometry in conjunction the hole-drilling methodn

has attracted serious attention for solution of this problem. Unfortunately, as a rule many of these

methods have limited fields of application. For example, Raman spectroscopy is mainly used in

science and technology of semiconductors for which the phonon lines have a relatively simple

structure and their shifts with stress are well known. SPATE, DELTATHERM® and holographic

interferometry are of more general applicability, but have comparatively low spatial resolution.

From this viewpoint photoacoustic (PA) methods are attractive for modern diagnostics and

imaging of the near surface structures. The PA methods have micrometer resolution, are non-

destructive and appeared to be useful for detection of cracks and voids, delaminations and possible

second phase material inclusions in the near surface layer of objects. Nevertheless, applications of

the PA method for residual stress detection are not widely accepted yet. This situation, in oury

opinion, is primarily due to the lack of in-depth systematic studies of the PA effect in solids with

residual stress including direct connection between residual stress and the PA signal. Accounting

this fact we have performed systematical experimental and theoretical investigation of the PA

effect in stressed solids (Muratikov d et al [2-5]). l

The main purpose of this work is to compare theoretical foundations of TSA and PA stress

analysis.

To consider the theoretical foundation of the PA approach to the problem of residual stress

detection we use the modern theory of thermoelasticity of elastic solids. By introducing in the

explicit form the thermoelastic parameter in the system of thermoelastic equations instead of the

coefficient of linear expansion one can get

1a
TT

Q
udivKCTTT

231
0TT2



K.L. Muratikov and A.L. Glazov374

1b

where T is the temperature of the body,T T0TT is the environmental temperature,  denotes

deformations of the body, Q is the heat produced in the body by external sources,  and μ are

Lame’s elastic constants, T and T  are thermal conductivity and diffusivity, and CC are the

density and specific heat of the body, respectively; the ratio KK = T/TT/ CC is the thermoelastic

parameter of the material and T is the coefficient of linear expansion.T

The system of Eqs.(1a) and (1b) involves the so called thermoelastic parameter which depends

on stress [1]. Using this system, a comparative analysis of TSA and PA techniques was performed.

It is shown that both the PA and TSA use the same dependence of the thermoelastic parameter on

stress and, thus, have very close physical foundations.

Another important purpose of the work is to gather the most important recent experimental

results demonstrating modern situation in the field of PA detection and imaging of residual

stresses. The work presents some new experimental results in this field demonstrating the

influence of external stresses on PA images of Vickers indented ceramics and metals includingd

nanonickel and nanocopper. The influence of machining stresses on PA images of ceramics is also

demonstrated. The presented results show some possible PA microscopy applications for residualaa

stress detection.

It is shown also that advantage of the PA microscopy over modern TSA techniques consists

first of all in a higher spatial resolution (up to a micrometer scale).

This work was partially supported by Russian Foundation for Basic Research under Grant

No.06-02-17148.
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Cast iron is a material that still has significant usage in the water industry.  Although cast iron

pipes, both distribution and trunk mains, are being phased out, a significant portion of current pipe

networks are still comprised of the aging cast iron infrastructure that can be 50 to 150 years old.

The cast iron pipes display a range of microstructures which, unsurprisingly, is related to their

manufacturing process (pit cast and spun cast).  Since it is prohibitively expensive, time consuming

and too disruptive to replace this infrastructure in one programme of work, it is necessary to

understand the properties of the remaining pipes so that replacement work can be focused in thet

first instance on areas of critical importance (Rajani and Makar [1]).

Previous work has examined several aspects of the in-service conditions of distribution cast

iron water pipes (Atkinson et al [2] and Belmonte et al [3]).

In the current research, Weibull methods have been used to assess the condition of mains water

pipes from three locations in the London area. This has been linked to a study of the

microstructure of the pipes.  Further, a method devet loped by Crocombe et al [4] has been appliedl

to test data derived from four-point bend (4PB) tests of cast iron samples.  This method allows

uniaxial stress-strain curves to be derived from strain measurements taken during the 4PB test.  In

this method the stress is considered in incremental quantities, such thatnn  the maximum stress is

equal to the maximum stress of the previous increment, which will now be observed at a distance

from the surface plus the stress observed between  and the surface.  Both tension and

compression curves can be derived using equations 1 and 2 in which a typographical error in the

original paper has been corrected.

(1)

(2)

Where  is a stress, M a bending moment, t the thickness of the specimen and  is a region of

undefined material.  The subscripts t and c refer to tension and compression respectively, whilst i

relates to the current increment.  

Fig. 1 compares the raw data taken from the tension and compression faces of the strain-

gauged specimen with the tension and compression data derived from equations 1 and 2.  Each

data point of the derived curves is the result of averaging ten data points prior to the calculations.

This is a necessary step since otherwise the curve oscillates over a significant range.  This providesaa

a balance between smoothing, whilst still allowing for a realistic interpretation of the data.  Ast

might be expected there is a difference between the experimental flexure stress-strain curves and
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the derived uniaxial stress-strain curves which is consistent with the movement of the neutral-axis

which occurs in materials with differing properties in tension and compression.  Further, the

uniaxial stress-strain curves are consistent with data reported for cast irons by Walton and Opar

[5].

FIGURE 1. Stress-strain data for a specimen tested in four point bending, compared with derived 

uniaxial data.
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One of the desired properties of actuators is large actuation strains, which also correlates to a large

amount of work per volume. This property becomes especially important in Micro Electro

Mechanical Systems (MEMS) where small devices are required to produce relatively large strokes

(displacements). The existing mechanisms for electromechanical actuation, such as those based on

electrostatic interaction or piezoelectric response, are limited to small actuation strains (up to

0.15% in the piezoelectric materials) and hence recent years have seen a variety of attempts at

achieving larger strain actuation. One such attempt considered the 90o domain switching in single

crystals of BaTiO3 has recently been experimentally demonstrated by Burcsu et al. [1].

  Burcsu et al. [1] obtained up to 0.9% strain in (001)BaTiO3 single crystals which were

subjected to constant uniaxial compression load and cyclic electric field. Since at room

temperature BaTiO3 is spontaneously polarized in the <100> directions, at zero applied voltage the

applied stress forces the polarization to be in-plane (e.g., the [010] direction). As the voltage is

increased, the electric field tries to align the polarization along the out-of-plane direction (i.e. the

[001] direction), but this is resisted by the stress. There is an exchange of stability atf a criticalt

voltage and the polarization switches to [001]. The strain which is accompanied to the described

process can be up to 1.1% in BaTiO3 and up to 6.5% in PbTiO3. Finally, as the voltage is

decreased, the polarization reverts back to in plane, recovering the strain. Thus, cyclic actuation is

obtained. 

Before implementing the 90o domain switching in real actuators two questions must be

answered-

1 What is the frequency limit for this actuation process (the previous experiments were done

at very low frequencies)? 

2 Is it possible to significantly diminish the reported fatigue (a decrease of actuation strains

with time of operation) and mechanical damage? 

In order to answer these questions we developed an experimental setup which allows

performing dynamic experiments at high frequencies and avoid two of the main sources for fatigue

and mechanical damage in Burcsu’s experiment.  In our setup (Fig. 1), the in-plane polarization is

reverted by a uniaxial tensile stress instead of the compressive stress at Burcsu’s experiment. This

loading geometry avoids the friction forces at the crystal surfaces, which were found to cause a

significant mechanical damage in previous experiments (Shilo et al. [2]).

The overall dimensions of the actuator in Fig. 1 are about 25 mm and hence it allows

performing dynamic experiments with frequencies of up to 100 kHz. Moreover, its small

dimensions allow mounting it under a vibrometer for measuring the displacements and under a

polarized optical microscope for in-situ visualization of domain switching. The constant load is

applied by a pair of small permanent magnets and hence the response time is determined by the

speed of light. 

Fig. 2 shows a typical curve of the strains as a function of electric field (butterfly curve).

2T20. Smart Materials and Structures
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FIGURE 1. Illustration of the experimental setup. A ferroelectric single crystal (indicated by 'FE')

is subjected to cyclic electric field and constant tensile load applied by a pair of magnets (indicated 

by 'M'). The ferroelectric crystal is connected to the magnets through insulating plates (indicated 

by 'I') to prevent short-circuiting. The polarization is indicated by arrows.

FIGURE 2. A Typical experimental result.
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Materials that alter their physical properties in response to environmental changes are classified as

active materials. These materials are commonly applied as actuation devices in micro-electro

mechanical systems. Many of these systems require an application of large strokes by a small

component, which means large actuation strains. However, existing active materials are eitheraa

limited to very small strains, as piezoelectric and magnetostrictive materials, or to a slow response,

as shape memory alloys. Therefore, materials that can provide significantlyt increased strain levels

and fast response times are of great interest. The concept of combining properties of

ferromagnetism with those of reversible martensitic transformation led to a new class of active

materials known as ferromagnetic shape-memory (FSM) alloys (James and Wuttig [1]). It was

theorized that a mobile microstructure of martensite could be rearranged by applying a magnetic

field, and reset by applying a stress or a field in a different direction. FMS alloys combine the large

strain capability of ordinary shape memory alloys with the quick actuation possible using magnetick

fields (Shield [2]). FSM alloys are therefore very promising for actuation applications at both large

and small scales, and embody a new mechanism for converting electromagnetic to mechanical

energy. However, to date, micro FSM alloy devices are not yet available in spite of their great

potential in aerospace and medical instruments.

The present study focuses on a new experimental system developed to explore the magneto-

mechanical characteristics of micro-scale ferromagnetic shape memory actuators. It combines an

alternating magnetic field generator (AMFG) (Fig. 1a) and a mechanical apparatus (Fig. 2a). The

AMFG generates spatially-changing dynamic magnetic field with amplitude of approximately

1Tesla. The field alternates between two orthogonal directions in a manner that was designed to

facilitate variant switching, yet prevent nucleation of 180o magnetization domains, which cause

energy loss without strain production.  The mechanical apparatus maintains a constant mechanical

load with a sensitivity of less than 1 N by means of a cantilever beam. The specimen displacement

is optically monitored with a resolution of approximately 0.1 m. Further, the specimen

temperature is controlled and the surface is observed microscopically.

 Additionally, to analyze the experimental results, an analytical model utilizing the Karush-

Kuhn-Tucker (KKT) theorem for quadratic programming was developed. A suitable micro-

magnetic energy functional which includes the effects of applied magnetic fields and mechanical

loads is minimized from within a constrained space of possible deformations and magnetizations.

The solution describes the evolution of the net magnetizations in the magnetic fields and stress

volume. As typical of quadratic programming problems, the nature of the solution changes at

critical values of the applied fields and stresses. It shows that the solution moves from multi-

variant to single variant states at certain field and stress combinations determined by the material

constants. The results can help to design and predict the behavior of FSM actuators.
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FIGURE 1.  (A) Schematic close-up view of the mechanical testing system positioned

perpendicularly to the activation zone. (B) The Alternating Magnetic Field Generator (AMFG)

generates magnetic field that alternates between two orthogonal directions Hx, Hy. 

Preliminary experiments were performed using Ni2MnGa specimens with typical cross section

of 200mX200m. The results were in agreement with the theoretical simulations and showed

feasibility towards their implementation as micro-mechanical devices.
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The buckling of compressively-loaded members is one of the most important factors limiting thet

overall strength and stability of a structure.  In many cases, especially in aerospace applications, it

may be more beneficial and sometimes absolutely necessary to resort to active methods to enhance

the buckling load of slender structures.  Active control can increase the load carrying capacity of a

structure and piezoelectric materials are good actuators to provide this active control.  In literature,

Thomas Bailey and James E. Hubbard [1] have reported that distributed piezoelectric polymers

bonded on the surface of the structure can be used to control thett vibration of a cantilever beam.

Mini et.al [2] have demonstated a 11% increase in thel load carrying capacity of aluminium column

strips by the application of 100V to the piezoceramic actuator.  An exact theoretical analysis of

their experiments was carried out introducing an equivalent imperfection to the column and it gave

the same results.  Thomson and Loughlan [3] have carried out experiments on composite column

strips fabricated from commercially available carbon-epoxy pre-impregnated sheets and have

demonstrated that an increase in load carrying capability of the order of about 20% to 37% is

possible in slender columns.  Rao and Singh [4] have proposed an enhancement of buckling load of

a column by introducing a follower force paradigm and have shown that there is theoretically a

possibility of increasing the buckling load by a factor of up to 3.5 in the case of a uniform

cantilever column.

This paper describes an experimental investigation into the effect of piezoelectric force on

active control of glass/epoxy composite columns under an axial-compressive loading.  The tests

were conducted on three column specimens. The glass fibre used was E-glass WRM (Woven

Roving Mat) of aerial density density 610gsm.  The composites consisting of 4 plies were prepared

by hand lay-up technique.  LY556 Araldite was used as the epoxy matrix and HY951 as the

corresponding hardener.  After fabrication of columns, piezoceramic actuators were surface

bonded at their mid-heights.  Sensing was carried out using a pair of strain gauges which were

connected in half bridge circuit to a strain gauge amplifier.  Tests weaa re conducted using a single

PZT and also using two PZT’s on both sides of the column.  Experiments were initially conducted

for four different voltages, 50, 100, 150 and 200 and the load strain plots were obtained for each

case.  The voltage was supplied by a high voltage DC supply.  The experiments were conducted on

the experimental setup which was specifically developed for this investigation.  The loading frame

is shown in Fig. 1.  The column was placed in between the platforms of the loading frame such that

it simulated hinged supports.  A novel way of smoothly increasing the applied compressive load

was adopted.  The load was applied by allowing water to flow through a small tube, into a

container which was placed on the loading platform.d

The experiments were also conducted with active control on codd mposite columns.  In active

control, the signal from the strain gauges was transmitted to the controller.  The controller was

implemented using a programmable computer equipped with analogue-to-digital and digital-to-

analogue interface cards that allows it to sense and respond to the column motion in real time.

When the controller detects out of plane deformations, it determines the appropriate voltage

required to counteract the bending motion.  A simple proportional control strategy was adopted for
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the closed loop control.  The command voltage was sent to a high voltage amplifier to provide the

voltage necessary to drive the piezoelectric actuators surface bonded to the member.  The test

procedure is outlined and load strain plots, obtained with and without control are presented.  It is

shown that the buckling of the column can be postponed beyond the first critical load by means of

feedback using piezoelectric actuators and strain gauge sensors.  The columns with active control

are shown to clearly demonstrate an increase in axial compressive load carrying capacity compared

to those without control.  The experimental results were closely matching with the theoretical

predictions.

FIGURE 1. Experimental setup
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Thin plates which are used in most aeronautical and aircraft structures are often subjected to form

failures called buckling. Certain passive techniques such as adding stiffeners increase the buckling

load, as well increases the weight of the system. Aesthetic considerations and limited availability

of space and weight restrict the use of stiffeners. Hence it is necessary to resort to certain active

control techniques such as usage of smart materials to control the deflections under operation.

Several researchers have used PZT actuators for vibration control of columns. Bailey and Hubbard

[1] used Distributed piezoelectric-polymer (PVDF) films as actuators for vibration control of

columns. Thompson and Loughlan [2] have experimentally shown that PZT actuators enhance the

buckling load of a composite column by 37%. Mini et al [4] have conducted experiments on

aluminum columns and found increase in the initial buckling load by 11%.

 From the experience gained by the column experiments, an attempt is made to look at the

effect of PZT actuators on buckling load of two dimensional structures such as plates Experiments

have been conducted on a rectangular aluminum plate of size length 0.5m, width 0.3m and

thickness 0.001m with two edges simply supported and other two opposite edges free. The initial

buckling load of this plate is compared with the numerical analysis. Unlike columns, plate have

post buckling strength  the initial buckling load and the failure load are different, so a plate can bed

loaded beyond the initial buckling load. According to the initial mode shape of the plate, the

location and the shape of the PZT actuators is optimized. The initial mode shape looks like a half

sine wave, so the PZT patches are chosen to be rectangular and the location of the PZT patches is

optimized.

The experiment setup is exclusively designed and fabricated for loading slender structures. The

plate is held in between the two platforms such that the loading edges simulated hinged support.

The top platform is allowed to slide in the loading direction. Water is drawn from the source to the

container on the loading platform. A load cell is placed at the bottom of the plate to measure the

load that is applied on the plate. Maximum displacement is observed at the center of the plate, sod

the strain gauges are pasted on either sides of the plate where the maximum displacement isf

observed. The four leads of the strain gauge are connected to half bridge circuit of the strain gauge

amplifier where the bending strain is measured. The measured strain is interfaced to the computer

with Analog to Digital converter card (ADC).  Counteracting force on the plate is applied through

actuating PZT patches with appropriate gain factor. This counteracting force acts in such a way

that it reduces the bending strain. Initially open loop experiments are carried out, to analyze the

effect of voltage on the plate. The control voltage was supplied by a high voltage dc source

separately. Experiments are conducted by applying 100, 200 and 300 voltages to the PZT patches.

The voltages are first applied to the PZT patches and then allowed to stabilize, later load is applied

on the plate.  
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FIGURE.1 Graph showing the affect of voltage on the plate

Experiments are initially conducted on the plate without supplying voltage to PZT patches

later 300 volts is applied on the PZT patches. The variation of strain with respect to loading is asn

shown in the graph. Fig. 1 clearly demonstrates the ability of passively actuated PZT, in enhancing

the buckling characteristics of a plate.
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The structure of twin-walls and their interaction with defects has important implications for the

behavior of a variety of materials including ferroelectric, ferroelastic, and co-elastic crystals. One

unique characteristic of such crystals is that their physical properties as well as their macroscopic

response to electrical, mechanical, and optical loads are strongly related to their microstructural

twin patterns. These, in turn, are governed by the atomistic and mesoscale structure of twin-walls

and their interaction with other crystal defects.

The structural parameter that determines most of the properties of twin walls is their thickness,

which relates to the region around the wall in which the strains (and polarization in ferroelectrics)

are changed from the values of one twin variant to the values of another. The wall thickness is

directly related to the energy of the wall and its measurement can serve for the evaluation of the

later (see e.g. Salje [1]). Moreover, it was shown by Lee et al. [2] that the wall thickness is also

related to the activation energy for twin wall motion and hence it determines the mobility of twin

walls.

Despite the important role of twin walls, their structure and properties are still ambiguous as

they can be quite narrow, in the nanometer scale, in many materials of interest. Many experimental

techniques are capable of imaging twin patterns, but it is much more difficult to image the twin

walls with an accuracy that allows studying their structure. We present a new method for

investigating the structure of twin-walls with nanometer-scale resolution.

In this method (Shilo et al. [3]), the surface topography measured using atomic force

microscopy (AFM) is compared with theoretical solutions of the displacement field, and this

allows for the determination of the twin-wall thickness and other structural features. For example,tt

a typical AFM image, which was taken from a vicinity of a twin wall, and its best-fit simulation,

are shown in Fig. 1. Moreover, analysis of both complete area images t and individual line-scan

profiles provides essential information about local mechanisms of twin-wall broadening, which

cannot be obtained by other experimental methods.

The method is demonstrated in the ferroelectric crystal PbTiO3 and the shape memory alloy

CuAlNi. Both materials exhibit twin-wall thickness of few nanometers. Further, it is shown that

accumulation of point defects in PbTiOt 3 is responsible for significant broadening of the twin-

walls. Such defects are of interest because they contribute to the twin-wall kinetics and hysteresis.
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FIGURE 1. AFM image (a) and its best-fit simulation (b) taken from a vicinity of an individual

twin wall in a PbTiO3 crystal.
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Researchers have only recently addressed the issue of using smart materials and especially

piezoelectrics for (aero)mechanical applications. The inherent drawback of piezoelectrics, is thatf

they only provide small displacements, resulting in the undeserved negligence of their potential

use in aeronautical structures. Fortunately, nowadays a number of technologies, using smart

structures, have been developed coping partially with this difficulty. But in spite of this progress,

there is still a significant amount of challenges to face.

Helicopters constitute one of the aeronautical domains that could benefit a lot from the use of

smart materials.  Hereby, rotor and blade design can profit most of this technology since the

application of smart materials can improve aerodynamic performance as well as reduce noise and

vibration. Most of the research done on using piezoelectrics in helicopter blades is focused on the

IBC (Independent Blade Control) technique.  An example of this work is the one of Büter et al. [1].

In this work the blade tip is equipped with an internal piezoelectric actuator that actuates in

twisting the blade tip due to the tension torsion coupling of this part of the blade. The aim of thist

design is to reduce vibrational and noise problems. Analogous works have been performed by

Bernhard et al. [2], [3] and Chen et al. [4]. The same problems are addressed, using similar

techniques as long as the actuation of the edge of the helicopter blade (active part) is concerned. Itr

is very important to mention here that all these approaches could not produce adequate blade

twisting, which could be used to obtain collective and cyclic control of the helicopter, to eventually

get rid of the heavy blade control mechanism that is part of the rotor.  It is clear that piezoelectrics

might reduce the overall weight of the aircraft.  Especially smaf ll helicopters would benefit from

this gain in weight.

In this direction the work of Barrett et al. [5] had to offer some innovative aspects. Based on

existing technology developed by Barrett [6], [7], high blade twist angles were achieved. This type

of piezoelectric actuator was used for the cyclic control of a small helicopter blade, while the

collective control was performed using another mechanism. The approach showed clearly that

piezoelectric actuators can be used for displacements that exceed those needed for vibration andd

noise suppression. This study proved also that it is possible tott reduce the amount of moving parts a

helicopter rotor needs in order to be functional, by the intelligent use of piezoelectric actuators.t

The work done in the RMA departs from piezoelectric actuators, developed on existing

technology. They are used for cyclic and collective pitch control of a helicopter blade, planned tof

be used on a small UAV helicopter. It is obvious that this approach aims on the construction of a

totally smart actuated helicopter blade. As a consequence the construction of a solid hub without

moving parts is possible. The radius of this blade, being about 0.8 m, makes the issue of

piezoelectric actuation even more demanding. However, one expects to profit from the weight

decrease a piezoelectric rotor incorporates such that the payload can be increased or allowing a

very small helicopter platform to lift off. 
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The aim of the research work presented here is initially not to optimize aerodynamic rotor and

blade performance, but to focus more on the smart actuation mechanism. However, the airfoil

selection is of critical importance. In order to reduce the torsion load, exerted on the piezoelectric

actuators, a symmetric airfoil seems to be a good choice. A good compromise between high lift,

low pitching moment and high drag divergence Mach number performance is found to be the

NACA 0012 airfoil. One can still improve performances using camber and with the use of ana

evolutive profile, though, this would complicate blade construction. Moreover, such a profile

should be selected carefully in order not to increase piezoelectric actuator load.  Therefore, the

selection of the NACA 0012 airfoil for the rotor blades seems to be the most interesting at this

time. 

The paper deals with the conceptual design, the analysis as well as the experimental results of a

0.8 m radius adaptive helicopter blade. The innovative aspects are the high radius, giving it the

possibility to carry high (pay)loads and most importantly, its full control (cyclic and collective

pitch control) through a smart actuation mechanism. Aerodynamic tests are carried out in a wind

tunnel in order to check the performance of the actuators and their validity to command the cyclic

and collective pitch angle of the helicopter blade under aerodynamic loads. Control issues were

examined as well in order to cancel parasitic vibrations induced by aerodynamic loads. Thus, the

design proposed here is in fact pushing further the operational envelope of smart actuated

helicopter blades in terms of radius and pitch control.f
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The specific behaviour of Shape Memory Alloys (SMA) is due to a solid-solid transformation

called martensitic transformation [1]. This reversible transformation consists mainly in a shear

without volume change and is activated either by stress or temperature. This partition between

austenite (high temperature phase) and martensite (low temperature phase) is responsible for the

specific properties of SMA: the superelastic behaviour (isothermal) and the one way shape

memory effect (non-isothermal).

The superelastic effect is obtained for fully austenitic SMA: loaded up to 5% strain, a sample

recovers its initial shape after unloading with a hysteretic loop. The one way shape memory effect

is obtained when a martensitic SMA, which is apparently plastically defoaa rmed, recovers its initial

shape by simple heating.

Superelasticity and one way shape memory effect are useful for several three-dimensional

applications. Despite all these phenomena are well known and modelled for one-dimensional

mechanical solicitations, the 3D behaviour, and especially the one way shape memory effect,

remains quite unexplored (Tokuda et al. [2]). Actually the development of complex 3D

applications requires time consuming iterations and expensive prototypes. Predictive

phenomenological models are consequently crucial objectives for the design and dimensioning of

such SMA structures.

Therefore, we perform several multi axial proportional and non-proportional, isothermal and

non-isothermal tests. This database is then used to build a a phenomenological model within the

framework of irreversible processes.

Experimental procedure

The first part concerns the experimental procedure. We perform tension-compression-torsion

testson a hydraulic testing machine. Linear and rotary actuators apply the displacements witch areaa

measured. Force and couple are measured by the load cell. The samples are thin tubes of Ni-Ti andd

Cu-Al-Be so that the stress field can be considered homogenous. Rosette type strain gages glued

on the samples are used to determine axial and shear strain. The device also includes a thermal

chamber used for heating and cooling. An electrical resistance measurement is used during some

of the tests to determine the volume fraction of martensite using the f resistance difference of

austenite and martensite.

Results

Then, in the second part, observations and comments are developed about the results. Thea

existence of an equivalent stress, able to describe the yield t stress surface for both superelasticity

and one way shape memory effect is discussed (Fig. 1)
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FIGURE 1. Yield surfaces for superelasticity (left) and for one way shape memory effect (right): 

experimental and modelled 

Meanwhile, the existence of a linear relation (1), proposed by Bouvet et al. [3], between the

volume fraction of oriented martensite and the equivalent transformation strain is also validatedt

(Taillard et al. [4]).

(1)

Phenomenological model

Finally the phenomenological model is presented. It is based on two yield surfaces evolution,

and uses normality rule [3]. Internal variables are: the transformation strain tensor and the volume

fraction of thermally induced martensite. The main difference with other models, h like Helm and

Haupt [5] for instance, is the shape of the yield stress surfaces and the choice for the norm of the

transformation strain. 

The so obtained model is able to describe anisothermal, proportional and non proportional

behaviour of SMA.
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The welding which is one of material joining methods plays an important role for development ofmm

the modern industry. The welding has several advantages such as high joint effect, high

airtightness, and reduction of the materials being used. Nowadays, the applying or loading

condition of the plates which are used for various mechanical structures becomes various. For

applying the plates to the industrial field, its characteristics by tensile or compressive testing

should be measured. Especially, the stress distribution at the welding part must be measured.

During welding process, the thermal damage causes serr veral types of defect including porosity,

crack, insertion of impurities. A crack at the welding part results from these defects so that the

mechanical structures could be destructive. In this paper, the butt welded S30400(STS304 in KS)

specimen is prepared and the stress distribution at the welding part is measured by electronic

speckle pattern interferometry (ESPI).

ESPI is one of the optical metrology methods using speckle effect. An interference fringe inn

the ESPI system has a phase information respect to the displacement of the object. Interference

fringes in ESPI are observed by a process of video signal subtraction. Finally, if this phase

information is obtained, the displacement of an object could be estimated by Eq. (1).

(1)

where,  is the phase difference between displacement of an object and laser beam,  is

wavelength of laser beam,  is the displacement of an object in x direction, and  is thex

illumination angle of a laser beam.

For measuring phase difference, the 4-step phase shifting method is introduced. A mirror

causes the phase difference between object beam and reference beam is set on the PZT actuator. If

an image is stored in the frame grabber when the phase variation with , , ,  on the

reference beam is introduced,  can be quantitatively obtained by Eq. (2).

(2)
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In this study, butt welded S30400 stainless steel plate is used as specimen. Its material

properties are shown in Table 1. Over-all length, thickness, and width of a specimen is 100 mm,

0.5 mm, and 20 mm, respectively and length and width of the reduced section is 32 mm and 5 mm..

TABLE 1. Material properties.

A phase map of interference fringe pattern is obtained by ESPI system (with Nd:YAG laser

whose wavelength is 532 nm). When the tensile force difference is increased, the number of the

interference fringe is increased. However, the number of the interference fringe at the welding partm

is less than that of other parts. Fig. 1 shows the result of the deformation profile at the centre line of

a specimen. The relative deformation to the pixel is shown in Fig. 1(a), and strain for unit length to

the pixel is shown in Fig. 1(b). In the Fig. 1(b), it shows that the strain of the part A and C is almostt

same and that of the part B is lower than other parts relatively. Therefore, if the cross section area

is constant and the loading force is same, the stress at the welding part is lower than the basic

material parts because of the residual stress.

FIGURE 1. Deformation profile at the centre line of a specimen. (a) Relative deformation to the 

pixel and (b) strain for unit pixel to the pixel.
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The major goal of the work presented is to develop test methodologies for small strain

measurement tasks. The implementation is especially driven by the pontential of novel optical

strain field measurement systems, a pattern correlation system and an electronic speckle pattern

interferometer (ESPI). The high sensitivity especially of the ESPI system, capable to resolve

displacements down to 50 nm poses requirements on the loading system in terms of displacement

resolution, vibration isolation and rigidity of the loading frame. These requirements can be fulfilled

best in a custom loading system.

In this paper the development and implementation a loading system complying the needs for

the ESPI strain measurement and pattern correlation systems and designed for various loading

conditions, such as tension and compression tests under monotonic, creep and relaxation

conditions is presented. Example results and test methods are provided and discussed.

The loading frame was designed with various features in order to meet the requirements of then

ESPI measurement system. These are: perfect alignment of the moving grips, symmetrict

displacement on the specimen with two moving cross heads, high resolution in the displacement

control, flexible programming of the displacement control for the various load cases such asf

monotonic, creep or relaxation testing.

The two moveable crossheads are driven by a precision positioning actuator each. A LVDT

and a load cell are provide specimen deformation and load information and can also be used for

closed loop control of the cross head displacements. Photos of the loading frame are shown in

Figure 1.

Example results on small strain creep and relaxation tests of polypropylene will be presented.

The developed testing system presented is a multi-axial small strain loading and measurement

system, especially designed for the high resolution strain field measurement systems, the pattern

correlation and EPSI systems. Small strain measurements on a specimen level encompass tests

where e.g. the limits of the linear visco-elastic range shall be identified or the time dependent

behaviour in the linear visco-elastic regime is to be analyzed. The ESPI for example acts as a high

resolution longitudinal and transverse strain sensor. With notched specimens, also local strain

information in multi-axial stress-strain situations of materials can be analyzed. But the loading

system can also be used independently from the strain field measurement systems like a standard

universal testing system for low loads and displacements. Further applications are e.g. tension tests

of polymer films using a conventional video extensometer; strain measurement under microscopic

conditions with local strain analysis.

The creep and relaxation test results generated with the developed measurement system shall

help in the fundamental analysis of the time dependence of polymers, and thus shall help in the

understanding of the material behaviour and the development of material laws, as needed e.g. for

simulation. The possibility to combine this system with the microscopic pattern correlation system

has potential for in-situ microstructure investigations. The applicability of the ESPI system not
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only on specimens but also on curved surfaces allows the investigation of the strain fields onf

complex parts and components e.g. for localization of critical strain concentrations or for

comparison with simulation results.

FIGURE 1. Photos of the small strain loading frame: (a) full loading frame with the alignment cage 

in the center, and (b) one of the two loading cantilevers with the precision actuator and load cell.
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The experimental determination of stress intensity factors by mef ans of non-destructive techniques

is a research topic of actual interest. In fact there are many applications, where a reliable and

accurate experimental procedure is needed to evaluate numerical or theoretical models  about the

behaviour of cracked or notched structures. r

The non-destructive techniques nowadays available, usually need preliminary calibrationa

procedures performed by applying the techniques their application upon standard materials and

specimen which have a well known stress-strain behaviour [1].

This paper presents an application of a technique for the determination of the stress intensity

factor by means of phase shifting ESPI. The procedure is performed on single edge cracked

homogeneous specimens loaded in four points bending. A software for the complete analysis of the

experimental fringes has been developed and used, allowing the simple and accurate determination

of the stress intensity factor.

The implemented technique

Various experimental techniques based on speckle interferometry have been implemented and

are suitable for the determination of the stress intensity factor. In this paper a “phase stepping

speckle interferometry” has been implemented [2], offering high sensitivity together with a high

contrast of the acquired fringes, this last being a fundamental feature for performing accurate

automatic elaboration analyses.

The optical setup used has a 0.3÷0.6 m in plane displacement sensitivity while the influence of

out of plane displacement is negligible. A specific software has been developed to assist in the

setup configuration, acquisition and post-processing of images.  

Fig. 1a shows the phase fringes corresponding to the in-plane displacement parallel to the

crack. It is important to note that the image is characterized by a high level of noise (left area in thef

figure) that has been filtered using an iterative version of the mean filter proposed by Ghiglia [3],

which improves the image quality without affecting the phase discontinuities. The stress intensity

factor has been evaluated by means of an iterative Newton–Rapson algorithm [4], that allows the

calculation of the SIF by means of a large number of measured displacement point values.m

The algorithm allows the evaluation of the stress intensity factors by mean of a least square

fitting of the analytical displacement expression over a large number of measured points [4, 5].

This method presents a low sensitivity to high frequency noise and allows the evaluation of the

unknown factors with low percentage of errors. The evaluation points chosen for the fitting

algorithm are taken along several radial lines that starts near the crack tip as showed in Fig 1 a).

Fig. 1b shows the KIK calculated with thI e proposed method vs KIK   calculated analytically [5]. ItI

is important to note that the error in the experimental values decreases with increasing load value

due to a better signal to noise ratio of the analyzed points [6,7]. The maximum value of this error

has been 18.8% for the first point while for all other points this error is negligible (< 1.7%).
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FIGURE 1. a) v displacement fringe pattern; b) uv displacement after filter application.
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The problem of strain localization is important in sheet metal forming, as it determines the forming

limit diagram of the material. To analyze this process, engineers use a variety of tests. One of them

is the bulge test. In it, an initially flat specimen is placed between a matrix and a blank holder, and

hydraulic pressure is applied on one of its surfaces. An approximately equi-biaxial strain loading

path is obtained [1,2].

The aim of this study is to detect the localization of plastic strain (diffuse and localized

necking) during the bulge test combined with a common speckle interferometer. This paperh

describes an original technique to detect the localization using the strain rate at different positions

on the sample.

A classical speckle interferometer [3] with in-plane sensitivity is placed over the specimen to

measure the strain rate during the bulging. The LASER beam is divided into two beams by the

beam splitter. The two beams produce speckle patterns in the reference state and in a subsequent

state. The fringe pattern is obtained by a pixel to pixel subtraction of the two speckle patterns, Fig.

1. 

The difference pixel by pixel of this two images create an image of fringe patterns. Total

strains between the initial flat state and the current state were found fromt white light images of a

square grid impressed on the specimen. The grid sizes in the x and y directions, y Lx and LyL , were

measured at different positions and at dit fferent load stages.

FIGURE 1. Images of fringes patterns
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Fig. 2 presents the strain rate for the three positions on the sample, this positions are x=2.5 mm

(on the left of the image fringe patterns), x= 16.75 mm (at the centre of the plate which is the

position of the fracture) and x=31 mm (on the right of the image).

The strain rate is also represented for several increment of strain. Knowing the strain rate as a

function of the time and the total strain as a function of the time, we present the strain rate as

function of the total strain which is an important information for the engineer [4].

FIGURE 2. Strain rate as a function of the total strain

It can be seen from Fig. 3 that the heterogeneity in strain rate increases slowly to a maximum

of 7% at about 48% in strain and then decreases slightly until a strain of 59% after which it

increases dramatically until the final fracture.

This change of the deformation mode of the specimen is a way to determine the onset of the

localization of strain. However, a criterion to quantify the onset of strain localization is to use this

sharp change in the deformation mode. In this case, a 59% strain may indicate an instability point.

FIGURE 3. Strain rate heterogeneity as a function of the strain.
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A new method for residual stresses determination combining Electronic Speckle Pattern

Interferometry (ESPI) with the machining of a groove. The internal stress field is perturbed as the

depth of the groove is increased incrementally [1]. The structure finds a new equilibrium state

generating displacements which are measured using ESPI. This method was tested on an

aluminium alloy plate treated locally by ultrasonic shot-peening. The investigation of the images

obtained with the phase shifting technique and fringe patterns makes it possible to analyze,t

simultaneously, the stress profile along two directions: along the depth of the structure, and along

the groove direction.

The method proposed allows analyzing the stress profile, in 2D, along two directions. It is

based on the principle of stress relaxation during a machining operation. The structure is

mechanically disturbed by machining an incremental groove of 2 mm width. The structure finds a

new equilibrium creating, on the surface, displacements or deformations. This field is measured

using Speckle interferometry.

The test specimen was a rectangular plate made of aluminium alloy AlCu4Mg (AU4G) which

was treated by ultrasonic shot-peening to produce a band with compressive residual stresses like

shown in Fig. 1.

FIGURE 1.  Photograph of the groove and of the shot peened band. The sensitivity vector of the 

interferometer is in the plane of the surface and perpendicular to the groove. 

The machining of the groove is performed by a small milling machine with variable rotation

speed. The groove was machined incrementally, like in the incremental hole-drilling method, to

determine the profile of residual stress along the depth and along the groove. The displacement

generated by the stress relaxation is measured by Speckle interferometry [2] .

The exploitation of the images obtained by phase shifting, Fig. 2 allows to determine, for each

increment, the displacement field on all the surface of the tested specimen.
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FIGURE 2. Phase distribution obtained for 2 increments

Fig. 2 shows the wrapped phase distribution. The number of fringes increases with the bored

depth. This is due to the increase in stress relaxation as the machining gets deeper. It can be seen

that the fringe is different than fringe obtained with hole-drilling technid que. For each increment

displacement data along different lines are extracted. 

FIGURE 3. Displacement along lines perpendicular to the groove for a machined depth of 500μm

Fig. 3 shows curves of the x component of displacements along 4 lines perpendicular to the

groove for a machined depth of 500μm. The first line is taken at y=0, in the center of the shot

peened band. Obviously, it exhibits displacements that are larger than for y=1.5 mm, away from

the strongly stressed shot-peened band.
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Identification of dynamic material properties, non-destructive testing and study of vibroacoustic

behaviour of different structures impose complex, pointwise and full-field measurements. Among

other techniques, optical non-contact techniques are representing today the favourite choice since

they do not add any mass to the structure under test. When the range of vibration amplitudes isf

small, most of these techniques are based on interferometric principles. 

In our high-tech digital era, the fast development of computers, laser sources and detectors lead

to a continuous improvement of vibration measurement techniques. However, we are still at a stage

where painful choices have to be done. The most obvious and difficult of these choices is thatt

between spatial resolution and temporal resolution. Another difficult choice is between space

bandwidth product and energetic sensitivity. While the number of pixels of a camera is

continuously increasing, the pixel size seems limited at its lower end.  

In the field of vibration measurement, the most widely known full-field coherent optical

technique is speckle interferometry [1]. Digital holography is also a very promising technque, but

for the moment being its applications are mostly in the study of small – microscopic or nanometric

– objects. Both techniques are mesuring full displacement fields, either static or dynamic. Several

researchers proposed solutions [2] aiming at trading the great number of pixels, not always really

needed, against speed. They used either linear cameras or random-access CMOS detectors and

DSP.

As to the pointwise optical measurements, the instrument of choice is the classical

interferometer, mostly known today as "vibrometer". The Doppler vibrometer may be configured

to measure either displacements (vibration amplitudes) or speeds. As a step towards full-fieldtt

techniques, sweeping may allow successive measurements to be done in a relatively small number

of points, usually disposed at regularly disposed angular directions. Both vibration amplitude and

phase maps may be computed in these points, by using spatial FFT techniques and a reference

phase related to the excitation. The spatial FFT processing is computationally efficient but may

introduce undesired spatial effects .

The paper presents a comparative study of these representative techniques, as applied at the

Mechanics Laboratory of INSA Rouen. The example concerns the free and the forced vibrations of

a thick, non-metallic plate used in a study aiming to identify its complex damping.

Fig. 1 shows the graphical interface allowing to implement the procedures proposed in order to

characterize the differences between the two amplitude and phase maps. 
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FIGURE 1. Comparison of the (2, 2) mode as measured by speckle interferometry (left) and by 

vibrometry (right).

Similar procedures are presented in the paper, allowing to use the holographic results in order

to validate the numerical model simulation.
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It was presented an optical setup that can be switched to get single and double dual illumination,

Martínez et. al. [1]. Too it was reported experimental results for a speckle interferometer with three

divergent illumination beams where the sources positions give maximum sensitivities for each

sensitivity vector components, Martínez et. al. [2]. In this work, we compare both optical systems

reported. Experimental results of displacements maps for same object when this is loaded will be

presented.

When the propagation vectors of two laser beams forming a speckle interferometer are

denoted as and , the sensitivity vector, , of the speckle interferometer is represented as

(1)

The sensitivity vector depends of the geometry of the arrangement and on the wavelength of

the laser source. 

    In the double-illumination method, both  and correspond to unit vectors that describe

the vectorial characteristics of illuminating beams emerging from sources S1S  and S2S , respectively.

In this case the system sensitivity does not depend of the observation direction. In the reference

beam method, one vector corresponds to vectorial characteristics of illuminating and the other

corresponds to the observation vector. In this case, the system sensitivity depends of the

observation direction. An interferogram consisting of a subtraction of two speckle images recorded

before after deformation of a test object shows fringes that contour the object deformation.  The

phase change, , arising from the object deformation is related to the three-dimensional

displacement vector, , through sensitivity vector  as

(2)

where point denotes a scalar dot product. To extract the phase from an interferogram, we use the

phase shifting, Kreis [3]. 

    The use of multiple interferometers whose sensitivity vectors are different permits

measurements of multiple components displacements. A sensitivity matrix, consisting of three

sensitivity vectors that relate the three measured phase maps to the three components of

displacement, can be derived. Because the sensitivity matrix is not singular, the inverse sensitivity

matrix exists and therefore displacement maps can be calculated from the phase maps. Let us

consider the three sensitivity vectors e1(P), e2(P) and e3(P), in which the upper index denote

correspondence to each one of the interferometers. In this case e1(P) is associated to dual

illumination with x-sensitivity; e2(P) to dual illumination with y-sensitivity and e3(P) associated to

ê1 ê2
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1 ê2

d

)()()( PePdP(



404 Amalia Martinez et al.

z-sensitivity. Then, at each point P we have to solve the systemP of linear equations to obtain

d(u,v,w).  The solution is

           (3)

The sensitivity vector components to each case are given by1. We have calculated the

sensitivity matrix with all the sensitivity vector components. 

    A second system is used to obtain three sensitivity vectors. The optical system uses

illuminating beams to irradiate the object from three directions2. Here it provides the phase change

undergone by the speckle object wave in response to the object surface deformation, in an in-line

reference wave arrangement. This type of arrangement consists in superimposing to the speckle

wave diffused by the object surface a smooth reference wave. The latter propagates in the directionr

of the optical axis of the lens imaging the surface. The phase change is linearly related to the three

components of the displacement field and the coefficients depend on the geometry of the set up, i.n

e. on the directions of the illumination and observation vectors. In order to solve for the all three

components, three independent equations are necessary, namely qq three geometries. The relative

sensitivities to the three components are computed to get the displacement vector components andr

compared with the obtained by the configuration of optical setup that can be switched to get single

and double dual illumination designed for 3D deformation, each of them being defined by a single

observation along the normal to the object surface and a triplet of three different illumination

directions.
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Angular velocity measurements obtained with optical technologies, using coherent sources, such

as laser Doppler velocimetry (LDV) (Halliwell et al. [1]) and speckle shearing velocimetry (SSS)

(Takai et al. [1]), are often contaminated by a noise phenomenon called pseudo vibrations

(Rothberg et al. [2]). Pseudo vibrations are minor fluctuations appearing in the angular velocity

measurements, and caused by laser speckles and their influence through the measurement

algorithm. In essence, they appear as the speckle pattern repets itself for each revolution, and the

processing algorithm will repeat the same “errors” not connected to a real variation in the

rotational speed but not being distinguishable from a real torsional vibration. Therefore, they

appear as a noise contribution, which strongly correlate with the angular position of a rotatingh

target, through the fine structure of its surface. It is often observed in e.g. the power spectrum oft

angular velocity time series, where it will appear as a comb function with harmonics of the

fundamental frequency of the rotating target. Therefore, pseudo vibrations will interfere

particularly with any measurements of fluctuations in angular velocity, which correlate to the cycle

of the target rotation. In the light of the option of using compact, high-performance sensors at low-

cost prices, the prospect of implementing sensor with multiple laser sources or even sensor arrays

appears. Therefore, this paper will study these new practical opportunities to reduce speckle-

related noise. 

A compact, high-performance optical sensor could be based on optical spatial-filtering

velocimetry (Jakobsen and Hanson [1]) of the dynamical speckles arising from scattering off a

rotating solid object with a non-specular surface. A schematic drawing of the sensor is illustrated

in Fig. 1. The speckles are produced when illuminating a non-specular target surface with coherentt

light. The scattered light propagates through a Fourier-transforminaa g optical arrangement to the

sensor inlet (Rose et al.1 []). The sensor for measuring speckle velocity is here based on a

lenticular array and implements narrow spatial band-pass filtering of the intensity distribution of

the translating speckle patterns. The spatial filter extracts a given spatial frequency in terms of a

quasi-sinusoidal intensity distribution. The quasi-sinusoidal spatial intensity distribution is

monitored at various phase steps by an arrangement of a couple of photodetector pairs. The

photodetector signals have a similar quasi-sinusoidal response as a function of the target angle and

allow for simple processing schemes based on e.g. zero-crossing detection. Zero-crossing

detection of the frequency of the signals provides real-time measurements of the angular velocity

of a rotating target.

Fig. 2. demonstrates the pseudo vibrations. The power spectra of two angular velocity time

series, obtained over several cycles of target rotation, are plotted while probing a surface when it is

dry and when it is intentionally coated with a thin film of oil. In the first case, the surface will show

a clear “finger print” for each cycle in the time signal, and this appears as a detrimental comb

function in the power spectra. When coating the surface with a thin film of oil, the speckle patterns

do not repeat themselves for each cycle, and the “finger print” of the surface is dramatically

reduced. The presentation will discuss other ways to reduce the pseudo vibrations, and quantitative

results will be presented.
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FIGURE 1.   A schematic of the sensor design

FIGURE 2.   The power spectra of two angular velocity time series illustrate the pseudo vibrations. 

To the left, the surface is dry, while to the right, a thin oil film coats the surface.
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Structural damage often results in a localized stiffness change, which affects the dynamic

characteristics of the structure. It is well documented that structural damage causes little change to

displacement-based mode shapes, Yuen [1]. Therefore, experimental damage detection methods

solely based on the analysis of experimentally determined mode shapes, e.g. Liang et al. [2] and

Chang et al. [3], often are not overly sensitive in their location abilities. This is especially the case

when damage is located near nodes of displacement. The sensitivity of these procedures is also

affected by the errors typically introduced during modal analysis curve fitting. 

An alternative approach is to inspect curvature mode shapes. Experimental curvature mode

shapes can be obtained by spatially differentiating displacement mode shapes. Curvature and strain

are intimately related, and therefore theoretical issues with curvature and strain based methods are

often associated. A localized stiffness change causes a feature in an otherwise smooth curvature

mode shape, and there is a variety of published methods that look for this feature in order to locate

damage, Pandey et al. [4] and Ratcliffe [5].

An extension to the modal curvature methods is to omit the need for the modal analysis curve

fitting, and to use the entire broadband data sets. Thus, the ‘raw’ data for these methods consists of

broadband, frequency-dependant operational displacement or operational curvature shapes.

Frequency dependant Operating Deflection Shapes, ODS, are commonly used for visualization of

the vibration pattern of a structure under given operating conditions. They are not, though,

commonly used for damage identification. There is an increasing interest in using broadband

Operational Curvature Shapes, OCS, for damage identification, Ratcliffe [6]. In this category some

methods use data obtained at a single frequency which may be at or away from resonance, and

some methods use data from an entire broadband spectrum. In this case the data are used

irrespective of whether the structure is at resonance or not.

Mode shapes are solely dependent on the structure, and are independent of excitation.tt

Conversely, operating shapes (both displacement and curvature) depend on both the structure and

the location of excitation or measurement. Whereas displacement and curvature mode shapes are

both continuous and continuously differentiable, the work reported here shows that even for well

behaved, simple structures, operational curvature shapes are continuous, but they are not always

continuously differentiable, as demonstrated in Fig. 1. The consequence is that algorithms that

look for “unusual” features in operational curvature shapes may incorrectly identify these

theoretically expected features as damage.

The work presented in this paper inspects the theoretical behavior of a beam with particular

regard to the development of frequency and excitaf tion position dependant displacement andt

curvature operational shapes. The analytical solution is also used to demonstrate the effects of

discontinuities such as thickness or material changes. The theoretical effect of a non-continuously

differentiable curvature shape on the performance of a curvature-based damage detection

2T24. Structural Integrity and Health Monitoring
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algorithm is presented. Experimental results from a full sized composite structure show that the

features generated by the theoretical issues presented in this paper are often more significant than

the features generated by real damage. A real-world solution to this problem is presented and

discussed.

FIGURE 1. An example of a continuous, but not continuously differentiable, operational curvature

shape.
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A requirement that allows and enables the use of Damage Tolerant princif ples in the design and

operation of Civil Aircraft is a strict regime of inspection and maintenance that ensures the

operational safety from the structural point of view, Schmidt [1].

Currently the inspection programme is undertaken largely on a visual basis assisted by a

growing number instruments of varying degrees of sophistication. Certain safeguards are built into

the inspection procedure whereby all fatigue damages in areas designed by damage tolerant

principles are detected and either repaired or monitored for later repair. The manual nature of the

inspection and maintenance procedures mean that they are inevitably time consuming and

expensive.  The drive for cost reduction and improved aircraft availability has led to the demandy

for more automated forms of inspection that more than meet the existing requirements.

There appears to be two main approaches to Structural Health Monitoring for application to

Civil Aircraft

1 Advanced Non-Destructive testing (NDT) in which current NDT techniques and

equipment are enhanced to ensure finding all the required defects and reduce operator

time.

2 A new approach that starts with the fracture event caused by fatigue and works back to a

remote monitoring method of detection and location that will provide ‘directed inspection’

and maintenance.

This second approach is the subject of this paper guided by some aspects of biomimetics which

uses good design ideas inspired by biology and nature in general, Bath [2].

Civil Aircraft and increasingly Military Aircraft are designed to minimum weight solutions

that meet the Damage tolerant criteria, however each individual aircraft in a fleet is designed to a

loading envelope that covers all possibilities of operation within the whole fleet. This implies some

over-design just which will cover some loading actions that an individual aircraft may never

actually see in service. This approach is a necessity for safety reasons, however the manual

inspection regime is specified on the basis of the envelope design loading rather than the loading

actually experienced by the individual aircraft. Differences in operational loading come from a

multitude of sources such as variation in pilots, missions, weather conditions, runway roughness,

actual airframe materials, environment etc, etc.

The biomimetic approach is used to give guidance toward an inspection procedure that is

commensurate with the operational experience of each individual aircraft that allows reduced costs

and flexibility in maintenance and also maximises aircraft availability.

The theory of inventive problem solving TRIZ [3] would indicate that best measurements are

those made directly as possible. In the case of Structural Health Monf itoring the fatigue damage

that must be found by inspection to comply with the Damage Tolerant rules is revealed by ‘cracks’.

The development of a fatigue damage sensor is guided by biomimetic model in that like the human

body the aircraft structure needs a nervous system in which the sensor must be appropriate to the

phenomenon being detected and monitored.
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In the case of the human nervous sensory system there Chemoreceptors, Mechanoreceptors,

Nociceptors, Photoreceptors and Thermoreceptors which detect and transmit data related to Taste,

Smell, Touch, Feel, Location, Pain, Vision, Temperature, Danger (too hot/cold) etc.  These sensors

undertake specific tasks with the resulting data often being combined in the brain. From the

biomimetic pattern the choice of sensor to measure specific phenomena is critical to successful

monitoring. Within the Damage Tolerant rules Fatigue Damage is what needs to be monitored –

this is evidenced in the structure by cracking at the post-nucleation stage of the fatigue life

progression. It is this same phenomenon that is required to be found by the current assisted manualff

inspection technique so when successfully done the Damage Tolerant regulations would satisfied.

Piezo-electric sensors are one of the most powerful and reliable sensors of structural

displacement. During the growth progress of a crack as each striation is formed the strain energy is

changed into fracture energy as the partially embrittled plastic zone ahead of the grack is ruptured.

This event is quite explosive in nature in which the energy is converted into fracture with an

accompanying stress wave or acoustic emission that emanates from the crack tip and is eventually

dissipated as heat in the structure. On the Structural Health Monitoring System developed by

Airbus UK  piezo-electric sensors are attached to the surface of a fatigue sensitivef  part whereby the

stress wave is detected and its source determined by triangulating the time of flight of the wave

from source to the sensors.

The sensitivity of this piezo-electric sensors is very high with stress waves of 10 picometres

amplitude being easily detected during calibration trials.d

By arranging an array of sensors in an aircraft structure in a pattern that reflects he distribution

of the fatigue sensitivity of the parts – a Global Structural Health Monitoring System is

constructed. The separation of non crack noise sources has been solved by the use of a selection

procedure that only acknowledges signals that are repeated regularly from the same location. This

actually replicates the physical features of fatigue crack initiation and growth.

This system has been operation on Major Fatigue Tests for a number of years and a Lockheed

Orion and an A340-600 have systems that are operational in flight,(4).
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Experimental methods enable in-situ measuring deformations of any kind of technical products

and structural objects. The measured data enable drawing conclusions on the actual state of objects

and provide reliable knowledge on the actual internal parameters like the strength of materials, on

the internal stress state as well as on the changes of the parameters over time, caused e.g. by aging,

fatigue and environmental influences. Especially in case of visco-elastic response of material it is

inalienable sometimes to dispose on reliable information on the characteristic parameters and their

changes over time in order to assess the functionality, reliability and safety of a structure. To

observe the parameter changes and their effects on the object responses during the life-time the

course of deformations can be pursued by measurements. However the observed phenomena and

measured data do not meet generally the finally wanted information on the parameters. Therefore

mathematical / numerical methods are to apply for solving the now existing inverse problems.

Following it will be described how the information on the actual internal parameters like the

relaxation moduli can be determined as functions of time withd reference to a plate-in-bending.

Based on Boltzmann’s principle the relation between the stress state and the strain state is

described in the time space according to Nowacki [1] by a Volterra’s integral equation of the 2nd

kind. The measurements yield the data of the strain state, which are to separate in the volume strain

and the strain deviator. As the measurements are performed in discrete time intervals the metered

data are discrete data and not available as functions unless they are expanded in a proper series.

Therefore the integral equation must be transformed into a finite difference summation equation.

The following considerations refer to the shear-elastic plate theory of the first order, Altenbach

et al. [2] because this theory models plate problems more realistic and the equilibrium conditions

yield two equations with the unknown parameters, the relaxation bulk modulus K(t) and the

relaxation shear modulus G(t)

(1)

K(0+) and G(0+) denote the initial values of these parameters at time t = 0. The expressions

and depend on the strain state derived from the measured deflection surface and on Poisson’s

ratio μ, which can be approximated in an iterative process. 

As an example of application a clamped plate has been chosen, dimensions and loading are

shown in Figure 1. The specimen was made of epoxy resin Araldite F with hardener F HY951 and

plastiziser Araldite CY208. By means of electronic speckle pattern interferometry (ESPI(( ), theII

surface of deflection has been measured in time intervals t, starting at time t(0+)+ = 0 proceeding

till tEt  = 1000 seconds. For data recordE ing and processing the program ISTRA [3] has been used

yielding the digital data u3 in the nodes of an evaluation grid. These data have been subjected to a

statistical process of smoothing and adjustment to obtain an approximation functionf u3(x1, x2)22

enabling the calculation of the derivatives of the 2nd and 3d rd order.d
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FIGURE 1. Specimen of a clamped plate

Poisson’s ratio has been found by the iteration process touu μ= 0.40. With the now given input

data the solution of eq.s (2) yields the characteristic parameters K(t), G(t) (Fig. 2).  

FIGURE 2. Evolution of the relaxation parameters

The preceding contemplations are based on the presumption the measurements to start at the

time of initial loading. However the more interesting case is to consider, that the monitoring

process begins some time after the initial loading and no information on the history of the

relaxation process is available. The principle how to proceed in this case is shown in Fig. 3.

FIGURE 3. Determination of deflection u3(t) after applying test-load.
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In January 2006 the roof of the German ice-skating rink in Bad Reichenhall near Munich collapsed

and killed 15 persons (Fig. 1). Later investigations showed that heavy snow fall as well as massived

deficiencies in the construction of the gluelam girders had lead to the disaster, which started a

national discussion about the structural safety of existing buildings.

FIGURE 1. Collapse of the German ice-skating rink in Bad Reichenhall (Photo: ZDF)

Structures are planned for a defined use and limited lifetime. When damages occur or the

service loads shall be increased due to changed customer’s requirements, the serviceability and

load carrying safety must be proofed again. If a calculation is not sufficient an experimental

approach can be an economical alternative to a conventional strengthening. An experimental safety

evaluation yields a better result as computed methods as a rule since a regular erected structure has

load carrying reserves, which can be proofed only by experiment:

1 The effective material properties are better than the allowed computed values

2 The structure has to be simplified for calculation (solvable!) and contains reserves

3 An experiment can proof the structural safety with partial reduced safety factors since

imponderables are reduced due to the object-related verid fication (DAfStb [1], Gutermann

[2])

This article shall show some examples (Figs 2 - 5) how calculation and experiment can

complement each other in analysing the load capacity of roofs, although a computed proof hadaa

failed (Steffens [3]).
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FIGURE 2. Truss of square-shaped timber        FIGUGE 3. Light-weight concrete slabs, Berlint

FIGURE 4. Prestressed precast girders         FIGURE 5. Roof of a football stadium, Koblenz.

             made of high-alumina cement 
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With advancements in sensor technology and structural health monitoring systems, the application

of modal response measurements for online damage detection and assessment appears more

promising than ever. This paper examines the use of natural frequency measurements of the

structure for detection of cracks. A method to assess the crack location as well as crack size in

elastic beams with through thickness-crack is formulated. Here, crack is modelled as a torsional

spring whose stiffness is proportional to the size of the crack. Changes in modal frequencies

depend on both location and size of crack. With three or more measured natural frequencies, the

location and size of the crack are determined. The theory is first validated with frequency data

generated by Finite Element Modelling (FEM) of through-thickness, partial-width cracks in

cantilever beams. Experimental Modal Analysis (EMA) is performed on beams with simulated

through thickness partial width cracks and the measured frequency changes are used to determine

the damage location and size. Good agreement between predicted and actual location of crack is

obtained for experimental frequency data.

Cracks are modelled as spring with stiffness, kr, and incorporated in the Euler-Bernoulli beam

vibration theory. With two boundary conditions at each end of the beam and two more boundary

conditions before and after the crack location, a characteristic equation (8x8 matrix) was derived

by Ostachowicz and Krawczuk [1], Rizos et. al. [2] and Liang et. al.[3]. [1] formulated a

method to find the crack length of edge cracks in beams using the stress intensity factor (SIF) and

change in elastic deformation energy of the crack. Employing a similar method, the length of

through-thickness partial-width crack, in beams is determined. 

In this study, the SIF derived by Zehnder and Hui [4] is used for determining the size of crack.

A finite width correction factor, obtained from Erdogan and Boduroglu[5], is also included in the

formulation. 

Theory for determining crack size

If KI is the SIF, E is the Young’s modulus and A is the area of the crack, then, the change in

elastic deformation energy of the crack, given by Atluri [6], is

(1)

The SIF of an infinite plate in bending as given by [4]

(2)

where, M is the applied bending moment, t is thickness of the beam and 2b is the crack length

After incorporating Eqn.(2) in Eqn.(1), the spring stiffness is obtained as

(3)
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Alternately, if Ks is derived from stress intensity factor equations given by [5], then springr

stiffness is obtained as

(4)

where f(v) is obtained from the fiff nite width correction factor

f(v) are obtained for different beff am thicknesses since the SIF for a plate in bending changes with

thickness[5].

Experiments

Rectangular slots 0.2mm wide and 20 mm long were induced in the beam using wire cut EDM

process to simulate crack. The distance from the fixed end to the centre of the damage is changed.f

EMA is done on the beam in fixed-free boundary condition as in Fig. 1. The error between the

experimentally measured natural frequencies and that obtained from FEA are found to be less than

0.5%. Using the experimental frequencies and above said theory, the maximum error in locating

the crack is 3% and the maximum error in finding the crack size is 10%.
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The life of steam pipes in power stations very much depends upon the material’s steady state creep

rate. A problem is monitoring the steady state creep rate as access to these pipes in power stations

is difficult as the pipes are heavily lagged and the network of pipes are in compact installations.

Essential is that monitoring sensors are of a very rugged design well able to endure the demanding

conditions related to the environment of high pressure steam pipes. It has been necessary to devise

a method that can provide creep data for remnant life assessment of pipes when a power generating

plant is closed down for periodic maintenance. This is to use gauges developed by E.ON UK, the

movement of which is measured by a special-to-purpose opticald system. The gauges are located on

pipes, bends and other locations most susceptible to early creep strain failure. Both circumferential

and axial strain rates are monitored to provide for analysis to identify when pipes are approaching

their reliable end-of-life point. This provides for planned replacement of pipes as part of cost

effective management of power-stations. The E.ON UK ARCMAC gauge system for measuring

strain has been developed in the light of experience of its use to achieve high confidence ratings in

the data obtained. This creep strain monitoring system provides data that can be used to underwrite

life extension of power stations, many of which are now in operation beyond 225,000 hours.

In co-operation with the Mechanical Engineering Department of Imperial College London,

further developments of the ARCMAC system are in progress. This includes the use of Digital

Image correlation (DIC) to study the variations in creep strain on pipework adjacent to then

ARCMAC gauges. This is particularly useful, for example, when monitoring welds and other

localised features on the pipe network. This presentation reports on this research activity. Part of

this study has been to validate the combined ARCMAC/DIC system by using laboratory specimens

prepared with hidden defects and other features for clarity and sensitivity in the detection of thesen

defects.

A related study is for monitoring the onset of fatigue in wind turbine blades. This requires

monitoring when the blades are in operation and the transmission of these data to nearby

monitoring and data-recording stations. Also, there is interest in similar life monitoring of other

power generation plant being considered for installation. 

This paper presents the development of the combination of two monitoring methods that are

currently being further developed [1].  Both methods operate on the principle of capturing two

digital images of a ‘sensor’ at different points in time, subsequent analysis of these images results

in an estimate of creep strain rate, which is used in remnant life assessmed nts.  Precision optics, a

CCD camera and light source system are used to capture both ARCMAC and DIC data. Fig. 1

shows an example of the installation of a biaxial ARCMAC gauge from which biaxial strain

measurements can be made. Fig. 2 shows an example of a DIC strain plot showing a sub-surface

defect.
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FIGURE 1. Biaxial ARCMAC gauge on extrados of steam pipe with recorded image.

FIGURE 2. Biaxial ARCMAC on extrados of steam pipe.
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Induction motors are the workhorse of modern industry because of their versatility and robustness.

The diagnosis of mechanical load and power transmission system failures is usually carried out

through mechanical signals such as vibration signatures, ach oustic emissions, motor speed

envelope. The motor faults including mechanical rotor unmbalances, broken rotor bar, bearing

failure and eccentricities problems are reflected in electric, electromagnetic and  mechanical

quantities. The recent research has been directed toward electrical monitoring of the motor with

emphasis on inspecting the stator current of the motor. The stator current spectrum has been widely

used for fault detection of induction motor. The current signature analysis of motor is the useful

technique to assess on machinery health condition monitoring. This paper describes the motor

condition monitoring by the current signatures paralleled with vibration signatures analysis of

induction motors. Condition monitoring on the roller bearing and the journal bearing for large

vertical pumps in power plant is conducted to investigate for motor fault detection and diagnosis.

FIGURE 1. Frequency pattern of spectra in induction large motor with journal bearings
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(a) Fault vibration waves                                        (b) Fault current

FIGURE 2. Load modulation of induction large motor system with journal bearings
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UNBIASED EXPERIMENTAL REFLECTION METHOD FOR THE
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For the ultrasonic evaluation and characterization of bulk properties of various materials and

structures such as concrete and cement-based materials as well as the ultrasonic characterization of

the structural integrity of bi-material bonds, the reflection of body ultrasonic waves has beenf

widely used as an experimental tool, witnessed by the extensive publication of articles in diverse

scientific journals. In these experimental techniques, the structure under investigation is in contact

with another medium/material as for example with water, glass or air. This is exemplified by recent

publications which include, but are not limited to, the works of Sun et al [1], Ozturk et al [2] and

Daniel [3]. 

The body waves generated in experimental reflection studies, strike the surface of the structure

under investigation in various angles usually at normal incidence. The key issue that one faces is to

conduct the experiment in such a way as to be unbiased to the angle of incidence. In other words,

to generate body waves at such an angle of incidence as to produce the same results independent of

which medium contains the incident body wave. For an isotropic bi-material interface when both

longitudinal and shear waves are incident, the proposition of Ditri and Lakhtakia [4] for incidence

at a generalized Brewster angle is a sound one, in the sense that it establishes an experimentalt

guideline for the unbiased ultrasonic characterization of structural integrity. 

However, such a Brewster angle does not always exist for any bi-material combination. The

work of Avdelas and Sotiropoulos [5] proved the fact that for the aforementioned materials, the

experiment as well as the result are unbiased for any angle of incidence so long as the recorded

reflection coefficients are combined in the specific fashion R=RppRss-RspRps, with p and s

denoting the longitudinal and shear waves, respectively. The vanishing of this, the reflectivity,

results in wave incidence at the generalized Brewster angle. The reflectivity, R, is in fact an

inherent structural integrity characteristic of the bi-material interface. 

However, most experimental techniques in the literature propose investigations that use, in the

case of macroscopically isotropic materials, only one kind of body wave, either longitudinal or

shear. Therefore, the initial question posed above still remains as to what is the angle of incidence

of a single body wave that results in an unbiased experiment as well as in an unbiased

characterization of the structural integrity ultrasonically. Furthermore, what would be the angle(s)

of incidence for experiments involving anisotropic materials? These questions are answered by the

present study with reference to specific experimental configurations and the proposition of a

method.

In the present paper, an unbiased experimental method for the ultrasonic characterization of

materials is proposed. First, the method is proposed for a single bulk wave incidence, either

longitudinal or shear, for a single macroscopically isotropic structure in contact with air. The

optimal angle of incidence is found for which an unbiased characterization of the structural

integrity of the material is achieved ultrasonically. Then the issue of the presence of water in

contact with the structure under investigation is encompassed in this study and the method is

extended for this case to determine the angle of incidence for an unbiased experimentaln
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investigation. Results for this particular case for an isotropic material were presented by

Sotiropoulos [6].

The experimental method proposed in the present paper is extended for the ultrasonic

characterization of anisotropic materials as well. Particular emphasis is paid to the cases where the

material is either in contact with air or with water. The multiplicity of body waves present at

multiple angles in these cases, requires special attention and more involved experimental set ups.

The relation of the angle(s) of incidence, found in the proposed experimental method, to aff

Brewster angle concept is established. Results for the proposeda experimental method are alsod

presented for different materials and structures. Striking results are obtained when the incident and

reflected waves form a golden triangle. 

Finally, the effect of the ratio of the bulk material parameters of an isotropic material obeying

the golden ratio is examined, in so far as the angle of wave incidence is concerned, for the

proposed experimental method. Interesting results are found in relation to the golden triangle

reflection and the Brewster angle.        
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Experimental tasks are important for improving designer knowledgeaa and choosing smaller scatter

factor of proposed structure, decreasing its weight and increasing reliability. An optimization of

design is the key tool especially in aircraft industry. The Aeronautical Research and Test Institute

is a scientific and technological base located in Prague. There are several laboratories such as wind

tunnels, flight test facilities and strength testing laboratory. In the Experimental Strength

department, the full-scale aircraft frames are loaded during simulation of service condition.

Appropriate service maintenance for critical point is established and physical phenomena of

inspection techniques are studied too.

Aluminium became an essential metal in aircraft industry. Although the integral structures

using composites are validated, the most planes are made of metal today. Significant fraction of

airframe structure consists of stiffened panels. Thf e main loads are transferred through beam

elements of the spars, Fig. 1. Because of inspection reliability, the periodic inspections by tradition

techniques, e.g. visual, eddy current, ultrasound, are supported by acoustic emission monitoring.

FIGURE 1. Structure of aircraft frame.

Acoustic emission method takes a part in modern range of non-destructive testing applications

and it appears to be perspective for next research in an aircraft industry. The acoustic emission

monitoring and appropriate analyses of experimental data are objects of research tasks today. The

aim of this research is to formulate methodology, according which will be possible to reliably

evaluate if the material cracking is present or not. The study is derived r on the base of laboratory

experiments, where the service conditions are simulated on the aircraft frame and its models.aa

Draft of the experiment is illustrated in the Figs. 2-4. Crack growth in early stage of

propagating as well as acoustic wave dispersion are observed and documented. Common and

characteristic features should be recognized for reliable identification of emission source.
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FIGURE 2. Technological sample and crack growth curve.

FIGURE 3. Cumulative counts of acoustic emission events.

FIGURE 4. Analyses of acoustic emission events in frequency domain.
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One of the significant advantages of the deep hole drilling (DHD) technique over others is that

being a semi-invasive technique the experiment may be conducted ‘on-site’, allowing a component

or structure to be withdrawn for testing and subsequent repair. This paper presents the details and

recent developments of the deep hole drilling technique and then goes on to present recent research

directed towards reducing the overall size of the existing measurement equipment. Using our

existing experimental arrangement, which has been extensively developed over recent years [1-4],

it was possible to undertake residual stress measurements to depths in excess of 500mm, although

this deep through-thickness capability meant that the rig had an overall length of about one meter,

which limited its use in confined spaces. It was decided to miniaturise the machine to allow

residual stress measurements to be made in environments that were hitherto not amenable to such

measurements, e.g. on the inside of a pipe. The trade-off to the miniaturisation process was a

reduced measurement depth capability of approximately 50mm. In addition to permitting residual

stress measurements to be made in confined spaces, the miniaturisation process also providestt

improved transportability which, in turn, means that measurements made be made more readily

away from the laboratory.  The paper will begin by describing in detail the new, miniaturised deep

hole drilling system and then go on to use the rig to make a residual stress measurement in a

stainless steel component.

The validation component considered in this paper originated as part of the NET (Neutronaa

Evaluation Techniques) European network. Four nominally identical base-plates were machined to

the dimensions shown in Fig. 1 (180mmx120mmx17mm) from a single piece of solution heat

treated AISI Type 316L austentitic stainless steel plate of nominal dimensionsf

600mmx150mmx50mm. The base plates were then re-solution heat treated in air to eliminate any

machining residual stresses. A single weld bead of nominal length 60mm was deposited along the

centre-line of each plate parallel to the longest edge using an automated Tungsten inert gas (TIG)t

process. During welding, the plates were held horizontally across thed 120mm dimension by lightly

clamping in a vice. This weld geometry produces a strongly three-dimensional residual stress

distribution, with similar characteristics to a weld repair in a compact portable specimen which is

amenable to measurement using diverse techniques. The single weld pass is relatively

straightforward to model numerically. However, because the bead is deposited onto a relatively

thin plate, the predicted stresses are very sensitive to key modelling assumptions such as total heat

input and thermal transient time history, making measurements even more necessary.

This specimen had two principal attractions when viewed as a validation specimen for the newn

DHD rig. Firstly, a previous DHD measurement had been performed using the existing DHD rig

(at the position labeled DHD1 in Fig. 1). Secondly, an abundance of experimental and numerical

data was available from many research laboratories across Europe for comparison. The paper will

concentrate on the application of the DHD procedure to location DHD2 in Fig. 1 (the stop end of

the weld) and will present the measurement results and their comparison to other measurements of

residual stress at the same spatial location.
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FIGURE 1. Dimensions of the NET specimen A2.1f

The results also permit a comparison to be made between the through-thickness residual stress

distributions at weld mid-length and at the stop end of the weld. The comparison supports the

hypothesis from numerical models that the residual stresses are greatest at the stop end of the weld,

a result which has clear implications when viewed in the context of structural integrity assessmentsf

or repair welds.
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The effects of multiple Bragg reflections in single crystal can be observed when more than one set

of planes are simultaneously operative for a given wavelength i.e. when more than two reciprocal

lattice points are at the Ewald sphere (see e.g. Chang [1]). Multiple reflection effects can result in

reducing the intensity of a strong primary reflection or increasing the intensity of a weak primary

reflection. The extreme case is the effect of simulation of forbidden primary reflection (often

called as Renninger or Umweganregung effect) as first observed Reg nninger [2] with X-rays and

Moon and Shull [3] with neutrons. Using a bent perfect crystal, the multiple reflection effect can

be considered as a two step process when primary reflection represented by the lattice planes

(h1k1l1) is simulated by successive reflections realized on the lattice planes (h2k2l2) and (h3k3l3)

which are mutually in dispersive diffraction geometry (Fig. 1). However, it is a common view that

dispersive neutron diffraction settings are not convenient for a practical use in an experiment

because of low luminosity of a scattering instrument. In fact, the luminosity corresponds to the

volume of the phase space element of the monochromatized beam represented by the wavelength

spread and the divergence . On the other hand, the dispersive double-crystal reflections can

provide very high and resolution making  and  very small without use of any

collimators. In relation to the value of the bending radius, the obtained doubly reflected beam has,

however, a narrow band-width  of 10-4 -10-3 and -collimation of the order of minute of arc.

It is clear that in comparison with the conventional single reflection monochromators the

monochromatic neutron current is lower proportionally to a smaller  and spread. Recent

experimental studies of Mikula et al. [4-6] proved the possibility of using the multiple reflection

neutron monochromator for high or ultra-high resolution monochromatization in powder

diffractometry and residual stress/strain measurements. However, very high collimation of the

monochromatic beam can be used in special cases for high-resolution neutron radiography, namely

in the cases when a position sensitive detection technique cannot be sufficiently close to the tested

irradiated sample volume. In our contribution we present results of the first tests of neutron

radiography experiments with the highly collimated monochromatic beam obtained by the multiple

reflection monochromator. For our test we used the double-reflection process based on simulation

of 222 reflection by the pair of 111/331 reflections at = 0.2348 nm which was realized in a

cylindrically bent Si-crystal set for diffraction in symmetric transmission geometry at n =

48.526o[6].

This research has been supported by the projects AV0Z10480505, MSM2672244501 and GA-

CR 202/06/0601.
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FIGURE 1. Schematic diagram of a two-step multiple Bragg reflection of neutron 0f the wave 

factor k0 simulating a weak of forbidden reflection. The number 1, 2 and 3 correspond to the 

primary, secondary and tertiary reflection planes and g1, g2 and g3 are the corresponding scattering

vectors, respectively.

FIGURE 2. Example of the radiography image of the office staples 24/6 taken with the image plate 

at the distance of 70 cm from the sample.
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Fracture toughness testing is today used in several countries in integrity assessment work of

structures of older steels with unknown toughness properties, the majority erected more than half a

century ago. The most common type of test specimen employed is the three-point-bend specimen,

which is plane-parallel and of constant thickness. Many typical profiles in older structures, such as

angle sections in beams and girders, have however slightly tapered sides, seen in cross section.

Samples taken from such profiles are presently machined to produce a plane-parallel shape and it is

not uncommon to remove all the original surfaces of the sample. The cross sectional thickness of af

fully machined specimen is therefore, in practice, only 60-70% of that of the original sample. In

older and inhomogeneous steels an unfairly low toughness might then be obtained, as the

toughness of the material near the surface often has been found to be superior.

The aim of the present project is to modify the standard three-point bend specimen, as given

e.g. in ASTM E-1820 [1], so as to better accommodate steel samples with tapered sides. The

modified specimen will allow a more reliable effective toughness to be determined since the full

sample thickness can be used and in particular the critical surface features will be preserved. The

cross section of the modified specimen, inscribed in a typical tapered profiln e, is shown in Fig. 1.

FIGURE 1. Cross section of modified three-point-bend specimen. W is specimen high, B is 

specimen thickness of the lower half, and B is thickness at the top of the specimen

The project comprises development, calibration and testing of the modified three-point-bend

specimen, including derivation and verification of expressions allowing calculation of fracture

toughness from experiment for both linear and non-linear behaviourt , in short, to determine the

stress intensity factor  and the J-integral for the modified specimen as functions of relevant

parameters.

The calibration work will be both analytical and numerical. The first part of the project, which

is reported here, is analytical and aimed at obtaining a first and rough estimate of the order of

influence of the modified geometry on crack tip parameters. To this end, the method by Kienzler

and Herrmann [2] to obtain approximations of stress intensity factors in cracked beams, has been

used. These authors have shown that very simple and close approximations can be obtained with

IK
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elementary bending theory and estimations of the strain energy release as a crack is widened. In

short, the stress intensity factor is obtained through 

(1)

where k is a dimensionless factor of k proportionality to be determined, E Young’s modulus,E B

specimen thickness, U strain energy and U h half the width of the crack. First, a value of k has beenk

obtained for the standard three-point-bend specimen by including both bending and shear force

energy in U and comparing the result with  as given inU  [1]. A close fit in the crack length range

, where a is crack length, allows k = 1.32, which is the value obtained byk

Bazant [3] for pure bending of a single edge notched beam of constant thickness. With this value of

k and k U including bending and shear force energy,  U has been calculated with Eq. (1) for the

modified specimen with various taper angles. In Fig. 2 is shown a) the very close approximation of

the geometry function of  obtained with the method in [2] compared to the present standard [1]

and b) normalised geometry functions for the modified specimen type with taper in the range

, or between an anticipated maximum taper, corresponding to the same line load

intensity along the loading devices on both sides of the specimen, and a plane specimen. The

influence of tapered sides is found to be small and even negligff ible in practice where other

uncertainties may introduce errors with greater influence than the taper.h

FIGURE 2. Geometry functions of the stress intensity factor for standard and modified three-point-

bend specimen.
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Ultra-large and ultra-lightweight gossamer space structure has received the widest attention due to

its small packaging volume and low launching cost. Wrinkles are a common deformation status

and a main failure mode of such structures. Experimental test is a main part of wrinkling analysis

on gossamer space structures. The contact test can’t be used to accurately determine the wrinkling

behaviors because of the characteristics of lightweight and flexf ibility. Non-contact

photogrammetry has been successfully applied to the test of ff deformation of gossamer space

structures[1,2]. Pappa[3] did the test on wrinkle deformation based on the dot-projecting

photogrammetry, the out-of-plane wrinkle amplitude was obtained. By now, the accurate test on

the small amplitude wrinkle in small scale structures is a key problem of wrinkling experiment.f

In this paper, a novel non-contact Dot-Printing Photogrammetry (DPP) based on the

technology of the printed-dot targets associated with Tension Wrinkling (TW) tests are used to

obtain the out-of-plane wrinkle deformation and the rules of wrinkling occurrence and

development. A specimen with printed-dot targets is plotted in Fig. 1. And the test instrument of

TW test is shown in Fig. 2. The experimental result on out-of-plane wrinkle deformation is plotted

in Fig. 3. The obvious wrinkle wave crest and hollow can be observed from Fig. 3. The plots of

tension-amplitude and tension-wavelength are plotted in Fig. 4 and 5, respectively.

The wrinkling mechanisms corresponding to the deformation phase are studied by associating

the characteristic curve and experimental results of key nodes.The obvious bifurcation of the in-

plane displacement corresponds to the occurrence of the wrinkle, and the critical wrinkling load

can be determined at this bifurcation point. Five deformation phases can be obtained from Fig.6:

a)in-plane deformation, oa; b)critical deformation, ab; c)break wrinkling deformation, bc;

d)increasing deformation, cd; e)stable deformation, de. The experimental results corresponding to

key nodes are plotted in Fig. 7. The key node b corresponds to the occurrence of wrinkle. Wrinkle

are the local buckling of structure, and it is formed due to the bifurcation ofd in-plane displacement.f

Increasing with the load, the degree, region, amplitude and numbers of wrinkle are increasing,f

reversely the wavelength.

Nonlinear buckling finite element method associated with ANSYS shell63 element is chosen

to simulate the wrinkles. The numerical prediction results of out-of-plane wrinkling deformation

are shown in Fig. 8. And the comparison between prediction and experiment test is plotted in Fig.

9. Good agreement can be found in the Fig. 9.

FIG. 1. specimen with printed-dot targets    FIG. 2. TW test instrument
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FIG. 3. experimental results

FIG. 4. tension-amplitude curve FIG. 5. tension-wavelength curve FIG. 6. characteristic curve

a) key node o   b) key node a   c) key node b   d) key node c  e) key node d  f) key node e

FIG. 7. Experimental results corresponding to key nodes of characteristic curve

a) tension is 28.56N        b) tension is 43.76N                                                           .

           FIG. 8. Results of wrinkling prediction       FIG. 9. Comparison of prediction and experiment

[Chang, Shih-Lin, Multiple Diffraction of X-rays in Crystals, Springer Verlag, Berlin, 1984.]

is a reference to a report, [R. S. Pappa, T. W. Jones, and J. T. Black, et al. Photogrammetry

Methodology Development for Gossamer Space Structures. Sound and Vibration, 2002, vol.

36(8):12~21] to a journal article, [] to a report.
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The present paper presents a ground-based experiment aimed at measuring the momentum transfer

between contacting bodies in the presence of adhesion under near-zero gravity conditions. The

measurement of small impulses is necessary in various fields of science and engineering. For

instance, in space propulsion studies, the exact knowledge of the impulse imparted by the thrusters

to an orbiting satellite is needed for orbit maintenance, repositid oning and attitude control. In the

applications mentioned, the measured impulse is originated by a non-contact force, that may bed

electro-magnetic, or inertial (accelerated ions or gas molecules). The advantage thereof resides in

the fact that this kind of forces, although acting between two bodies, is not affected by the way

such bodies are constrained. Conversely, an application is here presented where the measurement

of impulse is concerned between contacting bodies.

In space environment, the in-orbit precise release of bodies implies the contact with some kind

of caging devices, that involves the sudden rupture of adhesive forces with consequent transfer of

momentum. The breaking of adhesive junctions between contacting bodies, although of slight

order of magnitude (from nano- up to milliNewtons), can be promoted in space applications

neither by environmental factors, like the gravity field, nor surface contaminants caused by

exposure to the atmosphere, nor acoustic noise propagated by the air, nor inertia forces due to

ground micro-seismic movement [1]. The unavoidable momentum transferred to the released body

may result in too high residual velocities as compared to the required release conditions. A

meaningful example of these issues is given by the scientific space mission LISA (Laser

Interferometer Space Antenna) [2]. Aim of this ESA NASA joint mission is the first in-flight

revealing of gravitational waves, which will be detected by means of laser interferometers arms

formed among three orbiting satellites. The gravitational waves sensing elements, constituting the

end-mirrors of the interferometer arms, will be cubic masses located within the satellites. During

the experiment, the test masses will be set in free flight. In contrast, during launch, the test masses

need to be firmly secured to their housings in order to avoid shaking and thus damage. The release

of the test masses for the experiment constitutes a mission potential single-point failure, because it

must rely on a limited force and torque authority supplied by a capacitive y actuation system and on

a limited acceleration of the caging device. The residual velocity of the test mass must be less than

5 μm/s, otherwise the capacitive actuation will not be able to catch up the test mass. It is now clear

that the exact measurement of the momentum imparted to the test mass due to adhesive

interactions plays a crucial role for a successful release.

Accordingly, the experiment is basically aimed at measuring the transferred momentum

between two suspended adhered bodies through the detection of the free oscillations of one of the

two consequent to a sudden retraction of the other one. Although any adhesive phenomenon

arising from the preloading force between TM and finger may be progressively reduced by
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iteration of the detachment and lighter re-attachment of the mating surfaces, there is an adhesion

threshold due to conservative interactions (Van Der Waalrr s, electrostatic) under which the

developed impulse upon rupture can not be reduced. Aim of the designed setup is then to

characterize the adhesive impulse in the case of a virtually zero-preload, in order to set a lower

limit of the possible momentum transfer. Key feature of the developed facitt lity is to guarantee a

nearly shear-free stress status at the contact patch, as it will be in-flight. The transferred

momentum measurement facility (TMMF), shown in Fig. 1, consists in a vacuum chamber in

which the two mock-ups are suspended by means of 1-m long pendula, and in an optical bench

where the optical readout of the test-mass mock-up displacement, pitch and yaw is implemented.

The expected range of oscillation, compared to the suspending fibre length, is such that the TM

dynamics may be approximated by that of a linearized simple pendulum. The experiment is

designed to guarantee the smallest risk of shear-aided detachment, by means of a very light plunger

and the monitoring of the vertical constraining force exerted by its suspending fibre. This set-up

also minimizes the effect of ground micro-seismic motion on the suspended system that may help

adhesion rupture. The TM needs also to be lightened in its mock-up version in order to reduce the

restoring force per unit displacement and so the risk of undesired pre-load.

FIGURE 1. Layout of the transferred momentum measurement facility.
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The present work is about the analysis of the asymmetric displacement behaviour of the rear part of

a motorcycle. Stylistic reasons led to the design of a vehicle with only one suspension located at

the left side. Some preliminary tests performed on a prototype emphasized that asymmetric design

implies also an asymmetric performance: relative displacement between the frame and the fork is

different on the two sides. Such performance is particularly evident when route obstacles are

overcome and is shown in the scheme in Fig. 1. Differences between left and right side

displacements of the fork and the frame are referenced as f and f t. The object of this work was to

estimate and minimize their sum  (= f +f t).

FIGURE 1. A scheme of motorbike rear side.  FIGURE 2. Strain gage rosettes application and

                                                      calibration

The first step consisted in the measurement of loads transmitted between the suspension andf

the frame and the suspension and the fork. For this purpose an area of the suspension next to fork

connection was equipped by two two-grid (0°/90°) strain gage rosettes (the use of strain gages for

on field tests is suggested by many authors, e.g. Ladda et al. or Tu [1, 2]). A full Wheatstone

bridge connection was applied for axial force measurement. The measuring device was calibrated

(Fig. 2) on a testing machine by subjecting the suspension to compressive load cycles. A very

linear calibration curve was derived (R2 = 0.99). 

After calibration, tests on the field were conducted. A circuit was set up with seven obstacles

on a straight stretch (Fig. 3). The instrumented suspension was mounted on a motorbike prototype,

moreover also two potentiometers were assembled on both vehicle sides. The driver performed

three passages on the obstacles at three different speeds (40, 50 and 60 km/h) for a total number of

nine passages. Strain gage rosettes and potentiometers contextually measured loads on the

suspension and deformations on both sides. Trends of force and of h were related and compared,

by plotting diagrams as shown in Fig. 4. The force is indicated with negative values, with reference
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to suspension compression. At the first impact with the obstacle, force module rapidly increases up

to a maximum. Then, after a drop-kick, the load on the suspension suddenly decreases. Positived

values in the diagram indicate the suspension becomes slightly in tension. Then the force trend is

inverted and the suspension is again subjected to compression. The described trend is repeated for

seven times, as seven are the obstacles and it is interesting to observe thataa distribution appears to

be qualitatively mirrored with respect to force’s. When load module on the suspension has a

maximum value, also  has its maximum value, with the same trend also for minimum values. This

experimental campaign and comparison between force and  trends can be regarded as an

improvement of experiments by Olmi et al. in [3], where force and displacement measurements

had not been contextual.

FIGURE 3. Passage on seven obstacles.       FIGURE 4. Force and  plotted together

Aiming to structural optimization, FEM models (I-DEAS V11) of the frame and the fork were

set up to investigate bending displacements of components at the rear side. Such models were

particularly accurate, by applying shell elements and considering carter and hinges real stiffness.

The numerical model was integrated by experimental results: the numerical value of the force

transmitted by the suspension to the fork and to the frame was derived by experimentation. t andt

f were calculated for different vaf lues of experimental forces, coming to the evaluation of the total

term . For validation purposes numerical results were compared to experimental ones related to

contextually measured forces. Differences were below 10%, which led to the validation of the

numerical model, with particular reference to meshing elements, constraining and loading systems.

By comparing t and t f, it results that their sum ff  is strongly dependent (80%) on the fork bending

displacements. It implies that a significant structural optimization can be achieved, but modifying

the fork’s design. A simplified FEM model helped in a qualitative analysis with the aim to

individuate the fork modified version with the lowest value of f. Then rigorous calculations wereff

conducted by the previously validated model. The fork design was modified, so that motorbike

stylistic line was not altered and asymmetric behaviour (with particular reference to term ) was

strongly reduced.
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A facility for testing of ballistic impact has been designed and developed. The goal was to develop

a facility which was relatively easy to use and modify, as the requirements for the testing

equipment changed with different research projects, e.g. students projects [1]. The setup consisted

of a compressed air gun with an exchangeable barrel, a speed trap for measuring the incident

velocity and a kinetic pendulum which both served as a means to measure the residual energy ofd

the projectile and to catch the projectile from further travel. The aim of this paper was to cover

some of the experiences encountered during the design and development high velocity impact test

equipment.

The main equipment was the compressed air gun, Kepler [2]. The gun was fixed to the roof in

the gun camber, figure 1. It was built up in a modular way in order to relatively easily allow for

modifications as new needs for testing changed. Thus the gun was designed to use exchangeable

barrels. At the time of writing barrels for three different projecta ile diameters were used, 10 mm, 20

mm and 50 mm. A scuba dive compressor was used to feed compressed air with pressures up to 20

MPa into a pressure chamber at the rear end of the gun. With 20 MPa pressure and the 10 mm

calibre barrel it was possible to accelerate projectiles up to 680 m/s.

FIGURE 1. Compressed air gun with pressure chamber in the foreground, a box for a high speed m

camera and the rig for the kinematic pendulum can be seen in the background.

The gun chamber where the gun was mounted was located in a basement under a 2 m thick

concrete floor. The walls and roof were clad with 25 cm thick timber which was intended to slowf

down or stop possible ricochets. The gun chamber was closed off with a double door at the

pressure chamber end of the gun. The door was constructed from the same timber that was used to

clad the walls and roof. 

In the receiving end there was a kinematic pendulum similar to the one used by Robbins [3]

and also described by Johnson [4]. It served a double duty as it was both used to measure the
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residual energy of a penetrating projectile and it was also stopped the projectile from further travel.

A displacement transducer was used to measure the travel of the pendulum. From that

displacement the vertical travel could be calculated and used to calculate the residual energy of a

projectile. 

FIGURE 2. Rig for mounting test specimens and kinematic pendulum, with a box for mounting 

high speed camera to the left.

The rig that held the pendulum, figure 2, was also used for fixtures for test specimens. The rig

was manufactured 5from 80 mm square cross section steel tubes and was fixed to the concrete

roof. Currently two different fixtures have been used, one whichtt could simulate fixed or simply

supported boundary conditions, and one four point bending rig which was used to pre stress test

specimens.
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Normal practice is to use a linear elastic analysis for calculating the bending moment and shear

force distributions in a reinforced concrete structure.  This has the virtue of simplicity as well as

permitting results from a series of analyses to be combined using the principle of superposition.  It

is endorsed by major design codes such as BS8110 [1], EC2 [2] and ACI 318 [3].  The assumption

of linear elastic behaviour is reasonable at low levels of loading but it becomes increasingly invalidt

at higher loads due to cracking and the development of plastic deformations.  Once an element

cracks the behaviour becomes non-linear but it is still reasonable to assume that the tension

reinforcement and the concrete in compression both behave elastically up to yield of the

reinforcement.

Design codes permit an elastic analysis to be used at the Ultimate Limit State (ULS) but

acknowledge the non-linear behaviour by allowing design engineers to redistribute moments from

one part of the structure to another subject to maintaining the rules of static equilibrium.  Thet

maximum permissible amount of moment redistribution is linked to the ductility of the

reinforcement at the ULS.

Implicit in the current use of moment redistribution is the assumption that sections possess

sufficient ductility for the requisite plastic deformations to occur.  Design codes achieve this by

specifying rules which ensure that the tension steel must have yielded and this leads to the question

of whether an upper strain limit should be specified in order to avoid rff upturing the reinforcementrr

but, to date, this has not been the case.  Consequently, designers have effectively worked on the

assumption that the reinforcement will be able to develop whatever level of strain is actually

required by a specified neutral axis depth and that failure of a section would always be initiated by

crushing of the concrete in compression.

This view was challenged in 1987 by the work of Eligehausen and Langer [4] who

demonstrated that reinforcement strain at the ULS could be the controlling parameter in the more

lightly reinforced types of members, such as slabs.  This raised the question of what upper limit tod

moment redistribution should be permitted in design codes and whether more stringent limitations

should be imposed on the level of reinforcement strains developed at the ULS.

The authors have conducted an investigation which aimed to explore the nature of moment

redistribution as load is increased on a structure and thus provide some design guidance on the

issues outlined above.  To do this a series of two-span reinforced concrete beams was tested to

investigate moment transfer from the central support into the adjacent spans.  A particular feature

of the experimental programme was the use of internally strain gauged reinforcing bars to obtain

very detailed data concerning the relationship between level of redistribution and associatedf

reinforcement strains.

The reinforcement was internally strain gauged to avoid degradation of the bond characteristic

between the reinforcement and the surrounding concrete.  Each strain gauged bar was formed by
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machining two standard rebars to a half round and then milling a longitudinal central slot the fulla

length of each half bar which was 4 mm wide and 2 mm deep.  Electric resistance strain gauges

were then installed in the slot and their wiring led along the slot and out of the ends of the bars.

The two half bars were then glued together to give the appearance of a "normal" solid bar.

Typically, strain gauges had a 3 mm gauge length, were mounted at 12.5 mm centres, and wered

wired with a three wire system with constant current energisation to minimise the effects of lead

wire resistance.  Up to 100 gauges could be accommodated.

The strain gauged bars gave very detailed information concerning the relationship between

moment redistribution and bar strains.  They demonstrated conclusively that significant levels of

moment redistribution were developed at the Serviceability Limit State (SLS) when the

reinforcement was behaving elastically, even in beams which exhibited a brittle failure mode by

failing in shear.  The total amount of redistribution was showl n to be a combination of this elastic

redistribution plus the redistribution caused by the post yield behaviour of the reinforcement

(termed plastic redistribution).  Thus the contribution of plastic redistribution, which is dependent

on reinforcement ductility, was shown to be smaller than has previously been believed to be the

case and this has significant consequences for practical design.

These conclusions will be presented in greater detail in the final paper together with full detailsaa

of the strain gauged bars which proved to be very important tools in the successful implementation

of the research programme.
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In application of flexible materials it is very important to evaluate mechanical properties of these

materials in both analytical and technological interests. This report deals with an innovative

method (: Compression Column Method) under large deformations ofdd  a flexible multi-layeredf

specimen. Exact analytical solutions based on the non-linear large deformation theory are derived

in terms of elliptic integrals. By just measuring the applied load and a vertical displacement and/or

a deflection angle, each Young’s modulus can be easily obtained for thin and long multi-layered

flexible materials. Measurements were carried out on a two-layered mad terial (PVC: a high-

polymer material, 0.515mm thick and SUS: a steel material, 0.100mm thick). In the meantime, the

Circular Ring Method [1], [2], thed  Cantilever Method [3] and the d Compression Column Method [4]d

have already been developed and reported for single-layered thin/slender beam/column specimens.

A typical illustration of a load-deflection shape is given in Fig. 1 for a multi-layered material

subjected to axial compressive forces. A cross section of two-layered material is shown in Fig. 2. 

The basic equation of large deformation (: postbuckling behavior) is derived as follows.

, where, (1)

Denoting the half length of a specimen by L and taking into the conditions B (=sB/L) =1BB ,

B= /L, B=(L- /2)/L, the maximum non-dimensional arc length B, the maximum non-

dimensional vertical displacement B and the maximum non-dimensional horizontal displacement

B are obtained as follows.

, (where ) (2)

(3)

(4)

The functions F (k, /2), E (k, /2) are Legendre-Jacobi’s complete elliptic integrals of the

first and second kinds, respectively.

Equations (2)-(4) are fundamental formulas based on the non-linear large deformation theory.

Therefore, it is possible to calculate each Young’s modulus Ei from the following simultaneous

equation (5) or equation (6).
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where, ,  ,             

FIGURE 1. Schematic configuration of FIGURE 2. Illustration of cross-section of 

multi-layered column subjected to axial two-layered material.

compressive forces at both hinged supports.

FIGURE 4. Young’s modulus FIGURE 3. Young’s modulus

(SUS: a steel material). (PVC: a polymer material).

Several experiments were carried out using a two-layered material (PVC+SUS). Theoretical

and experimental results clarify that the new method is suitable for measuring each Young’s

modulus of flexible multi-layered materials. Based on the assessments the proposed method can be

further applied to multi-layered thin sheets and multi-layered fiber materials.
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The design of the fork-pin compression-fit couplings of front motorbike suspensions is uncertain

mainly because of the poor knowledge of the mean coupling pressure p, due to the not symmetric

geometry of the fork, and of the first friction coefficient μll. The axial releasing force FllF =μll·p·A,

which is the fundamental design parameter, indeed depends on the mentioned two factors, usually

unknown. In this paper is presented a generalized methodology which is useful to calculate the μll

parameter concerning the fork-pin couplings of the front motorbike suspensions. The present

production is differentiated by the different material of the two elements in contact, the fork and

the pin. The possible combinations are: the fork and the pin in steel, the fork in aluminium and theaa

pin in steel and the fork and the pin in aluminium. In previous works two mathematical models

have been defined: the first (Croccolo et al [1]) is useful to calculate the mean contact pressure p in

every fork-pin coupling by introducing an overall mathematical function, which is able to correct

the theoretical formulas valid only for axial-symmetric elements [2]; the second (Croccolo and

Reggiani [3]) is useful to calculate the first friction coefficient μll, as a function of the production

and assembly specifications, in couplings with both the fork and the pin in steel. The fundamental

goal of this work is to define a mathematical model useful to calculate the first friction coefficients

μll for the other two combinations of couplings,l aluminium-steel and aluminium-aluminium. The

second goal is to update an innovative software (Fork Design©), realized by the authors in Visual

Basic® programming language, which is useful to perform the design and the verification of the all

fork-pin couplings. The mathematical model for μll has been defined through FEM analyses,l

performed with Ansys 9.0® and applying the Design Of Experiment (DOE) method. The value of

the mean coupling pressure p was previously calculated combining the FEM analyses and the

values provided by some strain gauges applied on the forks, so the only unknown parameter in

FllF =μll·p·A is the friction coefficient μll. The DOE method was applied in order to plan the

experiment for the friction coefficient definition. According to the production and assembly

specifications, three factors have been considered: the resting time, the presence of humidity, and

the presence of protecting oil. Two factor levels have been investigated, high and low, which areh

the presence or the absence of the factor itself during the single test. Therefore a DOE 23 was

obtained with eight point repeated three times (24 total tests) for d each couple of different materials.

The first friction coefficient μll was calculated by dividil ng the axial releasing force FllF  (providedl

by the press machine during the fork-pin coupling tests), by the p and·the A parameters (calculated

with the FEM analysis and by the coupling geometry). Finally, the ANalysis Of VAriance

(ANOVA) was applied to the results in order to establish which factors, or which factors

combination, were significant to the definition of μll. Therefore the new two mathematical models

for the new two combination of materials of the first friction coefficient μll have been defined andl

reported in (1) and in (2); their response surfaces are plotted in Figs 1 and 2.

(1)

(2)Oil0.1973330.259Alll_Al
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FIGURE 1. The response surface for μll in the case of aluminium-steel couplingl

FIGURE 2. The linear response for μll in the case of aluminium-aluminium couplingl

The first fundamental result of this work is the definition of the analytical models of the first

friction coefficients μll for two different kind of couplings: forkl in aluminium and pin in steel, forkk

and pin both in aluminium. The second result is the updating of an original software Fork

Design©, realized by the authors and containing the formulas of the first friction coefficientsf

which is able to design and verify the fork-pin couplings of front motorbike suspensions.
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The vibration behaviour of local ship structures is highly influenced by residual stresses andd

predeformations. Measurements have shown that differences of up to 50% in natural frequencies

due to welding stresses are possible (Hanke [1]). Uncertainties of this magnitude contain a high

risk regarding the estimation of the vibration behaviour during operation of the ship. This impliesaa

an economic threat in case of failure to fulfil contracts and therefore an improvement of the

prediction of local vibration behaviour is needed.

FIGURE 1. Drawing of the ship deck

A detailed thermal finite element modelling of the welding stresses is possible, but leads to

high computational costs and depends highly on the assumed parameters. Therefore a simplified

model for the influence of welding stresses to modal parameters is aimed. For this purpose, an

inherent strain model, similar to that of Ueda [2], is used. The parameters of this model are gained

by a model updating using the natural frequencies and mode shapes of welded structures.

In this paper, the experimental investigations necessary to validate the model and to gain the

residual stresses of the ship deck as well as the natural frequencies and the mode shapes are

presented. A broad experimental investigation of several ship decks, built by different shipyards,

was worn out. The geometry of the investigated panel was chosen similar to typical superstructure

decks (Figure 1: Drawing of the ship deck1). To account for the bandwidth of usual productiondd

techniques, different weld processes with varying energy input per unit length (ranging from 4 to

11 kJ/m) were used. Furthermore, one structure was laser welded to evaluate a welding technique

that is uncommon for shipyard use.

Several strain gauges were applied double-sided to the top plate of the panels before assembly.

A strain measurement was supplemented during production, allowing the evaluation of residual

stresses due to welding (Figure 2: Maximum compression stresses at the measured points2). The

strain measurement is accompanied by a residual stress measurement using the hole drilling
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method. In contrast to the shipyard measurements, the overall residual stresses including residual

stresses due to rolling are evaluated. The investigation was accomplished by a measurement of the

top plate deformation using photogrammetry. For this purpose, the deformation of the top plate

was measured at each production stage of the structure, i.e. top plate before welding, top plate after

welding of the stiffeners and after welding of the frame.

FIGURE 2. Maximum compression stresses at the measured points

The natural frequencies and mode shapes of the decks (table 1) were gained by anf

experimental modal analysis. Due to the complicated mode shapes, arising from compression

stresses between the stiffeners, a high spatial resolution of measurement points was necessary. A

further modal analysis was applied to a stress relieved structure. The results of the measurement

are compared with numerical results from a finite element computation.

TABLE 1. Comparison of natural frequencies and MAC-values of selected modes

It is aimed to use the parameters gained by updating for the improved prediction of local

vibration behaviour on ship yards. While the computational effort is insignificant higher, the risk

of missing vibration amplitudes bound by contract is lower. This helps to avoid cost intensive

subsequent changes of the mechanical design to improve the dynamic behaviour.
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The need for a continuously improved vehicle deals with some contradictory requirements. One

goal is to reduce gas emission and pollution that would induce reduction of the mass of the cars.t

Another, ever more demanding, necessity is to improve car crash safety that, on the contrary,

benefits from greater mass. The body weight reduction and the use of lightweight materials willtt

result in large cost reductions for the car manufacturers, due to reduction of the material andaa

manufacturing costs, and improved design flexibility.

There are several ways to get weight reduction; mainly structural design optimization and the

use of lightweight materials. However, the use of lightweight materials (aluminium, composites,

plastics and their combinations) introduces many new problems. Among these there are the joining

methodology to be use, to substitute the classical spot-welds used for steel bodies.

There is, therefore, a need for the definition of new joining techniques and knowledge of their

behaviour for design purposes. Spot-weld joining can be substituted by some point fastening

methods, mainly mechanical, such as screwing, riveting, and clinching, or by surface joining,aa

mainly achieved with adhesive bonding. Adhesives have many advantages over the other methods

since they have the widest range of combining possibilities, introduce damping (they helpdd

improving NVH behaviour), and act as sealants.

FIGURE 1. New KS2 specimen loaded at different angles, from 0° (shear) to 90° (tensile/peeling)

when loading adhesively bonded samples;

However, to introduce bonding in the design practice it is necessary to have completerr

information on the joint behaviour, not only mechanical. Aim of the present work is to present a

testing methodology to characterize the static and dynamic strength of bonding as well for other

joining techniques (the method can be used also for fatigue testing). The advantage of these testing
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method is to be able to load the same specimen in different loading conditions (ranging from pure

shear to tensile) simply by changing the loading orientation. The specimen (called KS2) consists of

two C shaped half shells joined in the middle, as it is visible in fig. 1. In this same figure, the

loading device that allows for variable loading is shown. Load-stroke curves for each experimental

test are obtained, and can be used to obtain the joint strength in different loading combinations.

The results can be collected and represented in the form of limit failure curves, as shown in Fig. 2.

Results from different type of adhesive are analysed and dif scussed, together with the

development of a simple failure criterion for this type of joint.

FIGURE 2. Failure limit curves for bonded, clinched and hybrid joints
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In this work several specimens of mortars were produced with the addition of 5% fly ash and 5%

perlite and their mechanical properties and porosity were tested arr nd compared to those of mortars

with no additives (reference sample).

Specifically, the influence that these additives have on the elastic modulus and porosity of the

mortars was studied. Mortar samples of 40x40x160mm were prepared at a water/solid ratio of 0,15

using one portion of cement I 42,5R and three portions of sand according to EN 196-1. The

specimens were cured in a moist atmosphere for 28 days and 90 days at 20oC and 95% relative

humidity.

The following measurements were made: a) chemical, mineralogical and granulometric

analysis of additives, b) normal plasticity water, c) compressive and bending strength at 28 days

and 90 days, d) adhesion, e) air content, f) specific gravity of mortar, g) dispersion, h) porosity and

pore size distribution of mortar were investigated by mercuryr porosimetry, i) the morphological

character of different mortar was measured by scanning electron microscopy (SEM). Finally, the

Young’s modulus of elasticity was measured in cylidrical specimens sized 50/100mm (diameter/

height) according to ASTM C 469 – 02 Standard.

The results of the present study indicated a differentation in the microstructure of the mortars

that can be contributed to the use of different additives, such as fly ash and perlite. The value of the

elastic modulus is related to the ratio of compressive to bending strength and more specifically,

with the increase of the value of the ratio, the value of the Young’s modulus of elasticity increases.

The development of the microstructure represents a major parameter to improve existing mortars

and to formulate new mortars.
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The compaction of concrete associated with a volume decrease over 10% occurs under high

pressures. Such situations are found in military applications (blast loading,aa penetrating projectile)

or in studies for the safety of buildings (power plants) regarding an accidental internal loading or

external loading (plane crash). In such situations, a compressive loading develops within the

concrete target with high pressure-levels (up to 1000 MPa) and high strain-rates (up to few

hundred of s-1).

To characterise the behaviour of concrete specimens under such loading, one may perform 1D-h

strain compression test. A cylindrical specimen (diameter: 30 mm, length: 40 mm in this study) is

embedded in an instrumented steel confinement ring (Fig. 1b, outer diameter: 65 mm, length: 45

mm in this study) and compressed using 2 cylindrical plugs (Fig. 1a). This experimental device

was already used in quasi-static conditions with a larger ring that was supposed to behave in the

elastic regime [1, 2]. In the present work, this technique was extended to the dynamic range using a

SHPB device [3] to produce an axial loading and to measure axial forces and displacements (Fig.

1c).

FIGURE 1. 1D-strain compression device.

Moreover, a new method of analysis was used to process the experimental data. In particular,

numerical simulations of the cell loaded by an internal pressure were carried out using the finite
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elements computer code Abaqus-Implicit. So, a relation is built between the pressure applied by

the concrete to the inner surface of the cell and the externalff  hoop strain measured by gauge G5

(Fig. 1b) taking account of the shortening of the specimen and the elasto-plastic behaviour of the

cell. The state of average stresses and strains within the specimen is deduced at any time of

loading. It allows deducing the variation of deviatoric stress versus pressure and the spherical law

(evolution of pressure versus volumetric strain). The proposed method is validated by several

numerical simulations of tests involving a set of 4 diffenn rent concrete-like behaviours and different

friction coefficients between the cell and the specimen.

Three 1D-strain compression tests were performed and processed (Fig. 2) with the MB50 high-

performance concrete [4]. It appears that the deviatoric and spherical behaviours are almost

independent of the strain rate in the observed range of strain rates (80-221 s-1). The deviatoric

strength is seen to increase regularly with the hydrostatic pressure to reach 950 MPa under a

pressure of 900 MPa (test 221 s-1, Fig. 2). Considering the spherical behaviour, an almost constant

dynamic modulus of compressibility (around 5 to 6 GPa) is observed with the three 1D-strain

compression tests up to a pressure of 900 MPa.

FIGURE 2. Behaviour of MB50 concrete deduced from three 1D-strain compression tests.
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Structural Heath Monitoring is an important requirement to ensure the safety of structures,

contributing to optimize inspection and regular maintenance strategies and monitoring the actual

life consumption of each individual aircraft starting from the evaluation of the real loads.

The characteristic and the entity of fatigue cracks, due to high cycle fatigue of aircraft

components, depend on the aircraft maneuver, weather conditionst and flight parameters. During

the aircraft mission, configurations and environments can chaff nge frequently and aa the application of

cyclical excitations with different load spectra can lead to a various life consumption. Since fatigue

cracks are one of the leading causes of component failure in aircraft, structural health monitoring

has received considerable attention in recent years. 

The main purpose of this paper is to present a new system for structural health monitoring

which employs physical parameters, extracted from the operative condition of the structure, in

order to represent in exhaustive way the state condition of the structure by means of its mass and

stiffness properties. An artificial neural network coupled with wavelet multi-resolution analysis is

utilized for damage detection purposes by processing the structure dynamics monitored by a group

of dedicated sensors. The system has been developed in order tom  constantly interact with the

structure and check, in real time, the physical properties during the operative conditions, when the

structure is subjected to the real load conditions, in actual boundary conditions. This kind of

methodology is based on output only measurements and avoids the uncertainty associated with the

modelled governing laws in modal analysis. Classical structurn al health monitoring algorithms, in

fact, utilize vibration measurements to relate change in structural dynamics, in terms of modal

parameters, to damage occurrence. But, in some applications, modal characteristics can be

insensitive to localized damages due to the large size of structures. Besides, Fourier Transform,

typically used for analyzing structural dynamics, does not allow keeping time t information, often

important for monitoring the damage growth. The uncertainty associated with the modelling of

boundary conditions in structural models is another constraint that limits the reliability of such

typology of algorithm based on modal-based damage detection.

In this paper, a system, based on a wavelet decomposition of the structural dynamic responses,

due to a defined excitation path, and on a neural network classifier, is presented. The system is

trained to recognize and detect the existence of different damages, simulated by the changing of

the mass properties of the structure, within the structure. Thett recognition algorithm foresees the

wavelet decomposition of the dynamic responses, measured by sensors mounted on the structure,

to extract the system feature vectors. Such parameters, representative of the structural healthf

conditions, contribute to derive the input parameters of the artificial neural network. The system

employs forced responses, measured for different state conditions, tod  train the classifier module to

identify the damage origin and location. At the end of the training process, the system is able to

guarantee the “real-time monitored state” based damage identification and localization. The

training and validation of the system has been carried out by means of a dedicated experimental

campaign. The reference structure has been an aeronautical panel subjected to a shock testing in

order to excite several modes in the frequency range of interest.
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The present paper proposes a new diagnosis method for structural health monitoring that

employs an integrated system for structural health monitoring of intelligent structures.

FIGURE 1. FE model of the reference structure.

FIGURE 2. Structural Health Monitoring System.
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In this paper, experimentall techniques and studys of deformation and failure arising in

thermomecanically loaded speciments as a result of cyclic thermal st hock will be given. The

deformation is measured by the 3D-digitalisation method. Surface damage and crack initiation are

localised by the eddy current method. Because of these problems it seems reasonable to analyze

damage in materials by means of state-of-the-art continuum mechanics and experimentally

methods [1-4].

As material test ever so often are running lots of cycles the time for a whf ole test run often lasts

several days [5]. This not only needs a high grade of automation, in fact the user interaction must

be kept as reduced and as simple as possible. Furthermore the configuration, the monitoring and

the analysis of a test run would be best operated from only one system to reduce media-

discontinuity. We would like to show how concepts of virtual knowledge spaces 6] can lead to

higher productivity for material testing. In short virtual knowledge spaces offer object oriented

document management. Access can be archived web based or trough rich client applications.

Mapping the units of a material test scenario to objects, whether they are force ramps, temperature

curves or measurement results, all could be managed in virtual knowledge spaces. This leads to a

homogenous administration of the test which is besides location-independent. Furthermore using

the existing mechanisms of virtual knowledge spaces for documentation and publishing the need of

additional systems is obsolete.

A virtual knowledge space can contain arbitrary interaction objects (research materials,

representations of experiments, real machines etc.), which are editable synchronous or

asynchronously. A room also enclosed editing and communication functions, thus reducing media

discrepancies between researchers. Rooms, once created, are managed in self administration. Dueaa

to the concept of views, a virtual knowledge space can be explored in different ways: At times it is

displayed as a simple web page, at other times as an electronic whiteboard or even as a structuredt

learning flow graph. This enables a combination of innovative forms of media supported

cooperation (e.g. cooperative, discourse oriented, knowledge structured) with a long lasting

administration of knowledge repositories (virtual library) and learning objects. 

opensTeam offers a completely open source based framework and infrastructure to connect

existing university services and create a specifically tailored cooperation and even e-learning

platform. Based on existing standard technologies, a multitude of interfaces and templates can be

used and integrated into existing infrastructures according to preftt erences and availableff

development capacities. Since spring of 2006 opensTeam is part of the Sage-Debian-Linux-

Distribution.

 In Fig. 1 the platform for validation of material simulation and the functions of experimental

modules is given. 

2T26. Thermal Problems
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FIGURE 1. The platform for validation of material simulation and the functions of experimental 

modules.
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Thermal shock is an extreme form of thermo-mechanical loading. This detailed investigation close

to reality is necessary in industrial engineering in order to get a good prediction of life expectancy

for high quality and safety relevant machine components. This paper addresses on experimental

investigations of deformation and damage at thermal shocked cylit nders. Additionally the

parameters for the Chaboche model are identified on the basis of uniaxial cyclic experiments.

Introduction and experiments

Many modern components and structures in industrial engineering are subjected to thermo-

mechanical loading. Within the interaction of analytical, experimental and numerical

investigations, basic data are required which characterize the grade of thermal shock loading [1, 2].

This paper gives an overview of thermal shock experimental deformation and damage analysis and

parameter identification to utilize this knowledge for finite element simulations.

The tested material is a heat resistant austenitc stainless steel X15CrNiSi20-12, which is used

in many high temperature applications. After the application of 500 thermal shock cycles the

cylindrical specimen was measured by a 3D-digitalisation. This measurement technique enables a

full surface analysis, as shown in Fig.1a), of the plastic deformation. In addition a damage analysis

of the specimens surface has be done by the eddy current method, which makes use of impedance

changes in materials effected by cracks and structure changes. Fig. 1b) shows an example of a

typical crack signal. For the illustration of the location and degree of damage the signals of the

damage analysis are projected to the digital specimen surface as presented in Fig. 1c). 

FIGURE 1 a) Deformation after 500 thermal shocks, b) eddy current signal with crack peek, c) 

eddy current signal projected onto the digital specimen surface

Uniaxial experiments and parameteridentification

To find out the required material properties for the use in material simulations, uniaxial cyclic

tests have been done. In the corresponding cyclic stress strain diagram, Fig. 2a) the hysterese loops

show significant temperature dependency. In the experiments different constant temperatures
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between 20°C and 900°C and strain rates of 2%/min and 20%/min are realised. A closer

examination of the hysterese loops show hardening and softening effects. These experimental data

are the basis for the identification of the eight material parameters and model verification of the

Chaboche model [3, 4].

FIGURE 2 Uniaxial tension and compression test: a) Hysterese loops of the uniaxial tension and 

compression experiment b) Verification of the Chaboche model, second loop at 20°C

Measurement of the plastic deformation by the 3D-digitalisation method.

Crack propagation and surface damage is localised by the eddy current method.

Parameter identification was made for the Chaboche model by the use ofa  uniaxial experimentalf

cyclic strain stress data at different temperatures. 

Future work will concentrate on finite element simulation of thermal shock by application and

extension to damage of the Chaboche material law [5].

References

1. Dour, G., Medjedoub, F., Leroux, S., Diaconu, G. and Rezai-Aria, F., Normalized Thermal

Stresses Analysis to Design a Thermal Fatigue Experiment,  Journal of Thermal Stresses, vol.

28, no. 1, 2005.

2. Paffumi, E., Nilsson, K. F., Taylor, N. G., Hurst, R. C. and Bache, M. R., Thermal Fatigue

Included by Cyclic Down-Shocks on 316L Model Pipe Components, Proceedings of the 5th

international Congress on Thermal Stresses and Related Topics,  TS2003, 8-11 June 2003,

Blacksburg, VA.

3. Mahnken, R.: Identification of material parameters for constitutive equations, In.: Vol. 2 of

Encyclopedia of Computational Mechanics,m  Eds. E. Stein, de Borst, Hughes, Wiley, 2004

4. Schneidt, A., Identifikation und Optimierung der Materialparameter des hitzebeständigen

Edelstahls 1.4828 am Chaboche-Modell,m Student thesis, LTM, University of Paderborn, 2006.

5. Mahnken, R.: Theoretical, numerical and identification aspects of a new model class for

ductile damage, Int. J. Plast., vol. 18, 801-831 (2002)



2T26. Thermal Problems 459

GRIDS REFORMATION FOR EFFECTIVE STRAIN MEASUREMENT OF

FORMING TITANIUM TAILOR-WELDED BLANKS AT ELEVATED

TEMPERATURES

C. P. Lai1,a, L.C. Chan1,b and C.L. Chow2,c

1Department of Industrial and Systems Engineering, the Hong Kong Polytechnic University, Hung

Hom, Kowloon, Hong Kong, P.R. China
2Department of Mechanical Engineering, University of Michigan-Dearborn, 4901, Evergreen 

Road, Dearborn, Michigan, USA
aise.cplai@polyu.edu.hk, bmflcchan@inet.polyu.edu.hk, cclchow@engin.umd.umich.edu

Titanium and its alloy are widely used in the automobile and aircraft industries because of a variety

of advantages: good corrosion resistance, light in weight and high strength [1]. However, use of the

titanium and its alloy has been highly selective due to its high cost. Titanium tailor-welded blanks

(Ti-TWBs) are expected to be one of the candidate materials to address this issue. In fact, forming

both titanium alloy and titanium tailor-welded blanks (Ti-TWBs) at room temperature is very

difficult due to their specific characteristics: potential embitterment, low workability, and high

springback effect [2]. To overcome these shortcomings, Ti-TWBs have been recommended to

form at elevated temperatures not less than 150°C [2-3].  However, the investigation on the

effective strain measurement for forming Ti-TWBs at elevated temperatures is still quite limited. 

Many forming processes yield large deformation of stamped components. Accurate

measurement of large deformation poses an experimental challenge. Past investigators have found

the grid method to be an effective way in strain analysis [4-7]. According to the ASTM standardn

[8], the grid size of 2.5mm circle diameter or square to measure is recommended for the

measurement of large strains. Meanwhile, square grids have been used to measure the strains of

non-homogeneous deformation by some investigators [5]. On the other hand, the recommended

grid size has been reported to affect the strain gradient measurement due to large grid distortion

[9]. Therefore, fine grids such as 0,4mm or 0.4mm 0.4mm have been adopted to measure the

sharp strain gradients often found close to the crack region [4], although the method is fairly time

consuming [10]. Therefore, the development of an effective strain measurement method tof

circumvent the aforementioned shortcomings is called for.

In this investigation, a grid reformation for strain measurement is proposed to measure the

strain distributions of the deformed Ti-TWBs at elevated temperatures. Titanium alloy (Ti-6Al-

4V) test specimens of 0.7mm and 1.0mm thicknesses as well as their different combinations (i.e.

0.7mm/0.7mm, 0.7mm/1.0mm and 1.0mm/1.0mm) with widths of 20mm, 90mm and 110mm are

prepared. In order to examine the welding quality of Ti-TWBs, the tensile test under various

temperatures is carried out.  The Swift Forming Test device with heating elements and temperature

control device are developed [11]. In the meantime, titanium base metal in thickness of 0.7mm and

1.0mm is used to determine an optimum grid pattern. Three types of grid patterns, i.e. circled

(0.8mm diameter), square (1.0mm) and combination, are laser-marked on the surface of titanium

base metal specimen. The patterns of grids are shown in Figures 1 to 3. The forming limit diagrams

(FLD) of titanium base metal have been constructed using the three grid patterns. According to the

FLDs of titanium base metal, it is found that data reduction analysis of major and minor strains

deformation is found to be more accurate using the combination pattern. Subsequently, all Ti-

TWBs specimens have been laser-marked with grids of the combination pattern, 1.0mm squares

and 0.8mm diameter circle, on their surfaces to measure the major and minor strain distributions at

different temperatures (i.e. room temperature, 300°C and 550°C). Then, a comparative study of the
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FLDs of Ti-TWBs and titanium base metal at elevated temperatures is carried out to validate thea

test results. Finally, the investigation reveals that the grid reformation can significantly enhance the

efficiency of strain measurement on the formability of Ti-TWBs at elevated temperatures. By

using this technique, the effective strain measurement has been achieved.tt
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The market trends of automobile, aerospace and marine are towards greater demand on light,

strong, economical, and corrosion-resistant parts and components. However, no single metal or

alloy can perfectly satisfy all these requirements. This has led to the rapid growth in interest of

joining dissimilar metals. For example, inexpensive materials can be conserved to combine with

high-strength, high-toughness, light-weight, or excellent corrosion-resistant materials. Solid-state

welding is particularly suitable for producing such dissimilar-metal joints because the melting of

base metals is nearly avoided, the metals being joined can retain their original properties with less

effect on heat-affected zone, and the metallurgical damage of the joints can be minimized.

Diffusion bonding has been developed for many years among the solid-state welding processes.

Since its processing time is very long (from minutes to hours) and the specific work environment

such as a vacuum, inert gas, or reducing atmosphere is required, this process has not been widely

accepted and implemented in the industry. Deformation welding is another solid-state welding

process. It is similar to the diffusion bonding in which both processes require the application of

heat and pressure. Comparing to the diffusion bonding, the processing time of deformation

welding is relatively short (within seconds) and the requirements of working conditions are less

stringent. However, most literatures on joining dissimilar metals tend to use of diffusion bonding,

the previous publications of deformation welding of dissimilar metals are very rare as most studies

are focusing on joining similar metals. Hence, deformation welding of dissimilar metals is

immature for the industrial applications and the optimal process parameters such as welding

temperature, amount of deformation, and contact time are difficult to be determined precisely.

In order to solve the above problems, this paper experimentally studiaa es the optimal process

parameters such as welding temperature, amount of deformation, and contact time for deformationt

welding of dissimilar metals such as aluminium alloy with austenitic stainless steel or aluminium

alloy with commercially pure titanium. The process is intensively optimized by the Taguchi

method to result in the highest quality of weld. The bimetallic specimens were pairs of cylindrical

rods with the diameter of 8 mm. The ends of the rods were pushed against each other withf

sufficient force provided by a 160-ton hydraulic press. An induction coil was used to wind around

the specimen and to heat it immediately to welding temperatures. Fig. 1 illustrates the experimental

setup of the deformation welding. The welding temperatures chosen in the tests were 0.7 TmTT , 0.8

TmTT , and 0.9 TmTT , where TmTT was the melting point of the lower-melting-point specimen in Kelvin

degree. The amounts of deformation were the reductions of rod heights of 4 %, 8 %, and 12 %. The

contact times were 10 seconds, 20 seconds, and 30 seconds. A uniaxial-tensile test and a bending

test eventually used to examine the quality of joints. The typical flash or collar resulting from then

deformation welding was removed from each specimen prior to tensile tests and bending tests in

order to prevent it from influencing the results of tests.

The dissimilar metals were properly welded to form rigid joints. The preliminarily result

showed that the increases of welding temperature, and amount of deformation could improve thef

tensile properties of the specimens, and therefore a stronger bimetallic joint was achieved. The

influence of the contact time was relatively less significant for the process because the jointst
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obtained in 10 seconds were no much different from those obtained in 20 seconds, and 30 seconds.

The optimization was carried out by Taguchi method to obtain the optimal process parameters

which satisfied the given requirements of the joint in terms of higher tensile strengths, andf

expected fracture locations. The high-quality joints (according to the standard: AWS WIT-T) of

dissimilar metals have been successfully obtained by deformation welding with a short processing

time. Therefore, engineers are able to gain better knowledge of how to produce high-quality joints

of dissimilar metals using deformation welding.

FIGURE 1. The experimental illustration of deformation welding.
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Superalloys are the most diffused material for aeronautical and aerospace applications, mainly for

turbines and compressors production, because of their excellent resistance at high temperature.

Among them, polycrystalline superalloy Udimet 720Li is an interesting candidate for turbine disc

application, due to its high temperature strength, good corrosion resistance and excellent

workability [1, 2].

This alloy has been developed starting from Udimet 720 which has excellent stress corrosion

and high temperature resistance, but which was found to be prone to sigma formation. Therefore,

Li (Low Interstitial) version has been developed to minimize this problem. The main difference

between Udimet 720 and Udimet 720Li consists in lower levels of carbon, chromium and boron [3,

4]. The alloy chemical composition is reported in Table 1.

TABLE 1. Chemical composition (wt%).

The aim of the present work is to study the static tensile strength of Udimet 720Li  superalloy

at room and working temperature.

Slow strain rate tests have been performed on smoothed and notched (kt  3.5) cylindrical

specimens (Fig. 1), in order to evaluate material ductility and notch sensitivity.

FIGURE 1. Tested specimens.

Tests have been performed at two different working tempert ature (650°C and 700°C), which

covered all possible high temperature alloy employments. This test plan is inserted in an extensive

research project carried out in collaboration with Avio S.p.A., in which creep and high temperature

low cycle fatigue tests are planned also.

Al B C Co Cr Mo Ti W Zr Ni

2.25 0.01 0.01 14.0 15.5 2.75 4.75 1.00 0.025 bal
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Material is provide by Avio S.p.A., which is also responsible for heat treatments, according to

ASM standards for aeronautical components.

Moreover, a microstructural analysis has been performed through Scanning Electron

Microscope (SEM) to analyze fracture surfaces and crack nucleation points, evidencing alloy

brittle behaviour and possible heat treatments modifications in order to obtain better results at

working temperature.
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This study focus on solid phase change in maraging steel on cooling and on heating, e.g. austenitic

and martensitic transformation. It has been shown by Coret [1] that TRIP simulation under

complex load scenario is not achievable with actual analytic homogenisation methods. To improve

mechanical simulation of solid phase change in steels, it has been decide to study the real

deformation happening in such a phase change, with or without a mechanical load.

To achieve that goal, we design a micro tension experiment. The sample is put in a box where

we can impose a low argon vacuum in order to remove oxidation on the surface of the test sample.

The sample can then be heated by Joule effect due to an enhanced resistivity of the interest's zone

produce by a thinning section of the sample.

FIGURE 1: Low vacuum box with test sample

During heating and cooling, a digital camera enables observation of the surface of the test

sample. An appropriate optical mount, i.e. a bellows in association with close up lenses, gives a

magnification of almost five times while keeping a sufficient enlargement and depth of field.

After experiment, we obtain the displacement field using digital image correlation. This

displacement field is used to identify the front of phase change. Indeed, a phase change

corresponds to a density jump on the interface. A weak discontinuity in the displacement field

follows from this jump. Then, identifying a weak discontinuity in the displacement field enable to

find the front of phase change.

Finally this result are integrate in an X-FEM [2] code for simulation of multi-phase elasto-

plastic mechanical problem. We could then compute material forces [3m ] which would enable a

complete characterisation of the phase front change velocity and initiation condition.t
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Shape Memory Alloys (SMAs), in particular Nickel-Titanium (NiTi) alloys, are being used in an

increasing number of engineering applications due to their special functional properties, namely

shape memory effect (SME) and superelastic effect (SE). These properties, which allow large

stresses and strains recovery, are due to a thermoelastic phase transformation, between martensite

(M) and austenite (A), which is characterized by a hysteretic behaviour. In particular the phase

transformation can be induced by a thermal load between the phase transformation temperaturesd

(SME) or by an applied stress (SE). Two-way shape memory effect (TWSME) is another particular

property since the material is able to remember a geometrical shape atr high temperature, abovet

austenite finish temperature (Af), and another shape at low tempff erature, below martensite finish

temperature (Mf) [1]. This functional property can be deveff loped in NiTi alloys by various thermo-

mechanical treatments, the so-called training.

As well known, when the dimensions of the component are relatively small, NiTi alloys show

very high power/weight ratio, with respect to other types of actuators, due to their capability to

recover large strains under high values of applied stresses [2]. However, when increasing the

dimensions of the component, the use of these materials is not suitableaa as a consequence of the

high energy required for the activation of the phase transformation. The main drawback of NiTi

actuators consists in its high thermal inertia [3], which limits the transformation frequency, and

therefore its practical use in many applications. This limitation can be partially overcome by using

NiTi wires, with small diameter, because they demonstrate fast cooling rates thanks to their large

surface-to-volume ratio. Furthermore, the thermal energy, required in the phase transformation,

can be easily supplied by an electric current. For this reasons, NiTi wires are the most useful shape

to realize actuators in many application fields such as shape and vibration control, micro electro-

mechanical systems, surgical devices and instrumentations and many others [1].

A characteristic which must be taken into account when using these alloys, is the hysteretic

behaviour, which characterizes the phase transformation and, consequently, the functional

properties. The hysteretic behaviour is influenced by temperature and stress loading history of the

material as well as the operating conditions. Among the various affecting factors, the influence of

external stress is an important topic to be analyzed, in order to understand the capability of the

material to produce work. Furthermore, the applied stress influences the martensite stabilization

[4] and the long term performance of the NiTi actuators [4].

In the present work the shape memory behaviour of NiTi wires, inr terms of both SME and

TWSME, under different constrain conditions is investigated. In particular, the SME, or better the

capability of the material to recover its original shape after a mechanical deformation, is

investigated under several values of applied stress. Furthermore, after a proper thermomechanical

training, the TWSME and its hysteretic behaviour, strain versus temperature, is analysed undertt

different applied stress. As an example, in Fig. 1 the measured hysteresis loops, two way strain

versus temperature, in the case of stress free condition, together with those obtained by two fixed

values of tensile stress, 50 and 100 MPa, are shown. As expected, the figure clearly show an
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increase of the TWSME when increasing the applied stress, together with an increase in the

transformation temperatures.

Finally, the thermal stability of the TWSME is investigated by repeated thermal cycles,

between the phase transformation temperatures, in order to understand the long term performancesn

of NiTi actuators.

FIGURE 1: Hysteresis loops strain versus temperature at different applied stress
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Aluminum alloy is one of the most important construction materials, due to its high specific

strength, good corrosion resistance property and good weldability. It has been used in almost every

branch of transportation industry [1]. Especially, in aerospace industries its light weight, good

corrosion resistant properties, and no low temperature point for brittleness transformation make it

be widely used in weight sensitive and cryogenic construction [2].

Because of the different microstructure and mechanical performance between the welded jointrr

and base materials, the welded joints often become the weakest part in the whole weldedd

structures. Their performance evolution and failure behavior determine the serve life of the whole

welded structures.

The aerospace industry currently uses an amount of tungsten inert gas (TIG) welding

technology to join aluminum alloy structures. When the space vehicles travelling in earth orbit

during the period of serving in aerospace, some construction material will subject to the space

cyclic thermal load as well as the working load [3,4]. That will cause the performances

deterioration and material microstructure damage [5,6]. Many works had been done with respect to

the damage of composites induced by thermal cycling [7-9]. However, few literatures have been

found to investigate the aluminum alloy welded joint performance in aerospace thermal cycling

condition.

In order to evaluate the long-life reliability and guarantee the safety of the welded structure

under services, it is essential to determine its damage mechanisms and the law of its performance

deterioration. This paper focuses on the mechanical performance deterioration of 5000 serial

aluminum alloy butt-welded plate under simulated aerospace thermal cycling condition.

A typical composition of the parent aluminum alloy 5A06 sheet used in this study is presentedd

in Table 1. The sheets with 3mm thickness were butt-welded by TIG welding using the same filler

wire material.

Table 1. Compositions of 5A06 aluminum alloyf

Carefully X-ray non-destructive detections were carried out on these welded specimens. The

specimens with any detectable defects were eliminated to ensure the results consistency in the

following tests.

Mg Mn Si Fe Zn Cu Ti Al Ot

her

5.8-6.8 0.5-0.8 0.4 0.4 0.2 0.1 0.02-0.1 Bal. 0.1
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Thermal cycling tests were conducted using a homemade machine. The test parameters were

pre-programmed and put into the supervisory control computer. Several welded joint specimens as

well as base alloy specimens were put into the thermal isolation cavity of the machine. During the

test, an external 70MPa tensile load was applied on the specimens. The specimens were heated

using current heat effect and cooled by spraying liquid nitrogen int to the test cavity. By means of a

thermocouple fixed on the specimen, the temperature is controlled. The cycling temperature range

is –100~100 and the cyclic period is 90 minutes.

Monotonic tension test of the specimens were conducted both before and after the thermal

cycling test, in order to determine the damage induced by thermal cycling. The fracture surface

was observed by scanning electron microscopy (SEM) and EDS to analysis the damage and

fracture mechanism.

Results show that thermal cycling condition can induced more severe damage in welded jointd

than that in base 5A06 aluminum alloy. The particles formed in welding heat-affected zone are the

source of local damage in thermal cycling condition. The thermal mismatch stress and external

stress can cause debonding between the particles and base alloy. Micro voids nucleation and

evolution of the around the particles cause the mechanical properties deterioration of the welded

joint.

This damage evolution process was analyzed both theoretical and by FEM numerical

simulation.
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Besides the time and temperature dependent behaviour of polymeric materials the influence of

pressure is of crucial importance. While tensile test is frequently used to determine material

parameters, only little research has been conducted in the compression regime. Furthermore, the

knowledge of the compression behaviour is of prime practical and theoretical importance for a

number of engineering applications (i.e., contact problems, tribology). Hence, the objective of this

research work was to develop and implement a compression tool on which different configurations

can be mounted and tested on polymers.

In order to figure out the sensitivity of the material behaviour on hydrostatic pressure different

compression configurations are necessary. Therefore in this study we applied and further

developed uniaxial, plane strain and confined compression setups. Thus it is possible to vary the

pressure in a wide range up to values where plastic deformation of the material practically

vanishes. To ensure stable testing conditions during the whole test a specially designedt

compression tool was developed, which can be seen in Fig. 1. One of the problem to get reliable

compression data is wobbling of the testing machine, which results in an error in the force

transmission upon the specimen. For this purpose four aligning bars in the compression tool wereff

used (Fig. 1) to guide the upper and lower compression plate. In the paper a detailed description of

the configurations and their geometries will be given.

FIGURE 1. Compression tool with the setup for the uniaxial compression test mounted. The four 

aligning bars at each corner can be seen.

In order to evaluate the compression data one has to distinguish between the small strain and

large strain behaviour. The influence of pressure on the yield stress has been widely investigated,

e.g. Quinson et al. [1] or Sauer [2], whereas only little research has been conducted on the trend ofn

2T27. Time Dependent Materials
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the whole stress – strain curve and in particular on the modulus values obtained via different

testing methods. However, in this paper the whole stress – strain curves for different configurationsuu

will be compared and discussed in terms of true stress vs. true strain. Furttt hermore, the influence of

inhomogeneous deformation beyond the yield strain will be shown. To this end a video camera

was applied to accurately determine the lateral deformation.

In the tensile test the material behaviour can be investigated up to final failure of the material

with concurrent determination of the tensile modulus. This is alf so true for compression testing but

demands a different procedure how to calculate the compression modulus. In this paper an

evaluation method will be explained that accounts for initial effects. Therefore, instead of taking aff

specific interval for the calculation of the modulus the derivative of the stress – strain curve was

calculated and the highest values were assumed to correspond to the material modulus. These

values can then be compared to tensile test results, as it can be seen in Fig. 2 for three different

strain rates, denoted by v1, v2 and v3. It is obvious that the positive pressure in compression

compared to the tensile regime results in an increase in the modulus values. This means, that not

only the yield stress is dependent on pressure but also the whole stress – strain curve from the

origin is shifted to higher stress values.

FIGURE 2. Tensile and compression modulus plotted vs. crosshead speed.
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Recently, full field optical techniques are increasingly appreciated as deformation, strain and stress

analysis tools. These new techniques offer high potential in the fields of material and component

testing. On the laboratory test specimen level such non-contact methods may provide more

accurate strain information over a large deformation range, as an important aspect in testing

plastics and elastomers. Applying such systems several local effects associated with the contact

methods may also be avoided. Moreover, the verification of numerical simulation of components

exposed to mechanical loads requires proper test methods which provide both informations on

global deformations as well as local deformations and strains along with their distribution.

Furthermore, elastomer and thermoplastic test specimens and corr mponents may reveal temperature

increase under complex loading conditions. While the high rate monotonic loading is associated

with the adiabatic type heating, especially in the post yield deformation regime, due to the

viscoelastic loss high frequency cyclic loading causes hysteretic type heating in the linear and non-tt

linear viscoelastic deformation range. Hence, the main objective of this paper is to verify the

applicability of non-contact full-field strain and temperature analysis methods to polymer testing.

In the first part of the paper the deformation and strain behavior of elastomer and thermoplastic

test specimens over a wide loading rate range are investigated by an image correlation test system

(Aramis, GOM, Braunschweig, D). The 2D or 3D image correlation photogrammetry is

substantially more robust and has a greater dynamic range than other techniques such as laser

speckle interferometry (ESPI) or the conventional Moire interferometry. Based on these features

the image correlation method can effectively be used to determine deformations and strains both

on a local or global scale and up to high deformations and up to high deformation rates.

The main applications of the non-contact, full-field strain analysis in the material testing are:

(1) Simultaneous measurements of the longitudinal and transverse strains and to derive the generaltt

Poisson’s ratio over a wide deformation range; (2) Determination of the true stress-strain

relationship in the post-yield deformation regime (Fig. 1) and (3) Characterization of the local

crack tip deformation behaviour in different test fracturn e specimen configurations (Fig. 2). Based

on above methods more adequate material laws can be derived and used in numerical simulations. 

Due to their low heat conductivity polymeric materials reveal a significant temperature

increase at relatively low loading rates. This internal heating may assist micro-structural changes

during the deformation process. A high speed thermography system was used (Orion MWIR from

Cedip Infrared Systems (Croissy-Beaubourg, F) to measure the local and global temperature

changes in the specimens (3). The camera has a focal plane array detector with 320x240 pixels

which is sensitive in the wavelength range between 3 and 5 μm The results of the thermography

measurements are illustrated in several examples;

1. The adiabatic heating was measured on tensile test specimens over a loading rate range

from 10-3 to 5 m/s for several engineering thermoplastics (PP, PC and PEEK).
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2. The adiabatic heating was measured in the plastic zone of fracture specimens.

3. The hysteretic heating was measured during elastomer fatigue tests both in the vicinity of

the crack tip and in the remaining specimen ligament.

Summarizing of above results, the non-contact full-field strain and temperature measurement

and analysis provided novel, unique information’s about the material behaviour and may

successfully be used to determine more adequate material laws.

FIGURE 1. Strain distribution in an tensile specimen after the yield point and true-stress-strain 

curves derived in different cross-sections of the test specimen.

FIGURE 2. Strain and temperature distribution around the blunted crack-tip of an elastomer 

fatigue test specimen.
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Continuing improvement in the properties of polyolefins is contributing to the increased use of

these materials. This is particularly so for pipes and other components of water and gas distribution

networks. Important are reliable lifespan assessments of pipes and components of these networks

that are subjected to demanding operational, environmental and disturbance stresses. There is the

problem that after installation, under busy streets of towns, cities and other thoroughfares,

subsequent access can be costly and disruptive to many transport and other services. Of much

interest here is in research directed at improving the rugged durability and life of distribution pipes.

This requires, for example, identifying ageing and other failure mechanisms in pipe materials and

their causes. One important factor in assessing the lifetime tot  be expected of new polyethylene

materials, for water and gas distribution networks, is their degreett  of propensity to initiation of

brittle failure. New generations of resins are now being developed to have much improved

resistance to the onset of brittle failure. Hence, required are appropriately discriminating laboratoryy

assessments able to compare the properties of a wide range of new and existing materials, as to

their resistance to brittle failure. This is to complement the use of the standard Full Notch Creep

Test (FNCT) techniques that were developed by Fleissner [1] and investigated, for example, by

Ting, Williams and Ivankovic [2].

The foremost aim of this research study is to develop evaluation techniques able to obtain and

compare an increasing wide range of stress crack resistance data for the new and existing

polyethylene materials.

The identified research objectives:

1. To devise a method to achieve well-controlled brittle failures in polyethylene pipe

materials that have very high stress crack resistance. If possible, to provide evaluation

conditions for brittle failure to occur within a 500-hour evaluation period. This is for repeat

assessment of the method and its potential for subsequent use for quality control of

material manufacture.

2. To provide a method for researching a wide range of new and existingaa materials as to their

brittle failure characteristics. This is from the initial onset of brittle failure and its

subsequent development.

3. To develop the method to include, for example, providing for researching the effects of

varying the dimensions of internal and external layers of multi-layered structures and the

different properties of the materials in these layers.

This study is related to researching the fracture surfaces of the different materials as they are

formed from the first stage of crack initiation up to limiting conditions. Important is that the forces

applied to the material to propagate the crack are well isolated from crack initiation forces. Also, it

is important to identify the different propagation features generated by the crack in different

materials. For this, AFM and SEM are two of the methods that be used for these studies. These
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fracture surface data, as related to the micro-structural features of the material, are very

informative to the interests of this research. An important research outcome, related to this study,

would be improved information identifying causes of early pipe failure for different operational

and environmental stress conditions in water and gas pipes.

Fig. 1 shows the FNCT loading geometry with an example of a fracture surface formed. In this

case, the pre-notching introduced with a razor blade is equal depth on all fours sides and the

sample has failed in a brittle way at constant stress in hot water at 80t oC. Different types of notch

configuration are being researched as to their effect on the time to failure in polyethylene.d

FIGURE 1. FNCT loading geometry and example of fracture surface for polyethylene.mm
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The hole drilling strain-gage method measures residual stresses near the surface of the material.r

The method involves attaching strain gage rosette to the surface, drilling a hole in the vicinity of

the gages and measuring the relieved strains. The measured strains are then related to relieved

principal stresses through a series of equations using dimensionless constants a, b. This method is a

basic of ASTM E837 [1] standard for residual stress measurement, which involves the constants a,

b obtained by FEA calculations. In presented work, the experimental set-up is described for

calibration of these constants for uniform stress field; their verification on non-uniform linear

stress field and given results of measurements is discussed. The constants are derived using

proposed method for several strain gage rosettes and are compared with those, obtained using FEA

model and those, given in ASTM standard. One example of using the hole drilling method for

uniform and non-uniform stress field is given to show the limits of ASTM standard. As an

alternative, the results evaluated from integral method [1] and one own developed method are

presented and discussed, focused especially on separation of surface machining stresses.f

FIGURE 1. Photo of experimental set-up for uniaxial loading

The experimental calibration was performed by a uniaxial loading method. The specimen of

cross section 77 × 24 mm and length of 25 mm was stepwise loaded in the hydraulic testing

machine. Removing of the particular layers was made using standard hole-drilling device without

removing the specimen from the loading machine. Coefficient for several rosette types from HBM

and MM Vishay were tested. Two rosettes of each type were drilled on one sample, one in the

unloaded, the other in loaded state and the results were compared.

2T28. Transducers and Sensors



478 O. Weinberg et al.

FE analysis

FE model was created using COSMOS/M. A square plate with dimensions 150 × 150 × 100

mm with appropriate boundary conditions was considered. The number of elements in one layer

was 7152 (type SOLID). Strain gauges were simulated using 3 × 9 elements of type TRUSS3D.

FIGURE 2. Example of FEA meshes and stress distribution after first layer removal

Conclusion

The aim of the method was to state the calibration constants for special rosette, drilling device

and kind of drilling. The both proposed procedures for uniaxial and bending tests should serve for

prepared round-robin measurements.

Acknowledgement: The paper was created in the framework of the GA R 101/05/2523 and

MPO FT-TA2-019 project; the authors thank both organizations for the support in the project

solving.
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Pressure sores (PS) are frequent in subjects with spinal cord injury and thus  wheelchair-boundedn

[Injury fact book of the Center for Disease Control and Prevention (CDC). National Center for

Injury Prevention and Control, 2001-2002]. The dominant clinical approach for minimizing PS is

that of getting the patients used to change their posture frequentld y  [Merbitz, C. T., King, R. B.,

Bleiberg, J., Grip, J. C., 1985,Wheelchair push-ups: measuring pressure relief frequency, Arch

Phys Med Rehabil, vol. 66, pp. 433-438.], for instance using their arms. Experimental data of the

best time interval to perform these changes are not exhaustive, and useful informations can be

obtained studying the spontaneous kinematic behavior of healthy subjects during long time sitting

posture.

To this aim, in the Department of Mechanics and Aeronautics (DMA), Rome University ‘‘La

Sapienza’’, two different investigation methods were developed, using respectively a pressure map

sensor  [Z. Del Prete L. Monteleone, R. Steindler, A novel pressure array sensor based on contact

resistance variation: metrological properties, 2001 Review of Scientific Instruments, vol. 72 no 2,

pp.1548-1553],  and a potentiometer-based device. The pressure map sensor, arranged on a chair

(Fig. 1a), allows pelvis displacement acquisitions, in particular the partial or total rising of one or

both buttocks; moreover, for each pelvis map acquired, it is possible to calculate the coordinates of

the Centre of Pressure (COP) and then to determine their trends in the frontal plane and in the

sagittal plane. The potentiometer-based device is formed by two angular potentiometer (Figs 1b

and 1c), and it allows trunk rotation measurements at the basis of the spine in the sagittal and in the

frontal planes.

FIGURE 1. The chair with the p-map sensor and the potentiometer-based device

In this paper it is shown how the two device outputs have been correlated to obtain a complete

survey of the sitting posture: 10 healthy volunteers,  DMA students, were asked to sit on the chair;

by means of a couple of belts, each student’s trunk was joined to a rectangular plate connected to

the mobile elements of the potentiometers. Each student performed an established protocol of
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trunk displacements lasting 250 seconds (sampling frequency 8 Hz). For each performance the

time trends of the COP were obtained, and then compared to the potentiometer data; from the

comparison, a  linear relationship between the COP displacements and the  measuredaa  rotations wasd

found:

(1)

(2)

COPx and  COPy are the COP coordinates,  is the mediy o-lateral trunk rotation  and   is the

antero-posterior rotation. The values of K and K obtained are shown in table 1.f

TABLE 1. Established protocol results.

The equation (1) is valid only for medio-lateral for rotations between  ±10° form vertical

position, while these rotations can reach greater values. The equation (2) is valid for any anterior-

posterior rotation.

 Then long time sitting posture tests performed using the tt same devices: 10 new healthy

volunteers, again DMA students, were asked to sit on the chair for 60 minutes; the greatest values

of the COP displacements in the frontal plane were  5.2±2.4 cm (trunk rotations about 10°), while

the greatest values of the COP displacements in the sagittal plane were  3.0±1.4 cm (trunk rotations

about 30°). There was a postural change every 7.7±6.7 minutes in the frontal plane and  every

5.7±2.7 minutes in the sagittal plane.

Experimental data showed good agreement with the literature data, in particular with the Tel

Aviv University data [Linder-Ganz, E., Scheinowitz, M., Yizhar, Z., Margulies, S.S., Gefen, A.

Frequency and Extent of Spontaneous Motion to Relief Tissue Loads in Normal Individuals Seated

in a Wheelchair, 2005 Summer Bioengineering Conference of the ASME Bioengineering Division,

Vail, Colorado, USA, June 22-June 26, 2005.].
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High power ultrasound is nowadays used in a wide variety of applications ranging from medical

devices, ultrasonic cleaning, ultrasonic welding and machining to sonochemistry [1]. Since Prof.

Langevin developed the first sandwich ultrasonic transducer by embedding piezoelectric rings

between two metals and employed it for high intensity vit bration, there have been great efforts in

modeling and formulating such transducers [2-5]. Of all proposed methods, Mason’s has been

found the best in design and analysis of PZT transducers. He has offered the Equivalent Circuit

Method (ECM) [1&2]. Finite Element Method (FEM) is the most reliable one for analyzing the

ultrasonic transducers [6-14]. By using the analytical method the dimensions of high power

ultrasonic transducer components were estimated by assuming a certain resonant frequency and a

certain power. Then, the finite element analysis provided by commercial ANSYS was employed

for 2D, ¼ 3D and full 3D FEM analysis to observe the vibration behavior of the transducer and to

find the validity of the analytical method. The FEM analysis was performed under two separate

statuses of electrical conditions. In the first case which is commonly called the "resonance"

condition, a constant voltage of zero was applied at all electrical contacts of ceramic disks. This is

a condition of "short-circuit" where all voltage potentials are connected to common ground. In the

second case, called "anti-resonance", only one of the negative poles or the positive poles of the

piezo-ceramic disks were connected to zero voltage of common ground and the other poles were

left free without any connection. This represents an “open-circuit” condition. 

This paper presents a study of three types of finite element analyses of high power ultrasonic

transducers by using the finite element commercial software called ANSYS. The transducer

geometry is treated as a 2D axisymmetric model, 3D quart and full 3D model. For all of the

simulations the modeled transducer is used in modal analysis and harmonic solutions to understand

its mechanical behavior and its natural frequency. In the meantime, a comparison is made between

each type of modeling. Finally, the simulation and experimental results are compared. The

comparison of simulations results with experimental data allows the parameters of FEM models to

be iteratively adjusted and optimized and it can be choosing best modeling type.

The analyzed transducer was composed of six PZT-5A piezo-ceramic rings, a steel cylinder-

shaped back mass (St 304) and Aluminum (Al 7075-T6) stepped front mass (See figures 1 & 2).

The bolt material was from steel. By knowing the thickness of the specimens, the following sound

velocities were obtained by a simple calculation. The material properties of the components are

shown in tables 1and 2.

The dimensions of the transducer components were calculated such that the resonance

frequency of the transducer to be 22 KHz.

The transducer was modeled by employing 2D, ¼ 3D and full 3D models to simulate its

mechanical behavior by FEM modal analysis and to determine its natural frequency by harmonic

analysis. As a conclusion, at the end, a comparison was made between each type of modeling. 



Abbas Pak and Amir Abdullah482

For the transducer design discussed in this report, PZT-5A was chosen as piezoelectric

material. PZT-5A was an appropriate choice for this application because it can generate high

power similar to PZT-4, but with much lower dielectric losses and greater resistance to

depolarization [16].

References
1. R. Frederick, “Ultrasonic Engineering,” John Wiely & Sons, Inc., New York, 1965.

2. P. Langevin, French Patent No. 502913 (29.51920); 505703 (5.8.1920); 575435 (30.7.1924).

3. W.P. Mason, “Electromechanical Transducers and Wave Filters”, D. Van Nostrand, New York, 1942.

4. R. Krimholtz, D.A. Leedom, G.L. Mattaei, “New equivalent circuits for elementary piezoelectric

transducer” Electron. Lett., vol. 6 (1970), 398–399.

5. M. Redwood, “Experiments with the electrical analog of a piezoelectric transducer”, J. Acoust. Soc. Am.

vol. 36 (10) (1964), 1872–1880.

6. Kagawa, Y., Yamabuchi, T., “Finite Element Simulation of a Composite Piezoelectric Ultrasonic

Transducer” IEEE Transactions on Sonics and Ultrasonics, vol. 26, Issue 2, Mar 1979, 81 – 87.

7. Jan Kocbach, “Finite Element Modeling of Ultrasonic Piezoelectric Transducers- Influence of geometry

and material parameters on vibration, response functions and radiated field” Doctoral dissertation,

University of Bergen, Department of Physics, September, 2000.t

8. Jian S. Wang and Dale F. Ostergaard, “A Finite Element-Electric Circuit Coupled Simulation Method for

Piezoelectric Transducer” IEEE Ultrasonics Symposium, Proceedings, vol. 2, 17-20 Oct. 1999, 1105 -

1108

9. Patrick M. Cunningham, “Use of the Finite Element Method in Ultrasonic Applications” Ultrasonic

Industry Association Symposium, June 2000.

10. Mercedes C. Reaves and Lucas G. Horta."Test case for modeling and validation of structures with

piezoelectric actuators" NASA Langley research center Hampton, Virginia, 2001.

11. Iula, A., Cerro, D., Pappalardo, M. and Lamberti, N., “3D finite element analysis of the Langevin

transducer” IEEE Symposium on Ultrasonics, vol. 2, 5-8 Oct. 2003, 1663 – 1667.

12. Antonio Iula, Fernando Vazquez, Massimo Pappalardo and Juan A. Gallego, “Finite element three-

dimensional analysis of the vibrational behaviour of the Langevin-type transdf ucer” Ultrasonics, vol. dd 40,

Issues 1-8, May 2002, 513-517.

13. David, H. Johnson, "Simulation of an ultrasonic piezoelctric transducer" Penn State-Erie and

Dharmendra Pal, Cybersonics, Inc. USA, 2003.

14. Moreno, E., Acevedo, P., Fuentes, M., Sotomayor, A., Borroto, L. Villafuerte, M.E. and Leija, L.,

“Design and construction of a bolt-clamped Langevin transducer” 2nd International Conference on

Electrical and Electronics Engineering, 7-9 Sept. 2005 Page(s):393 – 395.

15.  http://www.matweb.com

16. "Piezoelectric Technology Data for Designers," Morgan Matroc Inc., Electro Ceramics Division.



2T28. Transducers and Sensors 483

THE INFLUENCE OF THE INSERTION TORQUE ON THE PULL-OUT FORCE

OF PEDICLE SCREWS

P. Chatzistergos1, E. Magnissalis2 and S.K. Kourkoulis1

1 Department of Mechanics, National Technical University of Athens,

Zografou Campus, Athens, Greece.
2 First Orthopaedic Department of University of f Athens, Greece.

stakkour@central.ntua.gr

The fixation and stabilization of certain segments of the human spine is strongly indicated for then

treatment of numerous pathological situations of the spine, such as spondylolytic and degenerative

spondylolisthesis, trauma and tumor. One of the most commonly used spinal instrumentation tools

for this purpose is the pedicle screw. In spite of the constant improvement of both the spinalt

instrumentation systems and the surgical techniques, there is still no foolproof method for the

fixation and stabilization of the spine. One of the most serious problems encountered, particularly

in osteoporotic patients, is the loss of the surgical construction stability as a result of screw

loosening which leads, gradually or abruptly, to the pull-out of the screws from the vertebra.

One of the parameters that are used for the quantification of the capability of a pedicle screw to

maintain the stability of the surgical construction is the pull-out strength, namely the value of the

parallel to the longitudinal axis of the screw force that is required f to pull the screw out of the bone,

without macroscopic failure or fracture of neither the screw nor the bone. Although this is a rather

simple load case it helps enlightening some controversial points concerning the mechanical

behavior of the vertebral bone - pedicle screw system, and in addition it permits the parametrical

study of the influence of various factors on the final value of the pull-out force. It is reported in

modern literature that the pull-out force of a pedicle screw is int fluenced by the geometry of the

screw, the mechanical properties of the vertebral bone, the technique of insertion and the insertion

torque. Controversial reports can be found in the modern literature for the influence of the insertion

torque on the pull-out strength of the pedicle screw- vertebral bone system. Daftari et al. [1]

studied pedicle screws inserted into synthetic bone and calf vertebra. The authors report that high

insertion torque correlates with a higher screw pull-out force. To the same conclusion came, also,

Zdeblick et al. [2] after testing pedicle screws implanted into cadaveric vertebras and subjected to a

complex pull-out load (combination of axial pull-out and cephalocaudal toggling). On the other

hand Kwok et al. [3] indicate that the pull-out force cannot be predicted reliably from the insertion

torque, although there are strong correlations for certain screw types. Finally the study of Inceoglu

et al. [4] concluded that there is no significant correlation between pull-t out force and insertion

torque, at least for the screws tested.

In this context the present study is focused on the detailed parametric study of the influence of

the insertion torque on the pull-out force of pedicle screws and is carried out both experimentally

and numerically. For the experimental approach pedicle screws of different designs but of the

same, more or less, length were placed into blocks of synthetic bone and subjected to pure pull-out

loads until failure, using a stiff servohydraulic loading frame anff d a home-made system of grips

permitting the alignment of the axis of the screw with the loading direction (Fig. 1). During the

insertion of every screw the insertion torque was measured. For every screw design several tests

were conducted for different values of the insertion torque and the pull-out force was measured.
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FIGURE 1. Schematic of the test apparatus that was used.

The experimental data obtained were used for the calibration of a Finite Element model of the

pedicle screw - synthetic bone system (Fig. 2). The numerical analysis was focused mainly to the

investigation of the significance of the “pretension” between the constituent parts of the system

and on the development of an accurate and reliable way to simulate it numerically.     

FIGURE 2. The FE model of the system pedicle screw-synthetic bone.

Although additional tests are required before final conclusions are drawn the analysis of the

results indicated that the existence or not of a direct relationship between the insertion torque and

the pull-out force depends among others on the type of the screw, i.e. conical or cylindrical. In

addition, it was observed that the overall design of the screw, namely the shape and the inclination

of its threads as well as its pitch cannot be ignored. It is emphasized however, that definite

conclusions cannot be drawn before calibration tests are carried out with cadaveric vertebraeh

instead of synthetic ones since the artificial homogeneity of the latter ones may be misleading. 
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The specific fracture energy of dam concrete is a basic material characteristic needed for the

prediction of concrete dam behavior. Data on fracture properties of dam concrete are quite limited

to date.  A series of tests was carried out based on the size effect law [1] due to a number of

geometrically similar notched specimens of various sizes. Experimental tests include three-point

bending tests. The specimens were of square cross section with a span to depth ratio of 2/5. Three

different specimens, according to RIELM recommendations [2], with depth of 200, 400 and

800mm were considered for the purpose of testing.

Concrete mixtures are provided from the Caroon 3 dam project site using river gravel or

commonly crushed stones from quarries. To compare the fracture properties of dam concrete with

normal concrete five types of concrete mixes of 65, 50, 40, 30 and 20mm maximum aggregate size

were considered. Mix and strength properties are shown in table (1).

TABLE 1. Mix and strength properties

For all mixes, value of relative notch depth of 0.2 is used. Experimef ntal results show that

aggregate size has an important effect on specific fracture ent ergy values of dam concrete.

According to specific fracture energy definition based on size effect, the specific fracture energy of

concrete mixes of 65, 50, 40, 30 and 20mm M.S.A. are 178, 129, 88, 79 and 72 N/m, respectively.

To compare the results, the deviations of the specific fracture energy and effective length values

obtained in this study from previous prediction formulae [3] are shown in Fig. 1.

This indicates that the high specific fracture energy of dam concrete is the result of the nature,

size and properties of its aggregate. The difference between specific fracture energy of normal andff

dam concrete should be noticed in nonlinear analysis of concrete dams.

The high deviations of  the results of this study from previously devett loped prediction formulae

suggests that different formulae may need to be developed for predicting the fracture properties of

dam concrete. Because of the high sensitivity of concrete dams to fracture and size effect, a test

program should be conducted to estimate the acceptable values of specific fracture energy used in

nonlinear numerical analyses in each case study.

Concrete Mix M.S.A.

(mm) (MPa) (MPa) (MPa)

1 65 31.9 2.7 26726

2 50 33.7 3.7 27470

3 40 38.1 4.2 29208

4 30 40.5 4.4 30114

5 20 42.7 4.7 30912
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FIGURE 1. Deviations of test results from previous prediction formula for specific facture energy
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Numerous studies have been carried out to characterize the autogenous shrinkage of cement-based

materials in free conditions at early and very early age. But the results obtained are not sufficient to

understand the autogenous volume variations of concrete in realistic structural conditions. Indeed,tt

the analysis of such deformations requires investigating the cementitious system's behaviour in

restrained conditions, when the internal stresses generated can lead to the premature cracking of

the material.

This study focuses on the influence of the curing temperature on the early age cracking of

cement-based materials in restrained and autogenous conditions. The test method used is the "ring

test", largely described in the literature (Grysbowski and Shah [1], Weiss [2] for example). This

method was firstly developed to study the cracking of mortars and concretes due to drying. In thett

present research work, water evaporation is prevented during the whole test duration and each ring

test apparatus is equipped with a peripheral water circulation system, which enables to control the

temperature of the specimen investigated (Fig. 1).

FIGURE 1. General view of the experimental devicef

The peripheral water circulation is ensured by a network of copper tubes connected to a

thermostated bath, which makes it possible to maintain the sample in quasi-isothermal conditions.

The test procedure begins with the casting of the freshly mixed cement-based material around

a central metal ring. The deformations of the metal ring due to the cement paste's shrinkage are

then measured by strain gauges stuck on the internal annulus surface and are automatically
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recorded by the data logging system. The test stops at the appearance of the first transversal crack,

caused by the internal stresses generated by the autogenous shrinkage.

The experimental program of the study consists in applying three differentaa curing temperatures

(10; 20 and 40°C) to cement pastes prepared with three types of cement h (CEM I, CEM II and CEM

III) and two water-to-cement ratios (W/C=0.3 and 0.4). Moreover, in order to study the effect of

the ring restriction degree, three different metals (steel, brass and stainless steel) are used for the

central ring. Then two comparisons are carried out: the evolution of the deformations at various

temperatures as a function of time and as function of hydration degree. This latter is obtained using

the NIST's program, CEMHYD3D [3].

Numerical simulations are also carried out in order to compare the measured cracking age with

the one computed through the model developed by Turcry et al. [4]. These calculations are based

on the material characteristics (hydration degree and autogenous shrinkage evolutions) and the ring

geometry.

The results obtained show that the curing temperature directly influences the age of the firsttt

crack. This phenomenon is linked to the thermoactivation of the hydration process, which causes,

according to the temperature applied, an acceleration or a deceleration of the deformations and,f

consecutively, of the internal stresses. A discussion, taking account of the calculation of the

apparent activation energy is undertaken in order to quantify more finely the effect of temperature

on the prevented deformation of cement-based materials.
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Wood is known for its excellent mechanical properties with respect to the low density. Its

mechanical behaviour can be described by means of an orthotropic elasto-plastic material model

[1]. The wood structure expresses a compromise between strengthening and stiffening on one hand

and the demands of water transport inside the stem of the tree on the other hand [2,3].

A key feature of wood is its organization into several hierarchical levels. According to Speck et

al. [4] five levels of hierarchy can be distinguished in wood. The integral level of the entire trunk,

the macroscopic level of tissue structures, the microscopic level of cell structure, the ultrastructuralf

level of cell wall organisation and the biochemical level of cell wall polymer assembly. The strongr

interdependencies between the various levels are of crucial relevance. Slight changes of

parameters at one level propagate inevitably into the other levels, influencing the mechanical and

structural properties. Hence, macroscopic properties of wood mainly originate from its cell wall

organization [5] making particularly the nano- and microscale important for mechanical studies.

At these levels of hierarchy, wood shows a wide variety of variable parameters such as cell shape,

thickness and arrangement of cell wall layers, the orientation of cellulose microfibrils within cell

walls, and in the chemical composition of individual cell wall layers. These aspects are

tremendously important according to the objectives and challenges of basic and applied research

on wood.

In terms of utilization of wood as a building material, resef archers as well as engineers deal

mainly with the macroscopic behaviour of the material. Efforts in this field intend to make

macroscopic properties of wood better predictable. However, all kinds of changes of growth

conditions find their expression in the cambial activity of trees and the differentiation of cells. The

high spatial resolution in micro-mechanical investigations can help to elucidate the influence of

various regulating factors on the macroscopic properties of wood. Thus a better understanding of

wood demands micro-mechanical investigations at its tissue and fibre level.

In this respect, the perception of micro-mechanical studies on wood changed in the last

decades. While in the past micro-mechanical examinations were mostly seen as being far from the

utilization aspects of wood, nowadays it is widely accepted that micro-mechanics are required to

better understand its macroscopic behaviour. However, it will demand greater efforts in developing

highly sophisticated micro-mechanical testing setups to gain better insight into the mechanical

relevance of cell wall polymers and their interaction. By achieving this objective, the field of

micromechanics may become an indispensable mediator between polymer sciences and applied

wood research.

The micromechanical testing approaches discussed in this paper aim to provide a high spatial

resolution of the structure without disrupting the integrity of plant tissues, cells, or the polymer

composite of the cell walls. A powerful strategy to gain access to the mechanical design of wood at

the cell and cell wall level are in situ methods which simultaneously combine monitoring of

mechanical loading and structural deformation. By watching materials deform, we can more

precisely and directly detect structure–property relationships at the nano- and microstructural

levels. Several approaches for simultaneous examinations have been used in the last decade. In
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micromechanical tests combined with scanning electron microsd copy, deformation and fracture

events at the microscale have been observed during sample straining [6]. In a wet (environmental)

mode, specimens can be both tested under moist conditions and examined without conductive

coating. This combination is of particular advantage in microfracture studies of wood when new

surfaces are created in the deformation process [7,8]. The organization and mechanical interaction

of cell wall polymers can be studied by combining mit cromechanical tests with nanostructural

characterization. The interaction between cellulose and hemicelluloses has been successfully

measured by dynamic Fourier transform infrared (FT-IR) spectroscopyff [9]. In this paper the nano-

deformation of cellulose upon mechanical loading is studied by means of X-ray diffraction [10]f

and Raman microscopy [11]. Results indicate general principles of deformation mechanisms at the

cell wall level which result in two important mechanical properties,t  high stiffness and high

toughness [12], making wood particularly well-suited for utilization as a building material.   
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The mechanical properties of both the adhesive and interphase cell walls in wood adhesive bonds

were determined by nanoindentation. Seven different polymers used frequently as adhesives and/d

or matrix polymers in wood, wood composites, and natural fibre reinforced composites were

studied by nanoindentation (Konnerth et. al [1]) and compared with results from previous uniaxialh

tensile tests (Konnerth et. al [2]). It was shown that the elastic modulus, the hardness, the creep

factor, and the elastic-, plastic-, and viscoelastic work of indentation of the seven different

polymers is essentially the same regardless whether the polymers were tested in the form of puret

films or in-situ, i.e. in an adhesive bond line with spruce wood. An excellent correlation was found

between the elastic modulus measured by tensile tests and the elastic modulus measured by

nanoindentation. In spite of the good correlation, the elastic modulus measured by nanoindentation

is significantly higher than the elastic modulus measured by tensile tests.

FIGURE 1. Comparison of the reduced elastic modulus from nanoindentation of pure polymer 

films and polymers in adhesive bond lines (error bars correspond to standard deviation).

Furthermore the elastic properties of wood cell walls in the interphase region of four different

adhesive bonds were determined (Konnerth and Gindl [3]). In comparison with reference cell walls

unaffected by adhesive, interphase cell walls from melamine-urea-formaldehyde (MUF) and

phenol-resorcinol-formaldehyde (PRF) adhesive bonds showed improved hardness and reducedd

creep, and in the case of MUF also an improved elastic modulus. By contrast, cell walls from the
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interphase region in polyvinylacetate (PVAc) and one-component polyurethane (PUR) bonds

showed more creep, but lower elastic modulus and hardness than the reference. Considering the

different cell-wall penetration behaviour of the adhesive polymers studied here, it is concluded that

damage and loss of elastic modulus to surface cells occurring during the machining of wood is

recovered in MUF and PRF bond lines, whereas damage of cell walls persists in PVAc and PUR

bond lines.

FIGURE 2. – Reduced elastic modulus a) and Hardness b) from nanoindentation of interphase cell

walls with adhesive contact compared to reference cell walls distant from the bond line (PUR = 

one-component polyurethane, PRF = phenol-resorcinol-formaldehyde, MUF = melamine-urea-

formaldehyde, PVAc = polyvinylacetate, N = number of indents).
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There is a need to measure height of an object at the micro/nanoscales. The electron speckle

method [1] can measure in-plane distance and strain of an object but it cannot be applied to

measuring height. In this paper. We propose a method of height measurement using speckle and

the gap effect [2-4] to measure height, thus the 3D shape of an object. This technique can be

applied to objects of various sizes ranging from meters to microns depending on whether the

recording system used is an ordinary macro camera, a optical microscope or a scanning electron

microscope. The gap effect is the result of optical perspective. That is: an object appears to be

larger when it is  closer to the recording camera. This effect gives rise to fictitious strain . The gap

equation [2] where Z is the original distance from the object to camera lens predicts

such a phenomenon as shown in Fig. 1. Thus by obtaing the fictitious strain using the speckle

photography technique and knowing Z, the 3D shape , i.e. the variations of Z can be calculated.f

FIGURE 1. Comparison of experimental results and theoretical prediction of the gap effect

/Z Z
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Control and prediction of the mechanical behaviour of polymers on the basis of structure-property

correlations play an important role in polymer science and engineering. Within this context,

microhardness is a powerful tool with high sensitivity to structural changes. On the other hand,

information on the relationship between microhardness and other mechanical parameters such as

yield stress, E modulus and toughness is of great practical importance both from the point of view

of testing and for understanding macroscopic materials behaviour.

Experimentally discovered empirical relationships enable efficient quality assurance for

materials and components. However, it must be noted that these empirical correlations are only

valid within particular classes of materials. An estimation of maf croscopic yield stress is known by

the hardness testing of nearly full plastically deformable metallic materials using the Tabor

equation [1]. Based on the fundamental ideas by Tabor [1], there exist a few works in which

hardness values vs. yield stresses of polymers are plotted [2, 3]. The relationships are linear but the

slopes are different due to different testing conditions and methods of evaluation. Additionally, the

loading direction has to be considered. In [4] it was reported for polyethylene materials that there is

a ratio of hardness to yield stress of about 3 for tensile and of about 2 for compression loading.

This difference can be ascribed to a hydrostatic component during compression.

In the presented work tensile ( y) and compression yield stresses ( cy) of different

thermoplastic polymers, which cover a wide range of stiffness, strength and micromechanical

behaviour, were compared with their indentation hardness (HIT) and Martens hardness (HM)

values. Under tensile loading conditions the results can be divided in two groups, depending on the

micromechanical behaviour. An approximately linear correlation between hardness and yield

stress can be proved in polymers that are showing shear dominated deformation behaviour. The

correlation becomes non-linear in polymers showing clear crazing or voiding (Fig. 1). 

Under compression loading the deformation behaviour of all investigated polymers is

dominated by shear processes. Therefore the ratios of hardness values to compression yield

stresses do not scatter so strong as in the case of tensile loading (Fig. 2). Nevertheless the scatter is

also relatively large especially due to the problems in compression yield stress determination on

polymers which does not show a distinct yield point.

As a third aspect the testing velocity has to be considered. In viscoelastic materials, testing

velocity has a strong influence on both level of the characteristic values and micromechanical

behaviour.
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FIGURE 1. Indentation hardness HIT and Martens hardness HM vs. tensile yield stress;

full symbols: no crazing or stress whitening visible,r

open symbols: crazing or stress whitening visible.r

FIGURE 2. Indentation hardness HIT and Martens hardness HM vs. compression yield stress.
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As roads are subjected to high traffic loads due to the strong growth in heavy ve-hicle traffic, new

trends in the automobile and tyre industries, and higher maximum axle loads limits, the traditional

binder and asphalt mix tests are often inadequate to-day for a reliable prediction of the engineering

properties and in-service performance of so called flexible road pavements constructed of different

hot mix asphalt (HMA) layers. The problem facing designers of flexible road pavements is the

need to fully characterise the complex thermo-rheological properties of asphalt on the one hand

while on the other hand also providing a realistic simulation of the traffic- and climate-induced

stresses to which pavement structures are exposed over their design lives of 20 to 30 years.

Since its foundation in July 2002 the scientific objectives and activities of the Christian

Doppler laboratory for performance-based optimization of flexible road pavements have beend

focused, on the one hand, on the setup and implementation of perform-ance-based test methods for

bituminous materials on the basis of effective mechanical characteristics. For that purpose new

testing equipment to address key performance characteristics of asphalt has been developed in co-

operation with two engine con-struction companies and installed at the laboratory. These test

methods are now used, in a next step, for specifying the mix properties within an advanced typeff

testing pro-cedure required to meet customised quality standards for materials defined in tender

documents as well as for mix design.

On the other hand in parallel to findings from binder and HMA testing research, en-hanced

modelling methods are being developed on the basis of an innovative multi-scale model for asphalt

mixtures allowing a reliable prediction of in-service perform-ance. The objective of this multi-

scale model for asphalt mixtures is to enable the simulation of load-induced stresses and

mechanogenic effects on the road structure in combination with performance-based tests and thus

improved forecasts of the in-service performance of flexible pavements over their entire service

lives.

The key performance characteristics of hot mix asphalts (HMA) used for traf-ficked

pavements include during

• the production process: miscibility and workability, as well as com-paction and binder

aging (@ T > 100°C);

• the service life: permanent deformation (rutting) resistance (@ 30° <T < 80°C), fatigue (@

T < 30°C) and low temperature cracking (@ T < 0°C), as well as binder aging.

For the optimization process within the mix design of a multi-composed material such as

HMA, three different modes can be distinguished: 

1 variation of mixture characteristics (e.g., binder/aggregate-ratio), 

2 change of constituents used (e.g., different bitumen or filler type), and

3 admixture of additives (e.g., polymers to modify the bitumen).
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To allow such an optimization process, influence parameters on the considered performance

characteristic were identified, e.g., temperature, time of loading or load-ing characteristics etc., on

the basis of literature studies and international expert talks. In consequence, potential key materialqq

properties for bitumen, mastic, mortar and as-phalt mixes were selected, e.g., the complex shear

modulus G* and phase lag  for bitumen and mastic stiffness or the complex modulus E* for

asphalt stiffness, that are recognized to be applicable as optimization parameter for mix design and

perform-ance prediction.

Based on the identified influence parameters and the key material properties ap-propriate

performance-based test methods were selected for each scale of material observation. For

rheological binder and mastic tests the laboratory of the institute has been well equipped. Withtt

regard to the asphalt scale a major effort was to specify, to order and to install the new test

equipment in the lab in the first year. The new equip-ment comprises 

• opposite rotation pug mill to mix HMA

• costume produced segment roller compactor

• special designed electromechanical testing machine for low temperature testing

• servo-hydraulic dynamic testing machine for stiffness and fatigue tests in-cluding a self

developed and manufactured four-point-bending (4PBT) test element

• servo-hydraulic dynamic testing machine with two independent conth rolled servo-channels

with a special designed triaxial load cell

A laboratory concept and machine layout was developed to most efficiently mix, compact, cutff

or drill asphalt specimens for different performance-based test methods and purposes. For each

machine comprehensive functional tests were necessary to finally ensure the compliance of all

demanded machine specifications.
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Concrete is a porous medium gaining its strength and stiffness in the course of the hydration

process, i.e., the chemical reaction between anhydrous cement and water. Multiscale models

enable the modeling of the hydration process [1] by consideration of finer scales of observation

and the respective physical/chemical processes at these scales. In this paper, the spectrum ofn

multiscale modeling of cement-based materials, starting from material characterization by state-of-

the-art experimental methods, development of homogenization schemes for determination of

macroscopic material behavior, and finally the incorporation of the multiscale model into the

design process of concrete structures is presented. Unlike material models formulated at thett

macroscopic scale of observation, multiscale models allow the explicit link of complex

macroscopic behavior to its respective origin at finer scales of observat tion with a sound physical/

chemical basis of the employed constitutive laws at these scalmm es. Recently developed experimental

methods for material characterization at finer scales of observation, e.g., nanoindentation, are

combined with analytical and numerical methods for (i) interpretation of experimental data [4] and

(ii) upscaling towards the macroscopic scale. Whereas an upscaling scheme for elastic properties

of early-age cement-based materials has recently been proposed in [1], a homogenization scheme

for

• autogenous shrinkage [3], and

• viscoelastic properties

of early-age cement-based materials is presented in this paper. Classical homogenization schemes,

e.g. the Mori-Tanaka scheme [2], for upscaling of elastic properties aref specialized in order to

account for

• the loading of the microstructure comprising the effect of capillary depression in the liquid

material phase and swelling phenomena resulting from crystallization pressure and

• viscoelastic material behavior of calcium-silicate-hydrates (CSH).

Moreover, experimental results are presented:

• When performed at finer scales, experiments give access to intrinsic material behavior of

the constituents of cement-based materials. Nanoindentation tests were performed to

identify finer-scale creep-properties of CSH.

• Macroscopic tests allow to verify the proposed homogenization methods. Uniaxial

shrinkage and creep tests were conducted/reviewed from the open literature.

Finally, the material properties obtained from multiscale modeling are incorporated in the

macroscopic simulation of shotcrete tunnel linings. These simulations provide access to the level

of loading of tunnel linings, considering the characteristics of the employed shotcrete mixture.
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Recent progress in both finer-scale experimentation (atomic force microscopy, nanoindentation

(NI), ...) and theoretical and numerical upscaling schemes provides the basis for the development

of so-called multiscale models, taking finer scales of observation into account. Hereby, chemical,

physical, and mechanical processes taking place at finer scales can be considered and their effect

on the macroscopic material performance is obtained via appropriate upscaling schemes. The

success of multiscale models is strongly linked to the proper identification of material properties at

finer scales, serving as input for the upscaling schemes. 

The focus of this presentation is on the extraction of viscoelastic material parameters by means

of the NI technique. During NI measurements, a tip with defined shape penetrates the specimen

surface with the indentation load P [N] and the penetrationP h [m] recorded as a function of time.

Commonly, each indent consists of a loading, holding, and unloading phase (see Fig. 1(a)). In the

1990s, Oliver and Pharr [1] developed a method for the identification of elastic material properties

from materials showing elastic and plastic material response. According to [1], Young's modulus E

is obtained from the relation between the measured initial slope of the unloading curve S=dP/

dh|h=hmax and the indentation modulus M=E/(1- ), reading

(1)

where Ac [m²] is the horizontal projection of the contact area, and  is Poisson's ratio.

Parameter identification of materials exhibiting elastic and time-dependent behavior requires

back-calculation of the parameters from the holding phase of the measured indentation-depth

history. Hereby, the experimental data are compared with the respective analytical solution for the

mathematical problem of a rigid indenter penetrating a viscoelastic medium (see, e.g., Cheng et al.

[2], Vandamme and Ulm [3], and Jager et al. [4]), giving access to the viscoelastic material

properties.

2

,
2

cAMS
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FIGURE 1. Load history for (a) conventional creep test and (b) double-indentation test

Recent results from the back-calculation of viscoelastic properties of bitumen [5], applying the

back-analysis scheme proposed in [4], showed that the identified parameters strongly depend on

the maximum applied load. This effect was attributed to plastic deformations occurring during the

loading phase of the NI test. As a remedy, the following two techniques are presented allowing us

to consider plastic deformations during back-analysis of viscous properties for materials exhibiting

elastic, viscous, and plastic behavior:

1 In order to avoid the development of plastic deformations, spherical tips may be used

instead of sharp pyramidal indenters.

2 On the other hand, the material may be pre-loaded within the so-called double-indentation

technique (see also Zhang et al. [6]). Hereby, the load history is characterized by two load

cycles (see Fig. 1(b)). Whereas the first cycle (pre-loading) leads to plastic deformations,

the second cycle, showing only viscoelastic deformation is used for back-calculation of

viscoelastic properties. The required analytical solution for the penetration of a tip into the

imprint resulting from the first load cycle is based on the concept of "effective indenters"

proposed by Pharr and Bolshakov [7].

Finally, the experimentally-identified viscoelastic parameters, using a spherical tip and

applying the double-indentation technique, are verified by means of finite element calculations.f
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Mechanical testing is the most common experimental technique to determine stiffness and strength

of materials. In case of porous materials, especially such with very high porosity, the determination

of material strength and stiffness may be strongly biased by inelastic deformations within the

microstructure of such materials. 

Ultrasound waves propagating in a medium generate very small strain rates and thus enable the

direct determination of elastic stiffness coefficients of very porous materials [1]. Another benefit

of using ultrasound for stiffness measurement is the possibility of measuring all elastic stiffness

tensor components of anisotropic materials on a single sample, reducing the complexity of

specimen preparation.

Using ultrasonic waves to measure elastic stiffness tensor components is not a new method. In

physics material science such waves were used to determine material properties of single crystal

and polycrystalline materials [2]. Several experimental techniques, industrial applications, and

theoretical derivations were sophisticated for geotechnical problems and composite materials [3,

4]. In the eighties of the last century extensive measurements on bone and some data for wood

were published [5, 6].

At the Vienna University of Technology (TU Wien), we have recently tested several isotropic

biomaterials, such as porous titanium [7], Bioglass® scaffolds [8] and glass-ceramic composites

[9] and other bone replacement materials, with ultrasound frequencies from 100 kHz to 20 MHz,

aiming at characterization of the materials at different observation scales. Ultrasonic transducers

for different frequencies are depicted in Fig. 1. We also performed measurements on wood whichff

is considered to be of orthorhombic symmetry.

All these materials have in common the strong scattering and absorption effects of the

ultrasound beam due to their porous nature. Experimental difficulties involving the

characterization of these materials were the coupling of the ultrasonic transducers to the specimen,

handling of small and brittle materials and enabling accurate mett asurements of the time of flight of

highly attenuated wave form signals.

The influence of the specimen geometry at different frequencies was an important factor for

the interpretation of measured values. Bar and bulk wave propagation were considered in the

theoretical evaluation. The influence of the size of inhomogeneities, i.e. pores in proportion to the



506 Christoph Kohlhauser et al.

wavelength at different frequencies and wave velocities, is given in terms of multiscale

homogenization theory [10].

FIGURE 1. Ultrasonic transducers.
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Infrared stress image analyses came to be used in a broad field as non-contn act and the quantitative

stress-analysis method by improvement in an infrared thermography technique in recent years.

What can be measured by the infrared thermography is only the sum of the principal stresses, and

cannot measure each stress component directly. Since evaluating each stress component is

indispensable in order to evaluate the strength and the safety of the structure, the technique of

principal stress separation of estimating individual stress components from the sum of the principal

stresses has been studied. However, it became clear to have the influence by heat conduction on an

infrared stress image in recent years. The temperature images were acquired by the superposition

of the temperature field in about 100 cycles of the fixed amplitude of a cyclic load. Therefore, it is

considered that those were obtained in a steady state. Then, the influence of heat conduction was

investigated by the experiment which changed materials and t a cyclic-load frequency. The

optimum frequency of cyclic load for exact principal stress separation was examined about the

viscoelastic material in which a frequency influences measurement greatly, and several kinds of

metals in which heat conductivity differs greatly.

Experiment

The configuration of the specimen is shown in Fig. 1. Width and height are 60 mm and 100

mm, respectively. Material is a rolled steel for general structures (SS400), an aluminum alloy

(A2017), a copper alloy (C1100), and an acrylic resin. Width, height and a crack length are 60 mm,

100 mm and 30 mm, respectively. The thickness of the specimen of metal and an acrylic resin are

3mm and 10 mm, respectively. The experiment was conducted at the room temperature. The

frequency of the cyclic load of metals is 1, 5, 10, 15, 20 and 25 Hz, and that of an acrylic resin is 4-

10 Hz.

FIGURE 1. Specimen configuration.

3. Experimental Analysis of Mechanical Properties in Advanced Materials
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Results and Discussions

Figure 2 shows the variation of sy (normal stress in the y direction) with distance from the

crack tip of metals and an acrylic resin. As shown in Fig. 2 (a)(b)(c), in metallic materials, y

approaches the result of a finite element method gradually as a frequency becomes high, and it is

mostly in agreement with the result of a finite element method above 10-15Hz. In nonsteady-heat-

conduction inverse analysis, the sum of the principal stresses obtained in the experiment is

changed into the temperature amplitude. In the low frequency whose temperature field is uniform,

since the temperature gradient of the initial temperature amplitude is very low, exact analysesf

cannot be performed. In a metallic material such as SS400, A2017, and C1100, it can be said that

15Hz or more is the optimum frequency for exact principal stress separation. As can be seen in

Fig.2 (d), it is considered that 6 to 8 Hz is the optimum frequency of an acrylic resin.

FIGURE 2. Variation of y.with distance from the crack tip depending on the frequency of 

the cyclic load.

Conclusions

1. 15Hz or more is recommended to the optimum frequency of the cyclic load in heat-

conduction inverse analysis in the metallic material of SS400, A2017, and C1100.

2. As for the optimum frequency of the cyclic load in heat-conduction inverse analysis, 6 to 8

Hz is recommended in an acrylic resin used as a viscoelastic material.
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The shape recovery force is generated by joule heating it to the shape-memory alloy (SMA) wire

which pre-strain of several % of the burial in the resin matrix, and the development of smartf

composite materials which achieve intellectual effects of the spread obstruction of the crack and

the self-restoration, etc. is advanced. Authors try to measure the displacement of the composite

material when Joule heating it, and to evaluate the shape recovery force from the amount of

shrinkage, and have obtained quantitative information on the relations etc. between the structure of

the composite material and the heating condition, etc. [1,2]. However, because many of calories

generated from SMA by Joule heating are spent on the heating of the matrix, the reverse-

transformation temperature arrival time of SMA is delayerr d under the low temperature

environment. Therefore, because the thermal expansion of the matrix is superior, evaluating the

formation behavior of the shape recovery force from the displacement measurement of the

composite material becomes difficult. Then, it was tried to evaluate the behavior of the shape

recovery force in the smart composite material which reversely transformed SMA by Joule heating

in this research by measuring the change in the electrical resistance which related closely to phase

transformation of SMA in a wide-ranging operation environment.

SMA used for this research is the TINi type of 0.4mm in the diameter.  The reverse-

transformation temperatures are As: 36.1 oC, Af: 55.3 oC, and have intermediate R phase

transformation at about 40oC. The relation between the shape recovery force and the electrical

resistance generated in the SMA fiber fixed to pre-strain of 6% was evaluated first. Because a

mechanical characteristic of SMA with pre-strain changed greatly at the temperature before and

after the reverse-transformation, the stress change by an ambient temperature was removed and

only the shape recovery force generated by Joule heating evaluated.Fig. 1(a) is a change at the time

of the shape recovery force and the electrical resistance of the SMA fiber when joule heating it in

the measurement environment of 2oC. When the current is increased from D.C.1A to 3A, the

generation of the shape recovery force shifts to the shorter side, and reaches the maximum value of

about 350MPa by 1sec. On the other hand, the maximum point of the shape recovery force makes

the electrical resistance minimum. If a dynamic change in the electrical resistance is measured, it is

suggested to be able to monitor the generation behavior of the shape recovery force by Joule

heating because this minimum point of the electrical resistance corresponds to reverse-

transformation finish temperature Af of SMA. Fig. 1 (b) is a correlation of the electrical resistancef

and the shape recovery force. The electrical resistance has an excellent correlation with the shape

recovery force.

The size of the test piece of smart composite materials evaluated by this research is

W20×D5×L130 (mm), and seven SMA fibers are buried in the polycarbonate resin in pre-strain ofr

6%. Fig. 2(a) shows the relation between Joule heating (I=2.5A) time and elecaa trical resistance from

-60 to 80oC in ambient temperature. The maximum point of the electrical resistance which relates

by becoming the low temperature to R phase transformation appears sharply and it moves to longer

time. The maximum point of the shape recovery force is predictable in the composite material test

piece according to the evaluation result of the SMA single fiber when formed at time t2 of a
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minimum point after peak point t1 of the electrical resistance is passed. The t1 and t2 show the

straight line relationship to the ambient temperature as Fig. 2 (b). Aftett r 10-20sec, the maximum

value of the shape recovery force is formed with electric resistance peak arrival time t1. For

instance, to gain the maximum shape recovery force, the electrical resistance needs the heating

time of t2=20sec under an ambient temperature of 0oC though t1=5sec makes it the maximum.

 It has been understood to be able to monitor the progress of heating by Joule heating of smart

composite materials and the formation behaviour of the shape recovery force from the above-

mentioned result by measuring a dynamic electrical resistance.

FIGURE 1. Change of shape recovery force and electrical resistance of SMA single fiber

FIGURE 2. Change of electrical resistance of SMA fiber reinforced smart composite
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According to linear fracture mechanics the crack growth rate is controlled by the stress intensity

factor, so the non-singular stress has no effect on the growth rate. While several experimental data

by Kitagawa et al. [1] and Liu et al. [2] more or less support this principle, some data indicate that

the non-singular stress does influence the crack growth rate. Authors [3-5] already investigated the

fatigue crack progress behavior of the magnesium alloy under biaxiaf l stress. As a result, it was

suggested that existence of a stress parallel to a crack affects crtt ack progress velocity in AZ31B. In

this research, fatigue crack propagation tests of Titanium were conducted under conditions of

biaxial loading in order to investigate the effect of non-singular stress cycling.  It is because the

crystal structure of titanium is the same as magnesium. As a result, we clarified effects of biaxial

stress condition for fatigue properties of Titanium.

Experimental Procedure

Pure Titanium plates used for this research are 2.5mm thickness. The dimension and form of a

specimen are shown in Fig. 1. We made Y-axis of the specimen as the YY rolling direction. The fatigue

tester used for this experiment was the biaxial, electrically operated, oil-pressure servo tension-

compression fatigue tester. In the fatigue crack propagation tests, as shown in Fig. 2, we put the

stress, x
0 on X a is andX y

0 (= 45.72 MPa) on Y-axis. The experiment was conducted onYY

condition of the load stress ratio RB = x
0/ y

0 = 0, 0.25, 0.5, 0.75 and 1.0. We put stress with

sinusoidal in shape, with the stress ratio of h y
0
min / y

0
max = 0, and the cycle speed of 10Hz.

FIGURE 1. Shape and dimension of specimen.     FIGURE 2. Stress condition of specimen.

x
0 on X-axis and XX y

x
0/ y

y
0
min / y
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Experimental Results

Fig. 3(a) shows the relationship between the half crack length and the number of load cyclesh

obtained from fatigue tests. The relationship between the half crack length and the number of load

cycles of magnesium alloy [3] is shown in Fig. 3(b) for comparison.

FIGURE 3. Relation between crack length and number of cycle

Conclusions

The following knowledge was acquired as a result of examining fatigue crack generation and

progress process of titanium under various biaxial load stress ratios.

1. In order that stress of Y directions might decrease with the increase in load of Y X directions,X

it was observed that fatigue crack growth becomes slow.

2. As for magnesium alloy, when a biaxial load ratio was 0.5, fatigued crack growth became

slow, but such a phenomenon was not observed by titanium.

3. It is a future subject to clarify the cause of a difference of the biaxial fatigue characteristics

of magnesium alloy and titanium.
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1. Introduction

Strain gauges made of copper plating foil are devised for measuring the elastic surface stress of

machine parts in operation. The elastic stress is measured by observing slip bands in the bonded

foil. Calibration studied by cyclic tension test with various frequencies, various stress ratios and

different stress waveforms are performed on round steel bars with coppff er plating foil. It is verified

that the relation between the threshold stress for the first appearance of slip bands and the number

of cycles are not affected by the stress ratios and stress waveforms, but the frequency. Using a

computer image-processing system, the density of slip bands in a microscopic image of the bonded

foil is analyzed automatically and quantitatively.

In order to examine the accuracy of this method, the peak stresses in grooved shafts undert

cyclic tension test are obtained using the present method. The results are compared with those

derived from the design formulas by Roark and Young. 

2. Experimental Procedures

2-1 .Testing Machine and Test Specimens

A hydraulic servo type cyclic tension fatigue testing machine(98 kN) was used for cyclic

tension tests with a constant load amplitude.

FIGURE 1.  Tapered calibration specimen (Dimensions in mm)

Using drawn rods carbon steel annealed after heating at 900oC for one hour, tapered calibration

specimens shown in Figure 1.

2-2. Copper Plating Foil and Its Adhesion

A Stainless-steel plate polished by buffing was coated with a copper plating, and a sheet of

plating foil about 10 m-thick was made by stripping the deposited layer from the strainless-steel
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plate.  The copper plating foil was cut into a number of small rectangular pieces to make foil

gauges. Four pieces of the rectangular foil were used fof r the calibration specimen (Fig.1).

FIGURE 2. Threshold stress p versus number of cycles N for various frequenciesvarious stress

ratios and different stress waveforms 

2-3. Measurement of Threshold Stress

The threshold stress p (Fig. 2) for the first appearance of slip bands in the foil gage was

measured using the tapered calibration specimen with rectangular foil to cyclic tension with

various frequencies, various stress ratios(R) and different strett ss waveforms. Slip bands were

observed with an optical microscope at a magnification of 100 times. When slip bands in the

bonded foil began to appear at the position of the distance S (Fig. 1) under a constant loadt

amplitude W and specified number of cycles N, the threshold stressf p in cyclic tension were

calculated by the following formulas

p = 4W / d2 (1)

2-4. Image-processing System

The density of slip bands in a microscopic image was obtained by the ratio of the region of slip

bands, f pixels, to the whole region of the image, F pixels by image-processing system, which is

denoted by the slip bands density r (%) as r = (f / F ) × 100 (%).

3. Conclusions

It was found that an application of the computer image-processing to the observation of slip bands

in copper plating foil is very useful for improving practical usageff of the copper plating foil strain

gage.
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A technique based on a phenomenon caused by electromigration has been proposed to fabricate

metallic nanowires[1,2]. On the other hand, a foundation of fabricating metallic nanowires bya

utilizing effective collection of the atoms caused by stress migration, which was a phenomenon of

atomic diffusion due to the gradient of hydrostatic stress as the driving force, was proposed[3]. The

stress migration diffused the atoms towards a position where negative hydrostatic stress with lower

absolute value was distributed. At the position, the absolute value was increased because of the

local accumulation of the diffused atoms. After that, the collected atoms were discharged by

releasing the compressive stress induced. As a result of the phenomenon, metallic nanowire was

formed. 

In the present research, fabrication of Cu nanowire at the intended position by this

phenomenon is studied. First of all, the position where the Cu nanowire is formed is examined by

analysis. The physical model of the analysis is developed as shown in Fig. 1, and the mechanical

properties of the materials, used for the analysis, are shown in Table 1. Thermal stress is generated

in a Cu thin film as a result of the difference in thermal expansion coefficients of Cu and Ta. Then

temperature of the physical model is raised from 293 to 613K to generate the gradient of the

hydrostatic stress. 

As a result of the analysis, the hydrostatic stress distribution generated at the top surface of the

Cu thin film is shown in Fig. 2(a). It is confirmed that negative hydrff ostatic stress with lower

absolute value is distributed along the line which is at a distance of approximately 0.5 m from the

boundary between the Cu and Ta thin films. In addition, the hydrostatic stress distribution,

generated at the end of the Cu film, is shown in Fig. 2(b). It isff verified that hydrostatic stress,

generated at the neighborhood of the corner in the Cu film, is the highest. Therefore, it is

considered that the Cu atoms are diffused to the neighborhood of the corner by the stress

migration, and then a large amount of Cu atom can be collected there. The result of the analysis

suggests that Cu nanowire may be at the neighborhood of the corner in the Cu film.

TABLE 1. Material properties.

Next, the result of the present analysis was verified experimentally. As a manufacture of a

sample, Cu thin films were deposited on a Ta layer by electron beam evaporation and then a Ta

layer used as a passivation layer was deposited on them by sputtering. A Si wafer covered with

Material Young’s modulus

/ GPa

Poisson’s ratio Thermal expansion

coefficient / ×10-6K-1

Copper 110 0.34 16.2

Tantalum 186 0.34 6.6

Silicon dioxide 180 0.28 4.15

Silicon 163 0.28 4.15
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300nm of SiO2 was used as a substrate. The temperature of the sample was raised from 293 tott

613K for 10 h and then thermal stress was generated in the Cu thin film. 

As a result of raising the temperature of the sample, it was confirmed by FE-SEM observation

that there were some hillocks at the corner as shown in Fig. 3(a). The formation of the hillocks was

not seen in places other than the corner of the Cu thin film. Therefore, it was confirmed that a large

amount of Cu atom was collected at the intended position. Moreover, the Cu nanowire product

from the hillocks is shown in Fig. 3(b). The Cu nanowire whose diameter u and length were 20nm,

2.5 m respectively was fabricated at the intended position.

FIGURE 3. FE-SEM observation of hillocks and nanowire.

Acknowledgment

This work was partly supported by Grant-in-Aid for Scientific Research (S) 18106003, “The

Exploration of the frontiers of Mechanical Science Based on Nanotechnology”.

References

1. M. Saka and R. Ueda, J. Mater. Res., vol. 20, 2712-2718, 2005.

2. M. Saka and R. Nakanishi, Mater. Lett., vol. 60, 2129-2131, 2006.

3. F. Yamaya and M. Saka, Proc.2006 Annual Meeting of the JSME/MMD, 673-674, 2006 (in

Japanese).



3. Experimental Analysis of Mechanical Properties in Advanced Materials 517

NUMERICAL AND EXPERIMENTAL STUDY OF BENDING BEHAVIOR OF

THIN WALLED BEAMS FILLED WITH METALLIC FOAMS.

Gustavo José Cazzola1, Francisco Aparicio Izquierdo2 and Teresa Vicente Corral3

1 National Technological University

Hipólito Irigoyen 288- General Pacheco- Buenos Aires – Argentina
2 INSIA-UPM (University Institute for Automotive Research–Politechnic University of Madrid)

Ctra. de Valencia, km,7 28031, Madrid, Spain
3INSIA-UPM

gcazzola@frgp.utn.edu.ar, faparicio@insia.upm.es, teresa.vicente@upm.es

The purpose of this work is to know the behavior of big rotation of thin walled beams filled with

metallic foam under bending loads. Potential applications of filled sections with metallic foam are

to improve vehicles passive safety, for example to the improvement of the coaches structures’

energy absorption capability under lateral rollover. The filling acts as a slowdown of the collapseff

by beams wall buckling; consequently, more energy can be absorbed.

The lateral resistance of the vehicle structures is conditioned by the bending resistance and

plastic behavior of the beams used. The mentioned profiles are  low thickness ones to obtain high

inertias with low weight, which behavior is conditioned to the fold formation at the compression

flange characterized by a moment-rotation response that displays as a basic parameters: the

maximum resistant moment and the negative slope of decreasing resistance based on the plastic

rotation. This fact is in opposition to the previous one: different construction with beams of low

thickness being due therefore to reach solutions that keep a difficult balance between resistance

and weight. This behavior had been studied by several investigators within whom it is possible to

mention Dr. Andrés García Thesis, professor of the Polytechnic University of Madrid.

Recent developments in the cost-benefit relation from the metallic cellular materials of low

density processes of production, such as the metallic foam, position them like an alternative of

special interest for the application like elements with high energy absorption capatilities reinforcint

structures. The filling with metallic foam can be more efficient in terms of optimization of weight

than to increase the thickness of the structural beams.

The application of metallic is beginning to be used in some zones of the tourism vehicles’

structures, being totally novel any attempt of application in structures of coaches and buses.tt

Based on previously exposed, Advanced Pore Morphology (APM) foams has been used in this

study, developed by Fraunhofer for Institute Manufacturing and Advanced Maff terials, like material

of stuffed for profiles of bodies of buses.

IFAM has developed and patented the process of powder-metallurgy for the foamed metals

FOAMINAL ®. In contrast to FOAMINAL® process the general concept of technology APM is to

separate the process in two parts:

1. Foam expansion

2. Foam conformed in parts

The parts of foam with porous morphology consist on metallic foam elements of small volume

which are expanded production volume /mass. When united with others inn a separated processn

elements they form foam APM.
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The objective of this paper is to analyze the crushing behaviour of thin –walled beams in the

deep bending collapse mode. The strengthening method with aluminium foam is compared to theuu

conventional one of increasing the wall thickness. The effectiveness of the lightweight core is

assessed by examining the ratio of energy absorption to the  beam weight.

The numerical models and tests presented in this work were made in the facilities of the

University Institute for Automobile Research (INSIA) of the Polytechnic University of Madrid.
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This research focuses on the study of anisotropic material failure criteria, specifically Tsai-Wu

tensor failure criterion, Tsai and Wu [1], with theoretical and experimental applications for wood.

This criterion is mathematically written by:

(1)

where: 1, 2 are the normal stress, 4 is the  shear stress, , ,

, ,  with : tension strength, : compression strength,

: shear strength and . The strength coefficient F12F is the interaction

coefficient, which is obtained by biaxial test, Wu [2] and Mullner et al. [3].

For materials as wood, when applying a compression or tension load, in an inclined direction

of a small angle in relation to its grain, a great reduction of the strength occurs. This reduction  is

related directly to the wood anisotropic nature. Hence, it is necessartt y to use a criterion of strength

that considers the wood anisotropic behavior and the asymmetry of strength, or either, differentf

compression and tension strengths in one same direction. 

Due to the complexity of the phenomena of wood rupture and its composites, the predictions

using failure theories had still not been developed completely. Consequently, empirical methods

are used, which under some circumstances are reasonable accurate. 

Hankinson´s formula is one of these methods and it has been applied frequently for wood,

particularly in the compression in directions inclined in relation to grain. According to Liu [4]

Bodig and Jayne [5], Hankinson´s formula is well adjusted to predict the off-axis wood strength

under compression or tension being written by:

(2)

: off-axis strength; : parallel strength; : perpendicular strength; : grain angle;

: constant.

This present research had been carried through compression tests in wood specimens

(5cmx5cmx15cm), of the Brazilian species  Goupia glabra, in the directions inclined in relation to

grain (0o, 15o, 30o, 45o, 60o, 75o and 90o), having as main purpose to compare the results of tests

with the values obtained through Hankinson´s formula and the Tsai-Wu criterion. Observe to use

this criterion by considering Equation 1, it was necessary to perform tension, shear and biaxial tests

too (Fig. 1).
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FIGURE 1.Experimental results: plotting and fitting.

In general , the most important conclusions that were drawn can be summarized as follows: the

prediction of Tsai-Wu criterion was close of Hankinson’s formula and the compression tests

results too; Tsai-Wu criterion presents good results, facility in utilizing when comparing to other

criteria due to especially its tensor form, and can be applied to evaluation wood strength and other

anisotropic materials; Hankinson´s formula is more practical and  even empirical presented the

fitting next to the values obtained in compression tests.  
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In order to wear spectacles comfortably, the lens power should be optimized and the spectacles

should be secured at an appropriate position on the head so as to minimize any sensation of

discomfort. For smooth fitting, the frame must be designed by taking in account the mechanical

characteristics. However, the design and manufacture of spectacle frames often rely on the

experience of engineers. This is partly because spectacle frames have complex forms and complex

materials. Measuring and analysis technologies are currently making remarkable progress and

consequently they can now be applied to industrial products compaa aratively easily[1-3]. In this

study, we investigated the mechanical characteristics of three types of spectacles that are on the

market: a titanium frame of a full-rim model that is popular because of its good lens protection, a

gum-metal frame made from a recently developed material, and a rimless frame in which each lens

is secured using two screws that allows very flexible lens design.

FIGURE 1. Comparison of temple displacement when a 160-mN load is applied

The deformation behaviors of the spectacle frames were investigated a by performing optical 3D

profile measurements. We employed the light sectioning method, which scans the object using a

laser beam. The displacement distribution was obtained by profile measurement before and after

deformation under a load. The experimental load was set to about 160 mN so that the temples were

extended by 5 mm outward. Figure 1 shows the displacement of the temple of each frame. The

temple shows two-step displacement distribution where the displacement gradient becomes great

at about 40 to 50 mm from the end piece. Figure 2 shows the front lens displacement of each frame

in the out-of-plane direction. The two full-rim types exhibit almost the same d  isplacement curves,

but the rimless frame type shows the greatest displacement. The rimless type is lightweight and

fashionable but may not be sufficiently strong.
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FIGURE 2. Front displacement when load is applied to the templen

FIGURE 3. Comparison of equivalent strain

We then conducted finite element method (FEM) analysis to investigate the mechanical

characteristics of spectacles. Spectacle frames were produced using optical 3D profiled

measurements and computer-aided design (CAD) software. Figure 3 compares the strain at each

section of a full-rim frame for the titanium model, the gum metal model and the titanium model

with gum metal properties. The gum metal model had a large strain in the temple section (F) but a

small strain in the lens sections (B) and (C). By contrast, the titanium model with gum metal

properties had a small strain in the temple section (F) but a very large strain in the lens sections (B)

and (C). From these results, we can estimate that the gum metal frames have flexible temples and

the end pieces connected to rims are designed to suppress lens strain.

Meanwhile, for the rimless model, the load applied to the temple produced a very large

regional stress in the vicinity of the screws. To prevent damage from these areas, it would be useful

to design a end piece structure that does not convey temple load easily or to utilize materials like

gum metal.
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The shapes and types of containers for foods, drugs and medicines, and cosmetics and detergent

refills are diverse: glass bottles, cans, PET bottles and laminate-film liquid packaging bags are

examples.

In recent years, to increase the ease of pouring out the contents of laminate-film liquid

packaging bags, the shape of the heat seal has been changed from a flat seal to a bottleneck seal.

However, the large number of bottleneck seal ruptures of liquid packaging bags due to impact load

during the transport, loading and unloading of packaged products has been a problem. In our

previous study, we investigated impact tensile strength inmm the heat-sealed area of a laminate film;

however, the effects of the bottleneck seal shape and heat-sealed area width on impact tensile

strength and rupture occurrence have not yet been clarified.

In this study, experiments were carried out to clarify the effects of the flat and bottleneck seal

shapes, as well as heal-sealed area width, on impact tensile strength and bag rupture occurrence.

The following two films were used: (1) a multilayered laminate film with barrier characteristics

against oxygen and water vapor, which is frequently used for liquid packaging bags owing to its

high efficacy in food quality preservation, and (2) a multilayered laminate film without barrier

characteristics. On the basis of the results obtained, we established, for the first time, a new

standard regarding bottleneck seal shape and heat-sealed area width.

The samples used in this study include 1) the multilayered laminate film NY/XA-S without

barrier characteristics against oxygen and water vapor, 2) the multilayered laminate film NY/AE-

PET/XA-S with barrier characteristics and 3) the multilayered laminate film NY/AL/XA-S with

barrier characteristics (Fig. 1).

We used a rotary impact tensile apparatus for impact tensile tests and developed a new

apparatus for bag rupture tests, referring to a falling-weight impact tensile apparatus. The

experiments were conducted using the apparatuses developed.

To clarify the effects of impact tensile speed and bottleneck seal shape on the impact tensile

strengths of the three films, i.e., NY/XA-S, NY/AE-PET/XA-S and NY/AL/XA-S, impact tensile

strength was measured at four impact tensile speeds (V = 1.20,mm 1.40, 1.60 and 1.98 m/s) for five

heat-sealed area radii (r = 5, 7.5, 15, 20 mm and (flat seal)) used as a parameter of bottleneck

seal shape. An example of the results is shown in Fig. 2.

As shown in Fig. 2, impact tensile strength decreases as impact tensile speed increases. In

particular, the impact tensile strength at V = 1.98 m/s is found to decrease by 21.9% for NY/AE-

PET/XA-S, 34.0% for NY/XA-S and 27.8% for NY/AL/XA-S compared with those at V = 1.20m/

s. In addition, it was confirmed that impact tensile strength decreases with increasing impact

tensile speed regardless of heat-sealed area radius (r = 5, 7.5, 15, 20 mm and  (flat seal)). When

the heat-sealed area radius is 15 mm or larger, impact tensile strength does not increase with heat-

seal area radius; impact tensile strength is comparable to that obtained with a flat seal.
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Finally, bag rupture experiments were carried out for the heat-sealed area radii of 15 mm and

 (flat seal), and for the five heat-sealed area widths (0.30, 0.50, 1.20, 2.00, 10.00 mm), to

examine the effect of heat-sealed area width on impact rupture strength. Anmm example of the results

is shown in Fig. 3.

When the heat-sealed area width is 1.20 mm or larger, impact rupture stmm rength remainstt

constant. The highest rupture strength comparable to that of a flat seal is obtained.

On the basis of the results obtained, a heat-sealed area width as large as 10.00-15.00 mm is not

necessary; the heat-sealed area width of 1.20 mm or larger is adequate for obtaining sufficient

impact tensile strength and sufficient impact rupture strength. We established, for the first time, a

new standard for heat-sealed area width, considering both the conservation of resources by

reducing sealing width and the reduction in the number of ruptures.

FIGURE 1 Specimens
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Recently, the TiNi fiber reinforced composite has attracted much attention as an intelligent

material. Moreover, the complex material which makes the best use of the strengthening the fiber

is a fiber reinforced composite. Especially, fiber reinforced plastics (FRP) has been used in

practical engineering widely at present. 

In this study, the TiNi fiber reinforced CFRP (Carbon Fiber Reinforced Plastic, P3052S-17,

8131 TORECA, Toray Co. Ltd.) composites were developed. Various levels of prestrain  = 0, 1,

3, and 5% were applied to the embedded TiNi fiber and angles of CFRP layer 0, 45 o  and 90o. The

thin layer of photoelastic material was coated on the surface of the specimen, and then the

specimens were processed with a pre-crack on one side. (Fig. 1) Tensile tests under constant load

were carried out for the specimens made of this composite. The reduction effect of the stress

concentration, enhancement of mechanical properties and resistance of deformation of the TiNi

fiber reinforced CFRP composites were investigated, and action of the crack closure due to thef

shape memory effect was studied by using the reflection photoelasticity method. 

The testers used for this experiment is Tensiron/RTM-1T tensile device with an isothermal

bath, and a reflection photoelastic device. We caused the stress concentration at the crack tip so

that the 5 or 6th photoelastic fringe order appeared. Subsequently, we heated the entire specimen in

eight steps in the isothermal bath. The stages of ambient temperature are 20, 30, 40, 50, 60, 70, 80,f

and 90oC. This way we caused the shape memory reverse transformation above the AfA  temperature.f

The changes in KIKK  value at the crack tip due to the heating shrinkage of the TiNi fiber is observed

from the changing photoelastic fringe pattern at the crack tip part. We sequentially take a picture of

the photoelastic fringe pattern with CCD (charge-coupled device) camera. They are analyzed by a

personal computer according to the temperature change. One of the problems with this method is

that the photoelastic fringe order deceases as the compressive force is generated above the reverse

transformation temperature (A(( fA ). This may cause the inaccurate measure of the stress intensityff

factor. To solve this problem, we employ the technique of fringe doubling and sharpening was

employed. As calculating the stress intensity factor KIKK  value from the photoelastic fringe patterns,

we measure the distance rmr  and the angle m from the crack tip to the furthest point on the fringe.

Then, we plug the values in Eq. 1.

(1)

Where n is fringe order, t is specimen thickness, andt  is a photoelastic sensibility,

respectively. To minimize the error, we use the range of m where 73.5o< m<134o.  For the same

reason, we calculate KIKK values from 2 or 3 fringe loops. Then, we estimate the mean KIKK value from

them.  We calculate that is a photoelastic sensibility from the Eq. 2. We substitute   and t that ist

thickness of the coating sheet into the Eq. 1 to calculate the stress intensity factor by the

photoelastic coating method.
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(2)

In the Eq. 2,  is light wavelength (white light, 0.577t m), K is a strain optical coefficient,K E isE

the Young's modulus, and  is Poisson's ratio according to the coating sheet, respectively.

Stress intensity factor K value was determined by usingr reflection photoelasticity to examine

the crack clousure effect of the TiNi fiber reinforced CFRP composites. The result was confirmed

that the crack closure effect improved greatly.

The shape memory effect and thermal expansion behavior of the matrix caused by temperature

increasing examined the fracture resistance improvement effect by the decrease of stress intensity

factor K value. It was confirmed that the effect of crack closure is attributed to the compressive

stress field in the matrix due to shrinkage of the TiNi fibers above austenitic finishing temperature

(A(( fA ).ff

FIGURE 1 Dimension of SMA TiNi /CFRP composite

FIGURE 2 Fringe pattern of different temperature at the prestrain and layer angle (Dark field)ff
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We have investigated methods to evaluate fatigue damage of steels without contact using laser. In

the earlier stage of fatigue, slipbands are produced on a metal surface and the slipband densityuu

increases with progress of fatigue damage. Diffusion pattern of the reflected laser light from the

specimen surface changes due to surface change. Using this method, we are able to detect fatigue

damage based on diffusion pattern change due to surface property change caused by slipbands. We

developped a fatigue sensor using a spot beam of a He-Ne laser. We tried to evaluate fatigue

damage at a point of a steel specimen observing diffusion pattern reflected by a spot beam and

made fatigue life estimation observing diffusion pattern change during fatigue. The method is

found to be effective for fatigue damage evaluation  and estimation of fatigue life. The method is

applicable for pointwise observation at fatigue damaged zone, Kato [1]. It is necesary to find first a

position that fatigue damage starts to occur in a machine structure, however. In the present study,

we investigated methods to observe fatigue damage in the whole view field. We tried to make both

detection of fatigue damaged zone and evaluation of fatigue by this method.

Two kinds of optical setups were used. One is that collimate beam of a laser illuminates the

specimen surface and observe the speckle pattern formed on the specimen surface and the other is

that slit beam illuminates the specimen and diffusion pattern by the reflected light is observed

formed on a screen placed in front of the specimen and observation in whole view area was made

scanning the slit beam on the specimen surface. The method of the slit beam is illustlated in Fig. 1

and the optical setup is shown in Fig. 2. Fatigue tests were made using mild steel. Test specimen is

a plate with edge notches at both sides shown in Fig. 1. Diffusion pattern was observed during

fatigue loading. Figure 3 shows the superimposed image of the diffusion patterns by the slit beam

at seven different locations on the specimen surface at the number of loading cycles N =N

and . Figure 3 (a) shows the speckle pattern on the surface. Dark part of the image is the

fatigue damaged zone. Fatigue damaged zone broadens with increase of the number of loading

cycles. Figure 3 (b) shows that image of the reflected light from slit beam at each position of the

scanning. The image shows clearly that the light intensity decreases at the position where fatigue

damage occurred and the area where the light intensity decreases broadens with increase of N.NN

These images show that the fatigue damaged zone is clearly visualized by this method.

Figure 4 shows gray level distribution of diffusion patterns at fatigue damaged zone at

different numbers of loading cycles N. The distribution shows thatNN  gray level at the centert

decreases and gray level distribution broadens with increase of N. This shows that gray levelNN

distribution at the fatigue damaged zone changes with progress of fatigue damage. It will be

possible to evaluate fatigue damage by the observation of gray level distribution of the diffusion

pattern of laser at fatigue damaged zone.

The method described in this study has many aspects in fatigue day mage inspection. It is useful

to visualize fatigue damage in materials as light intensity distribution of diffusion pattern andtt

fatigue damaged zone can be detectable from the image as shown in Fig. 3. It willn also be possible

to evaluate fatigue damage by observing the light intensity distribution of the diffusion pattern in

the fatigue damaged zone.

3 10
4

4
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           FIGURE 1.                                                         FIGURE 3.

FIGURE 1. Fatigue damage inspection by laser beam scanning (mild steel)a

FIGURE 3. Fatigue damage inspection by reflected light from slit beam

FIGURE 2.                                                               FIGURE 4.

FIGURE 2. Optical setup for slit beam

FIGURE 4. Change in light intensity distribution depending on fatigue damage
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Recently, Shape Memory Alloy (SMA) has been researched and developed as one of the most

valuable and feasible materials because of its high performance comparable to those of living

organisms in such points as perception, judgment and respond and so on.

Previously, the present authors proposed a design concept[1] of composite materials imbedded

by SMA fiber, which can restore itself and strengthen on the high temperature side by generating

compressive stress inside the matrix by using shape recovery/restoration effects caused by reverse

transformation on the high temperature side by applying instant electric current to the imbedded

SMA fiber.

In this research, TiNi-fiber-reinforced /epoxy-resin composite materials were made, based on

the above design concept. Using specimen models, assuming structure-members to be able to

decrease the excessive member stress caused by attack from earthquakes or sudden accidents, the

central part was experimented in vibration tests. The variations of Young’s modulus of TiNi-fiber

accompanied by contraction under electric heating, fiber volume-fraction and pre-strain volume

were measured and evaluated. The specimen’s Young’s modulus E was obtained by the equationE

(1) by measuring resonance frequency when the imbedded TiNi fiber was applied by electric

current.

(1)

Here, is character frequency of i-th-order,  is the lengths of the specimen, is weight volume

ratio, A is the cross section area of the specimen, I is the cross section of the geometrical momentf

of inertia and g is the gravitational acceleration.  is the value obtained by numerical analysis

method from characteristic equation of vibration. Each Young’s modulus was calculated by the

resonace frequencies of the first, second and third order, respectively, and the average value was

set to be Young’s modulus E.  The results are shown in Fig.1 and Fig. 2.  

Fig. l shows the relationship between the pre-strain value and Young’s modulus, and Fig. 2

shows the relationship between applied current and Young’s modulus. aa As is seen from Fig.1, the

Young’s modulus increases in accordance with the increase of pre-strain volue, fiber volume

fraction, and constriction of SMA. However, from Fig. 2, the following can be observed: in the

case of pre-strain volue 0%, the Young’s modulus is constant, despite the increase of the applied
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FIGURE 1. Relationship between pre-strain and Young's modulus 

FIGURE 2. Relationship between current and Young's modulus

current: in the case of pre-strain 5% and volume fraction 2.51%, the Young’s modulus lies

between  of applied current values: and in the case of volume fraction

1.26%, the values are found to be slightly lowered . It has already reported that the

Young’s modulus of composite matrix decreases in accordance with the rise of temperature[2].

The Young’s modulus E of SMA  can be described n as follows.

(2)

Here, Vm: Volume fraction of Matrix, Em: Young’s Modulus of Matrix, Vf: Volume fraction

of SMA-fiber: Ef: Young’s modulus of SMA-fiber

As equation (2) shows, the Young’s modulus of SMA can be obtained by the matrix, the

Young’s modulus of imbedded fiber into the matrix and volume fraction.  But, in the case of pre-

strain of TiNi fiber 0%, the Young’s modulus lowers despite the increase of the applied current

volue, which can be considered to be the influence of Vm and Em,of the matrix. From the results, it

is confirmed that the Young’s Modulus of TiNi fiber reinforced composite materials can bemm

obtained by the applied current.
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We attempted to evaluate the mixed-mode thermal stress-intensity factors by using the method of

caustics at high temperatures and at low temperatures.  The following results are obtained in this

study.

1. Theoretical caustic patterns are calculated in various cases mentioned bellow.

• The ratio of KIK  and I KIIK

• The combination of signs of plus-minus of KIK  and I KIIK

• The optical properties of materialsrr

• The optical system using for the experiment

2. Configuration of the specimen is shown in Fig. 1.  Bottom edge of the notched plate of

glass is heated to 673K.  Example of caustic patterns is shown in Fig. 2.  These caustic

patterns are obtained by using a convergent light system, therefore, the sign of KIK  should beI

negative.  On the other hand, caustic patterns similar to shown in Fig. 2 are obtained by

using a parallel light system in case of the natural crack, therefore, the sign of KIK  in thisI

condition is positive.

FIGURE 1. Configuration of the specimen of glass plate.

3. Caustic patterns observed from the heated glass plate with an inclined notch are shown in

Fig. 3.  In comparison between the caustic pattern at t =5s and that one at t =180s, the

direction of aberration of asymmetric caustic pattern is opposite each other.  This means

that the sign of KIIK  varies from positive to negative with timeI  t.
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FIGURE 2. Example of caustic patterns for glass plate withaa  a notch at 673K by convergent lighth

FIGURE 3. Example of caustic patterns for glass plate with an inclined notch at 673K by 

convergent light ( =45°)

4. Caustic patterns at low temperatures, T=233K and T=123K, are obtained from the cooled

glass plates same as shown in Fig. 1.  In these low temperature conditions, weather a notch

or a natural crack, the sign of KIK is positive.   I

5. Crack is propagated from an initial notch or a crack in some temperature conditions.  Ther

values of K at the moment of crack initiation arK e shown in Table 1.  The values of KcK

shown in Table 1 are almost the same as static fracture toughness of the material.

TABLE 1. Fracture toughness values of glass at various temperatures

6. The direction of crack propagation is in accordance with the theory of max at highx

temperatures and at low temperatures.  However, the crack propagation direction is

abruptly varies right after the initiation of crack propagation at low temperatures.  Wef

revealed that this phenomenon is caused by the existence of compressive stress in thef

specimen by FEM analysis. 

KcKK /MPam1/2

T=473K, natural crack 0.70TT

T=123K, natural crack 0.90TT

T=123K, notch 1.35TT
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In this research, contact stresses of O-ring with uniform deformation in upper and lower direction

are analyzed by photoelastic experimental hybrid method.

The O-ring is made from rubber and is used to sealing of the high pressure vessel.

The compressive deformation ratios of O-ring are 10% and 20%. Stress components ( , ,

) of O-ring under uniform deformation obtained from the photoelastic experimental hybrid

method are almost identical to those from Hertz’s theory. Therefore, stress freezing method and

photoelastic experimental hybrid method are effective applied to the stress analysis of O-ring made

from rubber that under uniform deformation. The loading device developed in this research is used

to produce the uniform deformation of O-ring for stress freezing.

Using the photoelastic experimental hybrid methods, isochromatic fringe patterns by

photoelastic experiment and using the Hertz solution, the internal stress components and the

contact stresses are obtained. And then they are compared each other. We can confirm the internal

stress fields of O-Ring under each uniform contractive ratio by developed photoelastic

experimental hybrid method. Stress distributions at the upper contact surface of O-ring are almostt

identical to those from the lower contact surface of O-ring. 

Maximum of  and  are occurred at the center of contact length. However, maximum of

 is occurred at the right side moved from the center of contact surface length by little.

The maximum of  is greater than that of  by little.

The maximum of  and  are increased by similar ratio in accordance with the squeeze

deformation ratio increasing.

In this research, we measured the contact length (upper, lower and right side) of O-ring under

uniform deformation using stress freezing method.

As shown in Fig. 1 and Fig. 2, the contact stress  of upper side under uniform deformation

are compared between Hertz solution and photoelastic experimental hybrid method.

Fig. 3 shows the internal stress field  for upper side and lower side under 10% uniform

deformation using photoelastic experimental hybrid method which developed in this research.
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FIGURE 1. Stress component ( ) under 10% uniform deformation at the upper side

FIGURE 2. Stress component ( ) under 20% uniform deformation at the upper side

FIGURE 3. Internal stress field using photoelastic experimental hybrid method 

(10% uniform deformation)
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The engineering of human tissue represents a major technique in clinical medicine [1].  Material

evaluation of skin is important as preventive medicine.  Decubitus originates in pressure and the

rub [2-4].  However, shearing in the skin has exerted the influences on the sore pressures most [5].

This paper examines one demand of crucial importance, namely thf e real time in vivo monitoring of

the shearing characteristics skin tissue.  Rheometen r is a technology developed to measure

viscoelasticity of solid and liquid.  To measure viscoelasticity of the skin in the noninvasive withf

this device, we remodeled it. It is ideal for the continuous monitoring of tissues in vivo.

Fig. 1 shows the rheometer used by this research.  This measuring instrument machine is

AR550 made by TA Instruments, and the angular velocity is 100rad/s, and the situs perversus

resolution ability is 0.62 rad.

The photograph under measurement is shown in Fig. 2.  The photograph of Fig. 2 is in the

measurement status of the ramus-palmaris-nervi-ulnaris palmar upper part.  It was performed as

follows so that the disk of a probe and operation of the skin might be in agreement.  A probe diskf

and the skin attached the fixed jig on the measurement stage so that it might become isofacies.

FIGURE 1. Three point bend specimen.

FIGURE 2. Photograph at viscoelasticity determination of forearm part
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FIGURE 3. Viscoelasticity determination result of a male forearm part

The viscoelasticity determination result of the forearm palmar part of 24 years old, 36 years

old, and a 50 years old male is shown in Fig. 3. M24-01 is 24 years old, M36-01 is 36 years old,

and M50-03 is 50 years old.   Moreover, all measurement persons are men.   As for the phase angle

delta, a big change was not seen although storage modulus G' and loss modulus G" changed with

measurement conditions, such as a measured region and forcing power, a lot during measurement.

Here, when its attention is paid to delta, in M50-03, it understands that agitation of the skin

becomes large and it is impossible to follow to displacement near the amplitude stress 10KPa.

However, in M36-01 and M24-01, most agitation was not seen (20KPa or more), but was

understood that displacement of a probe and the skin is almost the same.   Moreover, change was

not accepted in the range until a phase progresses with the increase in stress in all the measurement

results of whose were about 13 degrees in 5KPa or less, howeva er M50-03 and a phase angle results

in 20KPa in M36-01 and M24-01.
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The microstructural twin pattern and its kinetics are responsible for the electro/thermo mechanical

response of a broad class of active materials including ferroelectrics and shape memory alloys.

These, in turn, are governed by the properties of twin walls that separate between different twin

variants/domains.

Despite the important role of twin walls, their structure and properties are still ambiguous as

they can be quite narrow, in the nanometer scale, in many materials of interest. In particular, the

spatial changes of mechanical properties in a vicinity of individual twin walls have not been

explored yet. 

We present a new method for investigating the mechanical properties of a twin wall with nano-

scale resolution. The method is based on a modulus mapping technique, implemented by means of

a hybrid nanoindentation and force modulation instrument, which has been developed by Syed

Asif et al. [1,2]. Recently, Ganor and Shilo [3] introduced a procedure for finding the experimental

parameters that provide an optimal modulus contrast and demonstrated the technique’s capability

to resolve between regions with elastic moduli as close as 5%. We apply this procedure to study

the changes of elastic moduli, with nm-scale resolution, in a close vicinity of individual twin walls

in BaTiO3 and PbTiO3 crystals.

An example for modulus mapping taken from BaTiOa 3 single crystal is represented in Fig. 1.

The image exhibits a very clear contrast, which reveals three twin walls separating between

domains with an in-plane and an out-of-plane orientation. Mappings of both the storage and loss

moduli taken from a close vicinity of individual twin walls will be presented and twin wall

properties will be discussed.

4. Plasticity, Fracture and Fatigue at the Micro and Nano Scales
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FIGURE 1. (a) Storage modulus maps taken from a BaTiO3 single crystal at frequency of 780 Hz. 

(b) Storage modulus cross section taken from one of the 256 line scans composing Fig. 1(a)..
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MicroElectroMechanical Systems (MEMS) represent an extraordinary technology that promises to

transform whole industries and drive the next technological revolution. These devices can replace

bulky actuators and sensors with micrometer scale equivalents that can be produced in large

quantities by silicon micromachining. MEMS improved functionalities and potential capabilities

have brought in range many different application fields, including optical communications,

medicine, guidance and navigation systems, RF devices, weapons systems, biological andaa

chemical agent detection, and data storage. Because the field of commercial MEMS is still in its

infancy, there is nevertheless an important issue for new MEMS which still requires advanced

research, i.e. MEMS reliability.

FIGURE 1. Technological process flow chart.

The goal of this study was the investigation of multilayer cantilevers, operating as MEMS

actuators. The transducer material is a promising material for MEMS/MOEMS applications :

aluminium nitride (AlN) [1]. The AlN driven microbeams were fabricated on 380- m thick, 3’’

(100) oriented Si wafers. The process flow is shown in Fig. 1. After realizing a 15 m thick Si

membrane by KOH etch of bottom side of the wafer (step 1), on the top side are successively

deposited three thin layers : two CrNi PVD metal layers (150 nm at step 2 and 350 nm at step 4)

that have between them the AlN film. The 1 m of AlN has been depositef d (step 3) in a pulsed

reactive DC sputtering machine. The top CrNi electrode patterned at step 4, has been used as at

hard mask during AlN and silicon etching (steps 5 and 7). The last RIE step removed the silicont

which was not protected by the CrNi hard mask, transforming the initial Si membranes into an

array of free standing cantilevers. They had a constant width of 50 m and variable lengths from
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200 m up to 900 m. The final device has been diced and connected to the package. Prior the

fabrication of the devices, a series of test structures has been realized. They allowed the

measurement of the stress in the films and the influence of the bottom electrode nature over the

stress in the AlN film. Nano-indentation tests were performed on the AlN films of the test

structures using a nanoindenter IIS (Nano-Instruments) with a Berkovich tip. The study was

conducted following the continuous contact stiffness measurement procedure [2] with a frequency

of 45 Hz and an indenter vibration amplitude of 1 nm during the penetration on the tip into thef

sample. It allowed the determination of the M<hkl> modulus for AlN deposited on Pt and CrNi

electrodes.

The technological process of cantilevers fabrication has an influence on the flatness and initial

shape of microstructures. The deposition and etch of multiple thin layer on an initially straight Sif

introduces internal compressive stress and generates bending. In order to investigate the initial

parameters and long term stability, the behaviour of the cantilevers has been studied by

interferometry. The measurement system was a multifunctional interferometric platform dedicated

MEMS/MOEMS testing [3]. It gives the possibility to combine the capabilities of interferometry

methods to find static (e.g., initial shape as shown in Fig. 2, static out-of-plan displacements) and

dynamic parameters of samples (e.g., resonance frequencies and amplitude distributions in

vibration modes). 

FIGURE 2. The initial deflection of 700m long cantilevers.
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We present results on (a) relatively new “nano-micro” composites that are consciously developed

by controlling structure at two different length scales, and (b) on metallic glasses (which may be

viewed as an extreme case of “nanostructure”). 

FIGURE 1. Stress-strain curves obtained from nanocrystalline nickel in microcompression.

Microcompression experiments (with specimens 20 m in diameter and 40 m tall) are

described that provide the first measurements of the response of a nanostructured nickel (grain size

20 nm) to significant plastic strains [1]. At larger length scales, we describe results obtained on a

nano-micro composite in compression at both low and high strain rates, and discuss shearing

instabilities in nanomaterials [2].
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The excellent corrosion properties of copper justify its use in a large number of industrial

applications, in spite of its low strength in the traditional state. To overcome this problem and to

enhance the mechanical behavior of this material, the Surface Mechanical Attrition Treatment

(SMAT) seems to be well-adapted [1]. As shown in several previous works, SMA-Treatment

induces a grain refinement up to the nanometer scale in the top surface layer of the treated sample,

through severe plastic deformation performed at high strain rate. While the grain size of the

untreated material is in the micrometer scale, nanograins are generated beneath the treated surface.

Between this nanocrystallised layer and the bulk of the sample, a transition layer is also present

which is characterised by a grain size gradient: the grain size grows from the nanometer to the

micrometer scale as the depth below the treated surface increases. The treated metal can thus be

seen as a multilayered material. All these microstructural changes lead to strong modifications of

the plastic properties of the samples subjected to SMAT [2] [3]. In the last years, several methods

have been proposed to determine the Young’s modulus, the yield stress and the strain hardening

coefficient using microindentation tests. More recently, Cao and Lu [4] [5] developed a new

inverse method to extract plastic properties of metallic materials based on instrumented spherical

indentation. 

The aim of the present work is the use of instrumented sharp and spherical microindentation

tests to determine the mechanical properties of the nanocrystallised and the transition layers. To

this end, indentation tests were performed on the cross-section of samples subjected to SMAT,

from the top surface to the bulk of the samples (Fig. 1).  

A first task has been carried out on the determination of the evolution of the Young’s modulus

and the microhardness along the cross-section using 500 nm deep sharp indentations.

FIGURE 1. Measurement points along the cross-section of a copper sample subjected to SMAT 

using a Berkovich indenter.
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Accordingly to this, spherical microindentations were performed in the different sub-layers of

the sample. The maximum indentation depth was 820 nm, i.e. 1/10th h the tip radius, measured byh

SEM imaging. Afterwards, the yield stress as well as the hardening coefficient was determined for

each sub-layer, using the inverse method developed by Cao and Lu [5].

Finally, the experimental results were implemented in the Zebulon finite element model code

in order to simulate the global mechanical response of the samples. The simulated results are in

good agreement with the experimental data and show the enhanced mechanical properties of thed

copper subjected to SMAT.
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Introduction

Recently, the use of high strength steels (HSS) for automotive applications has been drastically

increased not only to enhance the safety and durability of vehicles, but also lighten the weight for at

high degree of fuel efficiency. In the side trimming operation in the production of HSS and mild

steel, knife breakage and burr frequently occur.  In addition, such breakage and bad quality of strip

cutting face are affected by yield as well as by reduced productivity and reliability on production

line [1-5]. This study examined the variation of mechanical properties of nano-structured surface

by ultrasonic cold forged tool steel (SKD-61). Same ultrasonic cold forging treatment (UCFT)

process was applied to produce the trimming knife. Their effectiveness and reliability of the UCFT

were successfully verified through the field test by trimming process in cold rolling line of

POSCO. 

Experiments and UCFT

UCFT uses ultrasonic vibratory energy as a source, and tens of thousand times per second are

struck on the material surface as constant pressure is applied. These strikes cause severe plastic

deformation to surface layers and induce a nano-scale crystal structure. The UCF device consists

of several components such as the ultrasonic generator; generating electric ultrasonic frequency,

the air compressor; pushing ultrasonic generator unit with constant pressure, the piezo-transducer

(Pb(Zr,Ti)O3), the booster; amplifying the ultrasonic vibration, the horn; transmitting the

ultrasonic vibration and ball tip (tungsten carbide). To verify the feasibility of the UCFT, various

experiments were carried out with a tool steel SKD-61, which is the material of the trimming knifef

used in the cold rolling mill. Specimens were fabricated using the UCF device. 20 kHz of

frequency was applied to the ball tip, and the applied static force was 100 N. 

Results and Discussion       

Fatigue tests were conducted using Ono type rotary bending machine (H5, Shimadzu Co.) at 3400

rpm of revolution at room temperature, and the specimens were prepared under the JIS Z2274

standard. The fatigue characteristics of smooth specimen, before and after the UCFT, are shown in

Fig. 1. The 107 cycles fatigue limit before the UCFT was 719 MPa, whereas that after the UCFT

was 899 MPa, which represent a 25% increase. SEM micrograph of the fracture surface of surface-

originating fracture was observed in SKD61 raw material; before the UCF treated smooth

specimen. At surface-originating crack site we easily observed an inclusion; its size was about 20

m. This inclusion is analyzed by EDS and contains Fe 94.51%, Cr 4.86% and V 0.63%. SEM

micrographs of interior-originating fracture, fish-eye crack was observed in case of the UCFT
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smooth specimen. A fish-eye contains an inclusion is analyzed by EDS and contains Fe 94.63%,d

Cr 5.37%. From these SEM observations, surface-originating fracture occurred at raw material

while interior-originating fracture, fish-eye crack, occurred after the UCFT because of nanoff

structured modification by severe plastic deformation and compressive residual stress in case of

the smooth specimen.

FIGURE 1. S-N curves of smooth specimen before and after the UCFT

Conclusion

The grain size of SKD61 surface treated by ultrasonic cold-forging treatment (UCFT) becomes

very fine to nano-scale crystal and nano-scale structure is observed till certain depth. The surface

hardness of SKD61 is increased up to 37% and the compressive residual stress becomes -811 MPa

to a 150 m depth after the UCFT. Fatigue limit of 107 cycles of SKD61 is increased by 25% after

the UCFT at the smooth specimen. Interior-originating fracture, fish-eye craa ack, occurs after the

UCFT because of nano structured modification by surface plastic deformation and compressive

residual stress in case of smooth specimen.UCFT improves the mechanical properties effectively

and is becoming a practical method to improve the service life of the trimming knives. Productivity

and reliability of cold rolling process have improved more than 2 times by the application of the

UCFT trimming knives.
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This paper addresses some of the deficiencies and limitations of current methods used for

synthesising random vehicle vibrations.  When wheeled vehicles traverse irregular surfaces, the

interaction between the vehicle and the terrain give rise to a dynamic process that produces

complex forces and motions within the vehicle.  Because pavement surface irregularities are

generally random in nature, the resulting vehicle vibrations are also random.   Furthermore, the

levels of the resulting vibrations are not solely dependent on the pavement roughness but are also a

function of vehicle type, payload and vehicle speed.   The effect of these parameters tends to makef

the complex mechanical interactions between the vehicle and pavement surface difficult to

characterise and predict.  It is therefore widely acknowledged that the analysis and simulation of

road-related vehicle vibrations demand some level of sophistication.

Although vibrations generated by road vehicles have been thoroughly studied on numerous

occasions, because of their inherent complexity, variability and unpredictability there does not

exist a definitive method to predict, analyse or synthesize them.  There have been, however, a

number of attempts in characterising some aspects of the process.  By far the most common

approach is to compute the average Power Spectral Density (PSD) of the vibrations.  The

technique is useful in many ways, such as identifying prevalent frequencies and the overall (RMS)

vibration level, and is still widely used today to characterise ride quality.  One major drawback of

the average PSD is that it effectively describes the average energy level (in this case acceleration)

for each frequency band within the spectrum.  It does not contain information on time-variant

parameters such as possible variations in amplitude or frequency or the time at which these

variations occur.  Furthermore, the temporal averaging process inherent to the PSD cannot separate

the effects of transients within the signal.  This is of no consequence if the process is both Gaussian

and stationary.   In such cases the nature of the signal is well defined by the normal distribution and

its higher-order moments.  However, as it has repeatedly been shown, road vehicle vibrations can

often be significantly non-stationary mainly due to variations in pavement roughness and vehicle

speed [1][2].  In such cases the average PSD fails to fully and accurately describe the process.

Charles [3] was one among many to recognize that there existed problems relating to the

interpretation of vertical vibration data from road vehicles for use to generate laboratory test

specifications.  He observed that wheeled vehicle vibrations are “unlikely to be stationary” due to

variations in road surface quality and vehicle speed.  He also showed that the statistical distribution

of vehicle vibrations is more likely to contain large amplitude peaks than a true Gaussian process.

Charles [3], who studied a variety of road types, stated:  “even for a good classified road,

whole range of surface irregularities may be encountered”.  He acknowledged that there exist

difficulties associated with distinguishing shocks from vehicle vibrations.  He also suggested that

the analysis method for characterising non-stationary vehicle vibrations should include the

identification of stationary sections using the “RMS time histogram (sic)” (presumably meaning

time history), the examination of vibration severity in terms of RMS and peak amplitude as a

function of vehicle speed and verification of the normality of the data by computing the amplitude

5. Mission Synthesis
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probability analysis.  The non-stationary and non Gaussian nature of road vehicle vibrations hasf

been confirmed in more recent studies [4].

As the importance and significance of optimising protective packaging designs intensifies the

need for closer and more accurate monitoring and understanding of hazards in the distribution

environment increases.

The paper deals with the development of a technique for decomposing non-stationary random

vibration signals into constituent Gaussian elements [4].  It aims at testing a hypothesis that non-

stationary road vehicle vibrations can be modelled statistically as a sequence of Gaussian processesf

with varying standard deviations and durations or segment lengths.  These variations in the

standard deviation are manifested in the time domain by fluctuaa ations in the overall amplitude of

the signal resulting in Probability Density estimates that exhibit highly non-Gaussian

characteristics.  The paper shows how non-stationary road vehicle vibration signals can, in general,

be systematically decomposed into these independent random Gaussian elements by means of a

numerical adaptive curve-fitting procedure.  The paper describes the development of the algorithm

which is designed to automatically extract the parameters of each constituent Gaussian process,

namely the RMS level and the Vibration Dose.  The validity of the Random Gaussian Sequencef

Decomposition (RGSD) method was tested using a large set of road vehicle vibration records andd

was found to be capable of successfully extract the Gaussian estimates as well as the corresponding

Vibration Doses.  Validation is achieved by comparing the sum of these Gaussian estimates against

the PDF of the original vibration record.  All validation cases presented here show that the RGSD

algorithm is very successful in breaking-down non-stationary random vibration records into their

constituent Gaussian processes.  The results from the Random Gaussian Sequence Decomposition

(RGSD) method are important in that they yield a series of normal random processes which are

completely characterized by the second-order statistic (the root-mean-square for zero-mean

processes).  This is very significant in that it affords great simplicity for the synthesis of normal

random vibrations.
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This paper addresses an important limitation of current methods used uu for synthesising random

vehicle vibrations.  It is self-evident that vehicle vibrations are caused, in the main, by uneven

pavement surfaces.  These have been found to be random in nature which, in turn, cause the

vehicle vibrations to be random.  Variations in pavement roughness and fluctuations in the

vehicle’s speed within a particular journey combine to produce variations in the overall energy

levels of the vehicle vibrations.  These variations make the process highly non-stationary [1, 2] and

introduce a level of complexity that cannot be adequately dealt with using conventional methods

that are used for Gaussian and stationary processes.  The most commonly-used technique for

laboratory simulation of transport vibrations has been in place for some years.  The method

assumes that the vibrations produced by wheeled vehicles can be approximated by a zero-mean,aa

normally-distributed (Gaussian) random process.  In addition, the overall root-mean-square (rms)

level of the process is often assumed to be constantff  thus implying stationarit ty.  It has been shown

that vibration synthesis at a constant rms level fail to accurately reproduce the fluctuations in

vibration levels that occur naturally during road transportation realizations [2].  Most laboratories

make use of a random vibration controller (RVC) which uses a feedback loop to synthesize and

control random signals according to a PSD function.  When non-stationarity is acknowledged,

vibrations are synthesized at various rms levels for pre-determined durations.  However, the lengthd

an sequence of each constant rms synthesized segment is not known.  This is the outstanding issue

addressed by this paper [3].

One important aspect pertaining to the synthesis of non-stationary random vibrations is the

issue of signal segmentation.  If the hypothesis that the process can be modelled statistically as a

sequence of segments, each belonging to a family of Gaussian processy with varying standard

deviations, then there must exist identifiable boundaries (change-points) at which the transition

from one segment to another occurs.  The detection of such change-points should make it possible

to determine the segment lengths and their relationship with the segment standard deviation as well

as their statistical characteristics.  Segmentation is critical when considered in the context of

synthesis.  This will determine the statistical parameters upon which the length and sequence of

each Gaussian segment will be synthesized.  Change-point detection is a process that emerged out

of a need to identify real changes in random processes such as economic indicators and the

monitoring and control of quality in manufacturing process.    Techniques range from cumulative

sum (cum-sum) schemes first proposed by Page [4,5,6] and further developed by Hinkley [7] and

Pettitt [8] to Singular-Spectrum Analysis [9]. The cumulative sum techniques are primarily geared

toward detecting significant deviations in the meant  of random processes. n The procedure is greatly

enhanced by including a bootstrapping algorithm which is used to provide an estimate in the

significance of the change-point.  Bootstrapping effectively rearranges the sequence, or order, of

the sample in a random fashion a number of times while re-evaluating the sample (in this case

using the cum-sum algorithm).  This gives a basis for determining whether the change is truly

significant or merely apparent. In this paper, a change-point detection algorithm, based on thet

cum-sum / bootstrapping techniques was developed and applied to the instantaneous magnitude of

the vibration signals.  The arguments for this approach rely on the fact that level type non-
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stationarities in random signals are well manifested through changes in the instantaneous

magnitude as computed by the Hilbert Transform.

This paper presents the development of a change-point detection algorithm that was used to

determine the length of stationary segments within a large number of typical non-stationary

random vibration records.  These include measured vibration records as well as numerically

generated records based on measured pavement profiles.  The statistical distribution of segment

lengths for each vibration record was computed with the aim at identifying similarities and trends

for the development of an overall statistical model for segment lengths to be used for synthesis

purposes.  One outcome of note was that  the shape of the segment length distributions computed

from a wide range of vibration records are generally comparable and exhibit an asymptotic like

decrease in probability of occurrence as the segment length increases.  This behaviour was found

to be best modelled with a hyperbolic function in the form

(1)

to represent the probability density function of the segment lengths, where ff C and C k are empiricalk

constants obtained by a non-linear least squares regression methodr .  The paper reveals that this

model was found to adequately describe the statistical charcateristics of segment length for both

measured and simulated vibration records.  These results find significance in the synthesis of non-

stationary random vibrations when the segment length distribution function can be used toff

statistically determine both the duration and sequence of each stationary segment. f
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In order to develop optimum packaging it is important that packaging engineers know the expectedrr

mechanical hazards that packages will observe during shipping and handling. This information

allows them to engineer the right amount of protective packaging needed. To help designers to

reduce cost, either by avoiding wasting packaging materials by over-packaging or avoiding

damage by under-packaging, test methods to simulate the shipment of the packaged goods in the

laboratory need to be based on actual measured vibrations.

Vibrations that occur in vehicles during transportation are complex and play a significant role

in the level of damage experienced by products during shipment. Vehicle vibrations are random

and their character and level is dependent on the type of vehicle, suspensitt on type, payload, vehicle

speed and road condition.  Because of these variabilities, it is not always possible to represent

transport vibrations with a simple function such as the power spectral density (PSD) function.

With the advent of sophisticated vibration recorders in the pastd  decade, packaging engineers havet

been able to measure and analyze increasing volumes of vibrations that occur in commercial

shipments.  Recently, numerous studies have been undertaken with the aim of measuring and

evaluating the vibrations in various distribution environments around the globe  and using

particular vehicle types to enable packaging engineers to develop packaging solutions to meet

world-wide distribution challenges [1, 2, 3, 4]. The main purpose of these exercises is to generate

effective laboratory test schedules for evaluating the performance of  package systems when

subjected to vehicle vibrations during distribution.

This paper present the initial results of a study was aimed at measuring and developing

simulation methods for road transport.  The study quantifies vibratirr on characteristics in trucks as a

function of speed, payload, and suspension type. The shipments were instrumented with vibration

data recorders to measure the vibration levels and , in some cases, a Global Position System to

measure the truck speed and location. Over ten different vehicles with a variety of suspension

types, payloads and road surface types were studied with high-capacity vibration recorders

mounted at various locations on the vehicles.

The measured data was subjected to a range of statistically analyses that include the PSD and

the statistical distribution of the (moving) root-mean-square (RMS) level. Limitations relating to

the computation of the moving RMS with respect to window width are discussed and examined

[5].  

The paper focuses on the development of a model for characterising the probability density of

the moving RMS of the vibrations for various vehicle types, payloads and sensor location.  A

model, based on the three-parameter Weibull distribution, includes an additional parameter (xo)

which accounts a shift in the distribution for the overall RMS level.tt
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Where x is the moving RMS and alpha, gamma and rho are the Weibull parameters.

The model was subject to validation tests against a number of vibration samples and were

found to offer good agreement as shown in Figure 1 which shows a typical example.
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Currently, the determination of mechanical data fields during a loading is generally performed by

non-contact optical techniques like mark tracking or Digital Image Correlation techniques.

However, these methods are only surface measurement techniques and even if we add the

measurement of out-plan displacements, we can’t calculate all the three-dimensional strain

components. To obtain the full 3D strain tensor, DIC techniques [1] have been extended to Digital

Volume Correlation (DVC) [2,3,4,5]. So we are able to investigate 3D mechanical phenomena in

the core of materials or structures without hypothesis nor using numerical simulation. DVC allows

the measurement of 3D displacement by considering a 3D material transformation which can be

assimilated at a pure translation or at a translation combined with a local gradient. This technique

needs volume images which contain a 3D random distribution of grey levels. In order to obtain a

subvoxel accuracy, a trilinear interpolation of the grey levels is rr used and the final positions are

calculated with an optimization of a correlation coefficient. In this study, we present 3D

measurements made by images from X-ray computed tomography and optical scanning

tomography. In order to define the fields of application of both techniques, we show their

performances and we evaluate their measurement uncertainty.

DVC and X-Ray Computed Tomography

Up to the present, DVC technique has principally applied on 3D images generated by X-ray

computed tomography (CT) [2,3,5]. The distribution of grey levels is due to local differences of

density and so is given by the microstructure of the material of the studied specimen. X-rays are

well adapted to study materials with a native heterogeneous microstrh ucture like tirr ssues and organs

as applications in medicine or biology but also enable the observation of other heterogeneous

materials like for example ceramics or geomaterials… However, all the materials do not present,

by X-ray CT, a natural local contrast sufficient to use DVC. Then it is necessary to include some

markers, small dense particles, during the making of the material. X-ray CT requires a heavy

device, like a medical or laboratory tomography device or a synchrotron radiation device. In this

study, volume images are generated by micro-Computed Tomography. To evaluate the

measurement uncertainty of this technique and to have images with a good quality, we work with

silicone specimens which contain copper particles having a size going from 50μm to 150μm.

DVC and Optical Scanning Tomography

Recently, we have developed an optical technique to generate volume images by optical slicing

in transparent materials containing particles [4]. A plane laser beam scans the specimen and 2D

images of the scattered light involved by particles are successively recorded at each position of the

beam in order to constitute a volume (Fig. 1). The random distribution of the grey levels within the

volume image is given by the scattered light phenomenon. We have shown [4] that a good quality

of images can be obtained with specimens made in epoxy resin or in polyurethane by including

particles of polyamide with a size of approximately 150μm. DVC from optical scanningaa

tomography, which needs a simple experimental device and allows a quick recording of volume

6. Optical Methods for 3-D Displacement Field Measurement
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images of specimens made by an easy cast elaboration, seems to be well adapted for the study of

strain concentration in structures.

Experiments

First for both techniques, we have evaluated the displacement measurement uncertainty by

imposing several subvoxel displacements at the specimens between several states. In assuming that

the displacements are homogenous in the whole specimen, we determine gaps between imposed

and measured displacement. Then, we calculate the standard deviation giving the uncertainty. Fig.

2 shows for example the standard deviation values obtained by both techniques. To evaluate the

strain measurement uncertainty, we have to impose a strain value on the specimen. For that, wemm

have developed an experimental setup made in an X-ray transparent material (PMMA) allowing us

to make a tensile test on the specimen inside the micro-CT system. So, we can make similar tests

by using X-ray micro-CT device and optical scanning tomography device. These different tests

allow us to improve the knowledge of these 3D full field measurement techniques in order to make

material and structure studies.

References

1. Bruck, H.A., Mc Neill, S.R., Sutton, M.A. and Peters, W.H., Exp. Mech., vol. 29, 261-267,

1989.

2. Bay, B.K., Smith, T.S., Fyrhie, D.P. and Saad, M., Exp. Mech., vol. 39, 217-226, 1999.

3. Verhulp, E., Van Rietbergen, B. and Huiskes, R., J. of Biomech., vol. 37, 1313-1320, 2004.

4. Germaneau, A., Doumalin, P. and Dupré, J.C., In Proceedings of Photomechanics 2006,

edited by M. Grédiac and J. Huntley, Clermont-Ferrand, France, 2006.

5. Bornert, M., Doumalin, P. and Maire, E., In Proceedings of ICEM 12, edited by C.

Pappalettere, Bari, Italy, McGraw-Hill, 445-446, 2004.



6. Optical Methods for 3-D Displacement Field Measurement 555

CRACK TIP GROWTH MEASUREMENT USING DIGITAL IMAGE
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We present the results of sub-surface crack-length measurements in an aluminium sample that are

inferred from surface strains calculated using digital image correlation (DIC). DIC is a photometric

technique that uses a calibrated stereo camera system to calculate the 3D shape and motion of an

imaged scene [1,2]. Image correlation has already proven itself to be useful for crack tip

investigation due to the ability to obtain a relatively dense set of strain measurements in a region of

interest. Traditionally, this has been accomplished using 2D-DIC techniques that require only a

single camera [3], however, the more complex geometry of the current experiment required 3D

information to correctly map the crack-tip strains onto the curved surface. This complex sample

geometry was carefully constructed to maintain a stable strain field in order to produce crack

growth at rates easily captured with high-resolution digital cad meras operating with a 4-Hz frame

rate (see Fig. 1). A preliminary experiment was conducted where the crack growth was halted and

x-ray methods were used to find the sub-surface crack-tip location. The sub-surface crack location

corresponded to a surface strain of 10%. This value was then used for tracking the crack extension

as the specimen failed. The three samples tested showed excellent agreement. The crack length and

applied load versus sample extension (measured with a linear variable differential transformer) for

a single sample is shown in Fig. 2.  Also shown are images of the strain field at assorted times

during the test. The theoretical “peanut” shaped crack-tip strain predicted by the plane stress

Tresca criterion is evident in the measured strain field.

Details on the experimental setup and procedure are presented and highlight some of the

strengths and difficulties in using DIC in a laboratory environment. This includes information

regarding setup of the high-resolution 4-Megapixel cameras, calibration, specimen preparation and

use of image correlation software for analyzing the resulting images.

Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin

Company, for the United States Department of Energy’s National Nuclear Security Administration

under contract No. DE-AC04-94AL85000.

FIGURE 1. Specimen in load frame showing basic geometry of the specimen and DIC camera 

arrangement.
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FIGURE 2. Crack growth results for an aluminium sample. The grayscale corresponds to the strain 

contours for the DIC results.
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W. Sun1, 2, a
P, X.-Y. He P

1, b
P, M. Li P

2, c and Y. FuP

P

2,d
P

1 Department of Engineering Mechanics, Southeast University,

 Sipailou st, Nanjing 210096, P R China
2 Department of Mechanical Engineering, National University of Singapore,

10 Kent Ridge Crescent, Singapore 119260

a Pnancysun@seu.edu.cn, PbP mmhxy@seu.edu.cn,

Pc Plimingzhou@nus.edu.cn, PdP mpefuy@nus.edu.cn

P

MEMS (Micro Electro-Mechanical Systems) is a rapidly growing field building upon the existing

silicon processing infrastructure and techniques to create micro-scale devices or systems [1].

However, the progress of the MEMS depends on the state-of-the-art test and measurement

methodologies to inspect the deformation of the microcomponents for further understanding of

their mechanical properties, which will push the design to its extreme. Among the existing optical

techniques, interferometry is still widely used due to its capabilityd of performing accurate

measurements on microcomponents with surface deformation ranging from less than 0.1nm to

several hundreds of microns. In this paper an optical Michelson interferometry technique is

developed for testing deformation and corresponding mechanical parameters of a surface

micromachined beam under applied voltage (both AC and DC source). A long distance microscope

with the CCD camera or high-speed camera is utilized to capture the interference fringe pattern

that results from recombination of two beams reflected from the optical mirror in the Mirau

objective and the micro-beam.

There are many widely used ways to process the resulted interference fringe patterns, including

skeletonization & fringe tracking, phase measurement methods and so on. Major limitations of thea

conventional fringe counting analysis exist in the correct location of bright and dark fringe peaks

especially in noisy fringes and the densities of the fringes [2]. Recently, there has been much

interest in demodulation of fringe patterns using phase measurement methods, such as Fourier

transform profilometry, phase stepping, digital phase locked loop, and direct phad se detection, all of

that significantly improved the resolution, accuracy, and repeatability in the fringe analysis

technologies [3]. Since dynamic deformations are involved in this paper, phase stepping which

requires multiple images is not available. For single-image based technique, Fourier transform are

commonly used. In some cases it is quite difficult to select a proper bandpass filtering window.

Lately, Wavelet analysis has become an effective tool in optical interferometry, in particular its

application in phase retrieval using one fringe pattern; speckle noise reduction; and flow detection.

In this paper, wavelet analysis is employed to extract phase from the experimental fringe

patterns, which give a better solution with noise reduction and without deficiency for filter window

choice as in Fourier transform. Phase extraction is performed by computing the phase at a wavelet

ridge:

(1)

where Im and Re are respectively the imaginary and real part of a complex wavelet coefficients.

is a scaling on the ridge[4]. Obviously, phase unwrapping cannot be avoided. To overcome the

problem of phase ambiguity, carrier technique is frequently used on an initial interferogram. The

basic principle of the technique is to introduce a known set of linear carrier fringes. Within defined

b
Re

Im
tan)( 1

rba
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limits, this results in a simple fringe pattern (with monotonically increasing or decreasing fringe

order) which enables straightforward determination of the phase. Due to the limited image

resolution, interference range, defocus of the image in micron range and fringes of high density, it

is quite difficult to introduce enough carrier fringes so that the resultant fringes are directed at the

same orientation. In our case, a limited linear carrier is introduced by a slight tilt of the substrate,

which cannot be absolutely avoided in the actual experimental conditions. The detailed procedures

of phase extraction are as follows: firstly, unwrap phase from one end of the beam to the other ends

over the entire span; secondly, identify the point which introduces phase ambiguity (in this case,t

the point is corresponding to the inflexion point on the unwrapped phase curve); thirdly, reflect the

phase values starting from this point; finally, subtract the phase introduced by the carrier fringe.t

Since we obtained the final unwrapped phase map, profile of the specimen can be easily converted

by multiplying by . Both simulation and experimental tests are conducted to validate the

feasibility of this practical method.

This paper is focused on the investigation of a micro beam under applied voltage using the

proposed phase extraction method. Both static and dynamic tests are performed by applying a dc

and ac voltage across the beam, respectively. Deflections of the beam under different loading

conditions are obtained. Furthermore, corresponding mechanical properties of the micro-beam are

also determined, including residual stress, Young’s modulus, resonant frequency and Q- factor.

The experimental results show that the proposed technique is relatively simple and accurate, and is

a potential method for the evaluation of mechanical properties of micro components.
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3D SURFACE ELASTIC-PLASTIC STRAIN MAPPING IN HEMMING,

BENDING, AND INDENTATION TESTS

 Wei Tong
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To measure the surface deformation of an initially flat object undergoing three-dimensional rigid

body motion and deformation by digital image correlation technique (see Tong [1-3] and Tong et

al. [4-5]), one needs to have at least two images of the object at two different viewing angles before

and after the deformation. While a dual-camera stereo imaging system commonly used in machine

vision is a natural choice for such measurements, there are many practical applications when such

a dual-camera stereo imaging system is not feasible.  Here we present a 3D surface strain mapping

technique based on digital image correlation using mostly a single camera imaging system for

several applications, including hemming of automotive sheet metals, three-point and four-point

bending tests, and indentation test with cylindrical or spherical indenters.  

FIGURE 1. Single camera imaging system for 3D surface deformation mapping [1]. 

One experimental configuration for measuring the surface deformation of an object with a

curved surface is shown in Fig. 1.  It consists of a combined rotation and trand slation specimen

stage, a telecentric zoom lens, a CCD digital camera, and a computer (for acquiring digital images

from the camera and for image processing and data analysis).  It is assumed that the optical axis of

the imaging system is parallel with the Z-axis of the specimen stage and a flat object with itsZZ

surface aligned with the XY-plane on the specimen stage is imYY aged digitally. The intercepting point

between the XY-plane and the optical axisYY  defines the origin of the physical coordinate system

(X(( =XX Y=YY Z=0).  It is not necessary thatZZ  the optical axis should intercept t the axis of the rotation stage

(but the rotation axis should be parallel with the X-axis of the physical coorXX dinate system and lies

within the XY-plane). Such an experimentYY al set-up is ideal for off-line measurements and it has

been used successfully for measuring the total cumulative strains of thin sheet metals after

hemming or bending operations [1] and is readily extended to indentation tests after unloading.
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When there is a need to monitor the evolution of the deformation field or to measure the elasticf

strains (so the unloading step is not allowed) during a bend test or an indentation test, one wouldr

have to perform the on-line real-time measurements (i.e., acquiring a sequence of images) during

the test. One of the possible experimental configurations is given here (see Fig. 2).  To facilitate the

in-situ image acquisition, the bend apex region is set to remain more or less stationary while the

loading pins on the sides are moving (Fig. 2a). The camera 1 (mounted to a stand fixed to the labd

floor) is used to measure the deformed sample that initially lies in the XY plane and remains in

focus after some out-of-plane motion due to bending while the camera 2 (also mounted to a stand

fixed to the lab floor) is used to monitor at the same time the bent shape of the sample from the side

view (Fig. 2b).

FIGURE 2. Experimental set-up for bending tests: (a) schematic of the bend test; (b) image

acquisition by camera 1 and camera 2 during the test. 

Results of experiments using both types of setups along with some practical issues will be

presented to demonstrate the feasibility, reliability and accuracy of the 3D surface plastic

deformation measurements using digital image correlation techniques.
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PROJECTED FRINGE PATTERN ANALYSIS BY THE FOURIER METHOD:

APPLICATION TO VIBRATION STUDIES
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This presentation introduces a new technique of fringe analysis basef d on the Fourier method,

Takeda, et al. [1] and is applied to vibration study of a free-end cantilever f beam. When a Ronchi

ruling is projected on a homogenous cantilever, which is subjected to harmonic vibration, its

behaviour can be considered as a time-varying interference pattern that contains a constant carrier

frequency in the horizontal direction, as shown in Fig. 1. Our method considers that the integration

time of the CCD camera is smaller than the temporal vibration period. Actually, this integration is

1/800 of a second. Then, under this condition any captured frame of the projected fringe patternaa

can be modelled as

, (1)

where the subscript k, is a positive integer that indicated the k-th captured patternkk

 by the CCD camera at instant . Note that the term  is not

always bigger than (x,y), b(x,y), and k(x,y) because the pattern of Eq. (1) does not have a

monotonous comporting, but it depends of the natural mode present on the cantilever.

The expression (1) can be written in a more convenient way as

,  (2)

where i is the imaginary unit given by , the symbol * denotes complex conjugated of

, which is given by

, (3)

Using the Fourier method principle, and with the idea of phase extraction introduced by Kreis

[2], the term  can be separated of . Then, considering this fact,

we propose, for two consecutive patterns, k and k k+1, to calculate the quotientkk

, then

, (4)

eliminating, in this way, the modulation intensity and the carrier frequency terms. As a result, att

complex exponential function relative to phase difference,

of the pattern k+1 and the patternkk k, is obtained.

Note that, if we chose the term  instead of the term , as is

usually used in the Fourier-transform method, facilitates remove possible ambiguity when locating

the filtering component in the centre of coordinates. This is, due to implicitly removing the carrier

frequency. Also, with this operation is possible eliminate other problems as the non linearity of
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detector and the non uniformity illumination. Then, the phase difference can be calculated

choosing the imaginary part of the logarithm of the expression (4). That isaa

, (5)

Eq. (5) shows the principal value wrapped between 0 and  radians. Although, it should be

possible chose properly, without losing of generality, the Ronchi ruling period, angles  and ,

such that Eq. (5) be minor or equal to  radians. Then it can be considered as the equivalent

measure to the spatial form of the vibration mode without necessity of the unwrapping phase.

Some vibration shape modes obtained experimentally are show in Fig. 2.xx
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Some of the recent work done in anti-plane problems are: Chen et al. [1] investigated the crack

problems for nonhomogenous materials under anti-plane shear loading using a displacement-based

formulation. Wang [2] studied the behavior of a mode III crack in functionally graded piezoelectric

materials investigating materials that are weakened by a single crack or a series of collinear cracks.

Under the permeable crack assumption Li and Tang [3] analyzed electro-elastic: problems of an

interface anti-plane shear crack in a layered piezoelectric plate. Bhargava and Saxena [4] solved

the anti-plane problem of crack arrest for a piezoelectric ceramic weakened by a crack when

developed plastic zones are subjected to variable stress.

The problem investigated in the present paper is of a poled infinite piezoelectric ceramic plate

occupying the xy-plane. The plate is poled in z-direction perpendicular to xy-plane. 

FIGURE 1. Schematic representation of problems

The plate is weakened by a hairline straight crack, L, from (-a, 0) to (a, 0). The infinite

boundary of the plate is subjected to uniform constant anti-plane stress  at infinity and in-t

plane uniform electric displacement  such that the crack yields both mechanically and

electrically. Consequently a plastic zone and a saturation zone protrude ahead of each tip of the

crack. Two cases are investigated:

Case I:  Saturation zone length exceeds the plastic zone length.

Case II: Plastic zone length is bigger than that of the saturation zone.

To arrest the crack from further opening, the rims of each developed plastic zone are subjected

yield point shear stress,  and in-plane normal, cohesive electric displacement

yz

DDy

yz s
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 is applied on the rims of developed saturation zones. Here, t refers to point on anyuu

of the saturation zones. In both cases, a mathematical model is obtained using linear piezoelectric

theory. The Fourier integral transform method is employed to obtain the desired potentials and

closed form expressions are obtained to determine the length of yield zone and saturation zone in

each case.

Case I: Plastic zone length b-a and saturation zone length l-a along x-axis are determined using

 ;

where 

Case II: similarly, plastic zone length l-a and saturation zone length b-a are obtained from

; 

In each case analytic expressions for the crack opening displacement, crack opening potential

drop and energy release rate have been derived. A case study for them is presented in graphical

form with respect to the affecting parameters viz. material constants, crack length, plastic zone

length, saturation zone length and the loads applied at infinity for a specific ceramic.
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ELECTRIC-FIELD INDUCED FATIGUE CRACK GROWTH IN

FERROELECTRIC SINGLE CRYSTALS
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As one important class of the functional materials, ferroelectrics have been widely used as sensors,

actuators, and transducers in smart structures. However, due to a strong electro-mechanical

coupling, ferroelectrics suffer rather high stress under cyclic electric field. The low fracture

toughness (lower than ) and large switching strain render the reliability issue a

bottleneck for the performance against crack propagation of ferroelectrics in smart structures.  The

importance for the reliability of ferroelectric materials gives a strong impetus for the studies on the

crack propagation and the underlying mechanisms [1-9]. As fatigue crack growth in ferroelectric

ceramics is often related with the grain boundary effects, a systematic study using single crystals is

warranted for a better understanding of the electric-field-induced fatigue crack growth and its close

relationship with the 90o domain switching.

In this study, in-situ observation of electrically induced fatigue crack growth and 90o domain

switching were carried out for ferroelectric single crystals of BaTiO3 and PMN-PT under

alternating electric field. Substantial crack growth was found for PMN-PT 62/38 and BaTiO3

single crystals both below and above . It was observed that cra ack propagation behavior is a

repeated process of progressive but small increments followed by a sudden increase in the crack

length. When there is a sudden increase in the crack length, crack bifurcation or branching always

occurs, as shown in Fig. 1. 

FIGURE 1. Crack morphologies for the PMN-PT 62/38 single crystal electrically cycled at a field 

magnitude of 234V/mm (0.78Ec) for cycle numbers (a) 300, (b), 1700, and  (c) 5200. The arrows 

indicate the directions of applied cyclic electric field.

Direct evidence of the crack propagation accompanied with the forward movement of 90o

domain boundaries was found, as shown in Fig. 2 [10].

1MPa mMM

c
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FIGURE 2. The transmission polarized optical micrographs of crack patterns for BaTiO3 single

crystal electrically cycled at a field of 600V/mm (3.3Ec) for (a) 0, (b) 7000, and (c) 45000 cycles.

Significant orientational effect was found for BaTiO3 single crystals. For poled [001]-oriented

BaTiO3 single crystal, the applied cyclic electric field is perpendicular to the poling direction.

Electric field-induced fatigue crack tends to propagate perpendicular to the applied electric field or

in 45o directions, but not in the direction parallel to the cyclic electric field, before the global

domain switching takes place. At the same time, cracks that initiated from the electrode/crystal

interface grow rapidly along the domain boundary. For poled [100]-oriented BaTiO3 single crystal,

the applied electric field is parallel to the poling direction. The cracks induced by Vickers

indentation remains stationary under a cyclic electric field below the coercive field, but start to

extend when the cyclic field causes global domain switching. The crack slightly propagates alongn

its original crack direction, and then arrests. When the electric field increases further, the indented

cracks remain unchanged while cracks emanating from the electrode propagate rapidly within the

single crystal. 

It was suggested that the crack morphology, the electric boundary condition along the crack

faces, as well as the stresses induced by 90o domian switching play important roles in the observed

crack propagation behavior.

References

1. Yang W., Mechatronic Reliability,Tsinghua Universtiy Press, Beijing China and Springer,

Berlin Germany, 2002.

2. Cao H. C., Evans A. G., J. Am. Ceram. Soc., vol. 77, 1783-1786, 1994.

3. Schneider G. A., and Heyer V., J. Eur. Ceram. Soc., vol. 19, 1299-1306, 1999.

4. Lynch C. S., Yang W., Collier L., Suo Z., McMeeking R. M., Ferroelectrics, vol. 166, 11-30

(1995). 

5. Shieh J., Huber J. E., and Fleck N. A., J. Eu. Ceram. Soc., vol. 26, 95-109, 2006.

6. Nuffer J., Lupascu D. C., Glazounov A., Kleebe H., and Roedel J., J. Europ. Ceram. Soc., vol.

22, 2133-2142, 2002.

7. Fang F., Yang W. and Zhu T., J. Mater. Res., vol. 14, 2940-2944, 1999.

8. Yang W., Zhu T., J Mech. Phys. Solids, vol. 46, 291-311, 1998.

9. Zhu T. and Yang W., Acta Materialia, vol. 41, 4695-4702, 1997.

10. Fang F., Yang W., Zhang F. C., and Luo H. S., J. Am. Ceram. Soc., vol. 88, 2491-2497, 2005.



7. Fracture and Fatigue of Piezoelectric Ceramics 567

INTEGRITY OF PIEZO-COMPOSITE BEAMS UNDER HIGH CYCLIC

ELECTRO-MECHANICAL LOADS – EXPERIMENTAL RESULTS

  Lucy Edery-Azulay and Haim Abramovich

Faculty of Aerospace Engineering, Technion

I.I.T., Haifa 32000, Israel

lucy@aerodyne.technion.ac.il; haim@aerodyne.technion.ac.il;

One key issue in the study of the structural integrity of smart structures is the research of high

cyclic electro-mechanical (E/M) loading. To truly understand the integrity of smart structures,

investigation must include active sensors/actuators embedded or bonded as a part of smartr

structure, and to be loaded in a combined electro-mechanical cyclic loads as the way they will be

used in real applications. A better understanding of the effects of cyclic E/M loading is necessary

to characterize the lifetime behavior of active ceramic components.aa

The present research is a part of a comprehensive1 experimental study dealing with the

structural integrity of smart structures. A composite laminate made of graphite-epoxy with a quasi-

isotropic lay-up was used as a host structure for all the specimens. Two commercially available

piezoelectric patches (PZT-5H, lead zirconate titanate) were used: ACX patches from QP15N

Cymer Inc. U.S.A. and PIC255 from PI Ceramics, Germany. The first part of the present study

investigates the behaviour of piezo-laminated beams with embedded or surface bonded patches,

subjected to axial tension/compression loads. Seven different specimens (numbered as AX-EM)

with embedded piezoceramic patches and another two specimens (numbered as AX-SM) with four

piezoceramic patches bonded to the surface of each host structure (one pair of ACX and one pair ofh

PIC-255 patches) were tested. Figs. 1(a-b) illustrate schematically both embedded and surface

bonded axially loaded specimens.

FIGURE 1- Schematic description of the two specimens. (a). Embedded piezoelectric actuators,m

(b). Surface bonded piezoelectric actuators

The second part of the present study investigates the behaviour of seven specimens (numbered

as BEN1-7) with four piezoelectric patches, one pair of ACX and one pair of PIC-255, bonded on

each side of the host structure. These specimens were subjected to bending cyclic loads using four-
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point bending setup tests. Figs. 2(a-b) present a schematic drawing of the four-point bending test

setup and its realization using the MTS loading machine.

FIGURE 2. Four-point bending setup test. (a) Schematic illustration, (b) - Test setup

The aim of the present research is to examine the changes in the piezoceramic sensing

capabilities as a piezo-laminated structure is undergoing an increasing number of electro-

mechanical load cycles. These two types of integrated loads, called Electro-Mechanical (E/M)

loads can be applied in-phase (both loads cause either tension or compression) or out-of-phase (one

load causes tension while the other causes compression and vice versa).

The degradation in the sensing abilities of the piezoelectric patches for an increasing number

of E/M load cycles was monitored and recorded. Fig. 3 shows typical degradation results for

patches subjected to E/M cyclic load in an out-of-phase configuration, tensile/compression and

bending. 

FIGURE 3. Typical degradation results for patches subjected to an out-of-phase E/M cyclic load

It is expected that the main impact of the present research will be its capability to predict the

structural integrity of a given smart structure as a function of its use, yielding a balanced design

with an enhanced survivability and a higher confidence in the usage of ff piezoelectric patches. 

1 Yet, in general, structural life prediction involves analyzing data gathered from a large

number of tests. The present review does not pretend to cover the whole spectrum of experiment

that have to be done.
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As a result of their wide use in the form of sensors and actuators, much interest has been focused

on the reliability and failure behavior of piezoelectric materials.  This leads to the need to develop

techniques for predicting crack growth under monotonic and fatigue loading (both mechanical and

electric).  To this end, accurate methods are required for calculating stress and electric flux density

intensity factors in these materials.  The solution is affected by the mechanical and electrical

coupling, as well as material anisotropy in its poled state.

In this study, a conservative integral is derived for calculating the intensity factors associated

with piezoelectric material for an impermeable crack, as well as for the exact boundary conditions

proposed by Landis [1].  This is an extension of the M-integral or interaction energy integral forMM

mode separation in mechanical problems.  In addition, the method of displacement extrapolation is

extended for this application as a check on results obtained with the conservative integral. The

crack is assumed along the x-axis in the xy – plane.  Poling is at an arbitrary angle with respect to

the crack plane with poling within the z = 0 plane.  These methods were extended in this study in

order to calibrate specimens for carrying out fracture tests in piezoelectric materials.

There are three approaches in the literature for describing the boundary conditions on the crack

faces for piezoelectric materials, i.e. impermeable, permeable and semi-permeable crack models.

With the impermeable crack assumption, the permittivity of the gap is taken to be zero. This

implies that the normal component of the electric flux density must f vanish.  In contrast, with the

permeable model, the crack is assumed not to perturb the electric field directly so that both thett

electric potential and normal electric flux density rr are continuous across the crack faces.  Semi-

permeable boundary conditions were proposed by Hao and Shen [2], in which the electric

permeability in the crack gap is accounted for.  In each of these three models, it is assumed that the

crack faces are traction free.  Landis [1] proposed a new set of boundary conditions that consists of

additional closing tractions; these conditions are called the exact boundary conditions and will be

used here in order to derive an M-integral.  It should beMM noted that so far, the M-integral has notMM

been derived using the exact boundary conditions.

To obtain the M-integral, use is made of the relation MM between the energy release rate and the J-JJ

integral.  The former is given by

(1)

where k is the intensity factor vector, namely , andk L is one of the

Barnett-Lothe tensors.  The path independent J-integral which is given byJJ
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  (2)

where C3CC  is an infinitesimal circle of radius r surrounding the crack tip, r C1 is an arbitrary path

surrounding the crack tip, beginning at the lower crack face and terminating at the upper crack

face, C2CC and C4C are paths along the upper and lower crack faces.  In eq. (2), h is the electric

enthalpy density given by , ni is the unit outward

normal to the paths, TiTT = ijnjn is the traction,j ui and Di are the displacement and electric flux

density fields, and E1 is the electric field in the x-direction.  It should be noted that for the

impermeable crack assumption, the expressions along C2CC  and C4C are zero (see Suo, et al. [3]).

To obtain the M-integral, two equilibrium solutions MM are assumed and superposed; this is

possible since the material behaves linearly.  Thus, the expressions for the stress, strain,

displacement, electric fields, the electric flux density and the intensity factors are written as a

combination of two solutions.  The first solution is the sought after solution; the fields are obtained

by means of a finite element calculation.  The second solution consists of four auxiliary solutions

which are derived from the first term of the asymptotic solution.  By the usual manipulation, two

expressions for the M-integral are derived and equated.MM

Several problems are analyzed by means of the finite element method with the program

ANSYS [4].  Eight noded quadrilateral coupled field elements are employed.  Quarter-pointm

elements are used at the crack tip, so that the square-root singularity is well modeled.  In order to

accurately calculate the stress and electric fields at the crack tip, the mesh density is increased in

that region.

Several benchmark problems are examined to demonstrate the accuracy of the method.

Numerical difficulties encountered resulting from multiplication of large and small numbers is

solved by normalizing the variables.  Since an analytical solution exists, a finite length crack in an

infinite body is also considered.  In addition, a four point bend specimen subjected to both an

applied load and an electric field is presented for a crack at an angle to the poling direction.  It is

seen that neglecting the piezoelectric effect in calculating stress intensity factors may lead to

errors.  Finally, results obtained by means of the impermeable and exact boundary conditions are

compared.

References

1. Landis, C.M., Int J Solids Struct, vol. 41, 6291-6315, 2004.

2. Hao, T.-H. and Shen, Z.-Y., Engng Fract Mech, vol. 47, 793-802, 1994.

3. Suo, Z., Kuo, C.-M., Barnett, D.M. and Willis, J.R., J Mech Phys Solids, vol. 40, 739-765,

1992.

4. ANSYS, Release 8.1, Ansys, Inc., Canonsburg, Pennsylvania, 2004.

ijssijjiijksijijks EeEECh 2/



7. Fracture and Fatigue of Piezoelectric Ceramics 571
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Many microelectromechanical systems (MEMS) are based on polysilicon films used for

electrostatic actuation. However, piezoelectric films, such as lead zirconate titanate (PZT), can

provide the ability to generate high forces at lower strains as actuators [1] or for use in energy

conversion applications, bringing a different set of challenges regarding processing and reliability

in mechanical applications.  These often are used in the form of thin PZT membranes [2], and so

this structure is of particular interest for piezoelectric MEMS, among the many possible

geometries for this type of material [3].  In this presentation, failure mechanisms in PZT MEMS

will be described for both processing requirements and during service.  

During processing the stresses that often develop are due to thermal expansion mismatch

between the PZT film and substrate, leading to tensile stresses on the order of 100’s of MPa and

subsequent film cracking and delamination.  The thickness, electrode materials, and underlying

adhesion layers impact the cracking and demonstrate that fracture in these cases is due to total

elastic strain energy generated during cooling from high temperature annealing processes.  Typical

failures due to fracture during processing are shown in Fig. 1.

FIGURE 1. Through thickness cracking in PZT films during processing, Robinson et. al. [4]

During service, thin membranes and cantilevers are often stressed to large deflections, where

elastic strains on the order of 0.2% are reached.  The failure mechanism in this case tends to be

related to tensile bending stresses, rather than membrane stresses.  In very thin membrane

structures, which are common in MEMS; this balance between bending and stretching can be used

to accentuate the electromechanical coupling of thin PZT films if operated such that regions of the

film in bending are utilized in compression and not tension.  Using prest sure – deflection curves

measured from bulge testing these structures it is possible to measure both residual stresses, overallh

compliance, and fracture and failure strains.  A bulge testing system has been developed using a

laser vibrometer for deflection measurements to allow both static (Fig. 2) and dynamic measurents

of deflection during bulge testing.  The pressure deflection tests can be fit using the pressure, p, to

deflect a pre-stressed membrane
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(1)

where C and D are constants related to stress and elastic modulus respectively, and w is the

deflection at the midpoint of the membrane. t

Microscopy of failed PZT films, along with electrical output from the films, will be presented

to demonstrate the failure mechanisms in service. Fatigue testing using electrical actuation of the

PZT film will be compared directly to that from mechanical forcing mechanisms to demonstrate

fatigue behavior in excess of over a billion cycles under operating conditions. 

 FIGURE 2. Pressure deflection relationship for 2 m PZT film on a 1 m Si membrane showing

data (black) with eq. 1 deconvolved into the respective linear and cubic terms.  
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In the present presentation, we report the success of applying the concepts of fracture mechanics to

the failure of electrically conductive cracks in dielectric and piezoelectric ceramics. In industrial

practice, internal electrodes have widely been adopted in electronic and electromechanical devices

made of dielectric and piezoelectric ceramics. These embedded electrodes may naturally function

as pre-conductive cracks or notches if Young’s modulus of the electrode is much smaller than

Young’s modulus of the ceramics. In addition, dielectric breakdown and partial discharge may

convert an originally electrically insulating crack to an electrically conductive crack. To ensure

that the electric field inside the conductive crack remains zero, electric charges in the conductive

crack surfaces rearrange themselves to produce an induced field that has the same magnitude as the

applied one but with an opposite sign. As a result, the charges in the upper and lower crack

surfaces near the crack tip have the same sign. Charges with the same sign repel each other and

have a tendency to propagate the crack. The J-integral for a conductive crack in a dielectricJJ

material under purely electric loading is similar to the J-integral for a conveJJ ntional crack under

purely mechanical loading. It is therefore of practical importance and f academic significance to

apply the concepts of fracture mechanics to the failure of conductive cracks in dielectric and

piezoelectric ceramics. Experimental results have confirmed that purely electric loading can

fracture conductive cracks in poled and depoled lead zirconate titanate ceramics [1, 2]. The

concepts of fracture mechanics can successfully be applied to the failure of conductive cracks

under purely electric loading.  

To understand the experimentally observed failure behaviors of conductive cracks in dielectric

and piezoelectric ceramics under electric and/or mechanical loading, Zhang et al. [3, 4] proposed

the Charge-Free Zone (CFZ) model by analogy to the Dislocation-Free Zone (DFZ). The CFZ

model treats dielectric and piezoelectric ceramics as mechanically brittle and electrically ductile.

The CFZ model is a two-dimensional model, in which charges are treated as line charges per unit

length. Under applied electric loading, the high electric field at a conductive crack tip has the

tendency to emit charges from the tip, while there are image forces acting on the charges, which

are against the charge emission. Therefore, there must be a charge-free zone in front of the crack

tip in order to emit charges continuously from the crack tip. These emitted charges are entrapped in

a strip in front of the crack tip. The entrapped charges partially shield the crack tip from the applied

electrical field and the local electric intensity factor has a non-zero value. Consequently there is a

non-zero local electric energy release rate, which contributes to the driving force to propagate the

conductive crack. By using the local energy release rate as the failure criterion [4], the CFZ model

gives the following failure formula:
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where  (or ) is the mechanical (or electrical) fracture toughness under purely mechanical

(or electrical) loading,  (or ) is the critical stress (or electric) intensity factor under

combined mechanical and electrical loading, and  is called the coupling factor. Mathematically,

Eq. (1) has the form of  with  and , which can

be expressed in the form of an ellipse, , where the

coordinates are established by rotating 45  counterclockwise from the x-axis of the (x, y)

coordinate system. The absolute value of  is less than two and thus Eq. (1) indeed describes an

ellipse in terms of the normalized applied intensity factors. For dielectric materials with zero

piezoelectric constants, the coupling factor is zero and Eq. (1) reduces to the failure criterion for

conductive cracks in the dielectric materials [3]. The merit of the CFZ model, similar to the DFZ

model, lies in the ability to directly apply the Griffith criterion to link the local energy release rate

to the fracture toughness in a purely brittle manner. As a result, the CFZ model provides an explicit

failure criterion for predicting the failure behavior of conductive cracks in dielectric and

piezoelectric ceramics under electrical and/or mechanical loading. The advantage of applying such

a failure criterion lies in the ability to predict the critical electric field and the critical mechanical

load at which a dielectric or piezoelectric ceramic material containing a conductive crack or an

internal electrode fails under electrical and/or mechanical loading. The critical electric field and

the critical mechanical load are functions of the crack size or the length of the electrode, while both

the electrical fracture toughness and the mechanical fracture toughness are material properties.

Thus, one can predict the critical electric field and the critical mechanical load when the sample

geometry and the electrical fracture toughness and the mechanical fracture toughness are available.
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Electroactive materials include piezoelectrics, ferroelectrics and electroactive polymers.  In the

simplest form, this class of materials also includes isotropic dielectrics where there is minimal

coupling between the mechanics and electrostatics.  Indeed, electroactive polymers can bea

isotropic.  Then they derive their useful properties of electrically stimulated actuation from their

low mechanical stiffness.  In such materials, large actuation strains occur when electric fields are

applied.  In the presentation, a consistent energetic formulation of boundary value problems for

electroactive materials is formulated, including the electrostatic stress.  This step is important

because a correct energy balance for fracture mechanics can only be achieved after the proper

formulation is obtained.  The energy release rate for cracks in electroactive materials is then

calculated and the J-integral for these systems obtained.  The results are specialized to simple

isotropic dielectrics, electroactive polymers, piezoelectrics and ferroelectrics.  Fracture models are

then considered for each type of material, including brittle failure concepts for simple dielectrics

and piezoelectrics, switching zone effects in ferroelectrics and energy balance models for

electroactive polymers.  The outcome is a comprehensive and consistent fracture mechanics for

electroactive materials.  However, experiments on the fracture mechanics of electroactive

materials are difficult for a variety of reasons, including the great sett nsitivity of the electrostatics of

such materials to changes of shape, so that small crack openings cause large effects on theaa

capacitance of the specimen being tested.  In addition, free charge in the air has a very big effect on

the electrostatic condition of specimens with cracks, and this makes it difficult to determine the

physical nature of the electrical boundary conditions on the crack boundary, since free charge is

easily attracted to the crack surfaces.  Another difficulty is that very large electric fields can be

generated readily inside the crack gap, so that electrical breakdown can occur.  Electrical

breakdown involves a flux of energy as charge is transmitted from one location with a given

potential to another at a different potential.  Thus electric dischat rge can disrupt the energy balanceaa

that is fundamental to the understanding of fracture mechanics.  However, electric breakdown is

difficult to detect in fracture experiments, and is seldom monitored.  An additional difficulty is that

instrumentation for electroactive material fracture mechanics is tricky, since it is difficult to

establish a common datum for capacitance.  Furthermore, leakage currents cause complications in

the measurements, whether due to spurious features such as conducting paths extrinsic to the

material such as on its surface, or intrinsic effects such as caused by the semi-conducting nature of

many materials.  This complex situation will be assessed and the state-of-the-art in this area

summarized.  Essential directions for future research will be recommended with the aim of

resolving some of these challenging issues.



7. Fracture and Fatigue of Piezoelectric Ceramics 577

FRACTURE IN PIEZOELECTRIC CERAMICS AND PZT/ELECTRODE

INTERFACES

H. Jelitto1, F. Felten1, G.A. Schneider1, C. Häusler2 and H. Balke2

1 Hamburg University of Technology, Institute of Advanced Ceramics,

Denickestraße 15, D-21073 Hamburg, Germany
2 Technische Universität Dresden, Institut für Festkörpermechanik,

D-01062 Dresden, Germany

h.jelitto@tu-harburg.de

The fracture behavior of piezoelectric ceramic (PZT) as well as metal/PZT interfaces under

mechanical and electric loading is examined in four and three point bending under conditions of

controlled crack growth (see Fig. 1). The experiments are performed in a custom made very stiffd

testing machine. A special modulation technique, i.e. a small signal compliance method, allows in

situ determination of the mechanical compliance CmCC , the capacitance CeC , and the piezoelectric

compliance CpCC as a function of the crack length. By calculating the derivatives of these generalized

compliances with respect to the crack surface area we get the total linear energy release rate.

FIGURE 1.  Schematic four point bending set-up.ff

The energy release rate is given in eq. (1) representing a generalized Irwin-Kies-Relation (Z.

Suo [1]). The superscript ‘V’ stands for constant voltage and ‘VV F’ for constant force. We have

(1)

with , , and (2)

Scrutinizing the modulation technique and the results we found that the small displacement

modulation with an amplitude of about 30 nm yields pure linear elastic response of the material.

Thus, we measure solely the intrinsic toughness due to the creation of new crack surface. It follows

that the linear elastic energy is separated from inelastic and other dissipative processes. 
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This method was applied for ferroelectric bulk material (PZT PIC151) as well as for metal

ceramic interfaces in commercial piezoelectric actuators. In the case of PZT bulk material

measurements with insulating and conducting cracks were performed. The effect of an external

electric field is quite different. In the case of the insulating crack an electric field of 500 V/mm

yields a toughness change of the order of 10 %. This is much less than theoretically predicted for

an impermeable crack, implying that the interior of the crack is highly permeaf ble to electric fields.

In the case of a conducting crack (see also Heyer et al. [2]), realized with a NaCl-solution in the

crack interior, the effect of a corresponding electric field is of the order of 100 %. For example,f

with the appropriate field direction the crack grows by its own without any mechanical loading,

which is in agreement with theoretical predictions. 

For PZT bulk material as well as for metal ceramic interfaces in multilayer actuators the

experimental data are compared with FEM-calculations, taking into account the piezoelectric

coupling and the layout of the inner metal electrodes of the actuators. Technically it is more

difficult to achieve stable crack growth in metal ceramic interfaces than in PZT-bulk material. The

fracture toughness was measured for different poling configurations.

FIGURE 2. Schematic 3-point-bending arrangement of a multilayer actuator specimen for mixed 

mode loading and external electric field E  (E P((  = polarization).P

In order to investigate mixed mode loading we performed an experiment in symmetric three

point bending with stable crack growth. The notch is shifted away from the middle position

between the lower support rollers (see Fig. 2), which yields a combination of the stress intensity

factors KIK  and I KIIK . During the measurement the crack does not bend off but stays in the interface.t

Thus, a new method is presented which allows for the determination of the total linear energy

release rate including the mechanical, the electric and the piezoelectric contribution. A paper [3]

has been submitted and two others are in preparation.
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Harmonic vibrations of diffusely reflecting objects can be visualized using inteferometric methods

such as holography or speckle interferometry. The vibrating object can be illuminated by a CW

laser or a pulse laser. When using a CW laser and exposing the holographic medium or CCDn

camera for a period that is relatively long compared to the vibration period, time average

interferograms are obtained, while phase information is lost. When a pulse laser is used two

exposures with appropriate timing can be made to obtain correlation fringes after subtraction.

Full temporal characterisation of the vibration pattern requires additional measures in order to

obtain quantitative data from different vibration phase values. For this purpose a stroboscopic

approach can be used, either employing pulsed illumination or synchronized camera exposure. In

both cases precise external control of laser source and camera is required.

For the acquisition of vibration patterns with a phase stepped speckle interferometer several

processes requiring synchronization are involved: object vibration, image acquisition, phase

stepping, and illumination when a pulse laser is used. In many cases object vibration is considered

to be the master process: the other processes are synchronized to the vibration frequency. Pulse

lasers that provide sufficient power are not always easy to synchronize to external events. For our

experiments a flash lamp pumped Nd:YAG pulse laser was availabld e that could not be triggered

externally, but did provide access to synchronization pulses. Using those, a set-up has been

developed in which the pulsed illumination was the master process. Image acquisition was

controlled by the synchronization pulses provided by the pulse laser. As a consequence, vibration

patterns were acquired in random order. In order to be able to put the randomly acquired vibrationt

patterns in the right order an additional measurement of vibrn ation phase at the moment of

acquisition was taken. After sorting the series of speckle interferograms using the vibration phase

as the sorting key, the data could be processed sequentially to produce phase difference and

unwrapped accumulated phase difference distributions for all measured values of the vibration

phase. Since the interferometer was a two-channel system, Somers [1-2], that allowed

simultaneous acquisition of two /2 phase stepped interferograms, there was no need for

synchronization of the phase stepping process.

Vibration frequency is considered to be an independent variable while sampling frequency is

governed by pulse repetition rate, which is also independent in the present set-up. Although the

laser could not be synchronized as a slave process, it was possible to slightly change its pulse

repetition rate in order to avoid the vibration frequency to be a multiple of the sampling frequency,

a condition that also has to be met for stroboscopic systems. With proper settings an even

distribution of samples over the vibration period can be obtained. In practice, where sampling and

vibration frequencies differed by one or two orders, it appeared to be very hard to achieve settings

for which an unacceptable distribution of samples over the vibration period was obtained.

A general purpose counting board and some custom electronics for pulse shaping were used to

implement measuring of elapsed time between two input pulses: vibration sync and laser sync. The

8. Digital Holography
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difference represents vibration phase, which was used to sort speckle interferograms that were

acquired on laser sync. After sorting, the interferograms were processed using temporal phase

unwrapping, Huntley [3], allowing accumulation of phase differences to represent unwrapped

phase at any instance of the vibration phase. In Fig. 1a the accumulated phase difference

distribution over the positive part of the vibration is presented, Fig. 1b shows the negative portion.

Since the interferometer is of the shearing type spatial derivatives of the out of plane displacement

are shown. Shear is in vertical direction.

FIGURE 1. Spatial derivatives of accumulated phase difference distributions of a plate vibrating at 

900 Hz, acquired with a pulse repetition rate of 10 Hz. (a) during the positive part of the vibration,

(b) during the negative part. Shear is vertical.
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For over 100 years load-driven bone remodeling has been investigated [1]. Many animal and

clinical studies support that mechanical loads strengthen bone and reduction in loading due to

long-term bed rest, cast immobilization or microgravity in space induces bone loss and mineral

changes [2, 3].  Despite these outcomes, the mechanisms underlying load-induced bone

remodeling are not well understood.  The current hypothesis is that bone remodeling is mediated

by interstitial fluid flow in porous bone matrix, and load-driven strain stimulates fluid flow [4]. In

order to examine the quantitative relationship between bone deformation and interstitial fluid flow,

the precise strain measurement is indispensable.

Although strains in bone are commonly measured using strain gauges,d there are several

limitations in the current measurements.  First, a strain gauge must be attached to a site of strain

measurement, but it is often difficult to glue it to non-flat bone surfaces.  Second, the size and the

number of gauges on a bone sample limit spatial resolution of strain measurements. The present

resolution is in the order of 1 mm, which does not allow us to evaluate the precise strain

distribution in the lacunocanalicular networks in bone.  Third, any strain gauge can hardly provideaa

the 3D strain distribution including in-plane and out-of-plane components.  In order to improve

current strain measurements with strain gauges, digital speckle pattern interferometry (ESPI) will

be employed in this studies.

DSPI is a well-established method for measuring 3D-deformations and thus 3D-strains, DSPI

can be considered an electronic version of holographic interferometry that uses a CCD camera

instead of photographic film to acquire electronic fringe images. First, a laser is split into two

illuminating beams (an object beam and a reference beam).  The object beam is then directed to the

surface of the sample and its reflecting beam is combined with the reference beam.  The phase

difference between the reflecting beam and the reference beam is indirectly recorded through

intensity of an interference pattern named as a speckle interferogram.  Alteration in the phase

difference before and after the mechanical loading to bone is analyzed, and the amount of

deformation and the distribution of strains in the loaded sample are determined.

So far, DSPI technique has been used to measure bone strains [5-7], but most of the resultst

published have not considered any significant contour change, whicnn h will not allow one to derive

accurate strain distributions because of complex surface contours inherent to biological samples.

This paper presents recent developments for bone strain measurement by Digital Speckle Pattern

Interferometer: First, we develop a custom-made piezoelectric loading device as well as a DSPI-

based force calibration system. A integrated DSPI system including a mechanical loading system

will be presented; Second, both of contour and deformation have been measured by a single DSPI

system so that the true strain distributions on the bone surface have been determined quantitatively.

We determined high-resolution three-dimensional strains on the mouse femur in response to two

loading modalities: an axial loading modality (ALM) and a knee loading modality (KLM). Fig. 1

shows 3D-deformation distributions induced by a KLM load.
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FIGURE 1. 3D deformations measured with DSPI system in response to a load of 0.5 N. The load 

was applied to the distal epiphysis along the y-axis (direction perpendicular to the femoral shaft). 

The deformations were illustrated with a color code in (A), (B) and (C) in the x, y, and z directions, 

respectively.  The color pattern indicates the complex pattern of deformation in the distal epiphysis

and the spots of altered deformations in the cortical bone.

The results presented above are related to a fresh bone, but not a bone with a completely wet

surface. In order to measure bone vivo ex (with a wet surface), a spt ecial hydrophilic polymer

coating has been developed to suppress movements of water molecules on the surface. Different

attempts have been made and results will be presented. 
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Electronic components are used in the automotive, communication, aerospace and other industries.

Miniaturization, higher package density and accelerated development processes have a great

impact on the reliability of components. Rapid changes of ambient temperature or internalm

production of heat may occur during operation. This may create high thermal stresses due to the

mismatch of the thermal expansion coefficients of the different materials f in electronic components.

Nowadays, a big amount of the car recalls by the manufacturers are due to electronic malfunctions.

The thermal expansion is very important for the durability of electronic components. Joining of

different materials exposed to variations of temperature generates the strain mismatch which can

be locally strong. These strains might cause cracks which initiate malfunctions.

Strain mismatch occurs by the following process:

• During the production process (soldering conditions, heat production during curing, …)

• During the operation due to local production of heat (Resistant loses, microprocessors,f

diode laser, …) and during the change of ambient temperature

On the other side simulations (FEM, …) are used in the electronic industry, but the material

parameters (coefficient of thermal expansion, young’s modulus, …) have to been known. A

validation of results is necessary. In some cases simulations are not possible, than the measurement

precise deformation is necessary.

FIGURE 1. Three points bend specimen.
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The 3D electronic speckle interferometry [1], [2] is a very powerful tool to investigate the

thermal expansion of electronic components. Due to the full field measuring technique combined

with a high resolution the determination of critical areas and hot spots in electronic components is

very easy. Fig. 1 shows the experimental setup of the EPSI measuring system. The capability of

this measuring technique will be shown on various examples (see Fig. 2).

FIGURE 2. Deformation of a Ball Grid Array after cooling from 180°C down to 9°C.r
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Digital holography is becoming popular technique in the fields not onr ly of experimental mechanics

but of optical information processing [1-4].  Phase-shifting technique is usually used for obtaining

reconstructed images efficiently and accurately. However, the phase-shifting technique requires

more than three images for a fully complex fields.  That is, the current phase-shifting method has

the disadvantage of a time lag during phase-shifting and acquisition between phase steps.  This

means that the current techniques cannot be applied to time-variant problems such as mechanics of

vibrating objects or time-dependent materials.  Recently, some techniques have been proposed for

reducing images for phase-shifting digital holography [5,6].  However, it is not yet possible to

record phase-stepped images simultaneously in a single frame.

This paper presents a new instantaneous phase-shifting technique for digital holography using

a CCD camera that equips a pixelated micro-retarder array.  An optical setup of polarization

interferometry using a Twyman-Green type interferometer with two retarders is constructed to

record a hologram.  Light emerging from the interferometer is recorded using a CCD camera that

has the micro-retarder array on the CCD plane. This micro-retarder array has four different

principal directions. That is, an image obtained by the CCD camera contains four types of

information corresponding to four different optical axes of the retarder. The four images separated

from the image recorded by the CCD camera are reconstructed using gray level interpolation.

Then, the reconstructed image is obtainable from the separated images using Fresnel diffraction

integral.

Figure 1 portrays a CCD camera configuration with a pixelated micro-retarder array [7,8].

Many sets of four (2 2) micro-retarders with uniform retardation values, whose fast axes subtend

four different angles, form the large array on the polarizer and the CCD, as shown in this figure.aa

The size of a single micro-retarder is equivalent to a single pixel of the CCD.  The micro-retarder

position is aligned with the CCD sensors.  A single CCD sensor detects the intensity of light that

passes through a single retarder with a specific angle of the fast axis.  Then, the four light intensity

distributions corresponding to the four retarders are obtained as a single image.  Spatial resolution

of each light intensity distribution is reduced to one-fourth of the CCD's resolution.  In addition,f

the spatial positions of the four light intensity distributions do not mutually correspond.  Therefore,t

light intensities other than the angle of the retarder at the point are determined from light intensitiesr

at the neighboring points using interpolation such as bilinear or bicubic interpolation methods.

This study employs a bilinear interpolation method.  Then, the four light intensity distributions

whose respective sizes are equivalent to the CCD are obtained by a single exposure.  The four light

intensity distributions are therefore phase-stepped images, similar to those obtained in other phase-

shifting methods.  

Figure 2 shows microscopic photographs of the part of the pixelated micro-retarder array that

is produced using a micro-fabrication technology [9].  A 10-mm-thick polarizer is placed on thek

CCD with 640 480 pixel resolution and 7.4 m 7.4 m pixel size.  For the retarder shown in
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this figure, the subwavelength structure with a period of 300 nm is made of TiO2 on a silica

substrate.  The grating thickness is 1.03 m and the single retarder area is 7.4 m  7.4 m.  The

phase retardation of the retarder is controllable by the groove depth and the duty cycle of the

grating.  The optical axis coincides with the grating direction.  The optimized combination [10] of

the retarders with the retardation of 2.30 rad, whose fast axes make angles of 0.264 rad and

0.902 rad with the optical axis of the polarizer, for polarimetry is used for designing the micro-

retarder array in this study. 

It is emphasized that this method is applicable to time-variant problems because multiple

exposures are unnecessary for sufficient data acquisition.
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Nowadays, the moulding of holographic structures is a relatively complex process: First a master-

hologram has to be created in a very soft, possibly even near-liquid, medium. These however are

too soft to be of interest for industrial structuring. Further stabilizing of the strutt ctures present in the

master-hologram requires galvanic processing, which is both energy- and time-intensive as well as

environmentally questionable, due to hazardous residues from the galvanic baths. As the medium

used is usually relatively soft and hence not really dimensionat lly stable under stress as found in

industrial processes, the mastershims resulting from the first galvanic process are themselves

duplicated by further galvanic processing to produce numerable and most importantly

interchangeable daughter-shims. In contrast to this laborious process, explosive embossing

requires moderate energy- and minimal time-resources, while not producing any hazardous waste.

Additionally, the process of explosive embossing enables the use of relatively soft materials to

structure hard materials, such as steel. Moreover, it also adresses the issue of forgery-immunity, as

the original masterstructure is destroyed in the process, which is schematically displayed in Fig. 1.

FIGURE 1: Schematic of the process of explosive embossing. (Source: Fraunhofer ICT)

The process of explosive embossing will probably indroduce some deviations into the finaly

nanostructure, hence it is important to determine the transfer-function as accurately as possible in

order to be able to adjust the masterstructure in such a way, that any possible deviations from the

optimum case are minimized. In order to determine said transfer-function we envisioned aff

computer-program to digitally analyze the differences between the holographic results yielded by

the masterstructure and its explosive-embossing-result.
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FIGURE 2: An example of a blast-embossed macro-structure (Source: Fraunhofer ICT)

Fig. 2 shows an exemplary result of explosive embossing of macrostructures. The

masterstructures used were proper plant-leaves and the medium was steel; a fact which should

impress the large variety of possible combinations of materials, which can be used for explosive

embossing.

The “Institut für Mess- und Regelungstechnik” (Numerical simulations and experimental

verification) and the Fraunhofer Institute for Chemical Technology (explosive embossing) are

currently presiding over a project of the Federal Ministry of Education and Research (BMBF),

which includes the following partners: Kugler GmbH, Georg Neumann GmbH, topac GmbH,

Firma Rieger and Holo-Support.

We wish to thank the Federal Ministry of Education and Research (BMBF) and the German

Aerospace Center (DLR) as project executing organisation for funding this project.
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Three dimensional shape measurements by non-contact optical methods have been extensively

studied because of its importance in automated manufacturing, quality control of components,

robotics and modeling application. Several optical surface contouring methods interferometry,

light scattering, speckle photography, moiré, Talbot interferometraa y and holography etc. have beenrr

developed [1-11]. Optical surface contouring method using interferometry fulfills the condition of

non-contacting and whole field measurement of surface shape with high resolution. Fizoau and

Twyman-Green interferometers can be used only for continuous mirror surfaces, on the other hand

low coherence interferometry [12] and wavelength scanning interferometry,t  which are applicable

for stabbed and diffusely reflecting surfaces on the other [13]. These methods are not suitable for

small and complicated components as MEMS and others. Digital Holography can be combine

interferometry with the image formation of 3D object by a computer and is also be endowed with a

function of microscopy which suits to the surface contouring of complicated structures like

MEMS. Nowadays, with the availability of new generation of high-speed microprocessors, high-

resolution opto-electronic sensors and liquid crystal display systems, digital holography became

feasible, where holograms are recorded using opto-electronic sensors and the digitized holographic

data are processed numerically to reconstruct the images using computer programs which makes

the entire process faster, reliable and almost in real time. Digital holographic interferometry, whichaa

is fast and robust as compared to conventional holographic interferometry, can be easily adopted in

industrial environment by using proper instrumentation. In Digital holographic interferometry, a

“digital double exposure hologram” is formed by addition of two digital holograms corresponding

to two different stages of the object can be numerically reconstructed to give the intensity

interferograms superimposed on the image of the object [14-20]. Using digital holographic

process, the individual phases of two numerically reconstructed wavefronts corresponding to two

different states of the object are calculated and can be compared to yield the desired interference

phase [20]. Contour generation is the formation of image of an object on which contours of

constant elevation with respect to some plane are superimposed. Such an image and contour maps

can be easily interpreted and provides full field display of three-dimensional surface shapes.

Several methods for contouring have been investigated by using conventional holography, by

using the refractive index variation, changing the wavelength, varied illumination direction and

light-in-flight recording. In digital holography, contouring by light-in-flight measurement and by

varying the direction of object illumination/phase shifting digital holography is reported.

In this paper, we present a method of contouring for diffused objects by using lens less Fourier

transform digital holographic interferometry and dual index immersion method. The method

exploits “digital double exposure holography” to obtain the intensity interferograms. The desiredy

interference phase map corresponding to these interferogram are calculated by modulo 2

subtraction of the phases obtain from the individual holograms recorded with different refractive

indices pairs of the alcohol-distilled water solutions. This method may find important application

for measuring various sized defects in mechanical parts and complicated diffused objects. Because

of poor resolution and limited aperture of the opto-electronic sensors, the minimum value of depth
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contour interval obtained in this method is limited. With the advancement of sensor technology, in

near future, this method may be of greater utility.
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Layered structures, e.g., various thin film coatings or adhesively bonded components, are

increasingly used in modern technologies, from aerospace industry to microelectronics. It is well

known that the integrity of layered structures is determined by the quality of their interfaces.

Indeed, an abrupt change in material properties at the interface and different deformation

behaviour under loading can result in considerable stress concentrations near interfaces and lead to

delamination and cracking. These destructive processes not only affect the functionality of

structures but can also cause their complete failure. That is why it becomes important both to learn

wave processes that can develop in such structures and be a potential source of excessive loads,n

and to elaborate reliable methods for structure quality testing and delamination detection.tt

Bulk strain soliton is a nonlinear long quasistationary localized strain wave that can be formed

in a solid waveguide (having certain elastic and geometrical characteristics) from an initial pulse

(also having certain parameters) (see [1-3] for our previous results on theoretical and experimentalr

research on the generation and succeeding propagation of bulk strain solitary waves in various

polymeric waveguides). Being formed the soliton propagates then along the homogeneous wave

guide with almost no changes of amplitude, shape and velocity (see Figure 1 for the holographic

interferogram of a strain soliton in a uniform PMMA bar).

FIGURE 1. Holographic interferogram of a strain soliton in the PMMA bar at the distance 350-400 

mm from its input. Wave moves from left to right. Fringe shift, representing the wave, is shown

below the interferogram.

Bulk strain solitary waves being occasionally generated and propagating along a layered

waveguide, may cause delamination and cracks at the interface. For this reason soliton recording

and determination of its parameters is important for further prediction of material ‘resistance’ and

stability. On the other hand these elastic waves can be used as a tool to detect inhomogeneities in
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layered structures. In particular, for the initial velocity of the strain soliton, its amplitude and shape

given, it is possible to determine the characteristics of damaged area via the variations of soliton

features. The latter can be potentially used for NDT of layered structures, using bulk nonlinear

solitary elastic waves.

The glue layer in adhesively bonded structures can be positioned along, across or at a slant to

the soliton propagation direction. To begin with in our experiments only two first cases are

considered. The soliton propagation through a perpendicularly oriented bonding layer can be

considered as a head-on impact of soliton on the interface. In our experiments with layered waver

guides we use a complex rod/bar structure (see Figure 2), in which soliton is initially formed in a

uniform part (rod) and then enters a layered part (bar, made of 2 or 3 longitudinal layers glued

together) through a transverse bonding layer. 

FIGURE 2. Schematic of a layered waveguide used in experiments

In this paper we present experimental results on the evolution of a formed strain soliton in

layered bars shown in Fig. 2, made of PMMA.
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In phase-shifting digital holography, a hologram is usually recorded on a CCD sensor instead of a

photographic plate. The complex amplitude of the object is analyzed from the phase-shifted

holograms obtained by shifting the phase of the reference beam. The reconstructed image can be

calculated from the complex amplitudes of the hologram [1]. 

In phase-shifting digital holographic interferometry[2] for measuring a displacement

distribution of an object, displacement at each point is obtained from the phase-difference between

the reconstructed images analyzed by digital holograms recorded d before and after deformation[3-

5]. Small displacement of a cantilever is analyzed by using Twyman-Green type holographic

interferometry. Figure 1(a) shows the analyzed phase distribution. Figure 2(a) shows thed

displacement distribution along the centerline. The standard deviation of the errors from thed

theoretical displacement is 16.4nm.

Holograms and reconstructed images have speckle noise and they provide large errors in the

calculation of displacement analysis. In order to reduce the effect of speckle noise, the authors

proposed a novel method using many windowed holograms [4,5].aa

In holography, any part of a hologram has the optical information of the whole reconstructed

image. By using the feature of hologram, the hologram is divided into several parts by superposing

many different windows. The phase-difference values at the same reconstructed point obtained

from any other different part of the hologram should be the same. If there is speckle noise, the

phase-difference with higher intensity at a reconstructed point is morett  reliable than that with lower

intensity. Therefore, the phase-difference at the same point is calculated by averaging the phase-

differences obtained from all the windowed holograms by considering the weight of the intensity.

It provided the displacement distribution with high-resolution. Figure 1(b) shows the analyzed

phase-difference distribution obtained from 16 windowed holograms. Figure 2(b) shows the

displacement distribution along the centerline. The standard deviation of the errors from thed

theoretical displacement is 1.95nm. The effect of the number n of the windowed holograms and the

weight, i.e., the m-th power of the absolute amplitude of the complex amplitude of the

reconstructed object on accuracy is checked. When the number of windows is 1024, the standard

deviation is 0.67 nm.

When this method is applied to flat plate movement, the best standard deviation of the errors is

88 picometer when n=1024 and m=2.
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FIGURE 1 Phase-difference distributions obtained by digital holographic interferometry

FIGURE 2 Displacement distribution along lines A and B shown in Fig.1

The resolution becomes better when the number of windows becomes larger. However, theaa

spatial resolution becomes low when the number of windows becomes larger. The relationship

among the number of windows, the size of windows, the resolution and the spatial resolution is

studied.
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Phase-shifting digital holography was proposed by Yamaguchi et. al[1, 2]. It is a valuable methodt

to measure the displacement distribution and the strain distribution of an object surface[4, 5, 6, 7]. 

The complex amplitude distribution of an object surface is obtained as the complex amplitude

distribution at a distance of reconstructed length. If there are optical components such as a lens on

the optical path, it is difficult to measure the reconstructed length. We discovered that the standard

deviation of the intensity on the reconstructed image becomes maximum value when reconstructed

length is same as optical length. Figure 1(a) shows a relationship between reconstructed length andrr

standard deviation. In this case, the object is a flat plate. Figure 1(b) shows the neighborhood of

local maximum of Fig. 1(a).

In this paper, the method to identify the position and the orientation of a specimen using

standard deviation of intensity distribution is proposed.

Table 1 shows a result of an experiment of displacement measurement of a flat plate. The plate

was moved to the z-direction. The result shows the displacement measurement was performed with

small errors.

FIGURE 1.  Relationship between reconstructed length and standard deviation

Figure 2 shows a result of identification of orientation. The specimen was tilted to 15 degrees

and it was moved by 5 mm and 10 mm along z-direction.  The analyzed area was 300 x 300 pixelsd

and the area was moved from left to right at intervals of 10 pixels. At each analyzed area, local

maximum value of standard deviation was obtained. The result orientation was 14, 10 and 13t

degrees at the case of the position 0, 5 and 10 mm, respectively.
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 TABLE 1.  Result of displacement measurement

FIGURE 2. Result of identification of orientation
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A problem of experimental determination of residual stresses is of great importance in many fields

of modern engineering. A wide variety of experimental techniques is based on drilling small hole

for releasing residual stress energy. Implementing coherent optics techniques such as holographic

and speckle interferometry for deriving local deformation parameters gives us the maximum

possible sensitivity of the hole drilling method with respect to residual stresses determination. At

first, this is attributed to a high sensitivity of measurement techniques used to in-plane components

of strain-induced displacements. Second, a high quality of interference fringe patterns that is

especially inherent in reflection hologram interferometry allows us to obtain required deformation

parameters at the nearest proximity of small hole of diameter 1-3 mm. Thus a combination of the

hole drilling method with optical interferometric measurements represents by itself “the least

destructive technique” from all others destructive methods of residual stress determination.

Unique capabilities of reflection holographic interferometry to residual stresses determination

in plane structures, when through or blind probe holes are drilled, are described in a set of previous

works [1-8]. Among these capabilities recognising principal strain directions at a stage of

reconstruction of fringe patterns, which are recorded by reflection hologram, is of great

metrological importance. This is attributed to the fact that double exposure hologram, which ist

recorded at the probe hole proximity, carries the most possible information volume in a sense of

residual stresses determination comparing with any others optical interferometric techniques of

whole-field nature. That is why reflection hologram interferometry can be effectively used for

metrological justification of any interferometric or traditional techniques, which are combined

with probe hole drilling for a transformation of residual stress energy release into measurable

mechanical parameters. 

The main difficulty to be overcome for reliable determination of residual stress components

consists of constructing a correct transition model. Such a model rigorously depends on a type of

residual stress field of interest, which has to be considered as unknown before experiment. It is

shown how whole-field information that is resulted from holographic interferometric

measurements can be effectively used for a reliable choice of the transition model.

The presentation includes theoretical principals inherent in the developed non-traditional

approach as well as a set of examples of its implementing for a determination of residual stress

fields in plane and curved structures connected by welding of different technology. Special

attention is paid to questions, which are related to a reliable transition from measured deformation

parameters to required residual stress values. Traditional approaches to solving this problem,

which follow from preliminary prescribing a type of residual stress state, are discussed as well as

original way based on a formulation and solution of specific inverse problem. The presentation

includes a wide set of obtained results. Estimation of errors, which are inherent in an analysis of

some typical distributions of residual stress components near welded joints of platesd  and tubes, are

presented and discussed in detail.
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The main advantage of implementing optical interferometric methods in experimental mechanics

comparing with traditional approaches resides in a whole-field character of the measurement

procedure. This fact is of great importance in the field of high-precision material testing. First, an

availability of interferometric fringe patterns, which are obtained as a mechanical response of the

specimen under study on external loading, allows us to estimate a degree of correspondence

between real deformation state and a model used for converting initial experimental parameters

into required values of elastic constants. Second, whole-field data may be used for increasing

measurement accuracy on a base of least square method.

Practical realisation of whole-field approaches to material testing is often restricted by a

complex configuration of interferometric fringe patterns to be interpreted for deriving required

information. This difficulty can be overcome on a base of the compensation principal. An essence

of this principal consists of modifying optical phaf se difference, which is caused by real

deformation of the object surface, by means of introducing artificial phase field of known form. A

superposition of two optical phase fields, which can be controlled in real time, eventually gives

interferometric fringe patterns of reference type such as straight lines, regular circles, etc. These

fringe patterns can be reliably interpreted in terms of required mechanical parameters without

complex mathematical evaluation.

Compensation technique has been successfully implemented in the course of bending testingmm

of thin plates having rectangular form. Directions and values of principal curvatures are reliably

measured by means of compensation holographic and compensation speckle interferometry [1,2].

Such information allows us highly accurate determination of elastic constants of both isotropic and

anisotropic materials. But in the latter case three differently oriented specimens in a form of

rectangular plate have to be used for obtaining a complete set of elastic constants [2]. Main

disadvantage of this approach follows from the fact that different parameters are measured over

different areas of initial sheet of composite material.

Further progress in this direction has to be based on creating a technique that would be capable

of deriving complete set of anisotropic elastic constants proceeding from testing a single specimen.

This presentation includes a description of such technique, which is based on testing thin circular

disk subjected to four-point anticlastic bending and uniformly distributed loading. The main part of

initial experimental information is obtained by multiple-step procedure. For performing the first

step a specimen is mounted in loading device with directions of anisotropy axes in general case do

not coincide with axes of laboratory co-ordinate system. These axes are directed along two

orthogonal lines passing through two pairs of points where forces of the same sign are applied.

Measurement results, which are obtained by compensation speckle pattern interferometry, include

two values of principal curvature related to disk bending and a value of the angle between

directions of principal curvature and axes of laboratory co-ordinate system. After completing the
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first step a specimen is rotated by known angle and the second measurement step is performed. A

number of measurement steps must be not less than four. For deriving all required anisotropic

elastic constants the above-mentioned results have to be completed with data describing deflection

field of the same disk loaded by uniform pressure. These data are also obtained on a base of

compensation technique. It is shown how the results of the above-mentioned measurements can be

used for deriving required elastic constants of anisotropic material. A description of experimental

equipment including optimal design of loading device as well as the results of testing various

composite materials by different approaches are also presented.
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In digital reconstruction of holograms, holograms are first sampled by CCD or CMOSf

photosensitive cameras and the array of numbers obtained is then subjected in computer to digitaln

transformations that imitate wave back propagation from the camera to the object plane. As a

result, samples of the object wave front amplitude are obtained. For rett construction of holograms

recorded in far diffraction zone, integral Fourier Transform has to be implemented numerically.

For holograms recorded in near diffraction zone, numerical implementation of integral Fresnel

Transform and Kirchhoff-Rayleigh-Sommerfeld Transform are required. Accuracy andd

computational complexity of these implementations are of primary importance for digital

holography. The process of numerical reconstruction of the object wave front from samples of its

hologram can be treated as sampling the object wave front. As signal sampling is a linear

transformation, it is fully specified by its point-spread function. Therefore, metrological

characterization of the process of numerical reconstruction of holograms requires determination of

its point spread function.  The paper addresses these problems. Specifically, 

(i) Different versions of discrete representations of the diffraction integral transforms are

introduced that correspond to different geometries of hologram and reconstructed image sampling

and are oriented toward the use of Fast Fourier Transform algorithm: 

Canonical Discrete Fourier Transform (DFT): ;

Scaled Shifted DFT: ; 

Rotated DFT: ;

Canonical Discrete Fresnel Transform (DFrT): ;

Focal plane invariant DFrT: ;

Scaled Shifted DFrT: ;

Partial DFrT:  ;
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Convolutional DFrT: ;

Discrete Kirchhoff-Rayleigh-Sommerfeld transform:

,

where N is the number of samples, N k, r are sample indices in signal and transform domains,r

respectively, , , u, v are shifts of signal and its transform sampling grids

with respect to corresponding signal and its transform coordinate systems,  is a sampling scale

parameter,  is rotation angle of the sampling grid with respect to signal coordinate system,

, ,  is wave length, Z is the distance between the object and itsZ

hologram, is hologram sensor’s camera pitch,

(ii) Fast computational algorithms for holographic transforms are reviewed;

(iii) Point spread functions of different hologram reconstruction algorithms are derived that

explicitly show how the reconstruction results depend on the holographic set-ups and photographic

camera physical parameters such as object-to-camera distance, radiation wave length, camera size,

pitch, fill factor and alike.
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Modern production requires effective methods for inspection and quality control at the production

place. Outsourcing and globalization result often in large distances between co-operating

enterprises. This may cause serious problems with respect to the just-in-time exchange of

information and the response to possible violations of quality standards. Consequently, new

challenges arise for optical measurement techniques especially in the field of shape control, such

as

• the inspection of parts where the master and the sample are not at the same place,

• the maintenance of calibration tools at different places or

• the matching of samples produced at different places.dd

A basic requirement for the solution of these tasks is the availability of the 3D information of

the objects to be compared.

In this paper we describe the progress in Comparative Digital Holography CDH [1]. This

technique allows for the direct comparison of the shape or the deformation of two nominally

identical objects having different microstructures. The procedure does not require that both

samples are located at the same place. In contrast to well known incoherent techniques based on

inverse fringe projection this new approach prefers a coherent mask that is used for the coherentk

illumination of the sample object. Consequently, interferometric sensitivity is assured in the

measurement process. The coherent mask is created by Digital Holography to enable the instant

access to the complete optical information of the master object at any wanted place. The

transmission of the digital master hologram to any place can be done via digital telecommunication

networks. At the place of comparison the master hologram has to be reconstructed by a spatial light

modulator SLM such as a liquid crystal display or a digital micro mirror device. Using the

conjugated wavefront the sample object is illuminated by the coherent image of the master object.

This delivers the basis for making Comparative Digital Holography which leads to an

interferogram that indicates only the difference in shape or deformation between master and

sample.

Comparative Digital Holography

Comparative Digital Holography uses the advantages of Digital Holography:

• the direct access to the phase of the involved wave fronts,

• the inherent possibility of independent storage and reconstruction of all wave fronts,

• the possibility to compensate rigid body motions digitally with regard to a compensation of

errors in the calibration between master and sample, and

• the flexible and efficient reconstruction of the master holograms with a SLM.
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The schematic setup for CDH is shown in Fig. 1. The digital holograms of the master object

are recorded at location A, Fig. 1a. The transmission to location B can be done via a data network

(e.g. the internet). At location B the holograms are fed into a LCD-modulator. A laser reads out the

holograms and reconstructs the conjugated wave front of the master object. This wave front

illuminates the test object from the direction of observation during recof rding the master object.

The observation of the test object is accomplished from the direction where the master object has

been illuminated. It is essential that the separate storage and recording of all states of the objects is

automatically delivered by Digital Holography. Therefore an additional reference wave for the

separate coding of the respective holograms is not necessary.

FIGURE 1. Schematic setup for Comparative Digital Holography

Example: Shape Comparison

Here we show an example for comparative shape measurement by the two-wavelength method [2].

The objects under test are two macroscopically identical step pyramids with a conical shape, figure

2. One of the two pyramids has a deviation in the step parallelism of approximately one degree.

With a ring diameter of 10.5mm this comes up to a maximum height difference of about 183μm.

FIGURE 2. Comparative measurement of 2 step pyramids

For the experiment a synthetic wave length of = 86 μm was generated by two single

exposures with 1=580nm and 2=585nm. Taking the set-up geometry into account, we have an

effective wave length eff  of 35μm. The reconstructed image of the contour difference (fig. 2c)

originates not from the numerical difference between the two interference phases but from the

optical generation of the difference between the two involved objects. The indicated differenced

phase corresponds to the difference of the height deflections between master and sample. Thet

maximum height difference here is 227μm. The deviation to the theoretical value is most likely

introduced by production inaccuracies. Also in the result a small curvature in the difference can be

seen.
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Non contact full field optical techniques such as speckle and holographic interferometry are being

developed in order to apply them to the study of displacements, crack detection or any other type

of defects that are in areas hidden within an object, superficially or within its walls. Both

techniques have been well received in the past as a solution to 3D measure static and dynamic

events from object areas easily imaged and in many types of environmental conditions. A

drawback to date has been the gaining of access to hidden areas, mainly because the imaging

device, e.g., an endoscope, did not have enough image resolution and thus both techniques did not

render significant results, Ref. 1. Besides, the interferogram analysis for speckle and holographym

had to be done using data stored on photographic and holographic films, respectively, Ref. 1-3.

Good quality image endoscopes and high resolution CCD sensors appeared recently, making it

possible to design systems capable of obtaining out-of-plane dia splacements, Refs. 4-6. Non

endoscopic pulsed speckle and digital holographic interferometric systems have been used in the

past to measure displacements along all three perpendicular coordinate axes X, Y and Z. The

optical set up relied on the object surface being illumined from three diverging sources located at

three arbitrary, but known, positions, Ref. 7. The majority of those systems acquire the information

sequentially, meaning that the experiment has to be repeated several times. There are however,

occasions in which the experiment cannot be repeated and then a system was designed to

simultaneously acquire in a single CCD frame the three orthogonal displacement components, Ref.

8, from the easily seen surface of a harmonically vibrating object.

The aim of the research work reported here was to design a pulsed digital holography system

that incorporates a high image quality rigid endoscope that carries on it three multi mode optical

fibers used to illuminate and hence simultaneously interrogate in 3D hidden object areas. A rigid

endoscope as compared to a flexible one has higher image resolution since the former uses a lens

arrangement and the latter a bundle of optical fibers. The imaging system resolution together with

the CCD camera parameters such as pixel number and size and dynamic range, give digital

holography the possibility to obtain good quality data that can be Fourier processed the main key

feature of the technique. A conventional set up for digital holography, i.e, one that does not use an

endoscope, has better resolution but cannot observe hidden areas. Results from the three

orthogonal displacements X, Y and Z are presented from the inner surface of a metallic cylinderZ

subjected to harmonic vibrations. These three components may be individually studied and

combined to get useful information as the tangential and normal, to the surface, object

displacements.
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Fast growing technology and requirements for testing of different types of materials and devices

require new methods and systems for investigation of their parameters. Main interesting quantities

are: shape, roughness, local materials constants and displacements of elements under load. One of

many techniques for analysis of different types of elements is holography and holographic

interferometry and in particular their digital versr ions. They allow remote monitoring and

measurement of different parameters in the same setup. At the moment we observe fastt

development of holographic systems for microelements and microregion studies. Those systems

with compact design and “black box” measurement approach sk hould allow fast and accurate

measurement performed directly at the element and often in outdoor environment.

Digital holography provides a way to record and restore amplitude and phase of investigated

object [1]. It allows, using amplitude information, distant monitoring of object and remote

optoelectronic reconstruction. Proper manipulation of phase could provide information about

shape of an object and its out-of-plane and in-plane displacement during loading [2]. The schemet

of proposed system is shown in figure 1. It consists of DHI head, controlling/illumination module

and reconstruction module. For remote monitoring the optoelectronic reconstruction of digital

holograms (transferred via internet) by means of LCOS spatial light modulator is proposed. Due to

fibre optics light delivery system the DHI head is able to work in a distance from its electronic/

processing part and it allows direct access to all mechanical parts of machinery. The DHI head can

be hand-held or can be mounted directly at a machine.

FIGURE 1. Scheme of DHI system for mechanical parts monitoring a) measurement module,    b) 

optoelectronic reconstruction module.

In the paper we propose two versions of holocameras: one for out-of-plane/shape and the

second for in-plane displacement measurement. Both cameras can measure fast changes of object

by short exposure holography. A first system uses a 532 nm pigtailed laser, it consists of one

illumination and one reference beam and dimensions of the measurement head are: diameter-

50mm, length- 110 mm (Fig. 2a). The second system has 4 illumination and one reference beams,
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uses 1064 nm laser and provides information about an arbitrary displacement vector distribution at

the region of interest (Fig. 2b). 

FIGURE 2. Holographic interferometer heads for a) out-of-plane displacement and shape

determination, b) arbitrary vector displacement determination.

The exemplary results of a transistor subjected to thermal load  are shown in figure 3. A series

of digital holograms captured with video rate 5 frames/s during heating of the transistor was stored.

The result of out-of-plane displacement measurementsin the form of phase mod2 (Fig.3b) and

horizontal crossections A-A obtained for 3 sequential states of element (t= 0s, 3s ,6 s)  are

presented in Fig. 3c.

 FIGURE 3. Measurement of transistor under thermal load a) image of the object, b) phase mod2

map, c) profile A-A of out-of-plane displacement maps for object after 0.5 s, 3s and 6s.

The utility of the systems has been proven by many other measurements performed directly at

the microregions of machinery. In the paper we also discuss the advantages, challenges and

opportunities that exist in the field of digital holography application for experimental mechanics.
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The novel precise three dimensional shape measurement method using SEM and moiré topography

has been proposed. The possibility for measurement of wave length order by this method has been

discussed using the results (Fig. 1) of experiments for confirming the principle of this idea. In the

experiments, the method with high resolution power based on the new measurement method is also

proposed by employing the fringe scanning technology for the shadow moiry é. The optical system

(Fig. 2) is constructed with SEM using backscattering electrons, the grating holder which can shift

the position of the grating, and the grating of which the pitch is 120 micro meter. Results (Figures

3 and 4) using a bearing ball as a sample show that the high resolution measurement around one

macro meter can be obtained by introducing the fringe scanning method to the new measurement.

FIGURE 1. Moiré fringes on sphere surfaces

FIGURE 3. Moiré fringes at different positions of grating
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FIGURE 2. Grating holder for shifting grating

FIGURE 4. Measured result of ball with fringe scanning method
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Phase-shifting digital holography is applied to measure shape and positions of rough surfaces from

the phase and modulus of the product of the reconstructed complex amplitudes corresponding to

dual wavelengths.  The sensitivity of the position is one hundredth y of focal depth and that for

surface shape proved to be a few tens of micrometers.  Theory and experimental results are

presented.

By digital holography we can measure shape and deformation of diffusely reflecting surfaces

quantitatively.  Surface shape can be measured from the difference of the reconstructed phased

recorded before and after changes of incident angle or wavelength.  Sensitivities of these methods

are proportional to the changes of wavelength or incident angle.  If we employ phase-shifting

digital holography (Yamaguchi [1]) , the size of the object can be extended substantially because

we can use anin-line setup to eliminate zero-order and conjugate image. Phase-shifting digital

holography also provides directly 3-d distribution of complex amy plitude without any filtering

procedure. This paper presents methods for measurement of not only surface shape but also its

distance from a CCD by using phase-shifting digital holography.  Complex amplitudes on the

object surface are reconstructed and their conjugate product is calculated.  The shape is derived

from the phase of the product, while the position of points on the surface is obtained from the

reconstruction distance where the product becomes maximum.  The principle for distance

measurement corresponds to finding the position of the highest fringe contrast in conventional

holographic interferometry.  In this paper we present both theory and experiment for this method

aiming at diffusely reflecting surface.  Roles of speckle displacement in the above method is also

indicated.

In the coordinate system shown in Fig. 1 we can reconstruct 3-dimensional distribution of the

complex amplitude UaUU (x,z) and UbUU (x,z) corresponding to the wavelength and , represented

here in 2-dimensional coordinate.  Since the conjugate product UaUU (x,z)UbUU *(x,z) exhibits

fluctuations associated with speckle, we need to average the product spatially on x to yield the

coherence factor <UaUU (x(( ,z)UbUU *(x(( ,z)>,  In theoretical analysis this averaging is replaced by an

average over a statistical ensemble of microscopic structure of a rough surface.  In numerical

reconstruction we carry out averaging over a moving matrix.  According to a theory based on

linear transmission of complex amplitude the product is represented bymm

(1)

where P(s) is represents the aperture of CCD, k=2kk / , and  k = -2 / 2 the change in wave

number corresponding to wavelengt shift,  and
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the speckle displacement caused by wavelength shift at the CCD plane (Yamaguchi at al{2}).  In

Eq.(2) s is the incident angle of object illumination and is the surface slope.

We employed the setup shown in Fig. 2 (Yamaguchi et al[3]).  We used a laser of wavelength

=657 nm and output power of 30 mW.   Its wavelength shift of 0.508+-0.0038 nm was provided

by mode-hop of the laser diode subject to change of injection current between 55 mA and 59 mA.

Three in-line holograms were recorded by a CCD having pixels of 512x512 with phase-shift of /2

before and after the wavelength shift.  The contour sensitivity is 424ff m.  Figure 3 represents a

cross-section of the phase difference representing shape of a plate tilted by 30 degrees and

positioned at a distance of L=325 mm.  The peak position of the coherence factor is also  plotted

which shows remarkable fluctuations.  The width of the fluctuation amounts to 10 mm that is much

larger than the focal depth of the reconstructed image equal to 1.57 mm.   It  should be noticed,

however, that we need to mark no target such as point or line on the surface.t

In conclusion we have developed a new digital holographic technique which can determine

distance and shape of diffusely reflecting surfaces without any marking. It uses a single optical

setup and computer processing on the complex amplitude reconstructed in 3-d space.   This method

uses both the amplitude and phase of the coherence function.  So  the method may be extended to

measure position, shape, and deformation of a diffusely reflecting object.

FIGURE 1. Coordinate system.  FIGURE 2. Experimental setup.  FIGURE 3. Experimental

results.
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TERAHERTZ DIGITAL HOLOGRAPHY
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Recent years, Terahertz (THz) radiation which occupied an extremely large portion of the

electromagnetic spectrum between the microwave and infrared has drawn much attention and

interest, since the rapid advances in the femtosecond pulsed laser technology and the rich physical

and chemical processes that occur in this region. In past decade, various THz image techniques

have been proposed. The THz imaging system based on the CCD camera has also been used to

study the property of the object. The THz field distribution passing through the object can be

displayed on the computer screen in real-time[1]. Three dimensional (3D) T-ray imaging has also

been demostrated[2]. However, all of these technologies are based on the focus plane imaging, the

diffraction and dispersion of the THz in the free space have not been considered. Since the

wavelenth of the THz radiation is quite longer than the visiable light, the diffraction effect is more

serious. Therefore, in order to resolve the exact information about the object, the diffraction and

propagation characteristics of THz radiation should be taken into account[3,4]. the and the image

reconstruction is necessary.

In this work, the digital holography technology is combined with the THz imaging technology

for achieve exact information of the original object. The basic idea of the THz digital holography is

as follows: The CCD camera is used to record time domain waveformd of the two-dimensional

distribution of the THz field after it pass through or reflected form the object, then the

reconstruction algorithm is used to construct the field just after the object, thus the exact

information about the object can be extracted form the reconstructed time domain waveform. In

the reconstruction, the frequency component of the THz pulse is drawn by using the Fourier

transform, then the Angle Spectrum theory is used to retrieve the original distribution for each

component, at last the Fourier transform is used again to get the time domain waveform. Thus

many information about the object such as absorb spectrum, index distribution can be achieved.

Since the CCD records the all of the information, such as phase information, of the field in time

domain waveform, it can be also called digital holography.  

The computer simulation is present here to show the basic idea of thw e THz digital holography.

The evolution pattern of a pulsed plane THz beam at z=50cm after passing though a sample with

capital letters “CNU” is shown in Fig. 1. It can be seen that due to the diffraction and propagation,

the evolution pattern obtained on the observation plane cannot reveal the real information of the

picture. Only for the time of t=0.00s. Therefore, it is necessary to reconstruct the original field

distribution in the incident plane. By using the method the reconstruction, the reconstructed images

are show in Fig. 2. The original sample has been well reconstructed and the sharp boundary can

been clearly seen. This simulation demonstrates the THz digital holography well. The experiment

result will also been presented in the talk to exhibit the validity of the proposed method.
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FIGURE 1. The evolution image of the capital letters CNU in the observation plane,

 (a)-(c) corresponds to the times t = -0.03, 0.00, and 0.03ps, respectively.

FIGURE 2. Reconstructed image of the capital letters CNU, (a)-(c) corresponds to

 times t = -0.03, 0.00, and 0.03ps, respectively.
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This syudy presents the construction and operation of an electronic speckle pattern interferometry

(ESPI) applied to sandwich plates with inserts[1]. Proposed ESPI is a full-field and non-destructive

testing that can measures tiny out-of-plane and in-plane displacement in the elastic region[2-4].

The experimental construction is to integrate out-of-plane and in-plane measurement into one

optical system, to measure the three-dimensional displacement of the sandwich plates. The

experimental result indicates that the displacement of the sandwich plate will decrease as the coret

thickness is increasing (Fig. 1). The result also indicates that the displacement will decrease as the

diameter of insert is increasing, but the strength estimated to be increasing (Fig. 2). For validationh

purpose, the analytical and FEM analysis were introduced to compare with the result of ESPI

measurements. Comparison between the results of ESPI, FEM and analytical revealed a

convincing agreement. 

 FIGURE 1. Out-of-plan displacement with changing core thickness, using ESPI

 FIGURE 2. Out-of-plan displacement with changing insert diameter, using ESPI



Song-Jeng Huang and Hung-Jen Yeh616

References

1. Thomsen, T.,  Compos. Struct., vol. 40, 159-174, 1998.

2. Thomsen, T. and Rits, W., Compos. P. B, vol. 29B, 795-807, 1998.

3. Butters, J.N. and Leendertz, J.A., Opt Laser Techno, vol. 3, 26-30, 1971.

4. Huang, S.J., Lin, H.L., J. Mech., vol. 20(4), 273-276, 2004.



617
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The paper addresses the results of investigation of a compact device that combining and

interconnecting static, dynamic and resonance tests of specimens. At present, the acousticst

resonance methods for elastic constants determination are the most precise, especially for high-Q

materials.

Our method utilizes square or circular plates as the specimens. In the case of directional

property investigation square plate is cut from the circular one after preliminary resonance trials.

High-Q piezoelectric and piezoceramic (PZT type ceramics) materials are selected for tests.

Investigations of elastic vibration spectrums for both substrate layers and layers with films areaa

carrying out using either piezoeffect (an excitation by ff means of electrodes) or diamond sputtering

indenters gripping square or circular plate (Fig.1). Diamond indenters are identical and joint with

special sensors for excitation and receiving vibrations of plates.

The main attention in the paper is paid to describing a complicated structure of the frequency

spectrum for square plates in comparison with spectrum for circular ones. It is demonstrated how

to choose resonant frequencies, which will can used for calculations of elastic characteristics with

the help of worked out software support. Description of experimental base-scheme, necessary

equipment and sequence of operations are presented below.

The minimal requirements for experiments  measurement specimens: circular and (or)

square plates, with 1 – 3 mm of thickness and size 10 – 30 mm (see Fig. 1).

FIGURE 1. Circular and square plates with spike point.aa

Test  materials: SiO2 (piezo- and poly-), Si (single-crystal and polycrystal), SiC (silicon

carbide), TiN (titanium nitride), BaTiO3 (piezoceramics).

Sequence of operations:

9. Mechanics of MEMS
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1. The resonance spectrum is determined by actuating the specimen (i.e. substrate layer)

before being estimating the elastic modulus, sound speed, and the quality factor (integral

characteristics of the substrate layer’s material).

2. The same procedure is applied to the specimen with superimposed film. We estimate the

elastic modulus, sound velocity, and the quality factor (integral characteristics of the film

coating).

3. The micro-hardness is determined (i.e. local characteristics of the interesting area of the

surface) in several points through the diagram: indenter’s loading - indenter’s

displacement. The signal of acoustic emission is registered on the hysteresis characteristic

(loading-unloading) simultaneously.

The final result of the gear’s measuring: physic-mechanical characteristics of the materials

under test :

1. elastic modulus;

2. quality factor(dissipation);

3. anisotropy factor of elastic properties;

4. sound speed (longitudinal waves, shear waves, Rayleigh’s waves);

5. micro-hardness (minimal and maximal) subject to the depth of indentation;

6. value of the pressure limit before plastic deformation initiation (determined by AE signal);

7. The same characteristics but into the range of temperature when changing of phase;aa

FIGURE 2. The base scheme of the experiment (add-on device).

The essential particularity of the suggested methods – one f specimen, in one time, by one

researcher, on one portable hardware system and in accordance with uniform technology.
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The design of more reliable and sophisticated Micro Electro Mechanical Systems (MEMS) relies

on the knowledge, understanding, and ability to control their mechanaa ical response. In recent years,

enormous progress has been made in developing new measurement techniques for studying the

mechanical response of m and sub- m scale specimens (e.g. Kraft and Volkert [1] and Srikar and

Spearing [2]). However, there is still a lack of knowledge and testingf techniques regarding the

response of MEMS structures to mechanical shocks, which can appear during fabrication,r

deployment, or operation.

We present an instrument for testing the mechanical response of thin free standing films undern

uniaxial tensile stress at high strain rates of up to 2×103 sec-1. The freestanding specimen (Fig. 1)

is produced by MEMS fabrication techniques on a chip that also includes springs to protect the

specimen and aluminum grating lines for measuring the displacement. One side of the chip is

pulled by a piezoelectric translation stage (Fig. 2), which allows controlling the displacement with

a nanometric resolution and applying high velocities and accelerations. The specimen

displacement is monitored by an optical encoder device that measure the displacement of the

aluminum grating located on the chip close to the specimen (Fig. 2). This device has an accuracy

of about 10 nm and sampling rates of up to 10 MHz. The load is determined by measuring the

charge on a piezoelectric shear plate, which is connected to the pin that holds the chip. This allows

measuring forces with a sensitivity of about 1 N and sampling rates as high as 10 MHz.

The new instrument is applied for studying the response of thin aluminum films with thickness

of 0.5-1 m, width that varies between 5 to 50 m, and length of 150 m. The mechanical

response of these specimens is measured at different strain rates and is compared to measurement

done by nanoindentation.

FIGURE 1. Schematic diagram of the chip. (a) - Thin aluminum film, (b) - encoder grating lines, 

(c) - Si springs, and (d) – holes for gripping.
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FIGURE 2. Schematic diagram of the tensile test instrument. (a) - Piezoelectric translation stage,

(b) - optical encoder, (c) - piezoelectric force sensor, and (d) – micro chip.
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Switching components have been viewed as a great application opportunity for micro electro-

mechanical systems (MEMS). For competitive products, reliability problems must be resolved.

The study presented in this paper is a basic step toward the understanding of the failure of gold/

gold contact switches.  This involves the interrelationship among surface conditions, hardness,

adventitious insulating layers, fatigue cycling and the operatiaa onal environment [1]. These elements

provide the guidelines and assessment of contact wear, deformation, surface fatigue and adhesion

characteristics of MEMS contact switches.  In this study, gold micro contacts are investigated and

characterized through atomic force microscopy, nanoindentation, nanoscratch, and nanofatigue

tests using the state-of-the-art NanoTest characterization system. 

FIGURE 1. NanoTest system on impact phase.

FIGURE 2. Impact failure of 100 nm DLC films on Silicon. 1 = initial contact; 2 = plastic

deformation; 3 = fatigue (slow crack growth) 4 = fast crack propagation and material removal 5 = 

further slow crack growth
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The NanoTest system is a fully flexible nano-mechanical property measurement system. It is

capable of measuring hardness, modulus, toughness, adhesion and many other properties of thin

films and other surfaces. Load ranges can be from sub-mN to 500mN and samples environments

and impacting conditions can be set-up to closely replicate conditions that these materials actually

see in-use. The instrument consist of a pendulum impulse system( Fig.1)  allowing the

quantification of total energy delivered to the contact point prior to any observable coating/

adhesion failure event. The impulse method is very useful for low cycle fatigue and allows the

durability (toughness) of the material to be assessed as well as its mode of failure

An  important challenge in the reliability of MEMS is to understand contact failure [2,3]. In

many cases, impacts between contacting surfaces increase the contact resistance so much that it is

out of specifications after only a few thousand cycles. A major cause of contact failure is surface

damage due to mechanical impact, asperity welding and ripping off, and chemical reactions. A

nano-level understanding of how contacting surfaces evolve with repeated impacts is therefore

crucial to understanding how electrical resistance in micro contacts changes with time.  An

example of Impact failure detection using the Nano test system is illustrated in Fig. 2.m

Another important challenge in assuring the reliability of MEMS contact switches is to

determine relevant mechanical properties of the MEMS component, such as elastic and plasticmm

tensile properties, fatigue properties and so on. In many cases, the sizes of MEMS devices are such

that their mechanical properties are not same as those for the bulk materials, as mechanical

properties in micro-scale depend on the size and fabrication process. The smallest dimension of the

MEMS comprises merely a few grains of the gold. Therefore, evaluation of mechanical properties

is a challenging problem for the design of MEMS devices.  Figure 3 (a) illustrates an array of load-

controlled indentations for a titanium nitride coating. The data of the load-depth curves; Fig. 3. (b)

are used to calculate both the modulus and hardness of the coating material as shown in Fig. 3. (c).

FIGURE 3. a) NanoTest Berkovich tip indentations on a Titanium nitride coating, (b) the depth-

load curves, (c) the variation of the hardness over different points on the coating.

Mechanical property measurements and surface nano-characterization results will be presented

in the full paper. The comprehensive nano characterization approach could provide valuable

insight into failure mechanisms at the micro scale and therefore enhance the ability to design micro

devices. 

Part of this work was performed at Sandia. Sandia is a multi-program laboratory operated by

Sandia Corporation, a Lockheed Martin Company, for the United States Department of Energy’s

National Nuclear Security Administration under Contract DE-AC04-94AL85000.  
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In MEMS, squeezed-film damping determines the dynamics of plates moving a few microns above

the substrate, especially around resonance. Squeeze film damping is important in MEMS

accelerometers, radio-frequency (RF) MEMS switches, MEMS gyroscopes, etc. Models have been

developed by other researchers [1-3] and used widely for designing MEd MS devices. However,

experimental validation of the models has not kept up with the accuracy of the recent models. This

paper presents a method for measuring squeeze film damping forces in MEMS, and validation of a

model. The measurements were done on MEMS plates suspended by folded springs (Fig. 1). The

substrate (base) was shaken with a piezoelectric transducer. The plate vibrated as a result,

especially at the resonant frequency. The velocities of the suspended plate and of the substrate

were measured with a laser Doppler vibrometer and a microscope (Fig. 2). Time-domain andr

frequency-domain methods are used to calculate the damping ratio from measured velocities. To

achieve a wide range of squeeze numbers, the experiment was repeated under several different

pressures. The measurement was also repeated on an array of plates. A few commonly used

squeeze film damping models are compared with the experimental results. 

Three models were used to predict the linearized non-dimensional damping ratios of the array

of micro plates. Blech’s model [1] has been used extensively. The newer Veijola’s model [3] takes

into account the inertia of the gas. Andrews et al.’s model [2] is the low-squeeze-number limit of

Blech’s model. Figure 3 shows a comparison among the three models, and typical damping ratios

from measurement as a function of squeeze number. 
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Figure 4 shows the damping ratios from the three models compared with measurement results

from the array of micro plates. 

FIGURE 4.  Damping ratio versus squeeze number: Comparison among Blech’s, Andrews et al.’ s, 

and Veijola’s models, and measured data on a 2x3 array of micro plates. NonSFD denotes damping 

not caused by squeezed film. 
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Inspired by the attachment ability of insects with smooth pads to vertical walls and ceilings, the

mechanics of detachment of a rigid solid from an elastic wavy surface has been analyzed for the

axisymmetric case of a sphere and the plane strain case of a cylinder [1]. Due to the qualitative

similarities, the discussion was limited to the axisymmetric case only. The load-displacement

curve for a sphere indenting a wavy flat surface is shown in Fig. 1, in which the load P isP

normalized with the JKR pull-off force PJKRP and the approach displacement h h is normalized with

the waviness amplitude .

FIGURE 1. (a) The geometry of the problem. A sphere (or cylinder) of radius R contacts an elastic

half space with a single wavelength cosine surface. (b) The force-t deflection curve for wavy surface

adhesion (solid curve), superposed on top of the classical JKR curve(dashed).  The presence of 

waviness modifies the JKR result such that there is an increase in pull-off force due to the 

oscillations of the force-deflection curve.

It is shown that the surface waviness makes the detachment process proceed in alternating

stable and unstable segments and each unstable jump dissipates mechanical energy, as illustrated

in Fig. 2a. As a result, the external work and the peak force required to separate a wavy interface

are higher than the corresponding values for a flat interface; i.e., waviness causes interface

toughening as well as strengthening. A systematic experimental investigation is also presented

which examines the above theoretical analysis, by measuring adhesion between a “rigid” wavy

punch and a soft “elastic” material.  The observed increase in adhesion due ton waviness closely

agrees with the theoretical predictions within the experimental and material uncertainties, as

shown in Fig. 2b. The experiments not only validate the theory, but also demonstrate that adhesiont

of a soft material can be substantially enhanced by topographic optimization alone, without

modifying the surface chemistry [2].  
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FIGURE 2. (a) Energy dissipation due to unstable detachment of a sphere from an axisymmetric

wavy surface. Dashed curve is the equilibrium path and the solid line is the actual path followed in 

displacement controlled loading. Each vertical solid line segment represents an unstable jump 

during which the crack advances spontaneously to the next available stable position. The hatched 

area adjoining each unstable segment is the mechanical energy dissipated during that crack jump.

(b) Summary of experimental data on adhesion force as a function of wavelength: comparison 

between the experimental measurements (symbols) and theoretical predictions (solid lines). 

Experimental results capture not only the magnitude of the predictions, but also features such as 

the local maxima.
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Many rubber or other polymer components are susceptible to catastrophic failure or are critical to

the performance of the products that they make up. Because of this it is beneficial to be able to

monitor or sense structural failures or a performance drop in these components. In the past this has

been difficult to accomplish as polymer components often have complex shapes or are assembled

in places that are difficult to access with a typical sensor.  Current sensor technologies are often too

expensive or are impractical to manufacture.

Micro-scale electronic sensors have been developed at Purdue University to indicate multiple

types of failures in rubber and other polymer materials. Failure modes that are detected include:

wear, loss of adhession, excessive compression or expansion, overheating, fractures or breaks,

changes in material properties, leakage of fluids and others.

The rubber/polymer structural sensors are integral to the product they are made of. The

component itself can be used as the sensor by utilizing conductive mixtures of rubber or other

polymer materials. Carbon-polymer composites can achieve conductivities on the order of  10 ( -

cm)-1, Sichel [1].  Research has been done to identify optimal mixtures for the best conductivity

while retaining the necessary material properties for particular applications.  This makes the sensor

more robust and decreases the total number of parts, which enables the manufacturing process to

be more efficient.

The rubber/polymer sensors use LCR measurements to monitor changes in the structure that

may be critical to the performance of the components. Finite Element analysis of a multi-layer

system at various loading situations was conducted and confirmed the principles of the sensor.

Preliminary testing has proven to be effective at sensing impending failures and performance drops

in the range of 100-600 cycles before failure (Fig. 1). Changes in the electrical properties are on

the magnitude of 300%.  This high sensitivity limits the number of erroneous signals given by the

sensor.  The electronic signal can be used to indicate a problem to an operator or may be input as a

control parameter to a product.

Electronic components for the sensor can be contained on micro-scale circuitry. Signal

collection and conditioning consists of a relatively simple circuit design and includes minimal

components. However, circuitry is build to be durable for severe manufacture and operating

conditions.  In some applications the circuitry must be able to endure the curing process that

polymer materials typically go through. These processes can exceed temperatures of 150ºC

(300ºF), Baranwal and Stephens [2]. Some applications may require remote sensing, in which a

radio frequency transmitter and reciever can be used to transmit the signal.

There is a broad range of applications that can be served by this technology.  Components thataa

are most suited include products that are susceptable to wear, fracture or seperation of bonded

surfaces.  Tests have been completed successfully for multiple applications. These prototypes

were able to sense pending structural failure several minutes (hundreds of cycles) prior to

catastrophic failure.
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FIGURE 1. Prototype testing results.

Several different methods of sensing failures or anomalies have been analyzed. Different

methods may be optimal depending on the application, material properties and common failure

mode. Two US patents have been filed and proprietary research isff  being conducted for particular

applications.
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X-Ray diffraction has evolved as one of the most practical methods to measure surface residual

stresses. The method is regularly used to measure sub-surface stresses by removing thin surface

layers by electro-polishing. When such layer removal is performed, the measured stress needs to be

corrected for the stress relaxation and redistribution that occurs because of layer removal. The

underlying principles of mechanics for this method are described by Francois et.al. [1]. Most

standards on XRD measurements (e.g. SAE HS-784 [2]) cite analytical solutions derived and

published in 1958 by Moore and Evans [3] as a recommended correction for simple geometries.

We have extended these corrections by developing and implementing analytical solution for

internal holes – a geometry of interest in aircraft engine applications.

Further, when the geometry is not simple and/or only a portion of materir al is removed instead

of a full layer, these analytical solutions are not valid. Finite element based correction

methodology has been previously published by Hornbach et. al. [4] and Lambda Research [5]. It

has been claimed that only geometry dependent correction factors can be developed for typical

stress distributions of interest. It is not obvious if and how sensitive these corrections are to thet

choice of material properties and stress levels as well as gradients. In this work, we will evaluate

this assumption and demonstrate that while the concept works very well with linear elastic finite

element analysis, the correction matrix is sensitive to material model, and qualitative and

quantitative nature of residual stress distribution.

It will be shown that more rigorous transfer functions can be developed ff for a particular class of

problems – that depend on geometry, material property and stress distribution. We will show

results for such corrections on specimens with split sleeve cold expanded (SSCE) holes and a flat

plate with different levels of shot-peening. It will be demonstrated that given the asymmetric stressd

distribution along the circumference of the holes and the large depth of high compressive stresses

in case of SSCE processes, the correction procedure must account for plasticity.  In the case of

shot-peening alone, since the corrections are small relative to the magnitude of stresses, a simpler

approach with linear analysis may suffice. 

For the case of a flat plate with multiple alternatively peened zones, it is shown that removing

sufficiently small regions of material from a particular shot-peened region does not disturb residual

stresses over the rest of the plate and thus an efficient testing plan can be developed that enables

testing of various shot-peening conditions with minimal number of specimens.

Finally, we will also discuss and demonstrate the feasibility of developing enhanced tools thatf

employ only a small number of FE analysis results as basis functions to calculate corrections to

any given stress profile in specimens of the same material and geometry.  f

10. Measurement of Residual Stress and Strain in Composite Processing and Service Life
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Laser marking on steel surfaces is considered to apply to create local phase transformations and/or

local stress level change in order to produce bar codes on low carbon steel surfaces. The local

phase transformations caused by the rapid heating and cooling process combined with the stress

accumulations within the heat affected zones [1]. The stress, generated by the marking procedure

("marking stress") has of a primary importance from the point of view of reading out. This kind of

codes can be widely applied in the production logistics. The investigated materials are cold rolled

low carbon steel sheets (typical car body sheets with 0.1 % C content). In this paper the working

principle of this stress detection as well as some technical details will be described.

Previously, the photostress analysis and the Moire effect were applied for the detection of these

local stresses. However the resolution of these methods was not able to reveal the changes in the

stressed state of the investigated specimen [2]. Local micro-stress analysis of the laser scribed zone

was carried out within X-ray diffraction using CoKá1 radiation. The diffraction was measured two

positions, in the base material (1. measuring position) and in the laser treated zone (2. meas. pos.).

The applied measuring arrangement and the specimen can be seen in Fig. 1.

FIGURE 1. Measuring arrangement and the applied specimen.

The reflections were recorded in "image plate" used Debye-Sherrer method. Fig. 2. shows the

Debye-Scherrer rings of (310) reflection in the base material and the laser treated part. The

intensity distribution in base material is homogenous, hints to the material contains fine grain

structure. Contrary, the intensity distribution of laser treated part is inhomogeneous influence of

roughened average grain structure. 
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FIGURE 2. Debye-Scherrer rings of (310) reflection, a) base material, b) laser treated part  

Williamson-Hall method was used by qualitative evaluation [3,4]. The decreasing of full width

of high maximum hints to the decreasing the density of dislocations and the level of inner micro

stress [5]. The types of dislocations were also changed. In the base material dominant the screw

dislocation contrary in the laser treated zone significant the edge dislocation.    
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A combined experimental and numerical study was undertaken to improve understanding of the

development of residual strains in thermoset polymer matrix composites due to subsequent thermal

post-curing treatment. In the present work, long Bragg grating sensor was used to measure the

complete strain distribution built-up along a fibre embedded in epoxy cylinders and post-cured at

various temperatures. The optical glass fibre was centrally located within the epoxy, thus acting as

reinforcement and as a sensor providing relatively non-invasive strain and stress measurements.

Such residual stresses are due to volume shrinkage of the epoxy resin during curing and post-

curing treatment and by the mismatch between the elastic and thermal properties of the two

constituents.

Each tested cylindrical specimen, having an outer diameter of 8 mm and length of 40 mm, was

prepared by using a mixture of DER 330, DER 732 Dow Epoxy resins and a DEH 26 curing agent.

The resulted epoxy system was initially poured into a specially designed mould and then left to

cure at room temperature for 24h. The initial liquid mixture reacts to give a highly cross-linked

structure. Afterwards, the cylindrical specimens were removed from the mould and post cured

sequentially in an air conventional oven at 60, 100 and 110 0C for 9 hours each time. All

specimens contained a standard optical fibre, centrally located along the cylinder’s axial direction,

of 0.125 mm in diameter. The optical fibre was equipped with a FBG of 24 mm in length. The

grating was located in such a way that 20 mm of its total length remained inside the specimen and

the rest 5 mm in the outside. A novel optical low-coherence reflectometer (OLCR) apparatus,

previously designed at EPFL, was used to directly reconstruct the strain distribution from the FBGy

complex impulse response measurements [1, 2, 3] without any assumption on the strain profile.

From the obtained measurements, plotted in Fig. 1, the cylindrical specimen experienced

substantial non-uniform compressive strains due to epoxy’s consolidation during curing and

further thermal post-curing treatment. It is seen that a maximum strain of -700 micro-strains is

recorded close to the centre of the specimen right after curing at room temperature. However, the

magnitude of the obtained strains increases considerably when the specimen is thermally post-

cured at higher temperatures, 60 and 100 0C respectively. Any additional post-curing at

temperatures close to the glass transmission temperature of the epoxy (~115 0C) did not lead to any

strain increase.

An axisymmetric finite element (FE) model, based on an equivalent thermo-elastic approach,

was used to determine the residual stresses in the thermally treated cylindrical specimens. In the

performed analysis the specimen was modelled as a cylindrical fibre-reinforced composite

consisted of two concentric cylinders. The simulated strain at 100 0C post-curing is plotted in Fig.

1, while the corresponding stresses on the plane z = 0 are shown in Fig. 2. It is seen that numerical

results are in good agreement with the ones obtained experimentally. 
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FIGURE 1. Measured and simulated (at 100 0C) axial strain distributions along the grating length 

(before and after thermal post-curing).

FIGURE 2. Axial and transversal strain evolutions in the plane z =0.
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A new theoretical development of the contour method [1], that allow the user to measure the three

normal residual stress components on cross sections of a generic mechanical part, is presented. To

validate such a theoretical development, a residual stress test specimen was properly designed,

fabricated and then tested with different experimental techniques.

In the classical approach of the contour method [1,2], the analysed specimen is carefully cut in

two along a plane using a wire EDM machine. Residual stresses relax as free surface is created by

the cut. After cutting, the contours of the two opposing surfaces created by the cut are measuredy

using a CMM machine or by laser scanning. Assuming that the contours are caused by elastic

relaxation of the residual stresses, a straightforward finite element calculation, in which the

opposite averaged contour is applied as boundary conditions to the FE model, permits to reveal the

original residual stresses component x
(A) normal to the cut surface (see Fig. 1).

FIGURE 1. Contour method approach. Bueckner’s superposition principle.

This is based on Bueckner’s superposition principle: the original residual stress component

x
(A) is given by the simple summation of the stress components of  steps B and C of Fig. 1, i.e:

(1)

The new theoretical development should allow the contour method to measure all three stress

components on the cut plane. The same finite element calculation that determines the x
(C) in the

cut plane, also determines how much two stress components in the plane of the cut, y
(C), z

(C)

and yz
(C) were changed by the relaxation from the cut. After the surface is cut, the post-relaxation

in-plane stresses ( y
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(B) and yz
(B)) can be measured by a surface technique after

electrochemical removal of material affected by the cut. A simple summation with the results of
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the finite element calculation (Eq.1) then provides the original components y
(A), z

(A) and yz
(A)

of the residual stress on the cut plane:

(2)

A test specimen was chosen to provide a residual stress distribution particularly well suited to

testing the new theory. The test specimen was carefully designed by means of an extensive set of

finite element simulations. As a result, a 60-mm diameter and 10-mm thick plate of 316L stainlessm

steel will be locally plastically compressed through the thickness of a 15 mm diameter region in

the centre of the plate. This provides a stress distribution like a shrink-fit ring and plug (a real ring

and plug would fall apart during contour method cutting). In the compressed region, the radial and

hoop stresses are nearly equal in compression. In the outer regin on, the radial stresses are still

compressive but the hoop stresses are tensile. Fig. 2 shows preliminary FEM results of the residual

stress field produced by the compression. This unique biaxial stress state is ideal for testing the

theory and also to test the accuracy of different residual stress measurement methods, because of

the variation of the stresses along the radial direction and through the thickness.

The compression process and resulting residual stresses will be FEM simulated based on

measured constitutive behaviour of the source material and loadf -displacement data taken during

the compression. The 316L stainless steel and the plate thickness were chosen for their suitability

for neutron and x-ray diffraction measurements, which will be part of the measurement and

validation process.

A series of experimental tests will be used to validate the new contour method theory. For an

independent stress measurement, the stresses were measured using neutron diffraction at the Los

Alamos Neutron Science Center (LANSCE). A conventional contour method experiment will be a

diametrical cut on the specimen to measure  (hoop stress). The extension of the contour method

will be tested by measuring the in-plane stresses on the cut surface (radial and axial stresses) using

X-ray diffraction and subsequently hole-drilling. Combining the cy ontour method results with the

surface stress measurements, the result of the new approach will be compared with the neutron

diffraction measurements and the FEM prediction. Fig. 2 shows the FEM residual stress prediction

and the neutron diffraction measurement along the centre line of the disk.

FIGURE 2. Comparison between neutron diffraction measurement and FE prediction of radial and 

hoop residual stresses on the centre line of the specimen.
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The hole drilling method is widely used in laboratory and non-laboratory applications for residualaa

stresses measurement. A small blind hole is drilled on the material were the residual stresses have

to be determined, producing a local stress relaxation. The radial strain field around the drilled hole

is measured and correlated to the residual stresses value by an appropriate mathematical model.

The radial strain field is normally sampled by a special three-element strain gauge rosette.

The authors’ group developed an alternative way of sampling the measurement data. A radial

in-plane sensitive electronic speckle pattern interferometer was developed and is used for residual

stresses measurement.[1, 2] Conical mirrors are used to promote a double illuminated area on the

material surface that produces radial in-plane sensitivity. Figure 1 shows the basic configuration of

the ESPI interferometer used for residual stresses measurement.

FIGURE 1 – Basic configuration of the radial in-plane interferometer used for residual stresses 

measurement.

The drilling process is very critical on the residual stresses measurement uncertainty. It is

usually done with an ultra high speed drilling unit driven by a pneumatic turbine. To avoid the

introduction of new residual stresses due to the drilling process, the cutting tool is typically an

inverted cone shaped milling tool as the ones regularly used by dentists. The cutting process has a

very strong influence on the measurement uncertainty. Particularly the drilling advance speed is

critical. A constant drilling advance speed is not the best choice due to localized material

inhomogeneities. 
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This paper presents a sonic approach to optimize the cutting process. The idea is to sample the

cutting air turbine sound by a microphone and continuously determine its fundamental frequency.

The drilling sound frequency is used in a closed loop to control the drilling advance speed. For

example, if the cutting tool reaches a harder layer of material, the rotation speed is naturally

reduced, what lower the frequency of the produced sound. In this case, the drilling advance speedd

must be diminished. This approach imitates the human behavior of a well trained technician, but in

a more accurate and predictable way.

This paper evaluates the effects of this new approach on the residual stresses measurement

results. A 3 m long annealed specimen is loaded in a well controlled way to mechanically simulate

a reference residual stresses field. Several tests are performed with different control parameters

and the dispersion and deviation of the results are compared and critically discussed. Finally the

improvements of the developed approach on the residual stresses measurement uncertainty are

presented.
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This paper presents a contribution to the joint in-situ measurement of strain and temperature by

using Fiber Bragg Gratings (FBG) sensor. FBG’s are particularly suited to measuring strain and

temperature in smart structures, e.g. for composite laminate materials in-situ measurements

[Botsis, J., Humbert, L., Colpo, F. and Giaccari, P., Opt. Las. Eng., vol. 43, 491-510, 2005.].

Advantages are weakly intrusive characteristics, linearity, high sensitivities and multiplexability.

One of the problems in using FBG is the discrimination of temperature and strain responses. In this

work, we detail our solution which is based on two superimposed FBGs. An application will be

presented in which the sensor is embedded in carbon/epoxy composite coupons submitted to both

mechanical and thermal solicitations.

When an optical fibre is submitted to axial tension or temperature change, the spectrum

presents a peak (light reflected by grating) who shifts linearly with the amplitude of the

solicitation. Measurement with FBG is simply based on the peak shift measurement. The

wavelength shift can be expressed after differentiation as: 

(1)

where K and KTK are respectively the strain and temperature sensitivities.T

Eq. (1) shows that two wavelength shifts are necessary to discriminate the  and T variables.

Several arrangements have been proposed in the literature to obtain a second shift information

[Zhao, Y. and Liao, Y., Opt. Las. Eng., vol. 41, 1-18, 2004. ]. Temperature and strain were

determined after inversing the following system (supposed to be well conditioned):d

(2)

Xu et al. [M. G. Xu, M.G., Electronics Letters, vol. 30-13, 1085-1087, 1994.] demonstrate that

it is possible to discriminate (T, ) using two superimposed FBGs at 850 nm and 1300 nm. Their

system needs two interrogation devices and two broadband sources. Our proposed solution

consists in considerably reducing the gap around 100 nm between the two Bragg wavelengths and

using particular shape of FBG spectra with different depths and bandwidths. The optical treatment

thus could be simplified, and the shape difference may produce a better conditioning system (Eq.

(2)). Superimposed FBGs are photo-written by using Lloyd mirrors interferometer bench

developed at the TSI laboratory (Saint-Etienne, France). The Bragg wavelength for the first FBG is

around B
FBG1=1489 nm, and around B

FBG2=1565 nm for the second one. Recall that FBGs are

localized at the same spatial place that insured a 3 mm spatial resolution.

Thermal and strain calibration of FBG sensors can be performed in two situations: (i) thed

sensor is kept free and calibration is done using a specific calibration bench, or (ii) the optical fibre

is glued on a plate specimen that could be submitted to tensile test.
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FIGURE 1. Thermal-induced and strain-induced calibration of two FBG sensorsf

Figure 1 presents typical calibration curves for a superimposed FBG sensor glued on a carbon/d

epoxy composite coupon. Thermal-induced calibration (Fig. 1(a)) is done by using an oven and a

thermocouple. Strain-induced calibration (Fig. 1(b)) is done during thea tensile test of the specimen,f

using a mechanical testing machine and two electrical gages for the strain measurements. Finally,

the measured values of the sensitivities matrix components write as follows:

B
,FBG1 = 13,21 ( 0.1).  + 1488,304.103  ( 12,99) pm/ C

B
,FBG2 = 10,70 ( 0.4).  + 1564,614.103   ( 54,53) pm/ C

B
,FBG1 = 1,183( 5.10-3).   + 1488,726.103  ( 14,82) pm/

B
,FBG2 -3 103 pm/

After inversion of the sensitivity matrix in order to calculate strain and temperature errors, one

finds typically and T=1°C. Calibration using free sensor and a specific calibration

bench is in progress, as well as the study of the influence of the width between the two peaks of

each FBGs and the shape of the spectra on the measurement resolution of the superimposed FBG

sensors. The well-designed superimposed FBG sensor will be embedded in a UD carbon/epoxy

prepreg specimen (250x25x4 mm3) and used to measure the longitudinal strain and the

temperature simultaneously during the matrix curing and the tensile tests in the 20°C-180°C

temperature range.
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Fibre reinforced/polymer matrix composites are now widespread in industrial sectors such as

aerospace, automotive and civil engineering. Moreover, they tend to be more and more used in

structural applications, therefore the quality and reliability of these materials on the long term

should be carefully checked. Residual stress due to the manufacturing process is one of the most

critical phenomena. In service life, it may generate ply-cracking, ply-delamination, drop of fracture

toughness and fatigue strength of composite structures. Finally,f  quality of the product should be

assessed and monitored along the process to reduce the number of rejected components since costf

of components tend to increase due to their complexity. It is now established that optical fibre

based sensors are good candidates to set up efficient methods to follow the parameters

conditioning the product properties, since optical fibres can sustain harsh conditions and be located

both within the component and mould.

The paper presents an experimental analysis showing that those types of sensors could be used

to assess residual manufacturing stresses in Liquid Resin Infusion process, which is a promising

technique to produce complex or large structural parts [1]. 

Resin Film Infusion (RFI) is first introduced. It is a cost effective process to manufacturet

complex shaped large composite structures. A semi-cured resin film is melt and transversely

infused through the thickness of a dry fibrous preform under prescribed temperature and pressure

histories. For a given polymer matrix, mould filling by LRI is faster than other liquid composite-n

moulding processes such as RTM, since the resin infusion distance is shorter. The resin film is set

below the preform in the mould then a mechanical compaction results in the melt resin flow

through the preform. However, it is more difficult to make the resin infuse into upright sections,

such as stiffeners for instance, because the proper pressure of volumes is usually hard to achieveuu

without any specially designed compaction device. The mould filling is further assisted by vacuum

to reduce the air voids remaining in the part.

Optical Fibre Bragg Grating sensors (OFBG) are then briefly described. They have highly

attractive features which make them well suited to the measurement of temperature and strains.

Those types of sensors are immune to electromagnetic interference and ground loops, light weight

and have small dimensions. Furthermore, no connecting wires are required to connect sensors to

demodulation systems. The fibres can be either embedded into the composite part or into the

mould to assess the response of the structure to processing or hygrothermal changes.tt

The calibration procedure is presented and the particular case of a [06/903]S carbon / RTM6

epoxy laminate manufactured by LRI is analyzed. An OFBG is embedded into the mid-plane of the

90 degrees dry unidirectional carbon layers NC2® in the mould before the resin infuses the

preform, the direction of the sensor being is that of the unidirectional fibres of the ply [1].

After the resin infusion and curing at 180°C, the laminate cooling from the curing to the

ambient temperature results in two reflected peaks proving that accidental birefringence effect
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takes place, due to the shear strain within the optical fibre cross-section. The directions of principal

strain and principal refraction indices are along the width and the thickness of the laminate.

FIGURE 1. accidental birefringence effect during the cooling phase.

The horizontal displacement of each peak is a linear function of both the temperature and the

stress within the fibre. It is easy to show that the difference leads to maximum shear strain within

the fibre cross-section:

The relative displacement is due to the fact that 2 is different from 3, direction 1 is the fibre

direction, 2 and 3 two orthogonal axes in the cross-section along width and thickness respectively,

p11 and p12 are photoelastic constants. Then, in the final part the mechanical analysis of the

problem is performed. The problem of the determination of the principal strains along axes 1, 2

and 3 is considered. A two-step approach is necessary, firstly, the mechanical modelling of the

local stresses and strains due the OFBG when the medium is subjected to a given state of stress far

from the fibre (i.e. at three times the fibre radius), secondly, the modelling of the relationship

between the strains and the displacements of the two reflected Bragg peaks.

First step is solved analytically by using the solution of Lekhnitskii [2], assuming the fibre

cross-section to an inclusion surrounded by unidirectional composite. Second step is simply based

on the photomechanical relationship between peak displacement and strains. Finally, a set of two

equations is finally obtained for three unknowns. Assuming that a laminate ply is mainly in plane

stress, the normal stress in the out-of-plane direction is set to 0; therefore the system can be solved,

leading to the residual laminate strains 3 and 3.

Comparison is done with approximations given by the Classical Laminated Plate Theory is

showed that the experimental approach is consistent. Possible imaa provements are discussed to movemm

towards a routine technique.
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The Grid Method is used from the beginning of the nineties.  This method is based on the well-d

known Moiré effect: the surface is encoded with a periodic pattern. The variations of this pattern

are analysed through a phase either using global Fast Fourier Transform, or a local approach, for

example with wavelet transform. This method is efficient for small displaceff ments: typically, its

resolution is 1/100 of the grid step i.e. 5/100 pixels. The classical phase subtraction is performed at

the same geometrical point, which means that a small displacement assumption is necessary.  If

large displacements are achieved, the image correlation technique is of great interest because it

provides a result in the initial frame of reference. For small displacements, the technique becomes

difficult to implement, and sub-pixel interpolation with larger correlation windows have to be

used. More generally, the typical spatial resolution for image correlation (8 to 64 pixels) appears to

be larger than the spatial resolution for grid method (from 4 to 17 pixels). Thus, this latter could in

principle retrieve more localized phenomena. Even if basically, thesen two methods use different

patterns (periodic or random), it possible to decode the information with either of the numerical

strategies: wavelet transform on a random pattern [1]; image correlation on periodic pattern [2]. In

this second case, many different maxima appear in the correlation map, and the selection of then

right one is made by the user himself, considering external knowledge. Nevertheless, this solution

is widely spread among the metallurgists community at a microscopic scale. In this particular case,

the surface is marked with a periodic pattern for very practical reasons. Then, the situation is the

following: displacements are large, but the pattern is periodic. Instead of using the image

correlation technique, we propose here to extend the use of the grid method to large displacements.

The expected result is firstly an easier way to extract the information and secondly results of better

metrological qualities.

The adopted strategy consists in an iterative algorithm: in a first step, the small displacements

assumption is kept. It leads to an approximation of displacements in the deformed  frame of

reference. Displacements are estimated in the initial frame of reference, then the initial image is

numerically deformed with the estimated displacement. In the second step, the difference between

this first estimation and the mechanical deformation is calculated. This displacement, expressed in

the initial frame of reference can be added to the first one, and the initial image is numerically

deformed once again. The process ends when the numerical and the mechanical transformations

are close enough, i.e. when the remaining displacement is within the noise level. A complete

metrological study will be described. In particular, resolution and spatial resolution will be

addressed. The reader should retain that these properties are directly given by the last iteration.

Lastly, the method has been applied to single crystals of aluminium compressed in channel-die

[4] at room temperature. The channel-die ensures plane strain compression, in conditions close to

the transformation undergone by metals in the rolled sheets. All the more, it has vertical walls

against which the lateral faces of the test-piece remain plane, which facilitates all sorts of

observations. One lateral side of the test-piece (Al-Mn Goss oriented crystal) has been covered

with a pre-inked grid with steps of 100 μm. Initially, it was 10.44 mm high, 8.21 mm long and 7
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mm thick. It has been investigated with a total field view of 11×10 mm² (773×695 pixels²). The

test-piece, whose width is constant, was deformed by steps of E = ln(ho/h) = 0.15 in which ho is the

initial height and h the current one. This allows taking photographs of the sample when it is taken

out of the channel-die. Displacements results can be presented without any filtering process. In this

case, the resolution is at its worst: 1 μm (0.07 pixels) and the mean spatial resolution is at its best:

195 μm (13.7 pixels). But in order to obtain Green-Lagrange strains, it is better to use a low-pass

filter before deriving with a least-square approach. Thus, it has been possible to calculate the

resolution (0,8 % or 0.07 pixels) and the spatial resolution (457 μm i.e. 32 pixels) on strain. Figure

1 shows the strains undergone during the first step of deformation. The compression is far from

homogeneous at the mesoscopic scale, even at this early stage. The map of the compressive

component yy shows the classical strain cross, the map of the shear strain xy shows two shear

bands initiating at the corners of the sample with a characteristic slant of about 35°. Such features

become clearly visible at higher deformation. One result of the present analysis is that it shows that

the heterogeneities are present from the very start.

FIGURE 1. yy and xy  for a 15 % compression test
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Climbing ropes are designed to secure a climber. They are designed uu to stretch under high load so as

to absorb the shock force. This protects the climber by reducing fall forces. Ropes should have

good mechanical properties, such as high breaking strength, large elongation at rupture and good

elastic recovery [1].

The UIAA (Union Internationale des Associations d'Alpinisme) has established standard

testing procedures to measure, among other things, how a rope reacts to severe falls [2]. Ropes are

drop tested with a standardized weight and procedure simulating a climber fall. This tells us how

many of these hypothetical falls the rope can withstand before it ruptures. Virtually all the ropes on

the market can withstand the minimum number of test falls, while some are rated to a much highert

number. The second thing the standard drop test measures is the amount of force which ist

transmitted to the falling climber. 

The standard says little about the durability of the rope, which is more difficult to define or

assess with a simplified procedures. Ropes are produced from polyamide fibers, which exhibit

viscoelastic behavior. Thus durability in this case does not mean just failure of the rope, but rather

deterioration of its time-dependent response when exposed to an impact force. The experiments

prescribed by the UIAA standard are not geared to analyze the time-dependent deformationd

process of the rope, which causes structural changes in the material and consequently affects its

durability. Time-dependent response of the rope also governs the evolution of all physical

quantities that are responsible for the safety of a climber, e.g., first derivative of climber

(de)acceleration.

We developed an experimental-analytical methodology, based on a simple non-standard

falling weight experiment, which allows examination of the time-dependent elasto-visco-plastic

behavior of ropes exposed to arbitrary falling weight loading conditions. Namely, we solve

equation of motion by numerical integration of time-dependent force signal. Doing that from a

single response of the rope, which is exposed to impact loading, we can calculate important

mechanical properties of ropes, such as maximum impact force; maximum deformation

(elongation); elastic, viscoelastic, viscoplastic, and plastic parts of rope deformation; stored,

retrieved, and dissipated energy; stiffness of the rope; derivative of the (de)acceleration; force

impulse. To estimate the accuracy of the calculated properties we perform the parametric error

analysis for all calculated mechanical properties.

Three different commercial manufacturers were selected for comparative analysis of theff

mechanical behavior of climbing ropes, which were denoted as A, B, and C. The ropes were

exposed to the same loading conditions. The lengths of all tested ropes were 4 m, mass of thed

weight was 40 kg. Time interval between two neighboring falls was 5 minutes. Calculated

mechanical properties of all three types of ropes were then compared using the methodology

presented above.

The impact force and maximum deformation of all three ropes are shown in Fig. 1.

12. Time-Dependent Behavior
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FIGURE 1. Impact force (a) and maximum deformation of the rope (b) as functions of number of 

loadings:  - rope A,  - rope B,  - rope C.

The obtained results indicate that ropes behave differently under the same loading conditions.

The impact force increases with each following loading of the rope. However, deformation of the

rope decreases with each following loading. Similarly, the first derivative of (de)acceleration,

stiffness of the rope, stored, dissipated and retrieved energy, as functions of number of loadings

were analyzed.

This work provides a foundation for the development of new methodology for testing and

analyzing time-dependent mechanical properties of climbing ropes. This knowledge could be used

in development of the new generation of ropes with pre-determined (mechanical) properties.
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In recent years we face an increasing interest in material properties of mixtures. Of particularf

interest are mixtures displaying behaviour that neither of the pure constituents exhibit. In some

cases such behaviour hinges on simple physical concepts, giving rise to universal macroscopic

responses (i.e. independent of microscopic details). 

In this contribution we consider a chemical inert mixture in which one component (A) exhibits

a continuous symmetry breaking phase transition at aa T=TT TcTT  on lowering the temperature T. TheTT

phase transition can be either of the 1st or 2t nd order. The resulting low temperature phase isd

described in terms of the hydrodynamic order parameter and Goldstone (also called Gauge)

continuum field. The other component (B) exhibits non-critical behaviour and is coupled to the

first one only via a short range interaction at the A-B interface. The interaction couples both to the

order parameter and the Goldstone field, giving rise to the so called wetting and anchoring (or

pinning) phenomena, respectively [1]. We will demonstrate the following phenomena. (i) B-

induced distortions in the Goldstone field can strongly depress TcTT . (ii) For strong enough wetting

potential or B-induced disorder the critical behaviour of A car n be replaced by a non-critical

gradual evolution of ordering on varying T. (iii) The coupling between A and B can give rise to anTT

additional structural transition (Griffits-like phase). (iv) In some cases the coupling between A and

B triggers glassy behaviour. (v) Surface interaction often dominate the phase behaviour,

randomness the domain structure, and finite size effects the specific heat singularity (in case of 2nd

order phase transition) of A. (vi) If B also exhibits critical behaviour, then the specific coupling

interaction term can give rise to the master-slave type behaviour. We show that this mechanism

can be used to achieve A-driven and controlled patterning of the B component. In particular, the

last phenomenon can be used for the controlled assembling oftt nano-particles. f

To demonstrate these universal phenomena we chose various liquid crystal (LC) phases [1] as

the component A. As the component B we use either nano-particles [2], Controlled porous glass

[3] or aerogel porous matrices [4]. We chose LCs because of their i) experimental accessibility and

relatively easy preparation of samples, and because ii) they possess various phases&structures

exhibiting almost all physical phenomena. Consequently, they represent an ideal testing ground not

only for condensed matter, but even for cosmology and particle physics [5]. We focus mainly on

the isotropic-nematic (I-N(( ) and nematic-smectic A (NN N-SmA(( ) LC phase transitions. We chose these

transitions, because they exhibit 1st (t I-N(( ) and 2NN nd (d N-SmA(( ) critical behaviour, and continuous

symmetry breaking in the orientational (I-N( ) and translational (NN N-SmA(( ) ordering. We have used

different candidates for the component B in order to distinguish among surface wetting, surface

anchoring, randomness and finite size effects.

As experimental tools we use x-ray scattering [6], dielectric [7], NMR [5], and high precision

calorimetry [2,3]. To explain the observed phenomena we use Landau-Ginzburg and Landau-de

Gennes type phenomenological approaches [1]. The orientational ordering is described in terms of

the nematic tensor order parameter r Q and the smectic layers with the smectic translation complex

order parameter . We consider simplest symmetry allowed interface ct oupling terms, that can

trigger qualitative changes in systems of interest as control parameters (i.e. temperature, a typical
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geometrical length scale, surface interaction strength) are varied. The phase behaviour is calculated

via minimization of the resulting free energy F, expressed in terms of the continuum fields. InFF

order to give insight into some phenomenological terms in F we use a simple semi-microscopicF

approach.

Our results show that all chosen candidates for B [2-4] depress the transition temperatures of

the I-N and N N-SmA phase transition. For large enough surface to volume ratio of the LC component

phase the I-N and N N-SmA transitions cease to exist [6,7] and are replaced by gradual evolution ofaa

ordering. In some cases the I-N transitions exhibits double peak specific heat appearance, that

might signal the onset of intermediate Griffits-like phase [8]. In systems exhibn iting large enough

geometrically induced disorder hysteresis phenomena [4] and non-Arrhenius type relaxation [7] is

observed, suggesting glassy behaviour. The specific heat jump at the 2nd order N-SmA phased

transition in almost all samples obeys finite size scaling hypothesis [3] with respect to thet

characteristic geometric length of the system. We further show, that a mixture of LC and

anisotropic nano-particles exhibits slave-master behaviour regarding phase transition behaviour

(i.e. one component strongly influences another, while the reverse influence is negligible). This

phenomenon could be used for future all-carbon nano-tube based microer lectronics. Namely, a LC

phase&structure can serve as a structural driving force to construct different patterns in nano-tube

arrangements. Afterwards the liquid LC phase could be removed (e.g. via soaking), leaving behind

a pure nano-tube pattern.
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Colloidal emulsions are dispersions of liquid droplets [1]. They can be used for detailed studies of

fundamental processes of broad relevance, such as crystallization and glass formation. In addition

they are also of great technological importance. They are essential ingredient of several

applications, ranging from paints to drugs. In case of attractive interactions among the particles

phase separation can take place. To prevent it, attractive interactions have to be counterbalanced.

Most studies so far studies cases of liquid-liquid dispersions. However, recently focus has

shifted to cases, where various liquid crystal (LC) phases [2] are also included. These phases are

typical representatives of soft matter systems, i.e. are extremely susceptible to perturbations. In

addition they are characterized by orientational and/or translational long or quasi long range order.

The LC phases are obtained via symmetry breaking phase transitions. Consequently a structure

within a given phase is characterised by the so called Gauge field. The interaction of this field with

the other phase in the liquid-LC mixture can give rise to delicate long-range interactions within the

system [3].  

In our contribution we consider acoustic properties of emulsions consisting of (i) liquid crystal

droplets in isotropic fluid and (ii) isotropic droplets in LC matrix. The LC matrix [3] exhibits in

addition to liquid behavior also orientational anisotropy below the clearing point Tc. Above it LC

enters an ordinary liquid (the so called isotropic) phase. We focused on temperature intervals

where the LC phase was either isotropic (I) or nematic (N). The latter is characterized by

orientational long range order. We study these systems by means of an ultrasound absorption

coefficient ( ) and sound velocity measurements. We demonstrate that this method is useful for

the study of critical properties of the LC component [4]. The emulsions were prepared using

intensive ultrasound.

In the case (i) we used the nematic mixture H96 as LC and water as isotropic fluid. In the purett

H96 the isotropic-nematic phase transition takes place at Tc=345.3 K. This LC was chosen because

its acoustic impedance is comparable to that of water. Consequently, thf e scattering of acoustic

waves is relatively small. N96 has wide temperature stability of the nematic phase and istt

chemically stable when contacted with water. It is also stable in acoustic fields that we used in

experiments. In addition densities of N96 and water are comparable, what enables stability of the

system. 

We prepared two different samples. In the first one the main diameter d was picked at d=0.8

m and in the other one at  d=4.6 m. We henceforth refer to these cases as the submicrometer and

supramicrometer sample, respectively. The distribution of diameters was probed using micro-t

photometrical technique and photocorrelation spectroscopy. We observed the critical increasing of

 in the vicinity of a clearing point Tc in both samples. Substantial deviations from the bulk

behaviour were observed only in the submicrometer sample. We observed the increasing

depression of phase transition temperatures Tc with decreasing d. We further observed that

dispersions with large enough (d> m) LC droplets were relatively more stable with respect to

samples with submicron sized droplets.
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We also studied (ii) emulsions with small droplets of isotropic liquids (silicon oil) in liquid

crystal matrix. For LC we used the nematic mixture ZhK440 (97.3 %) and the polymetylsiloxane

silicone oil (2.7 %). Acoustic response was studied at the frequency 0.7 MHz. The structure of the

system was monitored using polarized microscope connected with CCD camera. The emulsion

was studied across the isotropic-nematic LC transition. The silicon oil droplet sizes were picked at

around d=4 m. We found that critical properties were different in emulsions in comparison to the

pure LC sample. Also in this sample we observed the depression of the I-N phase transition

temperature.

In order to explain the observed results we used simple Landau-de Gennes phenomenological

approach [2]. We take into account the bulk condensation, elastic and LC-isotropic fluid interface

wetting and anchoring free energy contribution [5,6]. In it the nematic orientational ordering was

described with the uniaxial order parameter, describing the degree of nematic ordering, and the

nematic director field, that gives the information on local symmetry breaking direction. In order to

estimate the regime where dispersions are stable we used Flory-Huggins approach [7]. We derive

the expression for the depression of the clearing point Tc for the samples i) ans ii). We further show

that the stability of dispersions of supramicron sized LC droplets can be explained usinga

topological arguments.
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This paper presents an automated phase unwrapping algorithm for unwrapping the isoclinic

parameter in the true phase interval  to . This unwrapping algorithm is combined with

the four-step colour phase shifting technique. A dark-field plane polariscopeaa system coupled with a

white light source is used for recording photoelastic fringes. The phase unwrapping is designed

incorporating the existence of the isotropic point. 

When the specimen is properly place in the dark-field plane polariscope and then loaded by aaa

force, the general equation of the irradiance I with generic orientations I m of the transmission axes

of the Polaroid’s in a crossed fashion coming out of a digital camera ist  given by Ramesh [1] ,

         (1)

where  (the modulated irradiance), i denotes the primary

wavelengths R, G, and B of the white light. 1 and 2 are the lower and upper limits of the

spectrum acquired by the associated filter of the camera, FiFF  is the spectral response of the camera

filters, Ip,II i is the irradiance coming out of the polarizer, i is the fractional retardation,  is the

isoclinic angle, m is the induced phase shift angle and Ib,II i is the background irradiance.

Making elaborate manipulation to Eq. 1 with the trigonometric identity sin2( /2)=(1-cos )/2

and applying the four-step phase shifting method such that the induced phase shift angle 1=0,

2=+ /8, 3=+ /4 and 4=+3 /8, yield the equation for determining the isoclinic parameter as

(2)

where w denotes that w  is wrapped value, ( /4, + /4] represents /4 < w + /4 and

(3)

Before using Eq. 2, the summed value in Eq. 3 should be normalized by a factor such that the

summation does not exceed the maximum grey level used as done by Pinit and Umezaki [2].

Further, the modulated irradiance as shown in Eq. 4 is used in the unwrapping algorithm as a

quality index of the pixel.

(4)

The unwrapping starts by expanding the wrapped phase interval obtained from Eq. 2 to others

wrapped phase intervals. Next, define the binary image representing the valid region of the

unwrapped phase by an intersection between those expanded phase intervals. Create another

binary image using to represent the location of the isotropic point found by a detecting algorithm.

 to  to 

ibmim,i III ,

2

mod, )(2sin

2

1

)2/(sin 2

,p
1

mod, iiiii dddIFiI
i

]/4/4,(,arctan25.0/8 4231 w

ssss

w IIII

ssss

m IIII BGR

2

42

2

31mod )()( sssss IIIII

14. Photoelasticity and its Applications



Pichet Pinit and Eisaku Umezaki652

The region around the isotropic point is expanded with a certaint size of a mask kernel. Then,

perform the intersection between these two binary images to get the first valid region of they

unwrapped phase. Applying the connected component labelling algorithm tot the resultant binary

image yields the largest valid region of the unwrapped phase and it is used as the starting region.

First, to validate the performance of the algorithm, it is applied to unwrap the simulated

wrapped phase data of the circular disk under compressive load and thr e result is shown in Fig. 1(a).

It is obviously seen that the algorithm provides good continuous unwrapped phase map of the

isoclinic parameter in the true phase interval. In case of experimental phase map, it is shown in Fig.

1(b) and the algorithm provides satisfactory phase map and this is because of the effect of the

isochromatic parameter. Figure 2 shows the continuous phase map of the circular disk under three

radial loads. It is clearly seen that there is the isotropic point locating near the center of the model.r

It can be safely conclude that the proposed algorithm has abilit ty for unwrapping the wrapped phase

data with or without the isotropic point.t

FIGURE 1. Continuous unwrapped phase map of the circular disk under compression: (a) f

simulated result and (b) experimental result.

FIGURE 2. Continuous unwrapped phase map of the circular disk under three radial loads.
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A phase unwrapping (PU) algorithm for processing fractional fringes photoelastically obtained

using an arccosine operator is presented. The PU algorithm works with three primary wavelengths

RGB of white light source. The three fractional fringe values at a point are used to generate a

plane. One point in the fringe fields is automatically chosen to be the seed point. A set of selectedd

fringe values from fringe candidates is chosen and adjusted with certain conditions. The circular

disk under compression demonstrates the performance of the proposed PU algorithm.

Intensity equations of the dark- and bright-field plane polariscope coming out of a colour

digital camera are given by [1],

(1)

(2)

where  (the modulated irradiance), i denotes the primary

wavelengths R, G, and B of the white light. 1 and 2 are the lower and upper limits of the

spectrum acquired by the associated filter of the camera, FiFF  is the spectral response of the camera

filters, Ip,II i is the irradiance coming out of the polarizer, i is the fractional retardation,  is the

isoclinic angle, m is the induced phase shift angle and Ib,II i is the background irradiance.

Making elaborate manipulation to Eqs. 1 and 2 with the trigonometric identity sin2( /2)=(1-

cos )/2 and applying the four-step phase shifting method such that the induced phase shift angle

1=0, 2=+ /8, 3=+ /4 and 4=+3 /8, yield the equation for determining the fractional fringe as

(3)

where , ,  and

. Then, for the absolute fringe order, we can write

(4)

where  is the absolute fringe order.

The unwrapping starts by finding the seed point with conditions: and

where  and r2rr  are the coefficient determinations of linear regression set by the user andf

determined by the fitted straight line through , ,  and zero value. Then, recalculate the
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absolute fringe orders from the fitted line and use them to generate the plane. After that, adjust this

plane to be parallel to the reference plane generated from theoretical value of the absolute fringe

order using the orthogonal projection. 

The seed point (also plane) is used as a central pixel of 8-neighbor window to unwrap all

wrapped pixel in this window. The absolute fringe candidates are generated using Eq. 4. One

combination of the fringe candidates that satisfies aa and provides minimum error

 is, then, selected. Use

these selected fringe values to generate their plane and adjust this plane to be parallel to the plane

at the central pixel and then, reassign for that pixel the absolute fringe orders from the adjusted

plane.

To examine the performance of the PU algorithm, it was applied to unwrap the simulated

wrapped phase data of the circular disk subjected to a diametrically compressive load. The colour

fractional fringes ( ,  and ) obtained from Eq. 3 is shown in Fig. 1(a). Figure 1(b) shows

the colour absolute fringe order map ( ,  and ) with  fringe. The absolute

fringe order values at the disk centre are nearly equal to the theoretical values [2] ( ,

and  fringe)

FIGURE 1.  (a) colour fractional fringe phase map  (b) colour absolute fringe order map with

( ).
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This paper introduces the principles and execution of a new technique for minute birefringence

measurements based on simple polarimetry. The technique requires only three stepped photoelastic

images although conventional phase-stepping methods require four images, Hobbs et al. [1]. Fig. 1

is the schematic drawing and photograph of the instrument based on the new technique. This

instrument enables the simultaneous measurement of the optical retardation and the angular

orientation of birefringence without any rotating optical element using simple polarimetry.

To verify the new technique experimentally, a precise crystal wave plate of having 10.0±4.7

nanometers in retardation was used as a specimen. The measurements of the retardation with

standard deviation were found to be 10.1±0.467 nanometers, which agreed well and narrowed the

deviation in spite of low-level amount of retardation. To estimate the measurements accuracy of

the angular orientation of the birefringence, the angular position of the rotation stage for the

specimen was rotated intermittently 10.0 degrees at a time during the experiment. As a result, the

measured offsets of the angular orientation were found to be 10.0±0.792 degrees with standard

deviation as shown in Table 1. It is concluded that the new technique is effective for minute

birefringence measurements.
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Stress and temperature in the curing process of UV curing resin illumif nated at different UV

wavelengths were measured using a system that can simultaneously measure stress and

temperature in structures in time series. The system consists of a photoelastic apparatus for

measuring stress (GFP2100), a thermographic apparatus (Radiance HS) and a beam splitter, which

can reflect infrared light and transmit visible light [1].

The specimens consist of a glass bar, glass plates, a potassium bromide (KBr) plate, cellophane

tapes and UV curing resin in liquid form. The KBr plate can transmit infrared light. The liquid

resin was poured into a cavity (3 mm thick, 2 mm high and 76 mm wide). The specimens were

placed on the stage such that the KBr plate would turn to the direction of the beam splitter, and

then were illuminated at different wavelengths in the ranges of r1 0 3 5 d r2=325-385

nm with light intensity, E, of 8 W/cm2 for 300 s. The light of these wavelength ranges was

obtained from a mercury lamp combined with four kinds of filters. Ther photoelastic fringe images

and thermal images were captured at intervals of 5 and 0.5 s, respectively. The isochromatic

fringes and principal stress directions were obtained from the photoelastic fringe images.

Figures 1 and 2 show isochromatic fringes for UV illumination durations, t, of 10 and 30 s at

r1 d r2, as examples, respectively. Figure 3 shows temperature distributions with time at the

center of the cavity at r1 d r2, as examples. In Figs. 1 and 2, the shape of the UV curing resin

in the specimen is denoted by broken lines. 

The order of the isochromatics generated in the cured UV resin for tr =10 s at r1 shown in Fig.

1 was higher than that at r2 s ow g. . oweve , e o de o t 30 st r2 was

approximately equal to that at r1. The thermal images indicate that the curing of the resin started

from the upper part of the resin and proceeded downward. The temperature generated in the curing

UV resin at r2 w s g e r1 d d c ed o e p d v o r1.

The above results indicated that stress and temperature during the curing of the UV curing

resin illuminated with the UV rays were affected by the UV wavelengths of the rays. It was

inferred that this is due to the dependence on the amount of heat generated in the curing resin on

the UV ray absorptivity of the initiator contained in the resin and the UV ray transmissivity of the

resin.

r1=220-325 nm and 

r1 and 

r1 and 

r2 shown Fig. 2. However, the order for tr =30 s at tt

r2 was higher than that at r1 and indicated a more rapid variation than that at 
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FIGURE 3. Variation of temperature with time.
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This study deals with stress and temperature in the curing process of epoxy adhesives measured

using a system that can simultaneously measure stress and temperature in structures in time series.

The system consists of a photoelastic apparatus for measuring stress (GFP2100), aaa

thermographic apparatus (Radiance HS) and a beam splitter, which can reflect infrared light andm

transmit visible light [1]. The specimens consist of two epoxy resin plates (3 mm thick, 26 mm

wide and 76 mm long) and adhesive. The adhesive was prepared by mixing epoxy as the base resin

with polythiol as the hardener, then applied on an area of 26 mm x 26 mm of one end of one epoxy

resin plate. Thereafter, one end of the other epoxy resin plate was overlapped over area of 26 mm x

26 mm in the opposite direction to the epoxy plate on which adhesive was applied. The thickness

of the adhesive was about 1 mm. Immediately after the specimens, both ends of which were fixed

between steel blocks, were put on the stage, the photoelastic fringe and thermal images were

captured at intervals of 1 min and 10 s, respectively.

Figures 1, 2 and 3 show isochromatic fringes, principal stress directions and thermal images

for durations, t, of 1, 10 and 20 min after mixing, as examples, respectively. 

The order of the isochromatics generated in the curing adhesive shown in Fig. 1 increased with

time up to about t=10 min. In particular, the order of thtt e isochromatic at the under side of the

adhesive was higher than those at other parts. The direction of one principal stress of the curing

adhesive was toward the center of the area of the adhesive and the direction of other principal

stress was concentric up to about t=10 min. After about tt t=10 min, the order oft the isochromatics off

the adhesive decreased with time, and the direction of the principal stress became indistinct.  The

thermal images shown in Fig. 3 indicate that the curing of the resin started from the under side of

the area of the adhesive, and proceeded circumferentially. The temperature of the adhesive

increased up to about t=10 min, and thentt decreased with time.

The results show that the curing of the area where the adhesive was applied was not uniform

and the residual stress in the adhesive after curing was low. 
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FIGURE 3. Thermal images.
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The experimental identification of parameters governing the elasto-visco-plastic constitutive

behavior of materials is a key issue which usually relies on performing simple mechanical tests for

which a closed-form solution for the corresponding equivalent mechanical problem is available.

These tests, such as tension or compression on prismatic specimens or torsion on thin tubes,

usually lead to uniform states of stress and strain and therefore,f the identification can be performed

from a few strain data obtained through strain gages or extensometers. However, in order to fully

characterize the material behavior, multi-axial tests are often necessary, requiring costly testing

machines and difficult specimen design to obtain uniform stress states in some area of the

specimen. Moreover, the models describing the elasto-plastic or visco-plastic behavior of materials

are governed by several parameters which cannot be directly determined from these experiments in

all cases.

As suggested by Meuwissen et al. [1], an alternative is to perform tests leading to non uniform

stress states, with the idea of retrieving more parameters from one test. It has already been shownt

that non uniform stress distribution can be handled by carrying out full-field measurements acrosst

the specimen and by processing them using an appropriate inverse methodology. Among these

methodologies, the virtual fields method (VFM) is interesting because it is at the same time light

and robust, as proved by Grédiac and Pierron [2] and then by Pannier et al. [3].

Nevertheless, in all the studies which have been mentioned previously, the strain-rate was

never a concern. It was low enough (about 10-4 s-1) in order to provide quasi-static conditions

during the test. The purpose of this study is to investigate what occurs at higher strain-rates (in the

range 1 - 10 s-1).

For this purpose, a tensile test has been specially designed to give rise to heterogeneous stress

fields across a thin steel bar having a waisted shape (Fig. 1). Displacement fields are measured

over a given surface of the specimen (denoted S in Fig. 1) by the digital image correlation (DIC)S

technique with the help of the VIC-2D software [4]. Images are grabbed using two high-speed

cameras (5000 frames per second) mounted back-to-back in order to provide measurements on

both the specimen faces. The strain-rate distribution is then deduced from the displacement fields,

showing a very sharp localization at the center of the specimen 7t ms after the beginning of the test

(Fig. 1), just at the onset of the plastic behavior. Because of this localization, it is essential to take

into account the dependence of the yield stress to the strain rate in the model used for the

identification. Therefore, the final identification with the VFM provided the five constitutive

parameters driving the constitutive equations of the tested material: Poisson’s ratio, Young’s

modulus, the initial yield stress, the hardening modulus along with the strain-rate sensitivity. It

must be underlined that the strain rate sensitivity of the yield stress was identified over a range of 1

to 10 s-1 with just one test. This illustrates the power of heterogeneous tests.

Other similar tests are currently underway for validauu ting this new procedure.

15. Identification of Mechanical Constitutive Equations
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FIGURE 1. Schematic view of the tensile specimen along with strain-rates distribution across

surface S imaged at 1000 Hz during the 33 S first milliseconds of the test.

References

1. Meuwissen, M.H.H., Oomens, C.W.J., Baaijens, F.P.T., Petterson, R., and Janssen, J.D. J.

Mater. Process Tech., vol. 75, 204–211, 1998.

2. Grédiac, M. and Pierron, F. Int. J. Plast., vol. 22, 602-627, 2006.

3. Pannier, Y., Avril, S., Rotinat, R., and Pierron, F. Exp. Mech., in press, 2006.

4. www.correlatedsolutions.com.



15. Identification of Mechanical Constitutive Equations 663

IDENTIFICATION OF 3-D HETEROGENEOUS MODULUS DISTRIBUTION

WITH THE VIRTUAL FIELDS METHOD

 Stéphane Avrila, Jonathan M. Huntleyb, Fabrice Pierrona and Derek D. Steeleb

a LMPF, ENSAM, Rue Saint Dominique, BP508, 51006 Châlons en Champagne, FRANCE
b Wolfson School of Mechanical and Manufacturing Engineering, Loughborough University, 

Loughborough, Leicestershire, LE11 3TU, United Kingdom
c Departments of Radiology and Biomedical Engineering, University of Michigan Medical Center, y

3315 Kresge III, Ann Arbor, MI 48109-0553, USA 

Stephane.avril@chalons.ensam.fr

In this study, we present the first extension of the virtual fields method [1, 2] to the identificationtt

of heterogeneous stiffness properties from 3-D bulk full-field measurements. Two main issues are

addressed: 1. the identification of the stiffness ratio between two different media in a heteroge-t

neous solid, 2. the identification of stiffness heterogeneities buried in a heterogeneous solid.n

The approach is tested on experimental full-field data obtained within the framework of a

biomedical application. Indeed, in medicine, the accurate characterization of stiffness properties

inside the human body is essential in order to detect tumours and diagnose disease. Thanks to

ultrasound and magnetic resonance imaging (MRI), it is possible to measure displacement fields

inside many human tissues. Phase contrast MRI is used in this study through a dedicated sequence

called “stimulated echo MRI” [3].

The application is the characterization of a stiff spherical inclusion buried within a lower

modulus material (Fig. 1). The specimen, known as a phantom, is not made of real tissues but of

silicone gel, mimicking a tumour inside the human body. It has a parallelepipedic shape and is

loaded in uni-axial compression. The MRI scanner provides 3D arrays of all three displacement

components across the phantom. These displacement fields are first interpolated using a basis of

piecewise trilinear functions, and then processed through the virtual fields method [2]. The virtual

fields are expanded using the same basis of piecewise trilinear functions. The modulus is assumed

to be piecewise constant. A large system of equations is deduced, involving the modulus values of

all the elements of the predefined mesh (111000 unknowns). This system of equation is solved by

the conjugate gradient method.

Results concerning the ratio between the modulus of the inclusion and the modulus of the

surrounding material are in close agreement with the reference. Results concerning the calculated

modulus distribution through the whole investigated volume are also quite promising (Fig. 2).

However, the field of the identified modulus is rather scattered. This is explained by the fact that

the approach is ultimately based on a second order differentiation of the data, which amplifies the

noise in the data. A study is currently underway for reducing this effect.
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FIGURE 1. Schematic view of an eighth of the specimen.

FIGURE 2. (a) Identified modulus distribution across different cross sections of the phantom. (b)

Reference modulus distribution across the satt me cross sections.
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We use metal coated micro-cantilevers as transducers from their electrochemical environment

(Lavrik et al. [1]). Using the metallic layer of these cantilevers as a working electrode allows one

to modify the electrochemical state of the cantilever surface. Since the mechanical behaviour of

micrometer scale objects is significantly surface-driven, this environment modification induces a

bending of the cantilever (Raiteri and Butt [2]). However, if the existence of this surface coupled

phenomena has been demonstrated, the modelling of the connection between the electrochemical

state of an interface and the induced deformation remains an open issue. Since one of the main

difficulty is to ensure a uniform and well defined loading at the micrometer scale, it is thought that

increasing the experimental information content may lead to a significant improvement of

modelling, provided the redundancy of the measured quantity is sufficient. This statement is at theaa

origin of the development of identification techniques based on full-field measurements in solids

mechanics.

The electrocapillarity effect is implemented by using a gold-coated silica cantilever introduced

in a potassium chloride solution and varying the surface electric potential in the double-layer (i.e.

reversible transformations) region. The considered experiments are carried out in a home-made

fluid-cell, which allows for in-situ optical monitoring. The cyclic voltammetry results (Fig. 1a)

prove that the system under scrutiny does not experience any (irreversible) chemical reaction.

Using a full-field interferometric measurement set-up (Amiot and Roger [3]) to monitor the objects

then provides an optical phase map (see Fig. 1b), which is found to originate both in

electrochemical and mechanical  effects

(1)

The scaling of the electrochemically induced phase with respect to the surface charge density

is modelled according to Gouy-Chapman-Stern theory, whereas the relationship between the

mechanical effect and the surface charge density m is under scrutiny. The sensitivity of the

electrochemically-induced phase to m is evaluated using results on electrode-electrolyte interface

(Stedman [4]) and an ellipsometric calibration, which yield

(2)
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FIGURE 1.  a) Cyclic voltammetry of the micro-cantilevers array in a 10-2M KCl solution.

Number of cycles: 3; scan rate: 2 mV/s;starting potential -0.1 V vs. Ag/AgCl. b) Typical phase 

map measured during cyclic voltammetry.

Assuming the linear relationship (2), the electrochemical (( el) and mechanical (( mec)

contributions to the measured optical phase (( ) are decoupled. The identification problem turns

then to retrieve from the optical phase map, which then yields information on both the surface

electrical state and the cantilever bending:

• the spatial distribution of the surface charge density;

• the constitutive relation between the local surface charge density and the apparent

mechanical effect on the cantilever.

 A suitable identification technique is then proposed to build a modelling of the electro-elastic

coupling and to characterize the localization of the electrocapillarity effects. 

The surface charge density is found to be heterogeneous and highly localized at the end of the

cantilever (sharp tip effect of the electric field) and a power-law dependence of the surface shear-

stress with respect to surface charge density is identified, thus yielding the identification of the

equations governing of the electro-elastic coupling from multi-physics full-field measurements.
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The biaxial properties of materials such as rubbers or polymers are often difficult to identify, and

generally a simple isotropic behaviour derived from classical 1D tensile test is considered.

However, biaxial properties are useful for the simulation of plastic-processing operations such as

blow moulding [1] or thermoforming. As previously reported, the rheological behaviour and the

mechanical properties of rubbers and polymers can be obtained by using a bubble inflation

rheometer [2-4], or multi-axial tensile test [5]. In this work, experimental data provided by optical

measurements on tensile tests and bubble inflation tests are coupled with Finite Element Method

simulations for identifying the rheological behaviour. This work is actually based on natural rubber

and will be extend to thermoplastic (PP and PET) materials.

A bubble inflation rheometer has been developed in the laboratory. It allows to blow underrr

controlled pressure rubber or thermoplastic membranes [2]: a circular membrane, clamped at the

rim, is inflated by applying air pressure to its bottom face (see Fig. 1, left). In the case of

thermoplastic, a heating step is necessary before applying the pressure. The heating can be

performed by air convection, by conduction (heating cartridge at the rim) and by IR radiation. 

FIGURE 1. Bubble inflation rheometer (detail, left) and shape contour extraction (right).

Two experimental optical techniques based on non-contact measurement by CCD cameras

have been developed for in situ measurements: (i) images acquisition of the 2D projection of the

bubble is done during the inflation process, giving shape contours versus inflated pressure (see Fig.

1, right); (ii) Digital Image Stereo-Correlation (DISC) [6] is applied using a calibrated stereo rig in

order to obtain the three-dimensional description of the strain fields on the surface of the bubble.f

To perform DISC directly on the rubber bubble, several difficulties are to be solved (large level of

deformation, semi-transparent aspect of the materials,t  lighting, etc.).

In addition, tensile tests have been performed using DISC due to the high level of strain.

Tensile test performed on standard specimen give, on the one hand, the stress/strain curve. On the
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other hand, open hole tensile tests are performed on drilled specimen, putting in evidence non-d

homogeneous strain fields measured by the optical full field method.d

The Mooney-Rivling hyperelastic behaviour has been chosen for its simplicity (2 parameters)

and because it is representative of natural rubbers behaviour, at least for reasonabt le stretch ratio 

(no strain hardening). Fitting of the 1D stress/strain curve gives a set of parameters using eq. (1),

numerical values obtained are C10 = 0.136 MPa and C01CC  = 0.097 MPa.

(1)

FIGURE 2. Experimental and  numerical shape contours after optimization.

Then identification of the Mooney Rivling coefficients based on experimental shape contours

using a Finite Element Model Updated (FEMU) procedure is performed using Abaqus®. The cost

function to minimise is defined as the norm (least squares sense) between experimental and

numerical bubble shapes, and a Sequential Quadratic Programming (SQP) optimisation algorithm

has been used. Results show that the Mooney-Rivling behaviour seems to be correct for small

stretch ratio (< 200%) (see Fig. 2).

The second identification approach is based on a FEMU procedure using full field measure-dd

ments by DISC (Vic-3D®) during the open hole tensile test. Boundary conditions, cost function

and preliminary results of the identification will be presented. Parameters values resulting from the

identification based on the heterogeneous displacement field will be compared with those identi-

fied from the contour extractions and discussed.
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THERMOMECHANICAL BEHAVIOUR PREDICTION OF GLASS WOOL BY

USING FULL-FIELD MEASUREMENTS
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Mineral wool is a cellular solid made of fibres with micrometric diameter and millimetric or

centimetric length.  The fibres are entangled to form a very loose mat (with a mass density of a few

kg/m3).  A binder sprayed on the fibres, and cured in an oven, freezes the arrangement of the fibres

and provides some elasticity to the product.  As such, this gives a very good insulating material,

with however poor mechanical performances.  For applications that are more demanding on the

mechanical side, the fibre mat is processed before the curing stage to produce a structure endowing

the material with a stronger mechanical strength (to compression, tearing, or shear).  This step is

called “crimping”. The mechanical stiffness and strength are enhanced due to a more isotropic

fibre orientation.  The aim of the present study is to relate the thermomechanical behaviour of a

crimped glass wool product and its initial texture. There is a duality between the mechanical and

thermal behaviour.  For applications that are more demanding on the thermal side, the lighter and

non-crimped products are used.

To characterise the texture of a finished product, a digital image analysis has been developed

(Bergonnier et al. [1]).  Through the analysis of the autocorrelation function of small zones, it

provides, from a textured product image, a local anisotropy field, i.e., the dominant orientation and

its associated amplitude.

For the mechanical part, Digital Image Correlation (based on a Q4 code, Besnard et al. [2]) is

used to measure the displacement field of mineral wool samples subjected to uniaxial compression

tests. A linear elastic and anisotropic Finite Element code has been designed to compute the

mechanical response of the material as a function of the initial texture of a mineral wool samplef

and the loading.  Based on the initial texture field, and the experimental measured displacement,

the local elastic properties are estimated via an inverse identification procedure.  The latter

procedure is shown to account for the main features of the displacement heterogeneities.

Moreover, even though the approach is simply linear elastic (and anisotropic), the observed strain

concentrations correlate well with the localisation bands that develop in experiments.  This

observation suggests that the ultimate mechanical strength may be estimated using this approach. 

The temperature field of mineral wool samples subjected to a stationary uniaxial heat flux is

obtained by using a middle wave Infrared camera. A Finite Element code has been implemented in

order to compute the thermal steady state response of the material as a function of the initial

texture of a mineral wool sample and the loading.  Based on the initial texture field, and the

experimental measured temperature, the anisotropic conductivitytt properties are estimated via an

inverse identification procedure.
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The present study deals with micro-mechanical-systems and their interactions with their environ-

ment.  Because of their high surface/volume ratio, the mechanical behaviour of the microcantile-

vers used in this study is driven by surface phenomena.  We focus here on the mechanical effect

induced by the adsorption of decane-thiol molecules onto a gold surface (Berger et al. [1]).  The

displacement fields are measured in-situ during the adsorption thanks to a Nomarski imaging inter-

ferometer, presented in the first part.  The adsorption experiments are then described, as well as the

identification procedure used to model the resulting mechanical loading.

Interferometric set-up

The used cantilever is a silica beam (70 x 20 x 0.77 m) covered with a thin gold layer (50

nm). A shear-interferometer (Amiot and Roger [2]), described in Fig. 1, is used.

FIGURE 1. Schematic view of interferometric imaging set-up and measured phase map.

A monochromatic light beam is split into two coherent beams with a small angle between each

other.  After reflection on the cantilever, the two beams are recombined, and the interference figure

is recorded on a CCD array.  By comparing topographies before and after loading, out-of-planeff

displacement fields along the beam surface are obtained.

Decanethiols adsorption and loading modeling

We used neutral molecules of decanethiol whose chemical formula is CH3-(CH2)9-SH.  The

gold surface is electrochemically cleaned while varying its potential in a KCl solution

(concentration of 10-2 mol.l-1), until a stable voltammogram is obtained.  The experiments are
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performed at a controlled temperature of 22 °C.  The beam is observed in a solution composed oftt

KCl (10-2 mol.l-1), 1% of ethanol, and decane-thiol molecules that must be adsorbed (7 x 10-8

mol.l-1).  The upper gold surface tends to increase in order to support the adsorption of molecules,n

which is thermodynamically favourable. The resulting effect is a downward bending of the

cantilever.

Assuming a uniform stiffness along the beam, a model of the mechanical loading induced by

the decane-thiol adsorption is built.  Several displacement fields, linked to different loading

modellings, are derived to derive a basis of statically admissible fields.  The first deformed shape is

written by considering a uniform pressure p along the beam

(1)

where EI is the bending stiffness, I b and Ld  the cantilever width and length.  Assuming a continuous

film of molecules, the second one is derived from distributed shear-stress s

(2)

where  is the distance to the neutral axis.  The last one is determined by assuming that adsorption

occurs in a heterogeneous manner, by small islands inducing a shear-stress loc

(3)

where the islands characteristic length is Dloc.  The measured displacement field Ymes is then

projected onto the above described statically admissible basis, thus yielding least squares error

indicators (Fig. 2), which are used to assess the modelling quality.

FIGURE 2. Loading model identification.
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Digital image correlation (DIC) based full-field deformation measurement technique has been

successfully used to map both nominally homogenous and non-homogenous deformation fields [1-

5]. Among the key parameters in a digital image correlation analysis are grid point selection,

subset size and shape, local mapping function for the subset, and the image correlation criterion

and its optimization solution algorithm used. In particular, the affine deformation mapping

function (equivalent to the assumption that the subset deforms uniformly) is most commonly used.

For a given deformation field with a very high strain gradient (such as the strain field around a

sharp crack tip [1] and the boundary region across a shear band or tensile deformation band due to

certain material softening behaviour [4]), such a choice of the local mapping function for a given

subset is questionably. Furthermore, the common use of a uniform grid point set with subset

centred at each grid point would also not be proper to achieve the optimum balance between themm

spatial resolution and accuracy of displacement field measurementsf .  Several novel digital image

correlation analysis methods are presented here to specifically address the above mentioned issues.

FIGURE 1. Adapaive gridding of a notched specimen [1].

For measuring a deformation field with high strain gradients such as around a notch tip as

shown in Fig. 1, it is proposed that an adaptive grid point set is used (similar to the finite elementd

meshing with more dense grid points around the notch tip region).  The subset for each interior grid

point will be centered but the subset for the boundary grid point (such as the ones on the free

surface of the notch region) will be properly offset (Fig.1) so the image pixels outside the specimen

boundary will not be considered.   Such an adaptive grid point set has been successfully used to

extract the notch tip displacement field and a growing crack tip displacement field (with an

additional procedure of the so-called backward image correlation) [1]. The remaining issues are

how to define the grid point set, subset size and shape, and local mapping functions optimally to

achieve the highest spatial resolution and accuracy of the local displacements within the limit of

the system and image noises. 
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When a localized deformation band with a uniform strain existing a sample, it is found that the

extracted displacement field and strain field are not accurate when they are obtained by the digital

image correlation analysis of a uniform grid point set over the entire sample region, see Fig.2.  The

original deformation band of a width 100 pixels (from X1=250 to 350 pixels) is distorted and the

sharp transition in strain or displacement gradient U11 across the deformation band boundaries

(X1=250 and X1=350) is greatly smeared and the strain distribution isaa of a bell-like shape.  It is

found that when one limits the region of interest (ROI) in the digin tal image correlation analysis to

the deformation band region, the band strain distribution is nearly uniform instead of a bell-like

shape.  In actual applications, one has to locate the deformation band region adaptively and

iteratively without any prior knowledge. 

FIGURE 2. Effect of the DIC’s ROI on the strain distribution of a deformation band.
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Composite panels are prone to delamination damage caused by impact or manufacturing process.r

This results in a local loss of stiffness in the panel where the delamination has occurred. The

present study aims at taking advantage of full-field measurements and inverse identification

procedures to solve this problem. A deflectometry technique [1] is employed to perform full-field

slope measurements. The curvatures are then obtained from the slopes by numerical

differentiation. The deflectometry setup is shown in Fig. 1.rr

FIGURE 1. Deflectometry set-up.

The Virtual Field Method (VFM) [2-3] is used to process curvatures for the identification of

the local loss of stiffness. Due to the reduction of stiffness in a local area on the laminate, the

bending stiffnesses are different from those of the undamaged mat terial. Thus, the VFM should be

adapted to the case of a local stiffness reduction. 

(1)

where  is the bending stiffness tensor of the damaged area,  that of the undamaged area and p

is a polynomial function. The virtual fields method was adapted to identify the coefficients of the

polynomial provided that the undamaged stiffnesses are known.

The case considered here is a rectangular composite panel contr aining a local damage

characterized by a stiffness reduction coefficient as shown in Fig. 2.a. In order to validate the

identification procedure, the first step was to use numerically simulated curvature data from an FE

model. Fig. 2.b shows the plot of the stiffness reduction map for a 30% nominal stiffness

reduction. On the plot, the red colour indicates no stiffness reduction (r i.e., no damage) and the

blue, a reduction of stiffness (damage), with the magnitude of the stiffness reduction on the colour

bar. It is clear that the method picks up the location of the damage and also provides a fairly good

estimate of the stiffness reduction.

~ 0DD

D
~ 0D
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FIGURE 2. (a) Damaged plate dimensions and test configuration (b) The stiffness reduction

identified from the simulated curvature maps (8th order polynomial function).

For the initial experiment, a unidirectional T300/914 carbon epoxy laminate plate with

artificial damage was fabricated. To create the artificial isotropic damage, a 50x50 mm2 size FEP

release film was inserted into the interface between 2nd and 3d rd lamina during fabrication of thed

laminate. After curing, the 1st and 2nd lamina over the film were taken off to represent a

delamination effect. The first result of local stiffness reduction detection on the damaged plate is

shown in Fig. 3.a. It can be seen that the result from experiment is similar to the one obtained from

simulated measurements.

However, in practice, anisotropic damage is likely to occur, so additional experiments have

been performed for other types of damage. The results are presented in Fig. .b (delamination) and

3c (fibre cut). The results are promising. The paper will present more extensive comments.

FIGURE 3. Identification of the stiffness reduction with experiment (a) Isotropic damage (b)

Anisotropic damage (delamination only) (c) Anisotropic damage (fibre cut only).
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The identification of material parameters is very important in order to achieve more realistic

prediction of the material behaviour by numerical simulations. An alternative method consists in

the exploitation of the strain field measured on a non standard specimen. We have shown ind

previous studies the improvement brought by the exploitation of the strain field to the quality of

the identification of the hardening material parameters [1,2]. The aim of this work is to improve

the identification of Hill’s yield criterion parameters using full-field measurements of strain, force-

displacement and r- curves.

The application concerns dual-phase steel used in the automobile industry. This material is

assumed to have standard rate independent elasto-plastic behaviour. The elasticity is linear and

isotropic. The yield criterion of plasticity used is the Hill’48 [4]. It is given by:

(1)

where        (2)

 is the equivalent stress of Hill,   denotes the components of the stress tensor of Cauchy in the

orthotropic axes and   is the equivalent plastic strain.

The work-hardening is assumed to be isotropic. Its evolution is explicitly given by a Swift law

:

(3)

The parameters to be identified are F, G, N for the yield criterion, and Y0, , n for the

hardening Swift law. Notice that G+H=1, this is obtained by imposing the equality between the

measured yield limit for a uniaxial traction along the rolling direction and the equivalent stress

given by Hill’s yield criterion for the same direction. We assume also that L=M=1.5. These laws

were implemented in an FE code called EPIM3D [5]. The measurement of the strain field is

performed using the software 7D [6].

The identification strategy consists in the minimization of the total cost-function  given by

the following expression:

(4)

where ,  and  represent a least square difference between the measured and the

simulated total force, strain field and Hill’s coefficient of anisotropy  respectively,  and

are weighting coefficients, so that , and  is the parameters set

to identify.
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First results show that it is possible to obtain a good agreement between numerical and

experimental values of strain fields, force-displacement and r- curves.
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Passenger safety during front collision depends to a great extent on the capability of the car’s fronta

space frame structures to absorb energy generated during the crash, while deforming the least

possible, Han and Yamazaki [1], and Cheon and Meguid [2].

Finite element analysis (FEA) models of 3D S-shape extruded aluminum frames were

developed using the FEA simulation software ABAQUS/CAE and were evaluated for their

crashing behavior when loaded axially.

All models investigated possess an aluminum frame, 45o curvature angles and a square cross-

section. All models were loaded identically.  One of the models tested was hollow inside, while the

others were reinforced with aluminum foams of different properties (density and modulus of

elasticity). Table 1 lists the properties of the aluminum foams used in this investigation.

The aluminum frame with foam 10.8/40/L with the highest relative density (10.8%) and 40 cpi

(cells per inch of foam), tested longitudinally to the direction of solidification revealed a structure

(SSF-1-45-45-1) that can sustain great compression with the least deformation. Figure 1 shows

deformed plots of typical empty and aluminum reinforced ’S’ space frame structures.

TABLE 1. Properties of Aluminum foam, Nieh et al. [3].

FIGURE 1. Deformed contour plots of (a) empty (SS-1-45-45) and (b) aluminum foam reinforced 

(SSF-1-45-45-1) structures.

Structure Foam Modulus of Elasticity / MPa Density / kg.m-3

SSF-1-45-45-1 10.8/40/L 752 299

SSF-1-45-45-4 4.8/40/L 110 133

16. Impact Behaviour of Composite Materials and Structures
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TABLE 2. Energy Absorbed and Specific Energy Absorption as a funtion of Aluminum Foram

Reinforcement.

Table 2 shows the estimated peak force, energy absorbed and specific energy absorption fork

different structures. Based on this study, it can be concluded that aluminum foam is an efficient

energy absorber, but higher density foam does not increase the Specific Energy Absorption of the

structure much as compared to lower density foam due to the overall increased mass. In addition,

the increase in total energy absorption due to aluminum foam reinforcement is accompanied by an

undesirable significant increase in the peak force.

References

1. Han J. and Yamazaki K., International Journal of Vehicle Designl , vol. 31 (1), 72-85, 2003.

2. Cheon S.S. and Meguid S.A., International Journal of Automotive Technologyf , vol. 5 (1), 47-

53, 2004.

3. Nieh T.G., Higashi K. and Wadsworth J., “Effect of cell morphology on the compressive

properties of open-cell aluminum foams”, Materials Science and Engineering, vol. A283,

105-110, 2000.

Structure Foam Mass / kg Force / N Energy / J SEA / J.g-1

SSF-1-45-45-1 10.8/40/L 2.84 38987 8405 2.96

SSF-1-45-45-4 4.8/40/L 1.93 32014 5391 2.79

SS-1-45-45 EMPTY 1.20 16068 1675 1.40
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Composite material exhibits superior mechanical properties such as high specific stiffness and

strength over metallic materials and, hence, are increasing used in various industries. In many

practical situations, the composite structures are often subjected to impact loading. Therefore, it isff

required to characterize the mechanical properties of composite materials at high rates of strain.

In the present work, the compressive stress-strain properties of a unidirectional carbon/epoxy

(T700/2521) laminated composite in the three material directin ons were determined using a

conventional split Hopkinson pressure bar. To avoid uncertainties related to size effects, the

specimens in all the tests had the same geometry, i.e., cube specimen of nominal size 10mm. High

strain-rate compression tests on the unidirectional carbon/epoxy laminated composite were

performed in three material directions or 1(in- plane longitudinal), 2(in-plane transverse) and 3

(through-thickness) directions. Low strain-rate compression tests were carried out in a Instron

testing machine. The specimens in the 1 direction showed higher strain rate effects than the

specimens in the 2 and 3 directions. In the low strain-rate tests, cube specimens were observed to

fail by axial splitting. In the 2 and 3 directions, cube specimens were split into two parts along a

direction which was about 45 degree from the specimen axis. In the high strain-rate tests,

specimens in each of the 1, 2 and 3 directions invariably failed in almost the same way as was their

counterparts in low strain-rate tests.

Table 1. Type of reinforcing fiber and matrix resin used in unidirectional carbon/epoxy laminated 

composite
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FIGURE 1.  Cube specimen, and 1. 2 and 3 loading direction

FIGURE 2.  Schematic diagram of conventional split Hopkinson pressure bar
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The environmental impact of the vehicle designates the lifetime cost of the maintaining the

infrastructure and the environment. One of principal objectives of EUREKA Footprint project is to

develop the measurement techniques for measurement of this impact and to relate it to economic

costs. The vehicle footprint is especially a function of suspension system quality. To be classified

as "rail-friendly" the suspension must isolate the wagon from rail unevenness so that the dynamic

wheel loading is minimized. The main factors, influenced dynamic loading is unsprung and sprung

masses of the vehicle, sprung mass frequency and sprung mass damping ratio. Purpose of this

article is an easy test method proposal for determination the t dynamic characteristics of the

suspension with full scale wagons on the track by crossing an artificial bump. The EC Drop test

directive for road vehicles was adopted for this test.

Presented work goes out from tests, performed on shaker rig [1]. Here, the drop test was

simulated using hydraulic actuator and optimum drop height has ber en determined to be 10 to 15

mm, just enabling the suspension to raise the oscillation with several peaks. Following procedure is

proposed for the track drop test. Three artificial wedge shaped bumps of the height 10 mm, 15 mm

and 20 mm are step by step placed on to each rail in front of the wagon and fixed to the rail (Fig.

1). The wagon is then draped over these bumps with three known velocities. Each bump over

crossing is three times repeated for statistical purposes.

FIGURE 1. Wagon instrumentation and test performance

Following instrumentation is used on the wagon and track. Accelerometers are placed above

each wheel of crossing axle on sprung and unsprung masses, total amount are 4 pieces. Two

displacement transducers, connecting unsprung and sprung masses at each wheel of crossing axle

may be used as an option. Deformation sensor is attached to both rails bottom just under the wedge

end; the rails can be alternatively strain gauged at these positions.
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Suspension characteristics determination from drop test

Natural frequency and sprung mass damping is determined directly from sampled acceleration

or displacement. The mean value of the logarithmic damping decrement , the critical damping

ratio   and suspension natural frequency foff  are usually calculated from all n+1 peaks, having

values qi and observed at time ti, which can be red out from the chart using following relation

(1)

Dynamic load coefficient DLC is defined as the ratio of the real operation RMS dynamic

wheel force sF to the mean wheel force  according following equationF

(2)

This coefficient is estimated indirectly from rail deformation dynamic peaks  vi, measured at

particular crossings of the bumps at given velocities vi and the static deformation value  v0

obtained at standing wagon at the bump according following equations

(3)

Coefficient K is obtained on the base of calculatK ion using multibody software package alaska.

The derivation of this coefficient is based on comparison of bump force peak and the force time

history, obtained from representative truck. The verification of this procedure was performed using

forces, measured at shaker rig test during truck simulations [1].

Conclusion

Further works are planed for estimation the vehicle dynamic characteristics using measuring

station without using any artificial bump and for relating the dynamic loading coefficient to

economic costs in order to justify the basis for usage charging. The authors thank the Eureka Unit,

Czech Republic for financial support of this project, which is led under internal notification OE

197, OE and the Department of Trade and Industry, UK.
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The present work deals with the behaviour of composite material plates submitted to impact

loading conditions. The considered composite material consists of long fibers in polymeric resin.

Different stacking sequences and different plate thickness are considered. Impact tests are

performed according to the ASTM 3029 standard using our instrumented free-fall drop dart testing

machine, that allows to acquire the dart load and the dart velocity histories.

The testing machine is equipped with a load cell for the force measurement and a

optoelectronic device for the impact velocity measurement. Signals from the transducers are

acquired with a NI board installed in a PC. Then the signals a accurately elaborated in order to get

the values of the dart acceleration, velocity and displacement. Finally the history of deformation

energy is calculated. Results are presented in terms of load-displacement (Fig. 1) and energy-

displacement (Fig. 2) diagrams.

FIGURE 1. – Force displacement diagram               FIGURE 2. - Energy displacement diagram

The strain-rate sensitivity of the material is analysed with respect to some characteristic

quantity such as the First Damage Threshold, the initial stiffness, the Maximum Load. Figure 3

shows, for example the dependency of the initial bending stiffness of the impacted plates on the

impact velocity. The experimental methodology is aimed to characterise the energy absorption

capability of the plates. In this perspective experimental data are analysed by means of the damage

index, that establish a meaningful relation between the impact enff ergy and the energy dissipated by

the impacted material. 

The index recently defined by the authors results to be more effective than the damage index

previously defined by Belingardi and Vadori, particularly in the case of thick laminate when,

penetration and perforation events are well distinguished.
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FIGURE 3. - Dependency of the initial stiffness of the impacted plates on the impact velocity
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When a brittle material breaks under external force, a fast propagating crack often appears whose

speed is more than 200m/s.  The fast propagating crack bifurcates into two cracks if the crack

speed is high enough (Suzuki et al. [1]),   Bifurcation is a characteristic feature of fast propagating

cracks, accordingly, many researchers have studied it theoretically and experimentally.  But the

mechanism of bifurcation is not fully understood yet.

One of the most important problems to figure out the mechanism of rapid crack bifurcation isaa

the continuity of energy release rate at bifurcation.  The area of crack surface with the unit length

extension of the crack after bifurcation is twice as large as that before bifurcation.  Hence the

energy release rate immediately after bifurcation becomes discontinuously twice as large as that

before bifurcation, if the crack speed after bifurcation is the same as that before bifurcation.  On the

other hand, if the energy release rate is continuous at bifurcation, the crack speed must decrease

discontinuously at the bifurcation.  But, it was impossible to measure the energy release rate just

after bifurcation, because strong interaction occurs between the near-tip stress fields around the

two branch crack tips since the distance between the two crack tips is very short.

Suzuki and Sakaue [2] recently proposed a method to measure the energy release rate of fast

propagating cracks after bifurcation.  If the bifurcation angle is small and the lengths of the

branch cracks are short (see Fig. 1), the crack can be thought to be a single crack, and the COD of

the mother crack is proportional to the square root of the distance from the crack tip.  Such

conditions are approximately satisfied just after crack bifurcation.  Consequently, the energy

release rate of the crack just after bifurcation can be obtained by measuring the CODs of the

mother crack with the formula of COD for a single crack.  They measured the energy release rate

of fast propagating cracks in PMMA, and obtained the result that both of energy release rate and

crack speed are continuous at bifurcation.

FIGURE 1.  Bifurcated crack.

Suzuki et al. [3] applied the method of COD to the cracks in Araldite B.  But, the corner of a

crack surface and the specimen surface is chipped off in the case of fast propagating cracks in

Araldite B (Fig. 2).  As the result, it is often difficult to measure CODs from microscopic

photographs of the fast propagating cracks.
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The present paper shows a method to measure CODs even in the region where CODs are

difficult to be measured directly from the microscopic photographs.  The procedure is as follows.

1 High-speed holographic microscopy [1], [2] is applied to take microscopic photographs of

fast propagating cracks in Araldite B.

2 From the photographs COD and D in Fig.2 are measured in the region where both of COD

and D can be measured. The sum of the width of the defect, f 1+ 2, and its mean value,

, is obtained from the measured COD and D.

3 The COD in the region where COD can’t be measured directly from the microscopic

photographs is approximately obtained by measuring D and by subtracting  from

D.

The results of the COD measurement described above have good measurement accuracy.  It is

shown that the measured COD is proportional to the square root of the distance from the crack tip,

not only in the case of single cracks but also in the case of mother cracks after bifurcation.

FIGURE 2.  (a) Fast propagating crack with defect in Araldite B, (b) the cross section of the 

specimen along A-A' in (a).
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There are many circumstances in a steel marine structure, when the need arises for local

reinforcements or repairs.  This need can be the consequence of requirements for higher load-

carrying capacity of the structure, which can in turn be the result of either a problematic initial

design or an improper manufacturing procedure or a change in the operational conditions.  An

additional very common reason for local repairs is the existence of local defects in the steel

structure, like cracks, plastic deformations or corrosion.  The basic objective of these local

reinforcements and/or repairs is the increase of the structure’s residualf strength or the elongation of

its operational life in cyclic loading.  The use of composite materials patching is a very attractive

alternative to the traditional reinforcement or repair methods (i.e. bolted doubler plates, welding),

overcoming many of their limitations and disadvantages and being in many cases the only

practically and economically feasible solution.  Although there is a plethora of literature references

dealing with composite patch reinforcements in aluminum aircraft structures, the reported

composite patch applications in steel marine structures are very few, like those of Grabovac [1]

and the QinetiQ team [2,3].

The aim of this paper is to investigate experimentally the efficiency of a carbon/epoxy

composite patch for reinforcing a steel plate having a hole.  The hole acts as a severe defect in the

steel plate, resulting in the development of high stress concentrations.  The geometry of the

specimens is schematically shown in Fig. 1.  The 4 mm thick steel plate has a 14 mm diameter

central hole and is reinforced on one side by a 3.7 mm thick carbon/epoxy composite patch, having

tapered ends in the longitudinal direction.  The specimens are loaded in static tension.

FIGURE 1. Geometry of the specimens tested.

Among the basic objectives of this work was to use low cost, easy to find composite materials

and apply a conventional manufacturing method, that could be easily followt ed in the harsh marine

environment of a ship by a non expert personnel.  Thus, the patch is made of 12 layers of carbon

epoxy twill 2x2 160 g/m2 fabric, laminated directly on the steel plate using a common epoxy resin

and the hand lay-up method.  The steel is ordinary marine grade with an elevated yield stress of

17. Fiber Reinforced Polymer Applications



Nicholas G. Tsouvalis and Lazaros S. Mirisiotis690

348 MPa.  Material characterization tests were performed in standard carbon/ epoxy coupons,

resulting in a fiber ratio of 47.4%, a tensile modulus of 41.51 GPa and a tensile strength of 478

MPa.  Thus, the resulting stiffness ratio of the patched specimens is equal to 0.2.

The main parameter investigated in the experimental program was the steel surface preparation

method before laminating the patch.  Thus, four different methods werer studied, namely the use of

a simple wire brush (WB), the use of blasting with aluminum oxide grit No. 60-80 (BAO), blasting

with 1.2 mm diameter steel shots (BSS) and blasting with Nickel slags (BNS).  Two similar

specimens were tested for each case, plus reference hole drilled unpatched specimens (REF).  Two

sets of tests were performed, involving 6 specimens each.  The first set was displacement

controlled tests and involved two reference, two WB and two BAO specimens.  The second set

was force controlled tests and involved two reference, two BSS and two BNS specimens.  Strains

were measured at two locations on the steel plate, next to the hole and near the loaded edge and on

the external surface of the carbon/epoxy patch.

In all cases the first failure appeared at the resin adhesive layer between the patch and the plate,

when steel strains near the hole reached a value between 14500 and 17000 , that is well into

steel plasticity.  As shown in Fig. 2, patched specimens exhibited a considerable increase of the

applied load required for yielding, varying between 27 and 48%, whereas there is no clear effect of

the surface preparation method on the results.

FIGURE 2. Applied stress versus longitudinal displacement for all specimens tested.t
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It is a common feeling, among those involved in research and design activities in the field of

strengthening with fibre-reinforced composites, that Italy is ged tting a worldwide reputation, both

for the value of its contribution in improving the knowledge in this field, as well as for the presence

of a peculiar and important building heritage. This includes those of historical and architectural

relevance as well as more recent masonry, reinforced concrete, prestressed concrete, timber and

metallic structures. Most of the latter structures are now over 30 years old and in need of urgent

structural remedial works. 

The main international initiatives for the identification of design guidelines to address these

needs are well known. It is worth mentioning the Japanese (JSCE – 1997 [1]), the American (ACI

440 – 2000 [2]) as well as the European guidelines (FIP-CEB – 2001[3]). All the aforementioned

documents deal with structures made of reinforced concrete.

Both the scientific interest for the innovative use of fibre-reinforced polymers (FRP) in

structural applications, as well as the peculiarity that the Italian building heritage, has attracted the

attention of many researchers working in the fields of Structural Mechanics, Construction,

Structural Strengthening, and Seismic Engineering. They have started a number of scientific

programs funded by the most important Italian Research Centres, particularly by the Italian

Ministry for University and Research (MUR) and the Italian National Research Council (CNR).

The CNR, through its Advisory Committee on Technical Recommendations for Constructions

has promoted, both in the academic and industrial level, a special initiative of a number of

professors of Structural Mechanics and Structural Analysis and Design involved in research

activities on FRP. 

The professors are: Luigi Ascione, Andrea Benedetti, Edoardo Cosenza, Angelo Di Tommaso,

Ciro Faella, Luciano Feo, Antonio Grimaldi, Antonio La Tenn gola, Raimondo Luciano, Franco

Maceri, Gaetano Manfredi, Giorgio Monti, Antonio Nanni, Renato Sante Olivito, Luciano Rosati,

Elio Sacco, Marco Savoia, Enrico Spacone.

Nearly all the professors and researchers involved in this emerging and promising research

field have taken part in this initiative, as well as the technical managers of major manufacturing

and installation firms specialized in the strengthening with composites.

After less than two years of working activity, a series of guidelines for the design and

construction of externally bonded FRP systems for strengthening existing structures, were issued

by the CNR. 

These documents are also conceived with an informative and educational spirit, which is

crucial for the dissemination, in the professional sphere, of the mechanical and technological

knowledge needed for an aware and competent use of such materials. They have also been

prepared for informative and explanatory purposes to promote the mechanical and technological

knowledge of FRP materials to professional and designers.
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The documents are:

• CNR-DT 200/2004: Guide for the Design and Construction  of Externally Bonded FRP

Systems for Strengthening Existing Structures: materials, RC structures, prestressed RC

structures, masonry structures;

• CNR-DT 201/2005: Guide for the Design and Construction  of Externally Bonded FRP

Systems for Strengthening Existing Timber  Structures;

• CNR-DT 202/2005: Guide for the Design and Construction  of Externally Bonded FRP

Systems for Strengthening Existing Metallic  Structures.

The aim of this paper is to contribute to their diffusion within the international scientific

community, with particular attention to the one dedicated to RC structures.
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A big spread out of researches linked to the adoption of composite materials, and, in particular, of

Fibre Reinforced Polymers (FRPs), can be recorded in the field of rehabd ilitation and strengthening

of the monumental heritage, usually made of masonry material: typical applications are structural

adaptation or improvement of historical constructions for seismic purposes, structural

reinforcement of masonry constructions, either for repairing already formed cracks or forrr

preventing the formation of unilateral hinges that can result in the activation of collapse

mechanisms in masonry patterns such as arches and vaultes, or for reducing the stress in masonry

panels, thus, increasing the loading capacity of the wall.

In the paper, in order to evaluate the benefits induced on traditional masonry structural

typologies, such as arches or walls, by the application of carbon fibre strips, experimental tests are

developed; all of these tests have been realized at the Laboratory of Materials and Structural

Testing of the University of Naples “Federico II”.

In details, on one side one considers models of masonry arches and, on the other side,

laboratory prototypes of symmetrical masonry panels, made of tuff bricks, are analysed, with a

central hole covered by a steel architrave.

Each typology is subject to its own weight and to a varying horizontal force, and many loading

cycles are produced for the unconsolidated and consolidated case.

The adopted consolidation technique basically consists, as regards to portal arches, of gluing

some FRP strips at strategic positions of the arcade, and, as concerns masonry walls, of

enwrapping the lower part of the masonry structure with mono-directional FRP strips.tt

Results are really encouraging, showing how a proper choice of the reinforcement can producef

an high increase of the loading capacity of the structure.
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The technique of bonding with composite materials having a polymeric matrix reinforced with

long carbon fibers (CFRP) has become very widespread in the consolidation of masonry structural

elements.

While on the one hand the potentials offered by this new technique, understood above all as an

anti-seismic defense, are evident, on the other there are still aspects to be clarified. The correct use

of  composite materials as reinforcement for masonry structures is subordinated, in fact, to a

knowledge of the mechanical behavior of the reinforced masonry system, with particular reference

to the collapse modes that emerge due to a detachment of the reinforcement from the masonry

support, since in this case the failure mechanism is a brittle one and should therefore be avoided.

The key factor characterizing the mechanical behavior of the CFRP masonry reinforcement is,

therefore, the bond strength, i.e. the maximum load that can be transferred from the masonry to the

composite material in order to avoid brittle collapse due to a loss of bonding.

In the literature, many research projects of an experimental and theoretical nature exist that

study the bond between CFRP reinforcement and structural elements made of concrete. As far as

the literature on masonry is concerned, there are many fewer experimental results available, and

the theoretical models proposed are derived from ones determined from experimentation on

concrete. The existing studies on masonry structural elements reinforced with CFRP have pointed

out that the collapse mode is almost always determined by de-bonding of a thin layer of brick

adjacent to the masonry-to-adhesive interface. This observation emphasizes the fact that the

bonding capacity must thus depend significantly also on the resistance of the support.nn

Another important aspect revealed by these experiments ist that an effective bond length exists

beyond which no increase the collapse load.

In this paper, we report the results of an extensive experimental investigation aimed at studying

the strength of the brick-CFRP bonding, using shear test on brick reinforced with CFRP (Carbon

Fiber Reinforced Polymer) of varying dimensions.

The results made it possible to point out the influence played by the dimensions of the

reinforcement sheet on the collapse load, ultimate slip, quality of the load-displacement diagram,

and collapse modes. Lastly, identification of the local strains along the reinforcement sheet enabled

us to formulate hypotheses regarding the local bond-slip relationship and then on the transfer mode

of the stresses from the reinforcement to the brick.
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During the last few decades, fibre-reinforced composite materials (FRP) have been utilised in

many civil engineering applications. Their use in strengthening and restoring interventions on

existing structures is greatly increasing due to their considerable strength/weight ratio and

excellent corrosion resistance, as a consequence of the fact that conservation and restoration of the

built heritage of past generations is becoming a key issue.

For this reason, huge scientific researches have been made by national and international

engineering community for the safeguard of historical buildings. These have lead to several

research projects; in particular, CNR DT 200/2004 technical recommendations [1] for the design

and construction of strengthening techniques with FRP systems have been published in Italy to

provide an aid to designers interested in the field of composite materials and to avoid their

incorrect application.

The Guidelines handle with different types of FRP applications to masonry and reinforced

concrete structures and take into account quality control and monitoring phases that should follow

a strengthening intervention. In fact, several aspects affect the effectiveness of FRP systems: above

all, surface preparation and FRP installation are the most important ones. Moreover, once FRP

strengthening has been carried out, monitoring by non-destructive or semi-destructive tests shouldr

be performed to assure the intervention quality and effectiveness (see Ascione et al. [2] and

Bastianini et al.[3] for instance).

In the present work, semi-destructive and non-destructive techniques have been conducted for

the quality control and monitoring of FRP applications to masonry structures, according to CNR

DT 200/2004 Guidelines. Different types of FRP fabrics have been adopteda : carbon fiber and glass

fiber fabrics. 

In particular, both pull-off tests and shear tearing tests have been performed on real brick andff

natural stone masonry buildings for the assessment of the properties of the restored surface and thef

quality of bond between FRP and masonry substrate, respectively. The test procedure is the

following: after the substrate preparation by means of removal and reconstruction of any

deteriorated masonry zone, cleaning of the surface and removal of possible vegetation plant or

similar, and the execution of tests on the homogeneity of the structure to be strengthened, FRP

fabric can be applied. Then, pull-off tests can be carried out attaching a steel plate to the FRP and

pulling it off by means of an ad hoc device, as shown in Fig. 1.

Shear tearing tests may be carried out when it is possible to pull a portion of the FRP system in

its plane close to an edge detached from the substrate.
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FIGURE 1. Pull-off test on a masonry building: a) FRP and substrate cutting; b) steel plate 

adhesion on FRP system; c) test result.

The semi-destructive test results were useful for the experimental validation of procedures,

methods and theoretical relationships suggested in [1].

Moreover, non-destructive tests have been carried out to characterize the uniformity of FRP

application by means of thermographic tests. These tests have been conducted on brick masonry

macro-elements at University of Calabria and on real masonry structures, with the aim of detecting

defects on the strengthening interventions used for the above mentioned semi-destructive tests.

Artificial heating of the specimens has been used to obtain a uniform heatd ing distribution on their

surface, without reaching the glass transition temperature of FRP system. From the tests,

thermographic pictures have been obtained, in some cases indicating the presence of air bubbles

below the fabric or irregular substrate surface.
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The increasing use of carbon fiber reinforced polymer (CFRP) sheets for strengthening existing

reinforced concrete beams has generated considerable research interest in understanding thet

debonding mechanism of failure in such systems. Less attention has been paid on the application of

the FRP technology to masonry structures and specifically in the case of restoration of  historical

monuments and buildings. Since this technique is, in many cases, not invasive, easy to apply and

free from corrosion, its application has been extended to preserve historical buildings.

FIGURE 1. Test setup

The effectiveness of such strengthening depends upon the load transfer from FRP composite to

the substrate. Shear debonding is usually caused by a crack that forms and then propagates at the

interface between the adherents [1-7]. Referring to masonry, the shear debonding has not been

studied completely and the effect of the mortar joints can be further investigated [8].

In this paper, an experimental investigation into the shear debonding of FRP sheets from

masonry blocks is reported. The FRP sheet was bonded in the center on one side of the masonry

specimen. Direct shear tests were used using the classical pull-push configuration. In a typical test,

the tensile load is applied to the FRP composite, while the masonry is restrained against
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movement. The masonry specimen consisted of five bricks and 4 mortar joints. Previously, shear

tests has been carried out on mortar blocks and bricks and the cohesive laws [9,10] have been

obtained, respectively. After that, the shear test has been carried out on masonry. Masonry

specimens were first preloaded in compression and maintained in compression by means of two

steel plates. The compression load has been monitored through a cell load inserted between the

steel plates up to the shear test. The system, consisting of masonry specimen, steel plates and load

cell, was then bolted to the machine base. Prior to running the shear test, the creep has been studied

to evaluate the compression load. The FRP strip was bonded after the specimen was prestressed.

During each test, spatially continuous measurements of the surface displacements on the FRP and

concrete are obtained using an optical technique known as digital image correlation [11]. The load

carrying capacity is related to the compression in masonry. The strain along the FRP length has

been analysed. It shows a drop corresponding to the mortar joint. The length of the stress transfer

zone is derived and compared to the one obtained with FRP/concrete interface debonding.

Moreover, a simple model to be taken into account for the effect of the mortar joints, based on the

experimental results, is proposed.
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Fiber reinforced polymer (FRP) sheets have been extensively used for increasing the stiffness and

load carrying capacity of existing concrete structures. The FRP sheets are basically used as

supplementary tensile reinforcement. Tensile stresses are produced in the FRP due to stresses

transferred through the interfacial bond between the concrete and the FRP.

FIGURE 1. Test setup

When the FRP bridges a crack in the concrete, the sharp discontinuity at the edge of the crack

introduces a stress concentration along the FRP-concrete interface. The high stresses and stressff

gradients result in the initiation of debonding in the vicinity of the crack [1,2,3]. Debonding has

been shown to be produced by an interface crack which initiates and propagates in the interface

region comprising of the surface layer of concrete where the epoxy impregnates the concrete. The

debonding mechanism has been shown to be one of the most important causes of inefficiency of

the repair and considerable attention has been paid to this problem [2,4,5,6,7]. It is generally

acknowledged that the geometric variables such as the length and the width of the FRP laminate

sheet have a significant influence on the debonding load [8,9,10,11,12]. It has been shown that the

ultimate nominal stress for debonding increases with an increase in the bonded length, up to a

critical bond length. An increase in the bonded length beyond the critical bond length does not

produce any increase in the ultimate stress. Less attention has been paid to the scaling in the

ultimate load with the width of the FRP [10,11,12].
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An experimental investigation into the influence of the width of the FRP sheet on the load

carrying capacity of a given FRP-concrete interface is reported in this paper. The load carrying

capacity refers to the nominal stress in the FRP at debonding. The primary focus of this study is tott

understand the dependence of the load-carrying capacity on the FRP laminate width. Direct shear

tests (Fig. 1) were performed using FRP composite sheets of varying widths attached to concrete

blocks. A fixed bond length which is greater than the critical bond length was used for all

specimens. The contribution of the two factors, the boundary effect and the restraint from the

surrounding concrete, was studied from the measured strain distribution. It is shown that a regiont

of constant width associated with high shear strains is found at the edge of the FRP sheet during

the entire debonding process. The presence of the edge effect primarily contributes to the observed

increase in the load carrying capacity with an increase in the width of the FRP.  
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Within the framework of project TE.M.P.E.S. two 1:2 scaled models of the typical tuff masonry

buildings have been constructed and tested on the seismic simulation shaking table located in the

structural laboratory of CESI, Bergamo, Italy. The two as-built prototypes were tested and

damaged at increasing intensity level up to a significant damage was observed, after they were

repaired by means of two different techniques based on innovative materials. According to the

scaling rules, the prototypes have been constructed with plane dimensions of 2.60 m x 2.85 m; they

were characterised by two stories with total height of 3.20 m. Thickness of the three-leaf walls was

equal to 0.30 m. The three-leaf type of masonry is typical of many structures in Europe and in the

Mediterranean area, and is locally known as “a sacco”; it is characterised by two external layers of

masonry blocks (0.10 m thick) and an inner core (0.10 m thick) made of chopped tuff mixed to

mortar. FIGURE 1. View of the three-leaf (“a sacco”) walls during construction and as-built

prototype1 shows a three-leaf wall during construction. Each of the two weak walls of thef

prototype were characterized by two 0.70 m x 1.20 m doors at first storey and two 0.70 m x 0.70 m

windows at second storey, while the other two perpendicular walls had one 0.70 m x 0.70 m

window at each storey (Fig. 1). The two wooden floors were realised by 0.10 m x 0.15 m wooden

beams on which a wooden ply was nailed. For one of the two models, a 0.30 m x 0.20 m

Reinforced Concrete (RC) riddle was designed at both levels in order to assure an effective

connection between the four sides. This detail was not realized in the second model for which the

connection of the four sides was assured by means of composite bars.

FIGURE 1. View of the three-leaf (“a sacco”) walls during construction and as-built prototype

In order to perform a fast repair, typically needed for a building that has been damaged by an

earthquake and occupants safety has to be immediately assured with respect to risks related to

potential aftershocks, the selected technique was based on the use of Glass FRP laminates. A view

of the GFRP repaired model is shown in Fig. 2. The second model was repaired using a system

based on a GFRP grid bonded with a cementitious mortar. The advantages of this system can be
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summarized as follows: matrix less sensitive to fire and high temperature compared to epoxy resin;

matrix compatible with a humid substrate typical of natural masonry; lower cost compared to

epoxy bonded FRP; possibility to compensate irregular substrate by varying the thickness of the

first layer of mortar. FIGURE 2. Prototypes repaired with GFRP laminates (right) and GFRP grid

bonded with cementitious mortar (left) shows the second prototype during installation of the GFRP

grid bonded with cementitious matrix.

FIGURE 2. Prototypes repaired with GFRP laminates (right) and aa GFRP grid bonded with 

cementitious mortar (left)

The paper summarizes the main outcomes of the dynamic tests performed on both prototypes

discussing the influence of each retrofit solution on the behavior of the models in terms of damage,

energy dissipation, strength and displacements. A comparative analysis between the tested

techniques is proposed with the aim of supporting the structural engineer in a wise selection of the

most appropriate technique based on original conditions of the structure, outcomes of the structural

assessment and objectives of the retrofit intervention.
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In the last decade, Huang et al. [1] presented a non-linear method called Empirical Mode

Decomposition (EMD) for adaptively representing a non-stationary signal as a sum of zero-mean

well-behaved fast and slow oscillation empirical modes, which are known as Intrinsic Mode

Functions (IMFs). An IMF is a function that satisfies two conditions: (1) in the whole data set, the

number of extrema and the number of zero crossings must be either equal or differ at most by one;

(2) at any point, the mean values of the envelopes defined by the local maxima and minima are

zero. This decomposition is carried out through a sifting algorithm that generates a fully data-

driven method, so that no basis functions are fixed in the analysis process. Therefore, the

frequency discrimination does not correspond to a predetermined sub-band filtering and the mode

selection corresponds to an automatic and adaptive filtering. Consequently, the evaluation of the

performance of the EMD method in a given field must be analysed by means of numerical

analysis. In addition, the sifting process facilitates the application of the Hilbert transform to each

IMF, so that it can be associated to an instantaneous amplitude and frequency obtained by means

of the implementation of its analytic signal.

This paper shows the application of the EMD method to the reduction of speckle noise in

digital speckle pattern interferometry (DSPI) fringes and to the analysis of the activity of dynamic

speckle.

The removal of speckle noise in DSPI is a complex problem which has generated an active

area of research. Various methods have been applied to reduce speckle noise, although they were

only partially successful. We propose a novel denoising approach based on the EMD method,

consisting in the one-dimensional decomposition of the DSPI image along four different directions

and the manipulation of the obtained fast oscillation modes. Then, the resulting images are

averaged to compute the final filtered fringe pattern. The effectiveness and limitations of the

presented EMD-based denoising technique are evaluated using computer simulated DSPI images

presenting different fringe densities and average speckle sizes. To quantify the performance of this

novel approach to remove speckle noise, two figures of merit were calculated: the image fidelity

that quantifies how good image details are preserved after noise removal and the speckle index that

evaluates the local smoothness of the filtered fringe patterns. These results are compared with

those obtained using a wavelet-based noise reduction approach. Additionally, the application of the

EMD method to smooth experimental DSPI fringe patterns is also presented.

Dynamic speckle is the phenomenon generated by the interference between the coherent

optical fields from a large numbers of scattering centres that present some type of activity [4]. This

18. Advances in Speckle Interferometry
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phenomenon can be due to the random movement of the scattering centres and also to other moref

complex phenomena present in the sample. As these phenomena are quite difficult to be

characterised, the evaluation of the speckle activity can be used as a usefy ul approach to understandff

the processes produced in the sample. Dynamic speckle can be used to study several industrial

processes such as steel corrosion and paint drying, as well as some biological phenomena such as

fruit bruising and seed viability. Using an appropriate optical setup with very low experimental

complexity, it is possible to segment the regions of the sample that present different speckle

activities by processing the intensity of the scattered light [5].

In this work, the EMD method was used to analyse temporal sequences of dynamic speckle

patterns recorded from a fruit bruising experiment in order to find different activity levels of the

sample and also to characterise them in the time–frequency plane. The EMD method was applied

to the intensity signal along the time axis for each pixel of the sequence of dynamic speckle

patterns. Thus, each IMF is a 3D array where two coordinates are associated with the analysed

pixel of the speckle pattern and the third coordinate corresponds to the temporal axis. The analysis

of the whole data sequence for each pixel allows the segmentation of areas with different activity

levels. Additionally, the analysis of the intensity signal corresponding to pixels from regions with

different activities depicts the dissimilar temporal dependence of the speckle activity in those

areas. These results are compared with those obtained through thed application of frequency filter

banks [6].
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The detection of internal defects using digital speckle pattern interferometry (TSPI) combined with

thermal loading has generated great interest in the field of non-destructive testing. Recently,

Kaufmann et al have shown that the technil que called temporal speckle pattern interferometry can

be used to visualise time-dependent deformations generated by long thermal waves [1,2]. By

testing thin aluminium plates containing flat-bottomed holes with different depths, it was

demonstrated that the use in TPSI of thermal waves rather than unmodulated heating improves the

defect detectability.

In the present work, flawed aluminium specimens were stressed using a periodically

modulated heat source that locally heated its surface at a frequency of approximately 0.2 Hz.

Simultaneously, a set of several hundreds of speckle interferograms were continuously recorded by

means of a digital camera at a rate of 100 Hz with temporal phase shifting carried out by a Pockels

cell synchronized with it. Temporal phase unwrapping through the whole sequences of frames

enabled the determination of out of plane absolute displacement maps as a function of time.

The specimens used in the experiments were circular aluminium plates clamped along their

edges. In each specimen, four defects were milled in the form of flat-bottomed slots with different

depths. The back surface of each specimen was painted black to increase thermal absorbtivity and

was heated with an IR lamp. The radiation emitted by the lamp passed through a rotating chopperd

driven by a variable speed motor to modulate the heat received by the specimen.

A lockin approach based in a modification of the technique proposed by Gerhard and Busse [3]

was implemented. It consists basically in the modulation of the heat source along time following a

triangular waveform. This modulation will be manifested in the measured displacements along

time. The method is based in the calculation of the Fourier transform of the temporal history offf

each pixel. Afterwards, the complex value of each resonant mode of the resulting spectrum was

selected and these values were added up.

It was demonstrated that as a consequence of the application of this approach, the detectabilityaa

of flaws in metal plates was enhanced. The hypothesis behind this method is that the plate behaves

like a low pass filter for the thermal wave travelling along the plate thickness. A defect can be

considered as a region where the transfer function of the filter varies. Considering the whole set of

modes, from the fundamental to the highest frequency mode measurable, it is possible to obtain a

better characterization of the response of the plate to the thermal wave.

In order to quantify the quality of the detection achieved by this approach, a coefficient whichf

allows to compare the level of detectability in the phase images that were generated using different

methods was utilised. This coefficient ranges from 1 to 10, where a value of 1 corresponds to null

detection and 10 for the maximum detectability. It is shown that the application of the lockint

approach produces a value of this coefficient which is approximately two times higher than the one

determined when it is not used. Fig. 1(a) shows the phase image obtained using the lockin method,

where the defects are indicated by 1, 2, 3 and 4. The corresponding contour plot for the image

shown in Fig. 1(a) is displayed in Fig. 1(b).
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FIGURE 1. (a) Phase image obtained with the lockin method. (b) Contour plot corresponding to 

the same image.

Hidden flaws imaged by means of the lockin method appear to be more selectively detected in

comparison to the images extracted from the displacement fields generated by the thermal waves

measured directly. In addition, the resulting images have a constant background and the magnitude

of the intensity of the displayed defects agrees quite well with their depths.
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Over the past decades, optical vortices or phase singularities have come to attract more and more

attentions in the fields of applications such as optical metrology and photon manipulation.

Recently, we proposed a new technique of micro-displacement measurement, called OpticalO

Vortex Metrology (OVM) [1-2]. The key idea of this technique is to make use of the phase

singularities in the pseudophase information of the complex analytic signal obtained from partial

Hilbert transform, Riesz transform or Laguerre-Gauss transform of speckle patterns. Although we

have experimentally demonstrated the validity of the proposed OVM in displacement

measurement with both large dynamic range and high spatial resolution, the application of the

proposed technique was restricted because the distortions of the morphology for the phase

singularities stemming from speckle decorrelation enhance the difficulty in the unique search and

identification of the registered marker phase singularity for cad lculation of their coordinate

difference. In this paper, we propose a new technique that substantially improves the OVMt

technique in its ability of uniquely identifying the matching phase singularities under large

distortions. In addition to the information about the location and the core structures of the phase

singularities, we also detect the spatial structures of a group of the pseudophase singularities. This

spatial structure can serve as a “constellation” that uniquely characterizes the mutual position

relation between the individual phase singularities, and can be used for the purpose of the unique

identification of a cluster of the phase singularities. Experimental results have been demonstrated

that support the proposed principle.

Instead of directly correlating the raw speckle intensity distribution used in conven-

tional speckle metrology, we first generate the complex signal representation  by a

Laguerre-Gauss filtering [2], and detect the positions and the core structures of the pseudophase

singularities through the interpolated real and imaginary parts of . When observed with focus onf

the object surface, the movement of the phase singularity constellt ation can be directly related to

the movement of the object surface. The schematic diagram for the proposed technique based on

the phase singularity constellation has been shown in Fig. 1. After identifying corresponding phase

singularities before and after displacement making use of their spatial configuration and core struc-

tures as fingerprints, we can decompose the complicated movement of an object into translation

, rotation  and scaling  by tracing the movements of the phase singularities. 

( , )I y,,

( , )I y,,

˜

( , )y,,  and scaling  and scaling 
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FIGURE 1. Schematic diagram for the proposed technique based on thd e constellation of 

pseudophase singularities. (a) Before movement; (b) After movement.

Experiments have been conducted to demonstrate the validity of the proposed principle. We

recorded the swimming of a fish by a fast camera (FASTCAM-NET) the frame rate 30 frames per

second. For every sequential two frames, we generated the complex signals by Laguerre-Gauss

filtering, retrieved the pseudophase information, and analyzed the fish movement based on the

phase singularity constellation. Figs 2(a)-(d) show the examples of the recorded fish movements

and the corresponding phase singularities. As shown in Fig. 2(e) for fish swimming

decomposition, the translation has a typical periodical movement with average frequency around 5

hertz, which was introduced by fish fin to provide the internal force. Meanwhile, a large rotation

and a slight depth change in the water can also be observed for this fish. Therefore, figure 2

demonstrate the validity of the proposed technique for biological kinematic analysis.

FIGURE 2. Recorded fish movements, the corresponding phase singularities and movement 

decomposition. (a),(c): Before movement; (b),(d) After movement.
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Despite the variety of speckle interferometric setups dedicated to the detection of mechanical

deformations which have been reported in the literature since the early 70’s, sometimes with

various misleading acronyms, the operating principle of speckle interferometry has been till now

essentially applied by two basically different approaches.

The first one utilizes an external reference beam (Ennos et al. [1]), smooth or speckled, which

is superimposed to the speckle pattern generated by the object surface and focused by the imaging

system on a spatial light sensor device (at the present state of the art: a CCD or a CMOS sensor).

The external reference beam can actually be superimposed to the object beam by a beam-splitter

located between the lens and the light sensor or, alternatively, between the object and the lens (see

Fig. 1). Alternatively it can also be fed by a mirror (a prism or an optical fibre – renouncing to a

portion of the aperture of the focusing system). In any case, when assembling an externally

referenced speckle interferometer, the most important thing is to ensure that both the imaging

wavefront and the reference wavefront possess the same average curvature. The component of

displacement detected by this family of speckle interferometer is exactly the same of that one given

by holographic interferometry, that is the component along the bisector of the angle between thef

illumination and the observation directions.

FIGURE 1. Interferometer with external reference beam obtained by a beam-splitter located 

between the lens and a) the light sensor, b) the object.

The second approach permits to develop self-referenced speckle interferometers which do not

require the feeding of an external reference beam. The two families of speckle interferometersf

following this approach and which have been till now reported in the scientific literature, rely,

essentially on the “double-illumination” (Leendertz [2]) and the “double-image” (Hung [3])

principle (see Fig. 2).

The double-illumination speckle interferometers detect the component of displacement lyingnn

on the plane defined by the two illuminating directions and normal to their bisector, with no

dependency from the observation direction. This family of speckle interferometers is mainly

devoted to the detection of in-plane or near in-plane displacement components; for the detection of

in plane components it is required that the illuminating directions form equal angles with the

normal to the object surface (preferably coinciding with the observation direction). The sensitivity
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depends on the incident angle of the illuminating directions and it is exactly the same as it can be

achieved by moiré interferometry when adopting the same setup governing angles.tt

The double-image speckle interferometers actually perform an optical (and thus approximated)

differentiation of the component of displacement along the bisector of the illumination and

observation directions (the same component detected by holographic interferometry). The

approximation (and the sensitivity) depends on the amount of shear applied between the two

images of the object. This family of speckle interferometers is mainly devoted to the detection of

the rotations of the normal to the object surface; for the detection of rotations (that is the derivative

of the out of plane displacement components) it is required that the ilt lumination and observation

directions form equal angles with the normal to the object surface.

FIGURE 2. Self-referenced interferometer based on a) double-illumination and b) double-image

principle.

These two families of speckle interferometers, compared with the externally referenced family,

permit to assemble more simple and compact devices but none of them is capable of furnishing

directly the out-of-plane component of displacement. Both of themt  can anyway assure, in a simplem

way, quite low optical path differences for the whole inspected area, thus permitting to utilize low-

coherence diode lasers.

The present paper reports a completely new family of speckle interferometers which rely on a

quite different operating principle. This family of speckle interferometers is capable of detecting

the same component of displacement of that one given by holographic interferometry, that is the

component along the bisector of the angle identified by the illumination and the observation

directions, but with no need of an external reference beam. The only requisite actually necessary to

the well functioning of the speckle interferometer, is that only a portion of the illuminated area

undergoes a sensible deformation. The operating principle of this new type of speckle

interferometer can be indifferently implemented by adopting a Michelson or a Mach-Zender

configuration. By using the proper optic components the interferometer can also be balanced so to

make feasible the utilization of a short coherence diode lasers.f Alternatively a single diffractive

element (i.e. a grating or a spatial light modulator) on line with the focusing lens can be used.h
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The aim of this paper concerns the development of a phase demodulation technique from a single

fringe pattern, which is applied in the case of a DSPI measurement method used during transitory

mechanical loadings. Actually, DSPI method is employed for the measurement in dynamics for

repetitive mechanical loading, because the extraction of the measured parameter is obtained with

the help of a phase shifting (or phase stepping) technique which necessitates a minimum of 3

shifted fringe patterns of the same loading state [1]. This is achieved by storing the images of each

phase shift at a same loading value but at different cycle of it.

During a transitory dynamic event, we can not use a phase shifting technique because the

mechanical parameters involve according to the time. This problem can be avoided with the

development of specific algorithms which can extract the mechanical information with the help of

only one fringe pattern [2, 3, 4, 5]. In this way, we presented two algorithms, the MPC [4]

(Modulated Phase Correlation) and the pMPC [5] (polynomial Modulated Phase Correlation).

These algorithms allow us to extract the phase from a single fringe pattern I (eq.1) obtained, forI

example, by shadow moiré, photoelasticity or interferometry [6]. These processes are based on the

use of the virtual fringe pattern FiFF  (eq.2) which locally approachi es the real fringes morphology.

(1)

(2)

(3)

The similarity degree i between real and virti ual fringe patterns istt estimated by digital

correlation technique (eq.3). When the best similarity is obtained, we suppose that the virtual phase

function i is very near of the real phase functioni . After this demodulation process, we have to

unwrap the phase to calculate the mechanical parameter. One particularity of these algorithms is

their little sensitivity to noise and this is why they are well adapted to analyse DSPI fringe patterns.

So, we propose, for the first time, to use the MPC or the pMPC algorithms in order to extract

mechanical information in dynamic from a single interferogram obtained by digital speckle pattern

interferometry. This interferogram is calculated by subtracting the intensities of a speckle image at

the initial state with a speckle image at each state of the dynamic event. 

We have made experimental tests of impact loading on different specimens. For example, we

propose to perform a relief measurement during an impact loading. The tested material is a textile,

and we dispose of a high speed camera (PHOTRON Cam) having a frame rate equal to 6000

frames per second and a 1,5 watt laser (Argon) with a wavelength  = 514 nm.
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FIGURE 1. Relief measurement field calculated from DSPI fringe pattern.

In figure 1, we can see the DSPI fringe pattern calculated from the acquired speckle pattern

images, and the results of the relief extraction. We show the efficiency of the proposed algorithms

and we discuss about their accuracies.t
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Nowadays safety, ethical, economical and security issues as well as the increase demand for

loaning of art objects for exhibitions in transit, are forcing the Conservation Community to

undertake strong initiatives and actions against various types of mistreatment, damage or fraud,f

during transportation of movable Cultural Heritage. Therefore the interest directs to the

development of innovative methodologies and instrumentation to respond to critical aspects of

increased importance in cultural heritage preservation, among which to secure proper treatment, to

assess probable damage and to fight fraud actions in transportation are of prior consideration.

Europe's works of art, such as paintings and sculptures, are the lifeblood of Europe's cultural

heritage. Museums put them on display and, increasingly, loan them out to other institutions.

However, exhibiting art and moving it from place to place causes problems. Repeated handling,

the need for conservation treatments and exposure to sudden environmental and climatic changes

can all take their toll on old and delicate objects. Art in tra ansit is also under threat from

mishandling and fraud. Conservators need to monitor the condition of artwork in a way that

responds to these issues. 

The MULTIENCODE aims to create a new way of monitoring the condition of artworks by

using the latest holographic technology. It will produce innovative methods and tools which will

allow conservators to assess the conservation state of an object and the need for any treatment;

illustrate any new damage; monitor the impact of transport; and confirm a piece's originality. An

object would be scanned and its distinct features encoded holographically before being digitallyaa

archived. The coded data can then be easily compared with past and future entries to assess

changes to the object.

It is proposed the development of a novel Impact Assessment Procedure by exploiting and

providing to the conservation community the holographic technology advances and innovative

tools for a highly secure encoding-decoding system of objects’ features required in many critical

aspects for sustainable preservation of movable artworks. 

It may apply in many functional and strategic decision-makings in museums operation, from

routine seasonal examination of conservation state, to periodic assessment of conservation

treatments and materials compatibility, to deterioration control and definition of early-induced
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damage, to continuous monitoring of transportation impact, to diref ct confirmation of originality

and control of maintenance for any art object in transit, etc. n

The effective proposed method relies on the original coded extraction of distinct features from

the artwork under conservation, transportation and loan that characterizes the state of conservation

of the artwork and its originality. The coding and decoding of such characteristic features can be

performed holographically before and after have been optically and numerically transformed for

digital archiving. The object features or the archived coded data forming the signatures of the

object can be compared at any later time to provide indication of induced alterations. The project

advances the state of the art elaborating in synergy with existing methods and practices and

concludes with specific novel instrumentation and standards for universal application and

worldwide exploitation.  

The proposed method advances the state of the art elaborating in synergy with existing

methods and practices and concludes with specific novel instrumentation and standards for

universal application and worldwide exploitation. It would enable us to make further progress on

our previous research into the deterioration of objects through handling, transport and

environmental conditions.

The laser holography method will allow to identify minute cracks, voids and discontinuities in

works of art. The intention is to create an initial hologram of an object followed by a second

hologram at a later date and then superimpose the two wave forms to observe the interference

fringes resulting from any very small relative movement of parts of the object.
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Acoustic noise reduction is an important subject of research and deu velopment efforts for car

manufacturers. Some of the most important sources of noise are investigated by different

techniques, mostly acoustical, like acoustical holography. Tires and their interaction with the road

and with the surrounding car structures are one of these noise sources. So does the motor and the

associated components. The conditions in which the noise is produced are extremely varied. Somedd

of the parameters involved are speed, road properties, tire model and pressure, developped power,

environment, brakes, different mechanical and acoustical properties of assemblyes, individual

components, outer panels of the car body, and so on.

There are at least three different points of view describing the major distubancies produced by

noise: the comfort and the security of the driver and other occupants of the vehicle, the effects on

persons and buildings situated close to the street where the vehicle is passing by, and -last but not

least- the dissuading effects noise might have on a potential buyer of a new car.t

Speckle interferometry [1] is a fine tool able to help understand and identify some noise

sources and thus bring assistance to acoustical techniques widely used in this field. The most

important characteristics of speckle interferometry are related to its high sensitivity, non-contact

and full-field measuring capabilities.

An example of noise source which is related to the comfort of the driver and which might

dissuade a potential buyer of a car is the noise which may be produced by closing a car door. As

well the inner door panel vibrations (Fig. 1) as the outer panel may contribute to this noise.

FIGURE 1. Vibration mode of an interior door panel.

Another example, related only to the comfort of the driver is the acousf tical behaviour of the

elastic, rubber joint placed between the door and the car body. One of its essential roles is to
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achieve a good acoustical isolation between the vehicle occupants and the world outside the

vehicle. At some higher speeds, this acoustical behaviour of the joint is suddenly worsening. An

investigation by speckle interferometry revealed that at some frequencies, the joint may have

resonancies, as shown in Fig. 2. The vibration modes at these frequencies are so that the full

contact between joint and car body is lost, and a direct noise propagation from outside the vehicle

to the interior becomes possible.

FIGURE 2. Vibration mode of a rubber joint between door and car body.

Other less known examples of noise sources, related to all the factors previously mentioned,

have been investigated and some results are presented in the full paper. aa

From the point of view of the metrological optical technique being used, the paper discusses

some enhancements in the time-average speckle interferometry for vibration measurement. These

enhancements concern as well the contrast as the spatial resolution of interferometric fringe

patterns and may be applied, with small variations, to the different coherent techniques - TV-

holography, digital holography and also shearography and in-plane speckle interferometry.
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In many respects, speckle interferometry techniques are now considered as mature tools in the

experimental mechanics circles. These techniques have enlarged considerably the field of optical

metrology, featuring nanometric sensitivities in whole-field measurements of profile, shape, and

deformation of mechanical rough surfaces. Nonetheless, the phase extraction of speckle

interferometry patterns is still computationally intensive, preventing a more widespread use of this

technique especially in dynamic experiments. A promising approach lies in the temporal analysis

of the pixel signals of photodetector arrays. The basic idea is to extract the instantaneous frequency

(IF) of these signals, in order to obtain, in fine, the phase, i.e. the quantity of interest. A pioneering

work has been done in this direction in [1] by using the ridge tracking method of Delprat et al [2]l

applied to the Morlet wavelet transform (MT).

Instantaneous frequency is actually a sensitive concept [3-5]. In 1946, Gabor gave a well-

known method to build an analytical signal from a zero-mean real-valued signal by means of the

Hilbert Transform (HT), so as to extract the phase from this complex valued signal. But there are

restrictive conditions in a meaningful use of this technique for realff -world signals (spectra of the

amplitude and of the phase well separated [6], signal locally centered and monocomponent). Since

we are dealing with mean, amplitude and frequency modulated signals, an efficient tool is missing

to make them amenable to Hilbert phase extraction methods.

Huang et al proposed in [7] a new method, the Empil rical Mode Decomposition (EMD), likely

to satisfy this need, which decomposes any real-valued signal into Intrinsic Modes Functions

(IMF). As the decomposition functions are built a posteriori, they can be thought to be best adapted

to the signal, leading to a sparser representation and to the expectation that the useful information

can be extracted from few relevant modes, ideally the first one in our case. This paper shows how

the EMD is able to put interferometric temporal pixel signals into a shape suitable for a subsequent

easy phase extraction.

In this paper, after having reminded the basics of EMD , we implement, discuss and test it,

using first pure mathematical signals with a known amount of noise, and then, simulated [8] and

experimental interferometric signals. The important conclusion is that the phase of the 1st IMF is at

correct determination of the phase of the signal, so that we naturally focus our analyses on this

mode only. At the post-processing stage, we compare the results given by, i) the HT, ii) the

maximum MT amplitude ridge, and iii) the ridge extraction [1] algorithms (see Fig. 1 for a noisy

mathematical signal). Finally, we assess their respective reliability and variance, especially for

simulated interferometric signals for which the amount of displacement is known.t
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FIGURE 1. a) Original mathematical signal; b) 1st mode; c) IF extraction from the 1t st mode with t

HT, maximum MT amplitude and ridge extraction algorithms.

The series of tests performed using a variety of input signals lead us to conclude that EMD is

certainly an interesting method, worth to be added to the set of existing ones for processing

dynamic speckle interferometry signals.
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Among the main advantages of interferometric techniques, the possibility to carry out full-field

measurements is certainly one of the most appealing. When interferaa ometric techniques, like

photoelasticity [1], moiré interferometry [2], speckle interferometry [3] or digital holography [4]rr

are applied, the experimental data typically consist of fringe patterns which represent the contour

map of a particular quantity. If a real full-field approach is desired it is necessary the application of

a phase-shifting procedure [5,6], in order to obtain the phase maps by means of a number of fringe

patterns. Actually the phase maps provide point-wise measurements, although an unwrapping

procedure becomes necessary in order to remove the phase jumps always present when the optical

path difference exceeds one wavelength.

Aside from the drawbacks (many of which are nowadays overtaken) that arise by unwrapping

a phase map particularly noisy [7], a residual noise on the measurements is still present. The entity

and the origin of this noise is strictly dependent on the type of technique and on the operative

experimental conditions.

Many are the attempts available in the scientific literature to smooth the noise either in the

space domain or in the spatial frequency domain [8-10], but, as it is shown in the papers dealing

with these approaches, it is not possible to obtain a smooth distribution of the phase without

fluctuations.

The only way to obtain a smooth phase distribution consists in using an approach based on a

fitting operation [11]. By this approach, very popular in the field of reverse engineering [12-13], it

is necessary to define an analytical expression based on a number of parameters which must be

evaluated by a proper optimization procedure.

If a reliable analytical model is available for the problem under investigation the fitting can be

carried out with high probability of success, otherwise the choice f of the analytical model becomes

a very crucial step of the whole fitting procedure.

A typical analytical model is based on the use of polynomial functions which are particularly

easy to manage and allow to obtain always a system of linear equations. On the other hand the need

of higher modeling capability brings to increase the order of the polynomial and it implies

unwanted fluctuations of the model, which does not follow the physical nature of the phenomena

represented by the phase maps. The use of particular polynomial functions, like orthogonal

Legendre or Zernike [14]polynomials, can improve the performance of the polynomial fitting, but

the instabilities can be only lowered or shifted outside the domain of interest, not removed. Further

improvements can be obtained by adopting different functions or nonlinear models [15] that lead to

the use of particular solving algorithms. Finally it is important to say that, although most of mono-

dimensional fitting is straightforward, when we handle interferometric data the problem becomes

bi-dimensional with consequent increase of the calculation complexity.

The present paper reports a bi-dimensional fitting procedure based on the use of B-spline

functions [16] applicable to differently shaped domains. According to this model a number of

piecewise polynomial functions are defined and their existence is limited to a portion of the total
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domain. The number of the functions and the order of the polynomials can be chosen

independently from each other; in this way a complex phase map can be fitted simply by

increasing the number of functions without increasing the order of polynomials. The advantages off

this approach are the linearity of the model to be optimized, the local control and the possibility to

keep low the order of polynomial functions involved in the definition of the model. On the other

hand the piecewise formulation implies a more complex mathematical model to be implemented,

although it is easily achievable by the actual software environments like MatLab or Mathematica.

Moreover the application of the procedure to a non rectangular domain requires a space

transformation consisting of further mathematical manipulations.

References

1. Frocht, M.M., Photoelasticity Vol. I, John Wiley and Sons, New York, 1941.II

2. Post, D., Han, B. and Ifju, P., High sensitivity moiré, Springer Verlag, Berlin, 1997.

3. Erf, R.K., Speckle metrology, Academic Press, New York, 1978.

4. Schnars, U. and Jueptner, W., Digital holography, Springer, Berlin, 2005.

5. Creath, K., “Temporal phase measurement methods” in Interferogram analysis, Robinson

D.W. & Reid G.T. ed, Institute of Physics Publishing, Bath, Great Britain,1993.

6. Kujawinska, M., “Spatial phase measurement methods” in Interferogram analysis, Robinson

D.W. & Reid G.T. ed, Institute of Physics Publishing, Bath, Great Britain,1993.

7. Ghiglia, D.C. and Pritt, M.D., Two-dimensional phase unwrapping, John Wiley & Sons, New

York, 1998.

8. Aebischer, H.A. and Waldner, S., Optics Communications, vol. 162(4-6), 205-210, 1999.

9. Huang, M.J., He, Z.N. and Lee, F.Z., Measurement, vol. 36(1), 93-100, 2004.

10. Kemao, Q., Hock Soon, S. and Asundi, A., Opt. Las. Technology, vol. 35(8), 649-654, 2003.

11. Novak, J. and Miks, A., Optics and Lasers in Engineering, vol. 44(1), 40-51, 2005.

12. Bajaj, C.L. and Xu, G., Journal of Symbolic Computation, 23(2-3), 315-333, 1997.

13. Juttler, B. and Felis, A., Advances in Computational Mathematics, vol. 17(1), 135-152, 2002.

14. Furgiuele, F., Muzzupappa, M. and Pagnotta, L., aa Exper. Mech., vol. 37(3), 285-291, 1997.

15. Bates, D.M. and Watts, D.G., Nonlinear regression analysis and its applications, John Wiley

& Sons, New York, 1988.

16. Anand, V.B., Computer graphics and geometric modeling for engineerstt , John Wiley & Sons,

New York, 1993.



18. Advances in Speckle Interferometry 723

ESPI-MEASUREMENT OF STRAIN COMPONENTS ON A CFRP-

REINFORCED BENDING BEAM

Erwin Hack and Ann Schumacher

Laboratory for Electronics/Metrology

Laboratory for Structural Analysis

EMPA, Ueberlandstrasse 129, CH-8600 Dübendorf, Switzerland

erwin.hack@empa.ch, ann.schumacher@empa.ch

Reinforcement of structural elements using adhesively bonded carbon-fibre reinforced polymersdd

(CFRP) is a well-advanced strengthening method. In particular, concrete or steel beams are

strengthened with CFRP plates. Due to the stress concentration at the end of the plate debonding

can often be expected. We describe a laboratory experiment to assess the stress transfer at the end

of a CFRP plate, with a special focus on shear and normal stresses. A small-scale, 1.2 m long steeltt

I-beam with 120 mm width was reinforced. The beam was loaded with manually controlled

hydraulic jacks in a four-point bending arrangement. In order to allow interferometric

measurements, the experiment was performed on a vibration isolated optical table in a temperature

stabilized laboratory.

Digital speckle pattern  interferometry (DSPI) was used to measure the 3D-deformation field

in the area of interest. A standard four-frame phase-saa tepping algorithm with sequential acquisition

of three illumination directions was applied. The phase maps of the displacement components for

the three illumination directions were transformed to Cartesian coordinates (u, v, w)  using the

sensitivity matrix. The sensitivity matrix was calculated from the geometry of the experimental

set-up. In order to assess its variations, it was calculated on a grid of 11x11 points across the field

of view. The sensitivity matrix components vary less than 1%, and could therefore be assumed

constant.

The rigid body motion of the specimen due to the loading forces caused complete speckle

decorrelation. This was of course expected in view of the small area of interest measured in the

experiment. Hence, an evaluation method that regains the speckle correlation by image shifting

had to be used to measure the displacement fields. More details are found in Hack and Schumacher

[1]. After each major load step, a series of data was taken with additional small load increments.

This procedure guarantees that at least one pair of well-correlated speckle patterns is found for

each of the major load steps after an appropriate shift of the images by an integral number of

pixels. The image pair with the best correlation was chosen for subsequent analysis, which

consisted in adding of the major load steps to the total load, and strain evaluation. Shear strain was

evaluated by image shearing of the u- and v- displacement field. A preliminary result is given in

Fig. 1.

A Finite Element Analysis (FEA) of the strengthened beam was conducted using the

commercial finite element code ABAQUS. For symmetry reasons, only half of the beam was

simulated. In order to accurately capture the stress concentrations at the plate end, submodeling

with a fine mesh was carried out for the area of interest [2]. 

For quantitative analysis and comparison to results from FEA interpolating the in-plane

displacement data along selected lines and numerically differentiating it will be presented.

Different fitting strategies were used to average out the noise, among which is a set of cubic splines

within intervals along each line. The polynomial coefficients of the splines were calculated

according to a least squares criterion under the boundary condition of continuity of first and second

derivatives of the resulting fit line at the interval borders. The strain values were then calculated
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numerically from the fit lines. An uncertainty estimation will be given based on the comparison of

different fit strategies. The standard uncertainty in the strain values from the DSPI evaluation can

be estimated to be 20 x 10-6.

FIGURE 1. Shear strain near the edge of the CFRP reinforcing plate (preliminary result). Steel

beam (a), adhesive (b) and CFRP reinforcing plate (c). Field of view is 16x11 mm2.
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The investigations of the quasistatic two-sides simple shear of NiTi shape memory alloy (SMA)

have been carried out. The goal of this study was obtaining the mechanical and thermal

characteristics during the shear process. By comparison of them the processes of martensite and

reverse transformations during the shear process can be analyzed. 

The experiments were performed on specimens of NiTi SMA of the constitution

Ni55.85wt%Ti, characterized by AfA temperature of 283 K. The flatf  specimens of dimensions 27

mm × 30 mm × 0.5 mm were cut from the NiTi sheet by electro-erosion technique. They were

placed in a specially designed grip, transforming the compression into a simple shear process. The

grip was fitted in the testing machine. The mobile part of the grip was moved up, returned and next

moved down and returned again. The process of shear takes place on one shear zone of thef

specimen, 30 mm length and 3 mm width. The measurements were carried out at room temperature

of about 295K; so the NiTi SMA demonstrates a complete loop of pseudoelasticity during the test. 

An infrared camera was used in order to register the temperature distribution on the specimen

surface and to find its temperature changes. A mean temperature of the shear zone was

calculated over an area of dimension 1 mm 20 mm, located in the central part

of the specimen. The stress and the temperature vs. strain curves obtained during one cycle of

the shear deformation are presented in Fig. 1a, while some examples of the shear zones

thermograms are shown in Figs. 1b and 1c.

FIGURE 1. a) Stress and temperature vs. strain, b) thermogram of the shear zone at strain rate of 

10-1s-1 and c) thermogram of the shear zone at strain rate of 0.8×10-1 s-1

19. Mechanical and Thermomechanical Properties of Smart Materials and Structures
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Shape of stress-strain loops during the two-direction of the simple shear process is similar to each other

(Fig. 1a) but they are rather different from those obtained during tension tests [1]. The average specimen

temperature increases during loading in both sides of the shear, while thn e martensite transformation takes

place; and decreases during unloading, while the reverse transformation occurs. 

During the former tension test of TiNi SMA [1,2,3], the temperature distributions registered duringf

loading and unloading were inhomogeneous in the ranges of martensite and reverse transformations which

demonstrate that both the transformations occurred in inhomogeneous way, via subsequent bands of new

phase, similar to Lüders bands.

Inhomogeneous distributions of temperature are also seen during simple shear test (Figs. 1b, c), especially

at higher rate of shear. It is pointed out that both martensite and reverse transformations during simple shear are

also heterogeneous. This phenomenon is not so visible as during tension test due to the huge impact of the heat

exchange with the solid grips.

Stress-strain and temperature-strain relations obtained during 20 cycles of the two-sides simple shear tests

are presented in Fig. 2. 

FIGURE 2. Stress-strain a) and temperature vs. strain b) relations obtained during 20 cycles of two-direction of 

simple shear tests 

From the second cycle, both stress-strain as well as temperature-strain loops during the two-direction of

the simple shear test are almost symmetric. In the subsequent cycles of deformation, the differences between

the stress-strain hysteresis loops are getting smaller (Fig. 2a). Maximal stresses in the both side of these loops

increase a little as the result of increase of the average temperature of the shear zone (see Fig. 2b). 

Temperature changes of the shear zone during martensite and reverse transformation are not symmetric in

the both branches of loading. It results from a heat exchange with the heavy grips holding the NiTi SMA

specimen.
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Transformation induced effects in shape memory alloy (SMA) subjected to tension test at room

temperature are investigated. The experiments were carried out on belt type specimens TiNi SMA

of the constitution Ti-55.3wt%Ni, sizes 160x10x0.4 mm and Ad fA temperature 283 K. The loadingf

was realized on high quality testing machine, which enables to obtain the stress-strain

characteristics with high accuracy. Smart infrared camera was used to register the temperature

distribution on the specimen surface and to find its temperature changes with the accuracy up to

0.05K. 

Recent study show that during superelastic deformation of TiNi SMA, the phase

transformations can be accompanied by unstable mechanical behavior and localized Lüders-like

transformation, resulting in propagating of phase transformation fronts. The bands of the new

phase were characterized by the angle of inclination with the direction of tension of 48° and the

variation in temperature of about 8 K. They were followed by the next generation of the bandst

inclined at the same angle but in the opposite direction [1, 2, 4, 5]. 

Some effects of the localized phase transformation during stress relaxation for not

temperature-controlled test, i.e. carried out in room conditions were investigated in [1, 2]. A large

stress drops, caused by the developing transformations, were observed there in both the course of

loading and unloading, while for the temperature controlled conditions, in the unloading branch the

stress increased under constant strain, due to theaa stress recovery [3].

Objective of the current work is study of terms of nucleation, developing as well as vanishing

of the martensitic and reverse phase transformations. In particular the onset and evolution of the

phase transformation fronts under specific conditions is analyzed. The goal is to demonstrate that

thermomechanical couplings do work during the stress-induced phase transformations. To this end,

a specimen of TiNi SMA has been subjected to a particular program of tension test with a constant

stress rate of 12.5 MPa/s. Namely, the specimen is loading till strain value of 1.6mm was achieved.

The mechanical characteristic is registered and the specimen surface is observed by infrared

camera. When the martensite transformation has been found to be advanced and bands of the

localized heterogeneous phase transformation accompanied by no-uniform temperature

distribution occur, the stress has been programmed to decrease by about 5% (0.5 MPa/s) in order to

affect, i.e., to stop the phase transformation (Fig. 1a, b). It works, since the temperature decreases

and the temperature distribution observed by infrared camera started to be more uniform. Next the

specimen was loading again till the strain limit of 8%. During unloading, the reverse

transformation occurs in typical, for shape memory alloys, way.

For the subsequent test, the specimen is loading till 8% until the martensite transformation was

completed. During unloading, when the reverse transformation was already advanced, the stress

has been programmed to increase, respectively, in order to affect the reverse transformation and
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stop it. However, it was not realized, since it was very difficult to control the testing machine in

this way.

Figure 1. Stress and temperature change a) vs. time during particular program of tension test of 

TiNi SMA; p1 – Temperature change T at point of 1-st transitiT on band, p2 – point at minimum

temperature, T- average temperature, b) and T vs. strainT

Figures 1a, b present stress and temperature T vs. time and vs. strain curves obtained for theT

test above described. The temperature was measured as an average from the chosen area, or from

the points chosen on the specimen surface. 

During investigation of transformation-induced creep-like effects against the phase

transformation direction, induced in the branch of loading, the thermomechanical coupling work

and the phase transformation was stopped.

During investigation of transformation-induced creep-like effects against the phase

transformation direction, induced in the branch of unloading, the reverse transformation has been

still developed, however the transformation process was slower. The rate of stress change was too

small. The proper one is really difficult to realize on the testing machine.
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The development of thermal imaging in the past 25 years lead the mechanical sciences community

to use this tool in order to analyze the thermal effects accompanyingrr deformation processes of

materials. At first, it allows to check some qualitative effects observed previously when

thermocouples were embedded in the specimens. The discussions were relying on a qualitative

analysis of the temperature behavior associated to each thermomechanical behavior

(thermoelasticity, viscoplasticity, damage…). Then it appears clearly that some source

reconstruction was unavoidable as temperature is not an intrinsic variable to describe the internal

thermal processes : it depends on heat exchanges with the surroundings i.e. the external dissipation

or entropy flux to use the appropriate language of thermodynamics of irreversible processes. Untilf

now, very limited observed thermomechanical behaviors have been properly reproduced with a

consequentially model. But some attempts have been done that illustrates all the benefits ones

could retrieve from such achievement [Chrysochoos, 1992,2000]

In this paper, we first present two distinct methods for a 2D heat source reconstruction. The

first one relies on the minimization of a functional involving both a constrained optimization

criteria and a regularizing approach in the sense of Tikhonov. It coh rresponds to a refinement of the

methods initially proposed by Wong and Kirby (1990). It leads to a very easy algorithm to

implement. The second one relies on a spectral decomposition of the temperature variable that

results from an integral transform in space of the heat diffusion operator and lead to a convolution

formulation in time. Some regularization is achieved using the future time approach of Beck

(1961). These two methods have been applied both on simulated signals (stemming from FEM

calculations) and on experimental signals. These latter have been obtained in the case of a tensile

test at constant deformation rate, which is maybe the most difficult case to handle for such an

objective. It will be shown that the two methods compare well at nd their respective advantages oraa

disadvantages will be clearly stated. Figure 1 shows the thermomechanical power density

reconstructed from a tensile test performed on HDPE. This thermal power involve both (i) the

thermoelastic effect easily spotted at short deformations and accompanied by a heat sink effect, (ii)

thermomechanical couplings between state and internal variables, that are generally interpreted as

latent internal energy of deformation, and (iii) the pure dissipative component corresponding to the

irreversible conversion of the input mechanical power into heat. Unlike measurements performed

by deformation calorimeter, these three components are present in the source term that is

reconstructed.

The challenge is then to account for this experimental characterization of thermomechanical

couplings in a theoretical framework ensuring the construction of well-behaved (or

thermodynamically consistent) behavior’s law. We will demonstrate in the paper that an original

approach called DNLR for Dynamics of Non Linear Relaxationsaa  [Cunat, 2001], which is based on

all universal axioms [Callen, 1966] applied to thermodynamics of irreversible processes, allows

very clearly the modeling of thermomechanical behaviors. A set of coupled equations based on the

dual variables (s-entropy,T-temperature), ( -stress, -strain) and the dissipative dual variables

(A-affinities, z-internal variables) is able to perfectly explain some interesting features observed

-stress, -stress, 
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experimentally. One of them, the entropic character of stress relaxation, as evident on figure 1

below, is perfectly reproduced by the model (solid line). The theoretical stress-strain curve does

not perfectly fit with the data as a result of the use of a Mooney-Rivlin description of the relaxed

state. This will be modified for the full paper.

FIGURE 1. Experimental and theoretical validation on two signals : true stress-strain curve and 

evolution of the involved calorific power during a tensile test at rate .
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Nickels are generally used for thermal barrier coatings, with their function of extending fatigueff

life. Nevertheless the thermal cyclic loading often takes place in the low cycle fatigue (LCF)

region [1], become the process are driven by cyclic plasticity. Therefore it is necessary to study the

low cycle fatigue behaviour of Ni 200/201, as shown in Fig. 1, according to Manson-Coffin-

Basquin law [2, 4].

FIGURE 1. Strain S-N Curve at 375 °C

For thermal barrier coating, studies of the influences of temperature including pre-aging and

oxidation are a basic feeding. In the recent research the regions and the limits of the thermal

application of Nickel are described in the manor of strain based S-N curves at different

temperatures and varying pre-aging steps. So the lifetime of these coatings can be very strong

affected by the temperature behaviour, described by nodal temperatures as well as their gradient.

The second influence of thermal loaded Nickel coatings is the oxidation at high temperatures. The

oxidation results in an embrittlement of the surface. The brittleness is also reflected in the lifetime

behaviour. Optimised Nickel service conditions lead to a significant increase in service life whicht

reduces the recoating costs.

The tests were performed strain controlled with a servo-hydraulic test rig at a strain rate of 1 %t

per second. For temperature application, an inductive coil is used. The result in Fig. 2 shows a high

influence of the temperature and the pre aging on the cycle behaviour of nickel, which gets more

important with lower strain amplitudes. As second investigation a comparison between LCF and

TMF behaviour was done.
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For example, at 2 ‰ strain amplitude and 25 °C nickel tolerates over 50.000 cycles to failure,

but at 575 °C about 10.000 cycles, which is a factor of 5 in lifetime. But at strain amplitudes of 1t

‰ the sustained cycles degrease rapidly from about 3.000.000 at 25 °C to about 100.000 at 575 °C,

which is a factor of 30 in lifetime.

Comparing 25 °C and 375 °C, the influence of temperature still exists, but the difference in the

lifetime behaviour is not as seriously as above. At 2 ‰ the lifetime factor is about 3 (more than

20.000 cycles at 375 °C), and at 1 ‰ the factor is 6 (more than 500.000 cycles at 375 °C).

FIGURE 2. Correlation with and without ageing
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Many specimen designs are nowadays used in dynamic tension tests, Fig. 1. However, no

normalization so far has been attempted. It is clear that using different specimen geometries for the

same type of equipment may generate some differences in final results. Those effects are only due

to specimen geometry, for example [1] and [2]. An optimisation of any specimen design by

reduction of strain gradients due to shape and elasto-plastic waves is necessary, but it insufficient

to resolve the problem. Moreover, to be able to reach strains up to 0.5, for example using

experimental set-ups like Hopkinson bars, that are characterized by small specimen net

displacements, the specimen initial length have to be reduced, and consequently, a reduction of

lateral dimension is also necessary retain the uniaxial stress. Such small dimensions substantially

perturb the determination of real material behavior. In this paper a systematic analytical andaa

numerical study of short and long specimens loaded in impact tension were performed to analyse

the differences caused by  specific geometries are presented.

FIGURE 1. Some specimen geometries used to study behavior of sheet steel in tension impact and 

quasi-static tests.

Numerical simulation

In order to analyze the effect of temperature and high strain rate on the flow stress, we use a

semi-phenomenological constitutive relation developed for termo-visco-plastic modelling[3]. The

finite element code ABAQUS/Explicit has been used to simulate six specimens of mild steel ES.
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Their initial length  varies from 5 to 100 mm. The left hand side of the specimen is embedded

and the right side is submitted to a constant impact velocity V0VV  from 10 to 100 m/s, , Fig. 2. In

order to compare all geometries studied in the range of strain rates varying from n 10-2s-1 to 103s-1

the 3D simulations have been performed with the thermo-visco-plastic constitutive relation

coupled with an original validated thermo-visco-plastic algorithm using a VUMAT subroutine

allowing the implementation of this kind of constitutive relation [4] and [5].

FIGURE 2. Initial and boundary conditions, specimen dimensions and representative mesh used 

during the 3D numerical simulations with ABAQUS/Explicit.

Recently, a complementary experimental und numerical study using thu e same approach has

been performed for the following high strength steels  DP and TRIP, [7].
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Ecological and safety preoccupations require the application of Ultra Highaa Strength Steels in the

automotive industry. Thanks to the very high mechanical characteristics of these steels, the safety

performance is improved without increasing car weight. During the manufacturing of crash

structure, an evolution of the microstructure is observed. It has been shown in [1] that the prestrain

process generates a phase transformation which increases the crash response of a crash-box

structure.

The non-prestrained material is generally used to explore the strain rate dependence of the flow

stress. In this study, dynamic tensile loading have been carried out with two automotive steels after

two quasi-static prestrain levels. The prestrain has been performed using sheet steels with

dimensions 350*460mm. The tensile specimens were then machined using the previous sheet steel

only in the homogenous strain zone [1]. All the tests were performed at 90° of the rolling direction.

At the end of the quasi-static process, the strain tensor is the following,

(1)

The two considered materials are a bake hardening steel BH260 and a TRIP800 steel.

Klepaczko et al [2,3] have already shown that the effect ofl a jump of strain rates on the flow stressf

depends of the microstructure of the material. Because the specimens are unloading during the twof

loadings, strain rate history effects may be here studied. Von-Miff ses equivalent plastic strains

 are used to compare the behaviour before and after the prestrain process. It is

shown that a dynamic tensile loading after an initial quasi-static deformation leads to substantial

decrease of the flow stress compared to the initial dynamic loading curve for TRIP steel, Fig. 1a.

Conversely, a dynamic tensile loading after an initial quasi-static deformation leads to substantial

increase of the flow stress compared to the initial dynamic loading curve for a BH260 steel, Fig.

1.b.
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FIGURE 1. Strain rate history effect a) for the TRIP800 steel b) for the BH260 steel

The evolution of the dislocation density, which is strain and strain rate dependant, governs the

evolution of the flow stress in the BH260 steel. In TRIP steel the behaviour is more complex,

because the chemical composition, the initial austenite volume fraction and the strain path will

affect the evolution of the flow stress.
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Excellent mechanical properties such as high strength, low specific weight, and impact and

corrosion resistance, as well as advanced manufacturing methods and tailor ability of the lay-up

make fiber-reinforced polymer matrix composites attractive candidates for use in many

performance oriented structures.  However, their use is limited due to the difficulty of damage

detection and repairs, and lack of extended fatigue resistf ance.  Healing of materials, such as glass,

polymers, and concrete, has been investigated [1-3].   In these investigations, the healing process

involved human intervention and thus the materials were not able to self-cure.  There has been only

a limited amount of research in self-healing of composite materials.  Two of these suggest the

inclusion of tubes in a brittle matrix material for self-repair of cracks in polymers and corrosionf

damage in concrete [4,5].  A more recent development at University of Illinois, Urbana-

Champagne, which attracted a considerable amount of attention, was the incorporation of

microcapsules that contained a polymer precursor into the matrix material of a composite [6].  The

polymer precursor was contained in microcapsules and embedded into the matrix.  The matrix

contained randomly dispersed catalyst that was supposed to react with the precursor flowing

through any crack formed due to damage and initiate polymerization.  The polymer was then

supposed to bond the crack face closed.  The investigators overcame several challenges in

developing microcapsules that were weak enough to be ruptured by a crack but strong enough notd

to break during manufacture of the composite system.  The researchers have shown that it was

possible to recover up to 75% of the maximum tensile strength of the virgin composites.

This paper presents the experimental results of self-healing single fiber-reinforced polymer

(FRP) matrix composites.  The idea for this work is inspired by natural living systems that initiate

an autonomic healing process in response to damage.  The initial development of self-healinga

composites involves the placing of a healing agent within a hollow fiber.  A catalyst is then placed

on the outer surface of the hollow fiber to avoid untimely polymerization.  When a crack reaches

the hollow fiber (Fig. 1), the healing agent fills and heals the crack after the filled hollow fibers

partially or fully fracture allowing the healing agent to polymerize when it comes in contact with

the catalyst (Fig. 2).  Preliminary experiments show that self-healing is achieved in a single fiber

test with high degree of restoration of the original tensile strength.  This work will be extended to

include a combination of hollow fibers, solid fibers, resin, a healing agent and a catalyst, that will

be carefully assembled to develop functional self-healing fiber-reinforced polymer matrix

composites.  Further development of autonomic/self-healing fiber reinforced composites and

associated advancement in the methods of self-healing mechanism will ff include the ability of

localized healing and high healing efficiency when large scale composite systems with multipleh

fibers are involved. 
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FIGURE 1.  Initial crack placed on hollow glass fibers.

FIGURE 2.  Release of healing agent through crack in hollow glass fiber.
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Damage development due to creep under uniaxial tension at elevated temperatures is assessed

using destructive and non-destructive methods in steels (A336, 40HNMA) and aluminium alloy.

The results obtained using two different destructive methods for assessments of damage

development are critically discussed. As the non-destructive method of damage development

evaluation the ultrasonic investigations were applied.

In the first destructive method applied the specimens after different amounts of creep

prestraining were stretched up to failure and variations of the selected tension parameters were

taken into account for damage identification. In the second one, a damage degree was evaluated by

studying variations of an initial yield locus position in the stress space and by determination of the

yield loci dimensions. In this case variations of mechanical properties of copper and aluminium

alloy are compared for the materials after both the plastic deformation due to monotonic loading at

room temperature and the creep deformation due to constant load at elevated temperature. 

The ultrasonic investigations were selected as the non-destructive method of damage

development evaluation. In the case of this method the elasto-acoustic coefficient and acoustic

birefringence coefficient were used to identify damage development in the tested materials. In

order to get more thorough understanding of the phenomena associated with an influence of

deformation history on mechanical properties of materials the paper considers two types ofaa

deformation processes: deformation due to creep and deformation due to plastic flow caused by the

monotonically increasing load.

Uniaxial tension creep tests were carried out on two kinds of steel commonly used on elements

working at elevated temperatures i.e. A336 and 40HNMA using plane specimens. Tests for A336

were conducted under stress level equal to 425 MPa, and temperature  - 698 K, whereas for

40HNMA under 250 MPa at 773K. In order to assess a damage development during the process of

creep the tests for A336 steel were interrupted for a range of the selected time periods 50h, 75h,f

100h, 128h, 171h which correspond to the increasing amounts of creep strain equal to 1.72%,

1.98%, 2.57%, 5.5%, 7.0%, respectively. In the case of 40HNMA the tests were interrupted after

100h (0.34%), 360h (1%), 452h (1.1%), 550h (1.2%) and 988h (6.5%). The same magnitudes of

deformation were applied to prestrain specimens by means of plastic flow at room temperature.

After each prestraining test a damage of specimen was assessed aa using the non-destructive methods.

In the next step of experimental procedure, the same specimens were mounted on the hydraulic

servo-controlled MTS testing machine and then stretched until the failure was achieved. Variations

of the basic mechanical properties of both steels, i.e. Young’s modulus, conventional yield point,

ultimate tensile strength and elongation, due to deformation achieved by prior creep or plastic flow

were determined. It was observed for both materials that Young’s modulus is almost not sensitive
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on the magnitude of creep and plastic deformations. Contrary to the Young’s modulus the other

considered tension test parameters, especially the conventional yield point and the ultimate tensile

strength, exhibit clear dependence on the level of prestraining. Taking into account the results for

A336 steel we can conclude that assessments of creep damage development only on the basis of

mechanical parameters determined from the standard tension tests for the material subjected toaa

various amounts of creep prestraining do not allow to evaluate accurately whether some

exploitation elements can further work safely or should be exchanged to protect a construction

against the premature failure. However, in the case of 40HNMA steel such tests well described

damage due to creep. 

Ultrasonic wave velocity and attenuation are acoustic parameters most often used to assess

material damage due to creep or fatigue. Results of investigations show that attenuation of

ultrasonic waves is in practice stable until the last creep or fatigue stages.  It was also observed that

velocity changes due to creep or fatigue are small, and therefore, application of velocity

measurement for damage evaluation in industrial conditions is very difficult. In this work, to

evaluate damage progress in steels the elastoacoustic coefficient  and acoustic birefringence B

were applied instead of velocity and attenuation measurements. Specimens were subjected to creep

or plastic deformations according to program presented earlier.

Elastoacoustic coefficient  is the measure of elastoacoustic effect and describes ultrasonic

wave velocity changes due to stress variation. Value of  depett nds on material grade, mode of

ultrasonic wave and correlation between ultrasonic wave propagation, polarization and stress

directions. The highest value of  is observed for longitudinal wave propagated along the stress. It

was shown that this parameter is sensitive on prior creep deformation in case of A336 steel, for

40HNMA steel, however, it was completely not sensitive.

Acoustic birefringence B is a measure of material acoustic anisotropy. It is based on the

velocity difference of two shear waves polarized in perpendicular directions. In the specimen

subjected to creep the shear waves propagated in the specima en thickness direction and were

polarized along its axis and in the perpendicular direction. The results show that acoustic

birefringence can be an indicator of material degradation and can help to localize the regions wheref

material properties are changed due to creep. 

A good correlation of mechanical and ultrasonic parameters identifying creep damage is

observed for 40HNMA steel.
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The high stiffness-to-weight and strength-to-weight ratios, which are the basic advantages of

composite sandwich materials, are continuously improving during the last years, allowing the use

of these materials in an always broadening range of engineering applications.  Thus, joining andaa

functional requirements for these materials are becoming much more demanding.  Among the most

difficult loading conditions a sandwich structure can carry, is the application of transverse

concentrated loads, against which sandwich materials are by default sensitive.  The local

implantation of small high stiffness reinforcing inserts (i.e. wooden or metallic) in the core of the

sandwich during manufacture is a quite common solution to the above problem.  These inserts,

however, have as a result an abrupt change in the material stiffness, thus leading in high local

bending stresses in the sandwich skins, as well as in high local normal and shear stresses in the

core of the sandwich.  Several efforts to calculate these stress concentrations have recently been

presented in the literature, being both analytical and numerical and including comparisons to

relevant experimental measurements, like the works by Bozhevolnaya et al. [1], Bozhevolnaya and

Lyckegaard [2], Thomsen et al. [3] and Tsouvalis and Kollarini [4].

The aim of the present paper is to investigate experimentally the magnitude that these stress

concentrations can reach, as well as to test different inserts’ geometries in an effort to compare

various insert design concepts.  Thus, eight sandwich beam specimens have been tested in 3-points

bending, corresponding to four different geometries (2 specimens per case).  The notation of the

various geometric and material magnitudes used is shown in Fig. 1.  Specimens with no insert were

first tested, followed by specimens having a central butt insert (angle equals zero), a central scarf

insert with  = 45°.  The dimensions of the beam

specimens are 340 mm length, 62 mm width, 25 mm core thickness, tc, and approximately 2.7 mm

skin thickness, tf.ff

FIGURE 1. Geometric and material definitions.

Typical marine composite materials were used for manufacturing the test specimens.  Hence,

the normal core is Klegecell R 45, whereas the stiffer insert is made of Airex C70.130.  After the

 = 60° and a central scarf insert with t

22. Sandwich Structures and Core Materials
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connection of the normal core to the insert, the assembly was properly grooved, since the sandwich

panel was manufactured using the Vacuum Infusion method.  Both skins are identical, comprising

of three layers of combined Mat-Woven Roving and one MAT layer of glass reinforcement,

whereas a low viscosity polyester resin was used for the infusion (Wf = 58%).f

The material characterization of the glass/polyester skins was done by performing tensile and

bending tests in standard specimens cut from a test plate specially infused for this purpose, keeping

infusion conditions same to those followed for the sandwich plate.

The sandwich specimens were tested in 3-points bending.  The magnitudes measured during

the tests are central deflection and strains at 15 separate locations of the sandwich skins, both on

the upper and on the lower surface of the specimen.  Local strains in the vicinity of the insert-core

junction were measured with the aid of small special purpose chain-gages.

In all cases, shear failure appeared in the normal core, close to the central insert.  Comparative

results are given for all insert geometries tested, as for example those in Fig. 2, which shows the

load-deflection curves for the specimens tested.  In the linear part of the response, strain

concentration factors up to 4 were measured by the chain-gages at the insert-core junctions.

FIGURE 2. Load-deflection curves for specimens having inserts with various geometries.
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Foam and honeycomb materials have been used for many years as cores in sandwich construction.

Foam materials range from polymeric materials (Divinycell, Rohacell), through metals (Alporas

aluminium foam), to graphite. Similarly, materials for honeycomb can be aluminium (Hexcel) or

aramid (Hexcel). The main design variable for these cellular materials is density, but in general the

microstructures of these materials are restricted to one, or a few, geometries. More recently, rapid

prototyping manufacturing processes, such as selective laser melting, have been developed that

allows the realisation of metallic open cellular lattice structures with resolution of 50 micro meters

[1]. This process allows the tailoring of cellular architectures.

Usually sandwich construction is used in lightweight transport applications.  This means that

the design of such construction is driven by a variety of application issues, e.g. fatigue, in plane

buckling of skins, local loading (connectors), foreign object impact etc. The application of interest

here is foreign object impact. In such a case, the core is subject to multi axial stresses and can

suffer progressive damage.

A number micro lattice geometries, manufactured in stainless steel by selective laser melting,

are discussed. Fig. 1 gives two examples.

FIGURE 1. Two micro lattice geometries: (a) bcc,z and (b) bcc

Blocks of cellular material of dimension 25mm cubed were manufactured using the selective

laser melting method [1]. The blocks were then subject to a number of loading conditions. In the

uni-axial compression test, the blocks were placed between two platens in an Instron 50kN servo

hydraulic machine and force and deformation recorded. Also, photos were taken of the progressive

collapse of the cellular structures. In the shear case, the blocks were bonded to aluminium blocks

that were then mounted an Arcan Rig. This rig allows various combinations of tension and shear.

Fig. 2 shows the progressive collapse for compression loading for the selected micro lattice

structures.
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FIGURE 2. Progressive collapse of micro lattice structures: (a) bcc and (b) bcc,z

As far as global stress strain data is concerned, engineering sttt ress strain data was derived for all

tests.  Data was typical of cellular materials, giving an elastic region (E1,G1) a progressive collapse

regime ( , ) and a densification regime.

It is shown that the Young’s modulus for bcc,z is five times the modulus for bcc. This shows

the effect of the vertical struts. The factor on the crush strength is 2.5. Figure 2 shows a change in

failure mode. No localisation occurs for the case of no vertical struts. However, for the shear case

the position is reversed, and the bcc lattice shows localisation.

Another cellular structure discussed is Alporas foam (as a benchmark), and this can be

modelled as a truncated octahedron lattice structure. Finally, a f2ff fcc,z structure is discussed.  In

this way, the progressive crush behaviours of various micro lattice structures are discussed undertt

compression and shear loading. The aim is to make progress in understanding the many collapse

mechanisms for these micro lattice materials.
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A sandwich material is a layered assembly made of two thin strong face sheets separated by and

bonded to a compliant lightweight core. This provides a lightweight structural element with very

high bending stiffness and very high strength. Such structural sandwich elements, which may

possess other desirable features such as high thermal insulation, high internal damping, high

corrosion resistance, low maintenance costs, etc., are well suited for applications in the aerospace,

marine, automotive, sustainable energy industries as well as in civil engineering. However,

sandwich structures are sensitive to failure due to delamination between the face sheets and the

core, for instance due to impact or fatigue damages. Such delaminations may start without prior

warning, propagate very fast and eventually lead to a complete failure of the sandwich structure. 

Initiation and propagation of cracks in sandwich structures are in focus of many previous and

ongoing studies. Burman and Zenkert studied the fatigue behaviour of initial damaged and

undamaged sandwich structures loaded in four point bending [1,2]. They found that fatigue may

start in the core and continue as a face/core delamination. Carlsson et al studied the influencesl

from face/core debonds on the crack developments in sandwich panels under compressive loads

[3-6]. They found that the debonded area propagated as a face/core delamination when the load

reached the buckling/instability level of the sandwich panel.tt Furthermore Bozhevolnaya et al

studied the influences of core junctions on the structural response [7-11]. They found that the

fatigue life was very dependant on the shape of the particular internal core junctions, and face/core

delamination was commonly observed as the failure mode.

In this paper a specially designed peel stopper will be presented. The proposed peel stopper

appears as a sub-structural component, which has to be embedded mm into the core of the sandwich

element during its manufacturing (see Figure). The peel stopper works by activating an internal

mechanism that prevents the propagation of delamination beyond the peel stopper boundaries, and

thus restricts damage to a limited area where the delamination/peeling was initiated. When

delamination/peeling is locally confined to the allowable and a priori predicted damage areas, the

structural integrity of the sandwich is preserved, and the development of global failure/collapse

may efficiently be prevented.

Three configurations of sandwich beams were manufactured and tested in 3 point bending

under quasi-static load conditions. The first configuration had not been furnished with the peelt

stopper. The second configuration had an insert of the same material and of equal weight as the

implemented peel stopper. The third configuration had the peel stoppers embedded. High-speed

video recordings were performed during loading of the specimens up to failure, and post mortem

inspections were subsequently conducted. The results of the tests showed that only the specimens

with peel stoppers were able to arrest the crack propagation, thus ensuring that the material behind

the peel stoppers remained intact and undamaged.d
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FIGURE 1. Peel stopper concept. (a) Cross-section of peel stopper embedded in core material. (b) 

Illustration of possible implementation of the peel stoppers into a sandwich panel.
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Dynamic excitation results in vibration of machinery and the support structures. Structural

damping treatment i.e. Free layer damping (FLD) and Constrained layer damping (CLD) areaa

passive control methods that consist of sandwiched metal and viscoelastic layer combinations

which help to reduce vibration [1]. This paper present the studies carried out on modeling of free

layer damping and constrained layer damping. Modeling of FLD and CLD was carried out using

Ross Kerwin and Ungar (RKU) analysis discussed by Paul J.Macioce [2]. The loss factor isaa

calculated by using Hermann Oberst and Alfred Schommer [3] approach with help of RKUd

equations. Parametric studies have also been carried out by varying constrained layer thickness toaa

obtain optimal loss factor. The Oberst beam technique, Hermann Oberst and Alfred Schommer

approach [3] have been used to measure the experimental damping.

This paper utilizes the finite element analysis methodology to model the beam structure and

validate results obtained from RKU analysis for Mild Steel (MS), CLD and FLD beams and

Marine Structure. Modal analysis for the above structures with and without damping was carried

out using ANSYS software. From the results, based on the principle of maximum strain energy,

suitable locations for partial application of CLD and FLD were obtained. The MS and CLD, FLD

treated test specimens have been modeled in ANSYS with Shell 63 and Shell 99 respectively and

the required material properties are shown in Table1. Modal analysis has been carried out to find

out the natural frequencies of the specimen to validate with experimental results. The response of

the MS, CLD, FLD beams and Marine structure were measured using FFT analyzer and thed

frequency response of FLD is shown in Fig. 1. The values obtained through ANSYS and

experiment are comparable for the above said cases and thus valid dating the experiment.

       From the results, it can be observed that treatment t of MS bar with CLD and FLD has

reduced the vibration response levels. However, it is seen that CLD is giving better performance as

compared to FLD. CLD has a limitation in its degraded performance on vertical surfaces and FLD

is found to be useful for vertical surfaces. When weight is a constrained, FLD can be more useful.

Finally, CLD treatment was applied on the base frame of the marine equipment and a flat plate

below Shock and Vibration mounts connecting to foundation. The viscff oelastic layer is joined to

the plate of the vibrating surface by means of an adhesive, and this layer isdd further constrained by a

metallic layer. The relative vibration response (Amplitude) for the case of with and without CLD isf

also shown in Fig. 2.

The studies were also carried out for uncoated and coated beams (CLD & FLD). Inferences

have been drawn from the results on the effectiveness of various damping configurations. The

efficacy of partial coverage for vibration mitigation has also been brought out by a Finite Element

analysis study. This paper also presents as case study, a typical application to marine structures.
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Table 1. Material Properties.

FIGURE 1.  Response spectrum of FLD  beam (test specimen 1) f

FIGURE 2.  Relative vibration amplitude response for CLD Marine Structure
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Name of the 

Material

Young’s Modulus 

(N/m²)

Poisson Ratio Density

(kg/m³)

Damping

Mild Steel 2.0E11 0.33 7850 0.002

Viscoelastic 

material

1125.0E6 0.49 1200 0.75
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The purpose of this work is to establish a test procedure that allows fracture mechanics

characterization of interface cracking in sandwich structures. This often entails large scale fiber

bridging, which increases the size of the process zone beyond a point where linear elastic fracture

mechanics (LEFM) is applicable. Instead of assigning the fracture processes to a single point at the

crack tip (as in LEFM) the fracture process zone is represented by a cohesive zone in which the

traction separation law (cohesive law) needs to be determined. The aa cohesive law can be measured,

either indirect by modeling experiments and fitting parameters until numerical and experimental

results coincide, Li et al. [1], or by direct measurement by e.g. the J integral approach, Sorensen

and Kirkegaard [2]. In this study mixed mode cohesive laws are measured directly by relating the J

integral to the normal and tangential opening of the initial crack tip. The test method is based on a

double cantilever beam (DCB) specimen loaded by uneven bending moments, see Fig. 1. The test

is conducted under displacement control in a tensile test machine, and the moment ratio is kept

constant throughout one test. By varying the moment ratio the crack opening can be varied from

pure normal opening to pure tangential crack surface displacements. A detailed description of the

test method can be found in [2].

FIGURE 1. DCB sandwich specimen loaded by uneven bending moments.
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The J integral is derived in closed form for the DCB sandwich specimen as function of

specimen geometry, elastic properties and applied moments. The opening in the normal andaa

tangential directions of the pre-crack tip is obtained using digital photogrammetry. By using stereo

cameras and a speckled pattern painted on the specimen the system software tracks full field 3D

displacements of the specimen surface, from which the openings are achieved. The cohesive

stresses in the normal and tangential direction are obtained by differentiating the measured fracture

toughness (equal to J) with respect to the normal and tangential openings. This is written as

(1)

The measured J value as function of pre-crack tip normal opening, n
*, is plotted for one

specimen on Fig. 2 (left). The data points are fitted by splines, and the measured and fitted date ared

represented by full and dashed lines respectively. The cohesive law plotted in Fig. 2 (right) is

obtained by differentiating the fitted fracture toughness with respect to the crack normal opening

n
*.

FIGURE 2. Measured and fitted J as function of crack normal opening (left) and derived cohesive

law (right).

In Fig. 2 (left) initially J increases rapidly from 0 to 400 J/m2 with a crack opening n
* of only

0.15 mm. Hereafter the crack propagates with slowly increasing fracture toughness from 400 to

740 J/m2. The fracture resistance (equal to J) increases since large scale fiber bridging is

developing behind the crack tip. The obtained cohesive law shown in Fig. 2 (right) indicates two

separate fracture processes. Initially as the material separates the stress increases rapidly to 5.2

MPa and then drops to 0.13 MPa, which corresponds to separation of the interface. As the crack

propagates bridging fibers are formed in the crack wake and the cohesive stress decreases from

0.13 MPa to 0 as the crack opens from 0.15 to 5.7 mm.
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The present paper reports on proceedings in research of sandwich panels subjected to impact loads.

The main objective with the research project is to find and validate methods to design sandwich

structures subjected to localized- and impact loads. 

The first part of the paper presents an experimental study on how the behaviour of foam core

material changes with increasing strain rate. Two densities of Divinycell H grade have been tested

at four different strain rates. The material was tested in tension with modified Amsler pendulum

impact machine, se Fig. 1.

In the second part sandwich beams and panels aa have been tested in order to evaluate how

different core material perform under a slamming load. Core materials used in sandwich structure

have very different ductility or elongation at break. They rar nge from stiff and strong but very

brittle materials such as end-grain balsa and honeycombs to very ductile PVC and SAN based

foam cores. Some marine classification societies give opportunity to design with lower safety

factors for more ductile core materials. A trend in the industry is therefore to produce and use these

more ductile cores. It is of interest to evaluate how much better a more “ductile” core is than a

“brittle” one. A range of different core material has been tested, in beams and panels, at different

load rates from quasi-static to “slamming” type loads. 

The beam testing was made according to ASTM C393 with the DNV Dynamic test (DNV

HSLC Pt.2 Ch.4 Sec.2 D300) specifying a particular stress based loading rate (65 MPa/s). The

panel testing was done in a unique Servo-hydraulic Slam Test System (SSTS) machine. To provide

greater control of the water impact event than provided by traditional drop tests the SSTS utilises a

high speed (up to 10m/s) computer controlled closed loop feedback servo-hydraulic system.
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FIGURE 1. Test setup for strain rate testing. The raised pendulum connects with the stiff carbon 

fiber rod when vertical, bringing the rod and one end of the specimen with it. The other end of the 

specimen is locked in a small aluminum fork connected directly to the load cell. The laser keepsy

track of the pendulum position and the pendulum speed can be calculated.
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This work deals with the experimental measurement and characterisation of damage to PVC

closed-cell sandwich core foams.  The damage to the foam is introduced in the form of moisture

effects after immersion in a controlled hygrothermal environment and later, by the insertion of a

crack. The non contact technique of Thermoelastic Stress Analysis (TSA) is detailed by Dulieu-

Barton and Stanley [1], is used to assess and evaluate the effects of these damage conditions upon

the foam.  The TSA system used in this work is the ‘Silver’ model manufactured by Cedip Infrared

Systems and comprises of a 320x240 array of infra-red detectors to registerd  the thermal changes inr

a material subjected to an excitation.  One advantage of the TSA technique is the option of a zoom

lens attachment which permits the transformation from a full-field to a high resolution assessment

of localised effects in individual foam cells. TSA thus provides the scope for validating theoretical

models presented in the literature for foam cell behaviour under load.

This work is motivated by the challenges faced by designers in the marine industry which

commonly seeks to integrate different foam types and densities within the same sandwichyy

structure, while enduring variable loading forces and environmental conditions for the duration of

the service life of the structure.  Recent trends in marine design philosophy favour linear foams for

use in areas subject to localized impact loading, and may further optimize the structure by reducing

the design safety factors of the core in deference to the good mechanical properties exhibited by

linear foams under test conditions.  This work seeks to examine the severity of influencek

environmental conditions have upon the behavior of a sandwich core.  Progressive ageing of the

foam core is simplified for laboratory conditions and the moisture uptake accelerated by

immersing the foam specimens in distilled water held at 60ºC.  Gravimetric data for both linear andd

cross-linked foams is collected for a range of densities manufactured by Airexa  R63.50., R63.80,

R63.140., C70.55,C70.75, C70.90, C70.130.,C70.200, and C71.75ET, a foam designed to

withstand elevated temperatures. Predictably higher density foams are found to be more resilient

to moisture uptake.  However, linear foams are significantly more sensitive to hygrothermal ageing

than cross-linked foams as is the foam suitable for use at elevated temperatures.  Ageing results in

changes in fracture toughness for modes I and II while all materials exhibit increased brittleness.

The resulting change in material behavior due to ageing, is assessed using TSA for two structural

foams R63.140 and C70.130.

The foam test specimens are shown in Fig. 1 as mounted in a CTS-type rig adapted to

accommodate larger specimens so that TSA could be performed.  The rig can be rotated within the

test machine so as to allow the mode mixity to vary by increments between pure mode I and mode

II.  The specimen is subject to a mean tensile strain, and dynamically excited with a sine wave

amplitude cycle.  The aged and the unaged foam specimens may then be used to calibrate them

received thermoelastic signal.  Mechanical damage in the form of a ‘crack’ is then introduced and

the subsequent interaction between crack-tip and foam cell wall as shown in Fig. 2, may then be

analyzed using TSA.  
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FIGURE 1. Initial CTS-type rig (left), and diagram of adapted CTS rig (right) to show lines of 

force pass through center of specimen and crack-tip (shown exaggerated), as it is rotated by 

increments of 10º, 30º, 45º, 60º,80º between modes I and II. 

FIGURE 2. TSA Image of a mixed-mode crack-tip in an unaged specimen

The sensitivity of the technique provides the potential to quantitatively explore the behaviour

of foam and damage on both a global and cellular level with the promise to validate and refine

models of structural behaviour [2], while the flexibility and portability of the equipment provides

the potential for in-situ examination of a marine hull.
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Sandwich construction is of particular interest and widely used, because the concept is very

suitable and amenable to the development of lightweight structures with high in-plane and flexural

stiffness [1-13]. Sandwich panels consist typically of two thin face sheets (or facings, or skins) and

a lightweight thicker core. Commonly used materials for facings are composite laminates and

metals, while cores are made of metallic and non-metallic honeycombs, cellular foams, balsa woodm

and trusses. The facings carry almost all of the bending and in-plane loads, while the core helps to

stabilize the facings and defines the flexural stiffness and out-of-plane shear and compressive

behavior.

In the present work a thorough study of the nonlinear load-deflection behavior of aluminum/

foam sandwich beams under three-point bending was undertaken. The beams were made of

aluminum facings and a PVC closed-cell (Divinycell) core. Four types of core material H60, H80,tt

H100, and H250Kg/m3 with densities 60, 80, 100 and 250 Kg/m3 respectively, were used. The

thickness of the facings and core were 1 mm and 25.4 mm, respectively. A host of spans were

tested. The uniaxial tensile, compressive, and shear stress-strain curves of the facings and core

materials were obtained. It was found that aluminum exhibits an elastic-plastic stress-strain

behavior in uniaxial tension and compression, while the shear stress-strain curve of the core

material presents an initial linear part followed by a nonlinear part with gradually decreasing sheart

modulus up to fracture. Experimental results of three-point bend sandwich specimens reveal that

the load-deflection curves are composed of an initial linear part followed by a nonlinear behavior

up to fracture. The extent of the nonlinear part depends on the length and configuration of thet

sandwich beam.

A nonlinear mechanics of materials analysis was used to predict the experimental results. To

account for large deflection effects the finite deformation solution of a three-point bend made of a

monolithic material was used. In the nonlinear range an incremental procedure was applied. For

this reason, the bending and shear stress components were first calculated for each loading step and

the stress-strain curves in tension or compression of the facings and in shear of the core were usedf

to obtain the corresponding tensile, compressive and shear moduli of the two materials. The beam

deflection increment was then calculated from elementary beam theory as the sum of bending and

shear contributions.

The experimental results were in good agreement with theoretical predictions. For the beam

spans studied it was shown that the load-deflection nonlinearity is mainly attributed to the

nonlinear behavior of the core material, whereas the effects of the facings nonlinearity and the

relatively large deflections of the beam are small. Furthermore, a thorough study of the combined

effect of specimen dimensions and material properties of the facings and core on the nonlinear

load-deflection behavior of the composite sandwich beams was conducted. The shear contribution

to the beam deflection was calculated and compared with the corresponding bending contribution

of the facings for various beam spans and foam core materials. 
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There is much interest in reducing the propensity for onset of failure processes in composite

sandwich materials. Already, composite sandwich materials are increasingly finding new

applications and this will be more so if their propensity to failure can be reduced. Initial onset of a

failure can sometimes be attributed to inherent shortcomings in the design and manufacture of the

composite sandwich panels. Mostly, other failures can be attributed to the way the sandwich panels

are used in the structure. The interest in this study is to simulate loading conditions that can be

generated in composite sandwich panels when employed in diffeaa rent engineering structures and to

investigate causes for failure processes to be initiated in these materials. The aims of the research

reported on in this paper were:

• To study the development and distribution of strain in composite sandwich panels when

subjected to four-point flexure and the failure processes as they occur. 

• To relate the onset of failure processes in producing delamination and other types of

failure.

• To develop the use of DIC and other methods to assist in evaluating the integrity of

different types of composite sandwich structure and also for inaa -service monitoring of these

panels.

The experimental method used for this study was four-point flexure as this provided well for a

constant bending moment between the two central rollers. It was important to have a central region

of the specimen subjected to constant flexural loading so that the effect of defects on flexure in

sandwich panels could be examined consistently. Testing was performed to appropriate standards

[1]. Also, four-point loading allowed for observation of the area of the panels between the central

two rollers using Digital Image Correlation (DIC) [2] as well as other methods. The composite

panels studied included those produced by the RIFT method [3] as this low cost method is

becoming very attractive for some applications as an alternative to autoclaved pre-preg materials.

Composite sandwich materials are susceptible to different damage and defects depending on

their design, manufacture and use in structures. Also, the causes for the damage are many. Damage

in wind turbine blades, for example, can occur from events such as dropped tools during

maintenance, or debris impacting during periods of high wind as well as long service fatigue. Once

initiated, damage can develop into delaminations, core disbonds and cracks at lower stress levels.

The resulting damage is often invisible to the naked eye and is mostly on the interior facings of the

composite skins. Inflicted damage to composite sandwich componentmm s by events such as

mentioned above can also develop existing manufactured defects. These manufactured defects and

shortcomings can take the form of resin dry spots, skin-core disbonds and such features. Whilst the

cause and nature of defects are wide ranging, their effect can be similar. Namely, these often well-

hidden defects can locally reduce the stiffness of these structures and can be detrimental, to

different degrees, to the functional integrity of the component. Fig. 1 shows one example of DIC
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analysis of a foam core between the two central rollers of the four-point bend loading geometry [3-

5]. In this case, Aluminium tabs were used to reduce core crush immediately beneath the rollers.

Strain gauges were attached to upper and lower skins of the sandwich panel for comparison with

the DIC results.

FIGURE 1. DIC of the foam core of a sandwich panel in four-point bend loading.
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Novel, stainless steel sandwich panels incorporating bonded networks of metallic fibres in the core

were penetrated at low ballistic velocities. The sandwich panels (approximately 1.5 – 2 mm thick),

were impacted by hardened, spherical steel projectiles. Incident and emergent velocities were

measured and the absorbed energies calculated. Impact tests were also conducted on isolated face

and core material to ascertain their respective contribution to the overall absorbed energy. The sum

of the absorbed energies from the face and core materials was found to differ from the energy

absorbed by the sandwich panels. This suggests that some synergy between the face and core

material exists, which contributes in some way to the overall absorbed energy.

3-D simulations were conducted using the finite element code, ABAQUS/Explicit. Suitable

faceplate material models were first developed (see Fig. 1), which successfully captured the

combined effects of plasticity, fracture and rate dependence using a phenomenological ductile

failure model available in ABAQUS. Experimental faceplate data is shown to be in good

agreement with predictions. Additionally, the effect of faceplate separation distance on absorbed

energy was investigated. The results indicate that an optimal separation distance exists. 

FIGURE 1. (a) Equivalent plastic strain contours for a stainless steel faceplate impacted at 218 m 

s-1 and (b) a comparison with experiment.

Finally, the predictions obtained from sandwich panel simulations were found to be in

excellent qualitative agreement with experiment (both petalling and plugging phenomena were

successfully modelled – see Fig. 2). Encouragingly, the sandwich panel model adequately captured

the observed experimental trends and is, therefore, considered a capable tool for rapid

optimisation. 
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FIGURE 2: (a) Equivalent plastic strain contourt s for a sandwich panel impacted at 235 m s-1 and 

(b) a photograph showing the equivalent experimental result.
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Sandwich composites are a special class of composite materials which are widely used because of

their high specific strength and bending stiffness.  Lower density of these materials makes them

well suited for marine and aerospace applications.  Developments in aviation posed requirement of

lightweight, high strength and highly damage tolerant materials.  Sandwich structured composites,

fulfilling these requirements became the first choice for many aa pplications inclaa uding structural

components for ground transport and marine vessels.  The use of cores such as closed cell

structured foam in sandwich structures gives some distinct advantages over open cell structuredaa

foams and cores [1].  The specific compressive strength of close cell structured foams is much

higher and absorbs less moisture than open cell structured foam. 

Syntactic foams are hollow particle filled core materials that have recently emerged as

attractive material for use in applications requiring low weight, low moisture absorption and high

insulation properties.  Quasi- static and dynamic properties of these syntactic foams are veryf

important as these materials are used in various important structural applications in aerospace and

marine industry [2-3].  Even though various destructive techniques such as quasi-static

compression and split Hopkinson pressure bar apparatus are used as tools to find quasi-static and

dynamic modulus, there is a need for characterizing these materials non-destructively. 

Several Non Destructive techniques such as Ultrasound are used in the industry to check for

quality in these materials [4]. Although Ultrasonic imaging can be used for a variety of materials,

it is difficult to use this technique for porous materials and foams due to high attenuation of

ultrasonic waves in air.  The ultrasonic equipment used in this research is shown in Fig. 1.  The

present study focuses on the prediction of dynamic modulus using ultrasonic testing in various

types of solid and hollow particle reinforced syntactic foams.  The volume fractions in the

particulate composites are varied from 10-60%.  Longitudinal and shear wave velocities are used

for calculating the dynamic modulus using the time of arrival of reflections from the sample.

Effect of longitudinal attenuation behavior along with longitudinal and shear watt ve velocities on

the varying density and volume fraction of syntactic foams is also discussed.  The Pulse Echo

method [5] is used for the ultrasonic characterization of these materials.
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FIGURE 1. Ultrasonic Equipment used in the research.
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A major factor preventing further widespread use of polymeric sandwich materials is their

behaviour in fire. The fire aboard the RNoN composite mine hunter “Orkla” in 2002 [1] did much

to harbour the belief that sandwich materials are not safe to be used in structures where there is a

risk of fire. One of the main factors leading to the eventual loss of the vessel was the collapse of the

composite sandwich wheelhouse. The ability to be able to predict changes in strength of such

structures when subjected to fire would be a valuable asset to designers and operators in the future.

The Royal National Lifeboat Institution (RNLI) is a registered charity that provides 24-hourd

lifeboat search and rescue cover up to 100 nautical miles off the coast of the United Kingdom and

the Republic of Ireland. The RNLI is responsible for the design, build and operation of over 300

lifeboats ranging in size from 5m to 17m in length. The largest lifeboat in the RNLI’s fleet is the

Severn Class lifeboat (Fig. 1).which is, like the majority of the all-weather fleet, constructed from

advanced composites including sandwich materials. This research is being conducted as part of the

RNLI’s general safety assessment of these composite lifeboats and is being entirely funded by the

RNLI at the University of Southampton. The FTP Code [2] stipulates the requirements for

materials to be used in maritime structures with regards to fire safety. This covers the many aspects

of material response to fire including the heat transfer through and strength of, decks and

bulkheads exposed to fire. This does not however provide a cost effective method of trialing

different materials or an assessment of the overall structural response in fire.

FIGURE 1. RNLI Severn class lifeboat in service.

Davies et al. [3] provides an overview of the current state of knowledge in the testing and

numerical modelling of polymeric materials when subjected to fire. The work has concentrated on

the heat transfer through and degradation of single skin polymer composites subjected to fire as

well as assessments of the strength during and after fire. There is tt however lacking a detailed study

on the performance of sandwich structures in fire. dd

At the University of Southampton a test rig has been developed by Cutter et al. [4] in which it

is possible to test the strength of composite materials in fire (Fig. 2). Panels of dimensions 200 mm

× 200 mm up to 100mm thick can be subjected to a heat source on one side from a propane fired

burner, which can follow a specific temperature-time curve up to 900ff oC.  A detachable loading
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module has also been built which fixes onto the furnace in order to apply out-of plane loads to the

panels. The unit has been designed to be portable and is housed in a laboratory fume cupboard. The

system provides a much more economic method for determining the performance of sandwich

materials in fire than was previously available.

FIGURE 2. Fire testing apparatus.

The work at the University of Southampton aims to provide an assessment of the risks posed by fire aboard

a lifeboat. These are being evaluated through the use of the apparatus described above and through the

development of numerical models. The research has been split up into 4 stages in order that each aspect of the

response of sandwich materials in fire is understood independently. The first stage involves the testing of

sandwich panels exposed to intense fire sources so as to characterise the heat transfer through the materials and

the degradation of the core material. Fig. 3 shows the result of such a test on a specimen from a deck

constructed from sandwich. Small scale testing has also taken place to characterise the effects of heating on

core materials using thermal decomposition apparatus to obtamm in transition temperatures. The second stage

requires the strength of the heated panels to be tested after different exposure times ff and intensities. Using

simple models related to the thickness of char material formed in the panels it is possible to predict the changes

in strength of these materials. The third stage relates to the combined thermal and mechanical testing of

sandwich panels exposed to fire. These results will then be used to verify finite element moy dels predicting the

changes in strength of the test panels. The final stage of the work involves the scalinf g of these results to a full

size sandwich deck.

FIGURE 3. Cross section through Severn class deck sandwich panel after exposure to fire. The thickness of the 

distinct layers shown is used to predict the strength of the sandwich.
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Microcellular foams refer to thermoplastic foams with cells of the order of 10 m in size. Typically

these foams are rigid, closed-cell structures. The microcellular process was invented at

Massachusetts Institute of Technology in early eighties [1, 2], in response to a challenge by food

and film packaging industries to reduce the amount of polymer used in thin-walled articles. Thus

was born the idea to create microcellular foam, where we could have, for example, 100 bubbles

across 1 mm thickness, and expect to have a reasonable strength for the intended applications. An

early review of the subject appeared in 1993 [3]. A more recent account of microcellular foams cant

be found in the Handbook on Polymer Foams, 2003 [4].

We have adopted the original microcellular process to produce thick, flat panels that could bet

used as part of a panel system for housing construction, for example. This is achieved in a

Constrained Foaming process illustrated in Fig. 1. The foaming step is conducted inside the platens

of a heated press, where metal shims maintain a gap equal to the desired panel thickness. The

constrained foaming process has been used for producing microcellular ABS panels with densities

as low as 10% of solid ABS [5, 6]. A unique aspect of the solid-state microcellular process is that a

solid skin of desired thickness that is integral to the foam core can be created [7]. Since skin-core

structures can be directly produced in the solid-state process, these panels may be suitable for use

in certain applications, such as structural foams, without further modification. On the other hand,

the smooth polymer skin makes these foams ideal as core materials for lamination with stiff outer

sheets of higher stiffness.

FIGURE 1. Constrained foaming process for microcellular thermoplastic panels.
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This research is motivated by the potential of microcellular panels as novel core materials in

sandwich construction. We report on the ABS core properties in tension and flexure. Microcellular

ABS panels with densities in range of 20%-80% of solid density, were produced using CO2 as the

physical blowing agent. Following this, the integral skin on each of the panels was machined off

via a milling operation. This was done in order to test the mechanical properties of only the cellular

cores of these panels. Once the skin was removed, the panels were further machined and sanded

into tensile and bending test samples. The sample preparation and testing was conducted according

to ASTM D638 for tensile and ASTM D790 for flexural property characterization. It was found

that tensile and flexural behavior of the microcellular ABS panels is described quite well by the

Gibson-Ashby cubic cell model [8].
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There are many publications devoted to model definition of wave-mechanical process in sandwich

plates and shells (see, for example, [1-3]), but  the problem of modeling the transverse waves in

normal cross-section of sandwich plates and shells is still actual. Free vibrations across the

thickness of a spherical shell are studied. In the beginning the closed-form solution of the one-

dimensional along a radius wave problem was specified for the homogeneous elastic sphere with a

central cavity. The solution was used in the problem setting for a joint vibration of three spherical

layers. With the aim in view the approximate version of vibration has been assumed. The versionn

was based on the assumption of stiff and thin layers bordering the soft and thick core. The elastic

reactions of the thin face layers were taken as the boundary conditions enabling three layers wave

motion to be reduced to the unique core vibratory motion under mixed boundary conditions. The

wave problem of the soft core was deduced by the method of separation of variables [4]. The

transcendental equation for the certain problem of free vibration was derived. A specific

distinction of the frequency analysis unlike to the wave pattern analysis of radial vibrations of

bottled gas [5] was demonstrated. 

It is convenient to present the eigenfrequency equation through its tie-up with the eigenvalue

equation:

(1)

(2)

where the second term in the latter formulae (in parentheses) represents the velocity of core

acoustic waves. The difference R3 - R2 denotes the thickness of a core whereas the boundary

surfaces of face layers are r = R1 and r = R4, at that R1 < R2 < R3 < R4. The coefficients 3, b2, b4

in the upper equation depend on all radii and the elastic constants of three spherical layers. The

case of a homogeneous sphere results in degeneracy of eigenvalues dependent on the Poisson

coefficients only when the two-sided boundary surfaces are free.  

TABLE 1. Parameters of the sandwich three-layer sphere.

Layer R1 = 100 mm E, GP , kg/m3

R4 - R3 5 10 0.30 _

R3 - R2 30 0.04 0.40 119

R2 - R1 5 10 0.30  _
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FIGURE 1. Variation of the reference frequency 1, Hz  and matching eigenvaluez 1 for radial 

vibrations of a three layer spherical shell against the filler thickness h = R3 - R2 (a) and the one of 

a solid sphere (b) versus outer radius Rout with the clamp surface 1, free surfaces: 2 (t  = 0,4),

3 (  = 0,3) and with a spherical cavity of radius - 4. 
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Sandwich structures with low strength honeycomb or foam cores are being used due to their high

bending stiffness to weight ratio in many structural applications. Because of their high flexibility,

the deformation field of these core materials show a nonlinear pattern in the through-thickness

direction as well as in the core in-plane which can affect significantly the local as well as the global

structural behaviour of sandwich panels.

In principle, commercial finite element programs enable a computation of the nonlinear

deformation pattern in the sandwich core if a detailed idealisation is used in the through-thickness

direction of the sandwich, in particular, in the core. However, the application of standard finite

elements during the analysis of the above mentioned sandwich structures results in a very high

computational effort not only during the design of large sandwich structures but also in early

design stages. Fast finite elements for the analysis of sandwich structures accounting for the

nonlinear deformation pattern in low strength cores are consequently preferable.

In order to represent this core behaviour appropriately for the static and stability analysis of

sandwich plates, a finite element is developed using a three-layer sandwich model (cp. Fig. 1). The

face sheets are modelled as plate elements based on the Reissner-Mindlin theory considering

transverse shear strains according to an MITC4-plate element (Mixed Interpolation of Tensorial

Components with 4 element nodes according to Bathe et al. [1]). The core displacement field is

developed based on the solution of the underlying differential equations of the core in the through-

thickness direction and the assumed displacement field of the face sheets as boundary conditions.

The differential equations are set up using a specific three-dimensional material law that neglects

the in-plane core stiffnesses according to Bansemir [2] (cp. also Frostig et al. [3]). As a result, the

core displacement pattern is computed leading to in-plane core deformations uc and vc which are

cubic functions and to an out-of-plane deflection wc which is a quadratic function of the transverse

direction (cp. similar approach according to Oskooei and Hansaa en [4]). Based on the interpolation

functions the linear and geometric stiffness matrix for static and stability problems are derived.

The geometric stiffness matrix is set up by considering geometric nonlinearities in the v. Kàrmàn

sense in the face sheets and the core.  

Static and stability analyses based on the proposed element formulation are performed by

integrating it in the finite element (FE-)program NASTRAN  (MSC.Software Corporation, USA).

The results are compared to the ones of computations carried out by the FE-program MARC

(MSC.Software Corporation, USA) which are based on a detailed discretisation of the face sheets

as well as the core. The aim of this investigation is to demonstrate the capabilities of the presented

element formulation as well as the limits of the underlying theory af nd its simplifications.aa
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FIGURE 1. Three-Layer-Model and corresponding element nodes
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The paper studies the High Velocity Impact (HVI) response of aircray ft structures by means of gas

gun impact tests and post-test NDE evaluation. The scope of the activity comprises structural

components such as stringer stiffened composite panels and a range of composite sandwichf

structures, with projectiles such as ice, synthetic birds, runway debris and tyre/rim debris. The tests

and simulations are used to support concept design, and certification phases of new aircraft

structures based on carbon fibre composites. To perform these tests DLR has installed and

commissioned a new gas gun test facility comprising three different barrels having calibres of

200mm, 60mm, and 32/25mm. The guns fire into a steel target chamber where the test structures

are mounted. Impact damage to structures is characterised by a number of NDE techniques,m

including ultrasonic C-scan, lock-in thermography, X-ray and computer tomography (CT).

The paper describes recent progress on damage assessment in aircraft sandwich structures

subjected to foreign object impacts from both hard and soft impactors. A gas gun impact testt

programme was carried out on twin-walled composite panels under a range of impact conditions.

Attention is focussed on novel composite sandwich pamm nels with energy absorbing cores. These are

non-standard sandwich structures, in which a main load-bearing composite laminate is protected

from impact damage by an energy absorbing core and a second cover laminate. The core materials

considered include folded composite plate structures (foldcore) developed in IFB, University of

Stuttgart, which are now being investigated by Airbus in new twin-walled shell concept structures

for future transport aircraft (Kupke et al. [1], Mudra and Hachenberg [2]). High velocity impacts

from steel impactors and deformable, soft body impactors such as ice amm nd rubber are a critical

design load for such sandwich structures, since the thin brittle outer skin is susceptible to impacttt

damage. Of particular interest is to determine the impact damage threshold in the inner load-

bearing laminate for impacts on the cover laminate, as impactor type and impact energy is varied.tt

To study this a gas gun impact test programme was carried out at the DLR on twin-walled

composite panels with projectiles such as steel cubes, ice balls and tyre rubber fragments at impact

velocities in the range 50 – 220 m/s. A wide range of failure modes have been observed, ranging

from rebound from the outer skin, outer skin damage, core penetration, inner skin damage and

inner skin penetration. Without suitable NDE methods it was not possible to quantify the impactt

damage, particularly in the case of non-visible damage such as shell delaminations. Through the

NDE methods applied here, X-ray, lock-in thermography, ultrasonic A- and C-scans (Aoki et al.

[3]), it was possible to ascertain the presence and nature of the impact damage. Furthermore, in

many cases the internal structure and damage in the twin-walled composn ite structures could be

quantified.

Results from a series of HVI tests on two foldcore sandwich composite curved shells will be

presented in detail. Two impact scenarios relevant to fuselage upper and lower panel structures are

described. One of these is the hail impact scenario which includes hail on ground with hailstones

up to 60 mm in diameter and velocities 30 – 50 m/s, and hail in flight with small 20 mm diameter

ice balls at impact velocities up to 180 m/s. The second is hard runway debris, simulated by steel

cubes or balls typically 10 mm in size at impact speeds in the range 50 – 100 m/s. Fig. 1 shows the
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visible damage after a hail impact under 60°, the extent of the damage in the foldcore using X-ray

and the thermography picture detecting a slight damage in the inner skin. The aim of the test

programme was to determine the critical energies and velocities for a given projectile and test

panel causing first damage on the outer skin, perforation of the outer skin, first damage on the

inner skin and finally the complete perforation of the sandwich panel. These damage thresholds

will be presented for two foldcore panels, one with a thin outer CFRP skin ~ 0.9 mm, and one with

a more conventional balanced sandwich panel with ~ 2 mm outer CFdd RP skin. The role of skin and

core properties and thicknesses on the critical damage thresholds will be discussed in detail.

FIGURE 1. Visible damage after hail impact (173 m/s, 11g) under 60° on a sandwich panel with a 

foldcore, corresponding radiography and lock-in thermography (inner skin) pictures.
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Cellular material has lately attracted considerable attention for the lightweight components of

transportation applications [1]. The mechanical properties of the material that are the elastic

stiffness and peak stress, i.e., the stress at the first peak of the stress-strain curve should be

important parameters for designing those components. Because the processing defects in the

cellular structures are known for affecting on the mechanical properties, many researchers have

investigated for the effects of the defects.

The numerical study using 2-D honeycomb structures for the influence of geometricaltt

imperfections, i.e., missing cells, fractured cell walls, rigid inclusions, cell-wall waviness, etc. on

the mechanical properties of the honeycomb structure has been carried out to provide the guideline

for improving the properties of the commercial metallic foams [2, 3]. Among the imperfections,

missing cells show a large influence on both the elastic modulus and the yield strength of 2-D

cellular structures. Only a few experimental results, however, about the effect of imperfections,a

i.e., cell wall curvatures and cell wall microstructures of actual cellular solids have been reported

up to present [4, 5].

In this research, a simple experimental approach is attempted to analyze the effects of missing

cells, which are generally found in the closed-cell Al foam and should be expected to reduce the

mechanical performance seriously [2, 3], on the compressive deformation. Considering the volume

fraction of the missing cells, different size of specimens are fabricated using EDM (Electrical

Discharge Machine) such as 50x50x50mm3, 15x15x15mm3 and 10x10x10mm3 (see Fig. 1). The

missing cells in the fabricated specimens are carefully investigated through the density

measurement and the surface observation. Then two specimen groups that include or do not

include the missing cells are arranged and tested separately to compare the results with each other. 

FIGURE 1. Fabricated specimens
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Sandwich structures made of metallic or plastic core and composite skins have attracted themm

attention of the engineering industry since many years. Cellular sttt ructures are sandwich structures,tt

characterized by the construction of their core, which is made upf of an interconnected network of

solid struts or plates. The applications of cellular structures are widespread. Thermal insulation,

packaging, structural, buoyancy and many other engineering sectors are the most common fields

for the utilization of cellular structures [1]. The usual design parameters of cellular sandwich

structures are the relative density and the elastic specific stiffness and strength [2]. The mechanical

behaviour of sandwich structures is dependent on both the mechanical properties of the cellular

core and the composite skins.

The cellular core behaviour is dependent on the cell geometry and cell size. The present work

focuses on the failure behaviour of metallic open lattice cellular cores. This behaviour is

considered to be one of the keys to the successful development of improved sandwich structuresmm

with tailored properties. The failure behaviour is analysed by means of modelling and FEd

simulation of cellular cores. Due to the high difference of size scale between the cell structure

constitutes (which is usually of the order of a few millimetres) and the entire sandwich cellular

structure, the ordinary numerical analysis methodologies lead to very large models, requiring high

computing power for their solution. In contrary, alternative and multiscale modelling strategies are

preferable, based on very detailed unit cell models for determining the cellular metallic core

properties in terms of material properties, cell geometry and cell size. Two different cell

geometries have been investigated, as presented in Fig. 1, namely the ‘bcc-h’ cell with density of

994kg/m3 and the ‘bcc,z-h’ cell having a higher density of 1258kg/m3 [3]. The size of the

examined cells varies from 1.25mm to 2.5mm. The unit cell structure, which consists of vertical

members with diagonal cross members, is constructed using the selective laser melting technique

with Stainless steel 316L from Sandvik [4] as powder material. 

The cellular structure simulations deal with predicting the elasticity modulus and failure of the

structure in axial compression. The beam element type BEAM4 is used in ANSYS finite element

code to model the unit cell. By multiplying the unit cell in three dimensions the cellular structure is

generated. The loading situation is approximated by applying force on the nodes at the top surface

of the structure and by constraining vertical translation to the nodes at the bottom surface of the

structure. The final deformation state is approximated in the geometrically and materially non-

linear static numerical analysis. The material non-linear data of the 316L stainless steel material,

used in the present analysis, is part of a testing campaign performed by the University of

Liverpool. The numerically calculated stress-strain curves are compared in Fig. 2 to the respective

experimental compression stress-strain data by McKown and Mines [4]. A good correlation is

obtained between experimental and numerical results.
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FIGURE 1. a) Unit cells used in the cellular cores and b) analyzed core structaa ures of cell sizes of tt

2.5mm and 1.25mm

FIGURE 2. Stress vs. strain for two cellular cores analyzed
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It is generally accepted, that the buckling loads and postbuckling behaviour of many engineering

components are substantially impaired by the existence of small initial geometric imperfections

such as deviations in shape, eccentricities and local indentations. These imperfections can lead to

large discrepancies between predicted and actual failure loads, which can result in catastrophic

failure unless large safety factors are applied, resulting in non-optimised structures. In industries

such as the aerospace industry, which rely on the use of minimum weight structures, this inability

to accurately model the effects of such imperfections acts to reduce the industry’s competitiveness.

Extensive work therefore has been based on modelling imperfections, allowing their effects to

be assessed. This has been summarised in reviews eg Simitses [1], and collated by several

researchers to form imperfection data banks (Arbocz [2]). Results have been obtained using a

variety of techniques, all of which involve some degree of approximation.

Initial work to develop a general theory of buckling and postbuckling which incorporatedf

sensitivity to imperfections was carried out by Koiter [3] and Arbocz [4] among others. This work

was however, limited to a small range of load and boundary conditions. Since then, with thed

increasing sophistication of numerical analysis software combined with high powered computers,

it has become possible to model the buckling and postbuckling behaviour of shells under complexf

load and boundary conditions whilst incorporating the effects of imperfections and other

nonlinearities. Nevertheless, difficulties still arise due to the need to model these imperfections,

and convert numerical buckling loads into a design load for a particular structure. Severalr

approaches have been considered.

Two main types of approach exist. The first is based on a linear elastic bifurcation buckling

analysis and applies reduction factors to bifurcation loads to account for geometric imperfections

(Samuelson and Eggwertz [5]). The alternative to this approach is to carry out a fully non-linear

analysis with geometric imperfections, plasticity and large deflections accurately modelled. This

requires the amplitude and form of the imperfection to bef decided. The most accurate method is to

base any analysis on actual imperfections. Work has therefore been carried out to measure realk

imperfections using contact techniques and then model these imperfections (Singer and

Abromovich [15]). 

In most cases detailed information on actual imperfections in a structure is not available and is

uneconomical to obtain. In such cases researchers such as Speicher and Saal [6] have

recommended that imperfections whose form is based on the first bifurcation or eigenmode be

used. Most commercially available finite element codes recommend a similar approach, setting the

maximum amplitude of the imperfection equal to that anticipated in the component itself. However

since these models represent a worst case scenario, the use of this limit in design calculations will

result in the component being over-engineered.

This paper presents a technique which overcomes these difficulties by using fast, accurate

optical shape measurement methods to create finite element models representative of real

structures, which can be analysed to predict their buckling and postbuckling behaviour. The

method is based on the use of image correlation to provide geometric data on components in the

24. Experimental Buckling and Postbuckling of Lightweight Structures
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form of a 3-D co-ordinate cloud. Software has been developed to allow this shape data to be

converted directly into a mesh suitable for finite element analysis. Mesh density is adapted

according to the geometry of the component to give a finer mesh in areas with high curvature e.g.

imperfections, and a coarser one in the remainder of the component. This results in an efficient

mesh which can be analysed using non-linear finite element techniques to accurately predict their

behaviour whilst minimising processing time. 

The technique is validated by comparing the results with those obtained from experiments on a

series of curved panels. These specimens have been selected as representative of some of the

structures commonly found in aerospace applications which are relatively sensitive to

imperfections (Fig. 1). The specimens have aspect ratios varying from 1:1 to 2:1, and a range of

different radii of curvature are assessed, since this is one of the main factors affecting the

imperfection sensitivity of the specimens. Each specimen is subjected to a combination of

compression and shear, which is again representative of the loading conditions commonly found in

the aerospace industry (Fig. 2). Prior to testing, each specimen is measured using image correlation

software and the data processed to provide an associated finite element mesh. The specimens are

then tested whilst a fully nonlinear finite element analysis based aa on the mesh derived is carried out

using the finite element analysis code ABAQUS/Standard. The results are then compared.

 FIGURE 1. Imperfection sensitivity of a panel             FIGURE 2. Typical test set-up
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Carbon fiber reinforced plastic (CFRP) stiffened structures exhibit several advantages over those

constructed from metallic materials, particularly in terms of their high specific mechanical

properties. Whereas nowadays the applications of CFRP structures are becoming more and more

both in aeronautical and mechanical industries, their efficient use is restricted by the limited

availability of buckling design criteria, mainly due to uncertainties related to the behaviour of these

structures under repeated cyclic buckld ing, Singer et al. [1]. This paper presents some results

obtained during an European research project, COCOMAT (Improved MATerial Exploitation at

Safe Design of COmposite Airframe Structures by Accurate Simulation of Collapse) on stringer

stiffened composite panels subjected to cyclic buckling, Degenhardt et al. [2]. Presented results are

part of an investigation carried out for understanding what happed ns to the post-buckling field of

such a structure after that the buckling load is reached thousands of times. 

The considered boxes are manufactured by Agusta-Westland and are tested at the Department

of Aerospace Engineering of Politecnico di Milano. Each of the boxes consists of four curved

panels, with a curvature radius of 1500 mm, and a height of 700 mm. Two panels are 700 mm

width, while the other two are about 280 mm. They present L-shaped stringer stiffeners, which area

bonded to the skin. The all boxes are made in unidirectional and fabric carbon coma posite material.mm

Two views of a box are shown in Fig. 1.

The testing machine is able to apply both static loads using a position control mode, based on

five stepping motors, and cyclic loads, by a hydraulic cylinder controlled by a servo-valve (Fig. 2).

The tests are performed under axial compression, torsion and combined axial compression and

torsion, Bisagni and Cordisco [3-4].

At first, the local buckling of the skins, the behaviour in post-buckling under combined

loading, and the collapse under torsion are investigated. The boxes are tested until the post-

buckling field, measuring the load-shortening curve and the torque-rotation curve, by means of a

load cell and LVDTs.

The boxes are instrumented with strain gauges. In particular, strain gauges are attached on

three sides of the boxes, both internally and externally. On the fourth side, the strain gauges are

attached only internally, so to leave it free in order to be scanned by a laser based scanning system.

This system allows to measure one panel of the box and so to monitor the behaviour during the

tests.

Finally the boxes are tested under cyclic buckling, with load blocks of five hundreds of cycles.

After each block, the test is stopped so to allow taking measurements in the post-buckling field. In

particular the torque-rotation curve, the strains and the deformation of the panel with the laser

system are measured. In this way it is possible to investigate the effect of cyclic buckling in terms

of changes in the global response of the specimen, strain measurements and post-buckling

deformations.
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The behaviour of the CFRP boxes is deeply investigated, so to demonstrate that they can safely

work in the post-buckling field even if during their operative life the buckling load is reached

thousands of times.

FIGURE 1. CFRP box.

FIGURE 2. Test facility for cyclic buckling.tt
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The vibration of a structure has more influence if the structure is lighter and more flexible, and also

if its damping ratio is smaller.  Problems related to vibration of structures are very unpredictable

due to the fact that the structure itself is composed of various materials and that the environmental

vibration applied on the structure is irregular. 

Evaluation of the vibrational influence on buildings range from serious vibration, which has

great impact on the safety of the structure, to micro vibration.  Due to the fact that steel Framed

house is a structure which uses light and flexible materials, its vibration properties should be

subjected to scrutinized evaluation.

Through this research, results of vibration measurement in 3 type of floor composed with

single channel, truss channel and truss B-type channel and floor dynamic simulation of 50pyung-

type steel Framed house are presented (Fig. 1). Therefore, it would be possible to predict floor

vibration of steel Framed house by making a comparative analysis of such results. 

Floor Dynamic Simulation 

A floor dynamic simulation was carried on the 2nd floor of Pohang's model steel Framed house

to compare with measurement results.  Programs used for dynamic analysis were SAP2000.  And

the elements used were 4-joint plate element, 3-joint plate element, 2-jo- int beam element, while

MPC(Multi-Point Constraint) was used for joining the plate elements with the beam elements.

Boundary conditions for this simulation were ; simple support for 4 sides of the slab and

substitution of the interior partition walls into spring.

Floor vibration measurement

The following tests were carried out for 3 type of floor (3.6x4.8m) composed with singlett

channel, truss channel and truss B-type channel. 

•  Micro vibration measurement of walking load 

•  Impact test of jumping load (1 adult person) 

•  Experimental modal analysis

FIGURE 1. Type of Floor Panel for test
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Table. 3 type with 2 end connection of Floor Panel for test
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Floor Type Member h/spacing

(mm)

Method of 

end connection

Topping

Single 300JL16 300/600 - Deckplate / Concrete 70mm

C_Truss1 90SL12 300/600 Squared End Deckplate/Concrete 70mm

C_Truss2 90SL12 300/600 Extended End Deckplate/ Concrete 70mm

B_Truss1 100PRY08 300/600 Squared End Deckplate/ Concrete 70mm

B_Truss2 100PRY08 300/600 Extended End Deckplate/ Concrete 70mm
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Experimental Procedure and Test Specimens. The experimental results fully belong to Prof.

Krasovskii [1] Was investigated the behavior of circular cylindrical shells at all stages of

deformation in the area of artificial initial local dents that trigger the process of the loss of stability.

Other perturbing factors  were minimized, wherever possible. 

All specimens were manufactured from the same material (Xl8N9n steel sheet) using the

same technique (contact spot welding with one longitudinal weld) and tested with the fulfillment

of unified requirements to the observations and measurements made.

Prior to testing, the shells were dented with spherical segments to produce a local dent of

certain dimensions, whose depth was controlled by the pressure force.

Initial imperfections were measured at a load of approximately 0.1% of the critical one.

Subsequent measurements were made step-by-step at various load levels. The loads, at which

the last measurement was made, were as high as 80 to 90% of the critical one. The mean values

of the relative critical loads in axial compression = NcrNN  / NclNN (where NcrNN and NclNN are the

respective actual and classical values of the critical load in a smooth shell) for specimens with

r/rr t = 150 ( , ), 260 ( ) and 360 ( ) were 0.83, 0.72, and 0.60, respectively. 

FIGURE 1. Experimental & theoretical relations 

Fig. 1 presents the relationships  = f(|ff w0|/t) for specimens of various thickness with

small shallow dents. In this figure, solid symbols correspond to the overall buckling and open

symbols to the local buckling. 

Note that the attempt to use the Koiter approach [2] for assessing the critical load by

considering a single dent as an axisymmetrical regular deflection results in a considerable

underestimation of the load-carrying capacity of an imperfect shell (curve 1 in Fig. 1).  At the same

time a rather good agreement with the experimental data is observed when the calculation is

twfP /0

P
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made by the formula derived as a result of the asymptotic analysis of the nonlinear functional of

the total potential energy of an elastic cylinder with a localized dent [3]. Curve 2 in Fig. 1

corresponds to this calculation. 

Theoretical Predictions of Buckling Loads & Comparison with the Test
Observations. Based upon a Donnell-type nonlinear theory of shells, theoretical modelling ofy

this problem is realized by using a finite difference method (FDM) [4].  This modelling allows

incorporation of the effects of nonuniform pre and post-buckling nonlinearities, including the

effects of arbitrary initial geometric imperfections, and has been extended to handle isotropic, as

well as orthotropic continuous and discrete rib-reinforced shells.

Fig.1 shows typical comparisons between test observations and predictions from  the FDM.rr

The full analyze of theoretical and experimental dependencies is given in Fig.1  for isotropic shell

having /r = 2, r r = 143 mm,r r/rr t = 360. The finite difference mesht used had 71 × 230 divisions in theh

axial and circumferential directions respectively, and 14 × 22 divisions covering the area of the

local dent imperfection.   

The upper line (3) represents the maximum loads on the load deflection plots at which a

general buckling occurs. The lower line (4) indicates the load at which a local buckle is initiated in

the region of the dent imperfection.

Buckling loads are normalized with respect to the classical axial critical load pc1 for the perfect

cylinder, and are shown as functions of the amplitude of the local dent imperfections, wo,

normalized in terms of the shell thickness, t.

Theoretical local dents  in centre of shell surface are taken as a single lobe of the form

, (1)

with wavelengths ( ) chosen to model as closely as possible the local dents of the test

specimen.  The values of buckling load will be estimated with using of  expression (1) and n=1,3,5.

A row of test shells with w0 / t = 0,817 and 1,95 had both as local buckling load determiningt

the beginning of process loss stability so general buckling load, when load – carrying capacity may

be lost in full.

In the case where 150 r / t  360 a good agreement between the calculated and

experimental values of the critical loads values is also reached.
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Stiffened panels dominate aircraft structure with their design potential for high strength with low

weight. This characteristic is due to the use of high strength materials af nd the stable post-buckling

response of stiffened panels to compression and shear loading. By permitting the skin between

stiffeners to buckle in service at defined percentages of the panelt ultimate load, panel strength-to-

weight ratio is maximised. Advances in strength and damage tolerant characteristics of available

aerospace materials offers opportunities for increased working and limit stresses. To fully exploit

material improvements as weight savings on aircraft primary structures, it is desirable to enhance

the buckling stability of stiffened panels. To further increase structural efficiency of integrally

machined stiffened panels it is plausible to vary the skin thickness between stiffeners to increasey

the skin stability without increasing material volume, Murphy et al. [1]. Additionally, considering

the issues surrounding the damage tolerance of integrally stiffened panels, local skin profiling may

be designed to retard fatigue crack growth, improving the damage tolerance characteristics of the

structure, Farley et al. [2] and Ehrström et al. [3]. As static strength performance gains are

achieved by changing the initial form and magnitude of skin buckling,tt experimental capture of

skin deformation behaviour under test is required to validate local profiling analysis and

optimisation tools. The work presented in this paper documents the experimental programme

undertaken to validate strength analysis tools by capturing initial skin buckling behaviour and post-

buckle mode-jumping of integrally machined stiffened panels with local skin profiling.

A series of four panel specimens with varying local skin profiles were designeff d, manufactured

and tested. Specimen design was constrained to representative aerospace material, machining

technology, panel loading intensities and buckling to post-buckling strength ratios. In addition, the

skin local profiling was designed to act as integrated crack retarders, improving the damage

tolerant characteristics of the structure. All specimens were designed to have an equal length,

breadth and a cross-sectional area within 1.25% of a baseline design which had no skin profilinga

(constant skin thickness). Each specimen was integrally machined from single 50 mm thick billets

of 2024-T351. Once machined each specimen was marked and strain gauged in preparation for

test. Gauges were located to assist in the determination of initial skin buckling behaviour. Twon

calibrated displacement transducers, one either side of the specimen, were used to measurer

specimen end-shortening. The specimens were tested in a 250 kN capacity hydraulic,

displacement-controlled compression-testing machine. The specimen was loaded monotonically at

a rate of 10 kN per minute until specimen failure occurred. Deflection and strain data were

recorded automatically at 4-second intervals. Additional specimens were tested to assess

experimental repeatability. As a key goal of the physical tests was the assessment and potential

validation of local profiling analysis and optimisation tools, a non-contact Digital Image

Correlation system was used to measure specimen skin out-of-plane deformation during testing. n

The paper documents the experimental testing of the specimens focusing on the initial skin

buckling and post-buckling behaviour. Fig. 1 presents typical specimen experimental results,

illustrating a specimen load versus end-shortening curve with additional skin out-of-plane buckling

deformation data superimposed. All but one of the specimens exhibited skin wave formation which

changed within the post-buckling range. The paper also details the analysis tools examined to
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predict specimen behaviour and the correlation between the predicted skin behaviour and the

experimental data. The paper highlights the required aa analysis fidelity to accurately predict initial

skin buckling and post-buckling skin behaviour. Finally, the paper concludes by assessing theaa

potential for local skin profiling on integrally machined stiffened panels discussing the potential

performance gains and application issues. 

FIGURE 1. Typical specimen experimental results.
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For optimum design of thin shells constructed from advanced composites it is arguably even moret

important than for metallic shells to take account of the reductions in elastic load carrying

capacities that result from the effects of initial imperfections. Relative to other construction

materials, the typically low elastic stiffness to strength ratios of composites will mean that elastic

nonlinearities are likely to play a considerably greater role in determining the buckling behaviour.

This paper will outline an approach for which an extension of classical critical load analysis allows

the provision of lower bounds to the imperfection sensitive buckling loads of composite shells. Itsf

simplicity and its basis within direct physical interpretations of shell buckling behaviour will be

demonstrated to make this approach a powerful tool for making rationally based design decisions

with potential for optimisation of the use of materials.

The so called “reduced stiffness method” (RSM) is based upon an analysis of the various

energy contributions that are developed within the classical critical modes. These energy

contributions control the shells initial resistance to buckling. This energy breakdown allows

identification of the energy terms providing the crucial roles in resistirr ng buckling in the various

possible modes. Through simple physical reasoning it is possible to identify those initially

stabilising energy terms that are lost during the, imperfection controlled, nonlinear post buckling

behaviour. An analysis of critical loads, from which these “at risk” energy terms have been

removed, then enables specification of lower bounds to the imperfection sensitive buckling in each

of the possible buckling modes. Comparisons with extensive programmes of past physical

experimental research, will demonstrate the reliability of the lower bounds for wide classes of both

stiffened and unstiffened metal shells. Theoretical confirmation of the predictions of the RSM will

be illustrated by comparisons with carefully controlled parametric studies, undertaken for both

metal and composite shells, making use of validated nonlinear numerical experiments.

By virtue of its explicit form and analytical simplicity, the paper will then show how the RSM

offers scope for identifying appropriate strategies to predict the likely effects of variations of the

many shell material and geometric parameters that govern the safe resistance to buckling. This will

show, inter alia, that the modes exhibiting the most severe reductions in imperfection sensitive

buckling loads are commonly quite different from the modes that give rise to the lowest classical

critical loads. It will be shown that design optimisation based upon consideration of just the

classical critical loads can be very misleading in terms of what is the most appropriate choice of

optimising parameters. Furthermore, even making allowance fouu r the reductions in buckling loads,

due to post-buckling nonlinearities in the modes associated with the n lowest of the classical critical

loads, can also be equally misleading in terms of predicting the safe load carrying capacities. As a

tool for guiding appropriate combinations of parameters to affect enhanced, or even “optimum”,

buckling capacities the RSM approach will be demonstrated to have considerable advantages over

many of the currently available alternative means used for trying to improve design performance.

Case studies will illustrate this design potential. 
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The compositions of steels for the metallic construction have made the object regular

improvements in both of metallurgical and manufacturing aspects, in particular at the request of

the users who realize these products by welding process, efficiently to separate the responsibilities

of the steel maker and welding designer for increasing the reliability of the welded structures. A

considerable attention is rewarded to the properties of the fusion zone (weld bead) or the Heat

Affected Zone (HAZ), just in the vicinity of the fusion line. 

The dispersive nature of the results of toughness which affects these zones is well-known. The

most common idea says that this situation is generally related to certain geometrical parameters

(difficulty of central positioning of the notch, thermal gradient thus microstructural changement,rr

etc.). However, even in the weld bead in monopass welding (where the above factors are not

discussed), sometimes, an important scattering can be seen in toughness.

The objective of this study thus was to search the factors t which explain qualitatively and

quantitatively this scattering. The study was then undertaken tt on different microstructures (bainite

and ferrite-pearlite) and a variety of inclusion populations, some characteristics of HAZ or weld

bead in submerged arc welding (SAW). Starting from impact tests, carried out in the field lower

than the fragile - ductile transition, the scattering of the results in toughness have been determined

by taking the standard deviation calculated on the all of the test specimens. In certain cases, tensile

tests on the notched axisymmetric specimens, accompanied by a study of the local fracture

approach, allowed an estimate of the critical cleavage stresses of and scattering.

The distribution in the face of the selected microstructural parameters (ferrite grains, pearlite

small islands, bainite packages) was carried out by metallographic examination. The standardt

deviations corresponding to these laws of distribution thus are able to be measured.

After that a real comparison were made between mechanical scattering and these factors of

metallurgical scattering. In first approach, any metallurgical parameter allows explaining alone the

dispersion of toughness. If the fracture theory of Griffith is considered, a multi-parameters

approach (i.e. a combination of the various metallurgical parameters signed above) permit to report

the variations of mechanical scattering. In the case of ferrite-pearlite structures, this parameter,aa

assigned “D”, depends on the number of ferrite grains and pearlite islands of the big sizes (>

20 m), as well as a great number of inclusions of which the size is higher than 1 m. In the case of

the bainite structures, this one is a function of the bainite packages of big size (> 20 m), as well as

large inclusions.

A special care was given to the observation of the fracture surfaces and the nickel plated

transverse sections for better understanding the role of the inclusion on the toughness (Fig. 1). All

of the observations show, without doubt, the harmful role of inclusions, that it is in the weld bead

and also in the HAZ.

25. Impact/Crash and Other Dynamic Test Applications for Metallic Materials
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All of these results thus make it possible to suggest improvement paths to reduce the native

scattering in toughness in the welded joints.

FIGURE 1. Example of fracture initiation from a large ( 3μm) Ti (Al) oxide inclusion Steel A-J-

R (Ti-O Steel) CGHAZ, Charpy V-Specimen, cleavage fracture KV (-80) = 6 J.
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Knowledge about the failure of metallic materials and their welded assemblies has been the subject

of numerous studies resulting in steady progress being made since the middle of the twentieth

century. By failure, we mean the brittle fracture resulting from a defect and not the conventional

exceeding of the ultimate strength of the material.

The defects in question result in cracks and may come from various sources:

• Manufacture (particularly in welded joints)

• Fatigue

• Stress corrosion cracking

Under certain loading conditions, these cracks may lead to the brittle fracture of the structure.

Where the structure is of a sensitive nature, or the failure would lead to serious consequences, a

safety strategy must be put in place for the materials and assemblies regarding the brittle fracture

problem. This strategy must be both sure but also economically justifiable. Depending upon

requirement, each industry (nuclear, offshore, aeronautics, naval, etc.) has developed or chosen

specific tests which meet these requirements as closely as possible. Consequently, there are a large

number of failure tests, both standardized and otherwise. Furthermore, depending on the objective,

(design, qualification, approval, procurement), the tests used are not necessarily the same.

In the naval domain, and more particularly in the case of armed submarines, the structural test

most generally used is the BET (Bulge Explosion Test) and ECST (Explosion Crack Starter Test),

Pellini and Srawley [1]. This is used to approve a material or a welding process as regards the risk

of brittle fracture in the event of underwater explosion. BET testing includes several closely-

related test variants which are still relatively empirical and which have remained indispensable

since the end of the 50's for showing the suitability of use of a material or assembly in severe

dynamic stress situations, MIL-STD-2149A [2].

The cost constraints associated with carrying out explosion tests have forced DCN and DGA to

attempt to validate a substitution test. As the idea of a dynamic fracture mechanic crack stop type

test is attractive, it is this approach which has been explored in a collaboration between DCN and

the Département Mécanique du Solide et de l’Endommagement (Mechanics of Solids and Damage

department) at ONERA in Lille. This new test is called "SIFT" (Simplified Impact Fracture

Toughness), Sumpter [3] or "Drop Weight J test".r

The experimental equipment requires:

• A high loading speed

• High potential energy

• An ability to absorb the residual energy 

The idea was to use the ONERA crash tower at Lille as a basis and to create equipment able to

take test samples after temperature setting, stress them by dynamic three points bending, carry out

test condition validation measurements and lastly absorb the residual energy.
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The SIFT test specimens were taken through a welded joint of 80 HLES (Rp0.2 > 700 MPa)

submarine hull steel. Given the mechanical nature of the test failure, an initial crack was producedf

by fatigue on each of the test specimens. The SIFT results were compared with the ECST results

and numerically simulated.

FIGURE 1. View of the assembly and specimens after test.

Development carried out on the "SIFT" (Simplified Impact Fracture Toughness) test, the

correlations with the results from other types of mechanical tests of dynamic failure as well as the

use of numerical simulations give us good reason to hope that a replacement will soon be found for

the explosion tests. Before the change can take place however, "SIFT – explosion test" correlations

must be made using other grades of steel with differing characteristics to be certain that the SIFT

results are relevant in all cases.

References

1. W .S. PELLINI, J.E. SRAWLEY (US Naval Research Laboratory) "Procedures for the

evaluation of fracture toughness of pressure vessel materials" 08/06/1961

2. MIL-STD-2149A(SH) 1990 “Standard procedure for explosion bulge testing of ferrous and

non ferrous metallic materials and weldments”.

3. J.D.G. SUMPTER  ECF 12 (Fracture from defects) "Simplified Fracture Toughness

measurement by drop weight loading"



25. Impact/Crash and Other Dynamic Test Applications for Metallic Materials 793

HIGH STRAIN RATE RELOADING COMPRESSON TESTING

OF A CLOSED-CELL ALUMNUM FOAM

Alper Tasdemircia, Mustafa Güdena and Ian W. Halla b

aDepartment of Mechanical Engineering, Izmir Institute of Technology 
aGülbahçe Köyü, Urla, Izmir, Turkey 35430

bDepartment of Mechanical Engineering, University of Delaware
bNewark, DE 19716, USA

alpertasdemirci@iyte.edu.tr

Aluminum (Al) closed-cell foams are materials of increasing importance because they have good

energy absorption capabilities combined with good thermal and acoustic properties. They can

convert much of the impact energy into plastic energy and absorb more energy than bulk metals at

relatively low stresses. When used as filling materials in tubes, they increase total energy

absorption over the sum of the energy absorbed by foam alone and tube alone [1]. In designing

with metallic foams as energy absorbing fillers, mechanical properties are needed for strain rates

corresponding to those created by impact events. Quasi-static mechanical behavior of metallic

foams has been fairly extensively studied, but data concerning high strain raa te mechanical behavior

of these materials are, however, rather sparse [2,3]. This study was initiated, therefore, to study and

model the high strain rate mechanical behavior of an Al foam produced by foaming of powder

compacts and to compare it with quasi-static behavior and, hence, determine any effect on energy

absorbing capacity.

High strain rate tests (102–103 s-1) were performed using a Split Hopkinson Pressure Bar

(SHPB) apparatus equipped with aluminum bars 3.53 m long and 19mm in diameter. The samples

are compressed by accelerating the striker bar from a gas chamber so that it impacts the incident

bar. The resulting elastic wave travels down the incident bar to the specimen/bar interface where

part of the wave is reflected and part continues through the sample and into the transmitter bar. The

incident, transmitted and reflected waves are measured by strain gages on the bars. Experiments

were performed in which many reflections of the waves were recorded. The raw data from such an

experiment are presented in Fig. 1. The figure shows that the magnitudes of the incident and

reflected waves diminish and that of the transmitted wave increases with each successive passage.

In each successive passage, the foam sample reloaded and the strain rate in each loading was very

similar, allowing the application reloading tests in a single SHPB testing and hence loading the

foam sample to relatively large strains at a constant strain rate.

To observe how the specimen (foam) underwent deformation during SHPB testing and to

compare the experimental data and numerical simulation results, a high speed camera Ultra 8, was

used to record the SHPB tests. The deformation process (or fracture process) was observed by

photographing the specimen sequentially in predetermined short time intervals (of the order of few

microsec) using the high speed camera. With the Ultra 8 high speed camera used for the present

study, a maximum of eight frames can be photographed in the speed range of 500 to 100 million

frames per second. In the time domain, this implies that the interframe time can be varied between

10 nsec to 1 msec. The camera can be synchronized with the incident bar strain-gage or can be

delayed to photograph the events of interest only. Fig. 2 shows the high speed camera record of the

dynamic deformation process of the Aluminum foam sample during the SHPB experiment. The

first image was taken before the loading pulse reached the specimen. The next four images were

taken at 400 microsec intervals after the arrival of the incident pulse at the specimen. The bar on
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the left is the incident bar, which moves toward the right during loading. The bar on the right is the

transmission bar. Finally, a three-dimensional SHPB finite element model using the commercial

explicit finite element code LS-DYNA 970 was used to study stress wave propagation in

aluminum foams. Numerical simulations were carried out using the MAT_HONEYCOMB

material model of LS-DYNA 970 for aluminum foam.

FIGURE 1. Incident, reflected and transmitted waves in a typical SHPB testing.

FIGURE 2. The high speed camera record of the dynamic deformation of a foam sample.f
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The light-weight foam filling of metallic columnar structures increases the Specific Absorbed

Energy (SAE) values of foam-filled tubes over those of empty counterparts when appropriate tube

geometry, tube wall-foam filler bonding and foam density are chosen [1-6]. Foam filling usually

results in an interaction between tube wall and foam filler, increasing the average crushing loads of

filled-tube over the sum of the crushing loads of foam (alone) and tube (alone).  Despite the many

experimental investigations conducted to understand the crushing behavior of foam-filled single

metal and empty composite tubes, the crushing behavior of empty and foam-filled multi-packedf

and hybrid (metal/composite) tubes have not been investigated as much. In this study, the quasi-

static crushing behavior of empty and Al foam-filled single and mm two multi-tube designs, hexagonal

(Fig.1 (a)) and square packing (Fig. 1(b)) and empty and foam-filled hybrid tubes (Fig. 1(c)) wered

investigated.

FIGURE 1. Foam filled (a) hexagonal and (b) square packed multi tubes and (c) empty hybrid 

composite/aluminum tubes.

The effects of foam filling in single metal tubes were (a) to increase the average crushing load

over that of the tube (alone) + foam (alone) and (b) to decrease the fold length.  The strengthening

coefficient of foam filling in single tubes was extracted to be 1.65. Similar to single empty tubes,

the foam filling shifted the deformation mode of empty tubes from diamond to concertina mode inf

multi-tube designs. The effect of multiple tube packing was seen as the increased crushing and
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average crushing load values over the sum of the average crushing loads of the equal number of

single empty and foam-filled tubes. The increase in the average crushing loads of multi-tube

designs over the single tubes was attributed to the constraint effects and frictional forces between

tubes and tubes and outer tube walls.   The foam density was further found to increase the

interaction effects in multi-tube designs. Although foam filling in single and multi tubes resulted in

higher energy absorption than the sum of the energy absorptions of the tube(s) and foam(s), it was

not effective in increasing the SAE values over the empty single tube and empty multi-tube

designs. At similar foam filler densities multi-tube designs were however energetically more

effective than Al foam-filled single tubes for both hexagonal and cubic packed designs.

Two crushing modes, progressive and catastrophic, were observed in the testing of empty E-

glass woven fabric composite and empty hybrid tubes. The progressive crushing mode resulted in

higher crushing loads, hence higher SAEs.  In empty hybrid tubes, the deformation mode of Al

tube was found to be a more complex form of the diamond mode of deformation, leading to higher

SAE values than the sum of the SAEs of empty composite tube and m empty metal tube. The

increased load and SAE values of hybrid tubes were attributed to the interaction between

composite tube and Al tube. The foam filling of the composite tubes was found to be ineffective intt

increasing foam-filled tube crushing loads over the sum of the crushing loads of empty composite

and foam in the progressive crushing region. However, the foam filling induced a more stable tube

crushing trigger and progression. In the foam-filled hybrid tubes, the composite tube failed by axial

splitting due the resistance imposed by the foam filler to the metal tube inward folding; therefore,

foam filling was ineffective in increasing crushing loads; hence, SAE values over those of empty

composite tube + empty Al tube + foam. 
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To numerically predict crack formation and growth of aluminum cast components under

accidentally loading, it is necessary to characterize fracture properties at the macroscopic level. In

this study, ductile fracture loci formulated in the space of the effective plastic strain to fracture and

the stress triaxiality for two cast aluminum alloys were obtained using combined experimental

numerical approaches. A total of twelve tests were conducted including six tensile tests on notched

and un-notched round bars and six biaxial loading tests on flat butterfly specimens in each

material. The round bars were tested on a conventional kinematically controlled loading frame and

the objective of these tests was to determine experimentally the true stress-strain curves from the

above two types of materials. The butterfly specimens were tested in a uniquely designed

Universal Biaxial Testing Device (UBTD) and in each case the displacement to fracture was

recorded. The butterfly specimens were tested with five different orientations with respect to the

longitudinal axis of the testing machine. Each orientation provides different an average stress

triaxiality ranging from -1/3 to +1/3. Because of the limited number of specimens, only one testm

was run for each configuration except the shear test(zero stress triaxiality) in which two specimens

were tested. Detailed finite element models were developed for all the specimens. In the case of the

butterfly specimens, approximately 40,000 solid elements were used. From the results of

numerical simulations and the experimentally found displacement to fracture, 2-D fracture

envelops were determined for two materials. The fracture envelope was constructed in the space of

the equivalent plastic strain to fracture and the stress triaxitt ality. It was found that the material

ductility is decreasing sharply with the stress triaxiality. However, for shear and combined shear/

compression the ductility of the cast aluminum alloy is quite high. The obtained fracture loci cover

a wide range of stress triaxility and thus it be applicable to various loading cases.

Figure 1 illustrates a butterfly specimens mounted in the UBTD with the orientation angle 10

degree. By suitably changing the orientation of the specimen with respect to the loading direction,

different stress states would develop from pure tension, combined tension and shear, pure shear,

combined compression and shear, all the way to pure compression. A detailed description of the

UBTD can be referred to the paper [1]. The butterfly specimens have a coplex, double curvature

geometry in the gauge section such that cracks would initiate in the central region in most of the

loading cases. A detailed discussion on the development of thisd type of specimens could be found

in Ref. [2]. 

All the test points were plotted on the graph with the stress triaxiality as an independent

variable and the equivalent fracture strain as the ordinate. Without resorting to the damage

accumulation rule, the average value of the stress triaxiality is defined here

(1)

The results for two cast aluminium alloys are shown in Fig. 2. There is a very strong

dependence of the material ductility of two cast aluminium alloys of the magnitude of the stress
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triaxiality. The material made by sand molding shows less material ductility than that made by

metal molding. It is investigated that the microstructure of the materials has a strong effect on the

material ductility. 

FIGURE 1. A butterfly specimen with the orientation angle 10 degree in the UBTD.

FIGURE 2. Comparison of fracture loci between the metal and sand moldings.
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History of Brittle Fractures had begun with French scientist Georges Charpy who has developed

firstly pendulum impact testing at the beginning of the 20th century. Very useful scientific works

had been carried out by Charpy’s team at the laboratory of “CNAM-Paris, Arts et Métiers from

1904” (formerly Ecole arts et Manufactures) in order to determine the amount of energy absorbed

by a material during fracture, which is a measure of a given material's toughness.

Essentially, much experimental evidence had been gathered by the 1920/1930s which showed

that high strain rates applied at temperatures close to or somewhat below room temperature in thet

presence of notches were more likely to result in brittle or sudden fat ilure. This problem was

identified in a number of catastrophic failures in ferritic steel structures and whilst the science of

fracture mechanics increasingly allows a rigorous approach to designing against brittle fracture in

steel structures, the Charpy test remains as a well recognized method of specifying steel quality.

Empirical correlations have been shown between Charpy value and service performance.

After the mid 1950s, welding techniques were improved and Charpy testing became an

essential part of steel specification. Among them, a number of examples of brittle failure were

registered such as Liberty Ship in 1943, Plate Girder Bridge in 1951, Post Office Building in 1954.

Today, the literature review shows that starting from the earliest Charpy’ test machine

development work, researchers are interested in designing equipment capable of measuring botha

the energy expended in fracturing the specimen, and the force-deflection and energy-deflection

curves. However, all of these evolutions are mainly for the thicker steels and any of them do not

replace the real crash test simulations and these types of the tests show mayy ny dispersion at the level

of ductile/brittle transition zone.

At the mid 1970s, French scientists Marc Grumbach & Germain Sanz have imagined and fullym

described the principle of the impact tensile test -“ITT” at IRSID-Parist Research Laboratory. This

was a revolution in this domain. In its initial conception, this test was designed for base metal

testing of cylindrical and plate specimens of whicaa h thicknesses were 5mm.

At the mid 1990s, French scientists Emin Bayraktar and Dominique Kaplan in Paris have

developed the technique of Grumbach and applied with successm for testing of welded sheet

materials of which thicknesses vary between 0.7 and 5mm. This addresses either to continuous

welding (LASER, GTAW…) or to discontinuous processes (resistance spot welding). Energy level

of this technique was extended up to 450 Jules [1]. The research works carried out by Dominique

Kaplan’s research team allowed developing this technique in industrial scale in order to approach

to the real crash test conditions. This test is based on the use of a two-body tensile specimen (in

small size and real big size), which includes a smooth part and a section with stress-concentration.

This specimen is mounted in a special device (Figure 1a) and the whole set is brought to the

desired testing temperature. Afterwards, this set is rapidly placed in a pendulum device where

special housing has been arranged and fractured. A double hammer is instrumented with strain

gages allowing deriving (force-displacement) curve during fracture.
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Recently (~2000), an industrial machine installed at the research laboratory in Paris

(SOLLAC-Arcelor Auto) allows testing the thin welded specimens (TWB-Tailored Welded

Blanks) up to the energy levels of 750 Jules (Figure 1b).

It needs more development of this test for the technological reasons. Why?

On one hand, some very simple static tests (chisel test, peeling, shear or cross tensile tests for

spot welds, Erichsen tests for LASER welds) are useful for materials and joining conditions

screening. However, these tests do not give real indication on the behaviour of the welds in the

case of dynamic loading. 

On the other hand, some crash tests, performed on almost “full scale” specimens are of course

more representative. Nevertheless, they are more complicate, and in some cases not fully adapted

to evaluate rapidly the influence of welding conditions on the mechanical properties.

At an intermediate level, some dynamic compression tests of pillars (“hat square column”, see

for example) seem more satisfactory. But this kind of test seems more interesting for testing

overall geometry, weld disposition, base metal properties, rather than for evaluating intrinsic weld

quality. This is why it is felt that another “intermediate” dynamic testing, adapted to the

characterisation of continuous or discontinuous welds, is needed.

This paper reports the early history of instrumented impact testing, and concentrates on the

recent results of experiments and numerical modelling obtained on the different welded steel

grades by means of the new developed machine as a comparative study in two aspects;

1. State of the art concerning joining techniques for automotive industry

2. State of the art concerning dynamic testing of high strength welds for automotive industry

FIGURE 1. Impact tensile pendulum developed by Grumbach & Sanz in 1972 a) and new impact 

tensile device developed at the beginning of 2000 b)
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In the study of impact attenuation devices, rings/tubes have received a large amount of research

due to their adaptability, i.e. they are low in cost and are readily available for selection in the

design process. They also exhibit desirable force-deflection responses which is important in the

design of energy absorbing devices. The function of such a device is to bring a moving mass to a

controlled stop and ideally cause the occupant ride down deceleration to be within acceptable

limits so as to avoid injuries or to protect delicate structures.

In this work, the quasi-static and dynamic analysis of nested circular tube energy absorbers

was examined using experimental and numerical techniques. Although these devices are usually

exposed to much higher velocities, it is common to analyse the quasi-static response first, since the

same pre-dominant geometrical effects will also occur under dynamic loading conditions.

In this investigation, quasi-static tests were performed via a Universal Instron machine with an

applied velocity of 3-5mm/min whilst dynamic tests were performed with velocities rangingff

between 5m/s and 7 m/s. The various nested tube systems consisted of one standard and one

optimised design. Their crushing behaviour and energy absorption capabilities were obtained and

analysed both experimentally and numerically.

KEYWORDS: Energy absorbers, lateral crushing, nested system.

FIGURE 1. Sample five of a CIPSS in its filtered and unfiltered state.
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FIGURE 2. Dynamic displacement evolution of a CIPSS.
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The behaviour of CFRP confined concrete column under axial compressive force and the

longitudinal constraint mechanism of specimen on different CFRP wrapped ways were studied by

tests of three CFRP confined concrete columns and one reference concrete column and by three-

dimensional nonlinear FEM (finite element method) analysis. The result indicated that when the

axial compressive stress is large than 0.8~0.9 times of peak stress, the lateral expansion

deformation of concrete increases rapidly. The longitudinal strain-circumferential strain

relationship curve is in linear convergence. There exists strain concentration of the strap wrapped

specimens in the place where no CFRP is wrapped. Based on the distribution of the lateral tensile

strains F along the longitudinal axis at different relative stress levels of CFRP confined concrete

columns, the whole procedure of axially loaded experiment of specimens can be divided into three

phases: elastic stage, elastic-plastic stage, plastic stage.

CFRP wrapping of existing circular concrete columns has been proven to be an effective

retrofitting technique. There have already existed many researches on the behaviour of axial

compressive concrete columns, which are wrapped with CFRP. Most researches lay emphasis on

the experimental approaches, and experimental parameter is the quantity of CFRP used in the

reinforced concrete columns.

In this study, a group of concrete columns confined with CFRP have been tested under axialff

static compressive loading and the model for three-dimensional nonlinear FEM (finite element

method) analysis is established. The computed stress-strain curves of CFRP confined concrete

column under axial load indicate good agreement with experimental results. The confinement

effect of the core concrete with different types of CFPR jacket has been analyzed, and thett

transverse confinement mechanism of CFPR confined concrete specimens has been studied.

In this study, three CFRP confined concrete columns and one reference concrete column have

been tested. In this test, the carbon fibber sheet is cut into straps with 12mm in width and 25mm in

length and is painted with resin on both sides. We make oneh  group of three specimens, and make

experiments for material properties after 7 days natural maintenance. The measured objects are the

tensile strength fFff  , the elastic modulusF EFE  and the ultimate tensile strainF F of carbon fibber sheet.F

The specimens on the ZWICK-Z020 high-low material test machine are tested under tensile

loading with continuously increasing loading (the speed of loading is 1mm/min). The stress-strain

curve of CFRP composites obtained from the measurement is shown in Fig. 1. The material

properties of carbon fibber sheet and resin are supplied by the factory.

The experiments are executed on 100t computer governed electronic er xperimental equipment.

The location of 4 longitudinal and circumferential strain gauges for specimen C4 is shown in Fig.

2, and it is the same for another 3 specimens. The displacement in the middle of the specimen is

recorded by the equipment automatically. The loading is governed by displacement, and the speed

of loading is1mm/min. 
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FIGURE 1. Stress-strain relationship curve of CFRP tensile experiment

FIGURE 2.  / fccff F c response curve about the lateral swell deformation of concrete
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The conception and the construction of an impact machine are financed by the Communauté

Française de Belgique. This is performed in a fundamental research that deals on metallic macro

foams. These products are obtained assembling together pieces of metal with big voices between

pieces. Then, energy dissipation can be obtained by plastic deformations. The products can imply

direct re-use of metal like old soft drink cans, wires, … allowing energy saving in comparison with

return to the electric furnace. Low cost products are searched for applications in road safety and inaa

civil engineering. 

Often, to characterize products in dynamic or impact loading, especially for road safetyr

products, two opposite tests exist: tests on small specimen and with relatively low energy

absorption or complete crash tests that are very expensive. Here, the goal is developing a machine

between these two situations. So, this machine will allow to best developments of products and

then saving money by reducing missed tests in real scales.  

The global concept consists in using the height of the laboratory to create the kinetic energy.

So, a big slide (400mm in width maintained by a beam HEB300) is constructed on which the mass

moves from the top to the cellar of the laboratory. Figure 1 gives a schematic view of the slide.

Geometry is also studied to obtain horizontal shocks like in road crashes.

The maximum impact load of this equipment is about 700kg. Because of the 15m in height of

the laboratory, the maximum theoretical speed is given by equation 1. The maximum energy

available is given by equation 2.

(1)

(2)

These performances should be a little bit reduced by frictions. Normally, these ones will be

small because of metallic punctual contacts only. Mass and impact speed can be chosen freely

because mass can be easily adapted and dropped from each height.

km/h60m/s17,1Hg2V

kJHgmE 100
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FIGURE 1. Schematic view of the slide.

The impact mass is a wagon only putted on the slide. Many shapes and materials can be

mounted on this wagon. The maximum front area of the wagon is 1,60m in width and 1m in height.

A second wagon, fixed behind the first one, allows, by ball bearings all around the slide, to

maintain the right trajectory.

When the impact mass comes in the cellar, both wagons are disconnected and the guide wagon

is stopped by dampers. Then, the impact mass can crush the specimmm en choosing freely its trajectory

as well during crushing as during the rebound.

In the cellar, the testing zone is a large metallic horizontal floor measuring 6x6,5m. On it, eight

metallic slabs, each one with a mass of three tons, are placed as we want to maintain the specimen

to crush. Because of the important modularity of this floor, the great interest of this machine is the

availability to do skew shocks.

So, many products for road safety can be tested : bumpers in frontal or skew shocks, safety

barriers, ends of these barriers, whole types of shock absorbers, … Especially concerning safety

barriers in metal, as well the cable effect in the barrier as the rebound of the mass after the shock

can be examined.

For measurements, the main part will be done with high speed cameras. In addition, force

sensors, displacement sensors, accelerometers or other techniques can be added.
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Abnormal grain-growth in the Heat Affected Zone (HAZ) during the welding of Interstitial Free

(IF) steels has been reported in our previous study [1]. This phenomenon takes place in certain IF

steels at a given distance from the fusion line and related to regions where the maximum attained

temperature is slightly over transformation temperature, Ac3.

In fact, the phenomenon of abnormal grain growth was primarily interpreted in relation to the

thermal gradient, which must constitute the “driving force of it”. However, it is natural to feel that

the abnormal grain growth can occur only if its development is completed easily within a matrix of

great purity and/or very low precipitates. In bear of this claim, one observes indeed a contrary that

the phenomenon of abnormal grain growth does not occur during the welding of steel grades, oft

which carbon contains is slightly larger than that of IFS (example: C > 15-20 x 10-3 %), and under

the same conditions of very intense thermal gradient (resistance spot welding - RSW, GTAW,t

LASER welding, etc…). Thus, this stage of the research requires understanding the private role

and/or the effect of each precipitate individually on this phenomenon, in order to answer the

following questions:

• What is the initial state of precipitation of the various grades of IFS examined here?f

• How this state of precipitation can be modified during the welding and in which condition

play a role on the phenomenon of abnormal grain growth?

Many direct observations have been carried out by the researchers on the IFS grades [1-9] but

many of them were under the hot deformation (rolling) conditions and only a few studies were

published related to the real welding operations. First, for the sake of the simplicity, the state of

precipitation was estimated by means of calculations of products of solubility. After then, for eachf

grade, the evolution of the state of the precipitate fraction volume in HAZ of was determined as a

function of the temperature reached during welding operation.

In a general way, the state of precipitation in equilibrium f can be estimated by the product of

solubility:

Log (%M) (%C, N) = A - B/T

where:

M and C are the percentages (wt % or at %) of the elements liable to for form the compound,

A and B are coefficients used in this calculation and T is the solution temperature (in Kelvin).

By detailing the various grades of IFS studied here, the precipitates were taken into account

separately for each grade such as IF-Ti, IF-TiNb, IF-TiB, etc. in this analysis.

The objective of this study thus was to search the factors (steel grades and welding conditions)

which make clear the role of each precipitate qualitatively on the abnormal grain growth

phenomenon. A typical study was then undertaken on TIG (GTAW) and the Resistance spotn

26. Application of Joining Techniques for Industrial Materials
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welding (RSW) of the different grades of IFS and a special application was given on the grade of

IF-TiNb.

FIGURE 1. Example of calculation of the evolution of the state of the precipitate fraction volume

in HAZ of a grade of IFS (IF-Ti) as a function of the temperature reached during welding

operation.
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When subjecting a metallic structure to an impact or a crash loading, two kinds of fracture can bet

seen to appear jointly : rupture initiated in the sheet and rupture located in the joint areas.

Depending on the type of transportation mean and materials used for the design of the vehicles,

structures can be assembled either by rivets, spotwelds, weld beads and, more recently, Friction

Stir Welded joints. To prevent the failure of these joints, which can lead to a complete and

particularly brutal structural dismantlement, their mechanical behaviour must be studied under

quasi-static and transient dynamic loadings.

The frame of the presented work concerns the analysis of the response of a welded joints under

quasi-static and dynamic loadings, to determine the load velocity influence on its behaviour, to

understand how and where the failure starts and propagates in the assembly, and also propose

relevant experimental data to use for F.E. simulations. Results will be helpful in further works to

improve the efficiency of behavioural and failure models for large shell-based crashworthiness or

vulnerability FE models. The results of three studies will be presented :

1. Original quasi-static and dynamic “ARCAN type test” protocol and specimens, which

make it possible to mix loading directions and to control the boundary conditions around

spotwelds, have been developed and performed under quasi-static and dynamic loadings

(5mm/mn to 1m/s). Four tensile/shear ratio were chosen to characterise the spotweld

behaviour (0°, 30°, 60°, 90°) (Fig. 1a). A new device was also developed to test spotwelds

in tensile direction on a Split Hopkinson Pressure Bar (Fig. 1b). This device uses SHPB in

a non-direct tensile testing configuration and a velocity of 13 m/s is reached,

FIGURE 1. Shape of failed spotweld after  tensile test 

2. The behaviour and rupture of friction stir welded joints under quasi-static loadings is also

presented. FSW joint is typically composed of continuously changing material zones and

the strength of some of them may be reduced compared to base material. To better

understand the various material and structural behaviours which lead to damage and
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rupture of this kind of FSW assembly (heterogeneous by nature), the authors analyse the

elastic and plastic (location) strain fields using the stereo digital image correlation
technique under medium velocity rates. However, a fundamental objective is to

characterise main “material states” that compose the FSW joint in order to perform

numerical analyses (e.g. 3D solid FE analyses of more or less complex specimens or 3D

shell full-scale complex structure). solution that may be interesting to investigate is based

on the use of strain field measurement on FSW ARCAN specimen (Fig. 2),

FIGURE 2. DIC analysis of Arcan type test on FSW specimen

3. Very interesting results mixing the DIC capability and dynamic loadings on a spoltweldaa

joint, to understand how and where the failure starts and propagates in the assembly are

presented. Cross tensile tests, peeling tests and tensile/shear tests have been performed on

an high speed hydraulic jack in a range of velocities from 5mm/f mn to 1m/s. Load-//

displacement responses, energy-displacement reponses, failure mechanisms and

topographies were obtained. The strain distribution around the spotweld and the shape of

the specimen were measured using a 3-D digital imaging correlation system (Fig. 3).

FIGURE 3. Strain field measurement on single lap Tensile/shear specimen under dynamic loading

General conclusions will be drawn from the different studies in teww rms of applicability of these

experimental techniques and outlooks will be presented in terms of improvements, intrinsic

limitations, and new Research paths.
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Moisture and aggressive ion ingress into bonded joints are primary causes of adhesive degradation.

In this study, moisture diffusion behavior of aluminum powder filled epoxy adhesive was

investigated through utilizing fluid immersion tests under complete immersion in distilled water

and salt solutions with varying NaCl concentration. Aluminum powder is used in the adhesive for

the purpose of improvement of its thermal properties, as demanded in a variety of industrial

applications.

The epoxy adhesive used in this investigation is a two-part epoxy obtained from Lord

Corporation. The adhesive is prepared by mixing equal volumes of the resin and hardener parts.f

The mixed adhesive cures fully in 24-48 hours at room temperature. The aluminum powder usedt

for filling the epoxy adhesive was obtained from Allied Britannia Limited. The Al particles were

spherical with size smaller than 50 m in diameter. The adhesive sheets (30 ´ 30 ´ 1 mm3) for the

moisture diffusion tests were molded between wax covered metal sheets. Four different aluminum

filler contents (0, 10, 25 and 50 wt%) were studied. Three pieces of each particular adhesive were

immersed in a solution for several months at room temperature. Five test solutions were used in the

investigation: distilled water and sodium chloride solutions at 100 ppm, 1000 ppm, 0.5 M and 1.0

M concentrations. The test specimens were suspended/immersed in the test fluids without makingt

contact with each other. The containers were covered with aluminum foil to prevent moisture

evaporation. At various time intervals, test specimens were removed from the fluid, extra surface

water dried with clean tissue and the specimens weighed by an analytical balance.

Mass diffusivity for each specimen was determined by two methods, one using the diffusion

data at early times (away from the saturation point) and the other using the data at large times

(close to the saturation point). In Method 1 (by use of Equation 1 [1]), MtMM /tt M (where M MtMM  and t M

are the amounts of moisture intake in time, t, and at saturation, respectively) is plotted against 4(t/

l2ll )1/2 (where l is the thickness of the adhesive shl eet) and the apparent diffusivity, D, is

determined from the initial slope of the plot (slope is D1/2). In Method 2 (by use of Equation 2 [1]),

ln(1-MtMM /tt M ) is plotted against 2t/l2ll and the diffusivity is determined from the slope of the

straight line at large times (slope is –D).

(1)

(2)

It took about a year for the 1-mm thick specimens to reach saturation. Qualitatively, similar

results were obtained in both methods. The results did not show a significant trend for the effect of

aluminum filler content on the apparent moisture diffusivity in epoxy adhesive specimens with

some scattering in data. On the other hand the effect on diffusivity by the ff salt concentration of the
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test solution was significant. The rate of diffusion was faster in the test solutions with high salt

content (0.5 M and 1 M salt solutions) than in those with low or no salt content (distilled water,

100 ppm and 1000 ppm salt solutions). Diffusivity values ranged from about 3´10-10 cm2/s in

distilled water to about 1´10-9 cm2/s in 1 M NaCl solution. It is believed that concentrated salt

solutions somehow enhance the formation of microcavities in adhesive materials [2], thereby

increasing the rate of moisture diffusion.

Quantitatively, however, the results of the two methods were different, the apparent diffusivity

values obtained through Method 1 (at early times) were about twice those obtained through

Method 2 (at large times). It is clear that diffusivity is concentration dependent and it decreases

with diffusant concentration. Hence, it can be stated that constant diffusivity assumption might

lead to error in quantifying moisture diffusion in epoxy systems.

A diffusion model was then developed by considering concentration dependency of the

diffusivity using the following relation

(3)

where D is the diffusivity, Do is the corrected diffusivity,  is a parameter  and Q is the

dimensionless concentration (concentration divided by the concentration at the surface). Corrected

diffusivity is concentration independent. The model developed was applied for the diffusion tests

in distilled water. A good agreement was observed between the resultant Fickian model solvedt

numerically and the experimental data. Corrected diffusivity values ranged from about 6.7 10y -10

to 8.0 10-10 cm2/s. Similar to the results of the previous two methods, the results did not show a

significant trend for the effect of aluminum filler content on diffusivity in epoxy adhesive

specimens with some scattering in data.

Acknowledgments

This study has been partly funded by King Fahd University of Petroleum & Minerals under Project

# SAB-2001/08.

References

1. Crank, J. and Park, G.S., Editors, “Diffusion in Polymers”, Academic Press, London, 1968.

2. Tai, R. C. L. and Szklarska-Smialowska, Z., “The Microhardness Change and Delamination

of Automotive Epoxy Adhesives in Distilled Water and NaCl Solutions”, Journal of

Materials Science, vol. 28, 6205-6210 (1993).

Q

D
D o

Q1



26. Application of Joining Techniques for Industrial Materials 813

JOINING AND MECHANICAL STRENGTH OF SELF-PIERCING RIVETED

STRUCTURE – NUMERICAL MODELING AND EXPERIMENTAL

VALIDATION

S. Fayolle, P.O. Bouchard and K. Mocellin

CEMEF – Ecole des Mines de Paris

BP 207, 06904 Sophia-Antipolis Cedex, France

Sebastien.fayolle@ensmp.fr

To decrease the weight of new cars, aluminium alloys are progressively replacing steels in parts of

the “body-in-white”. However, the use of aluminium alloys requires sometimes new joining

techniques to replace classical welding-points. Self-piercing riveting (SPR) or clinching are two of

these relatively new joining techniques in which joining comes from the materials plastic

deformation. In this study, we focus on the numerical modelling of self-piercing riveting and its

experimental validation.

Various studies are dealing with the numerical simulation of riveting, Abe et al. [1], Porcaro et

al. [2]. The originality of our approach, initially presented in Bouchard et al. [3], is the use of

damage in the modelling of material behaviours (sheets and rivet). Throughout this paper, we will

show the importance of taking damage into account.

In order to achieve the numerical analysis of SPR process, we use the finite element software

FORGE 2005®. This software deals with the finite deformation of elastic-(visco)-plastic materials.

Damage modelling is based on the Lemaitre damage model [4] and we use the kill-element

technique to model the fracture of the upper sheet. This technique consists in deleting the elements

within damage have reached a critical value.

To determine the parameters of the isotropic hardening and of the damage law, we use an

inverse analysis. The methodology is based on an evolutionary algorithm. Due to the number of

parameters, we perform for each part two different mechanical tests to valid the identified

parameters. Details are given in the article.

In this paper, we use a 2D axisymmetric configuration to model theff SPR process. When the

computation is done, we validate the riveting process simulation thanks to the experimental load-

displacement curves and the geometrical cuts of the samples.

The second aim of this paper is to present the ability of our model to simulate the mechanical

strength of the joined specimenunder static loading (tensile, shear and mixed solicitations). With

FORGE 2005®, it is possible to export mechanical fields from a 2D axisymmetric mesh to a 3D

mesh. The creation of the 3D sample is achieved in many steps using the final geometries of the

SPR process. First, a 3D geometry is extrapolated from the 2D geometry. Then a new mesh is

generated and the mechanical fields (residual stresses, damage, …) are transported using an

interpolation technique. To finish, the 3D circular meshes are cut to have a rectangular numerical

specimen closest to geometry of the experimental.

As in Langrand et al. [5], the experimental data are obtained thanks to an ARCAN test

illustrated in Fig. 1a. This specific device enables to mix and control tensile and shear loadings on

a riveted cross-shaped specimen (Fig. 1b). The experimental campaign and the ARCAN test are

detailed in this paper.
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FIGURE 1. (a) ARCAN test, (b) ARCAN test specimen.

Comparisons between the experiments and numerical simulations are done on the load-

displacement curves for three different angular positions (0°, 45°, 90°) and on the failure mode.

The simulations show good agreements with experiments, which validates our developments.

In the future, such a tool can be used to improved SPR mechanical strength by optimizing the

geometries of rivets or SPR tools.
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In order to satisfy the requirements of productivity and quality, the welding processes of thin

sheets assemblies or Tailored Welded Blanks (TWB) have given many successful advantages in

manufacturing engineering. The LASER process of welding in particular makes it possible to joint

sheet steels in thickness and grade identical or different in many industrial applications (cartt

industry, pipe lines, tubes…). Additionally, Interstitial Free (IF) steels with very low C and N

contents have been successfully developed in order to perform specific or complex deep drawing

operations in the automotive industry. Major developments of TWB by means of LASER welding

in this area have also occurred. Certain grades of IF steel are particularly suitable for deep drawing

operations due to high “r” values (Lankford ratio) [1-2].

However, because of the thinness of the weld bead and important hardness gradient,

determination of “toughness” (definition of a criterion of the « ductile/brittle » transition during the

impact test) of the welded connection (weld bead and Heat Affected Zone) confirm very delicate in

LASER welding. 

From the conventional bending or tensile tests, it is difficult to direct the evolution of thet

welding conditions or the composition towards an optimal solution. Widely held of the brittle

fracture tests were developed in order to characterize relatively thick specimens of which thickness

higher than 10 mm. In order to study the mechanical and metallurgical behaviours of the welded

sheets, it is quasi impossible to carry out the notched deflection tests in thin specimens because of

the deformation of the specimens.

The main objective of this paper was to make a comparative study for the toughness

characterization of the thin sheet assemblies, base metal or welded by LASER. For that a

procedure of test specifically adapted was developed for welded thin sheets (t<4mm).

In this study, we considered different steel grades such as two grades of the FE360BFN steel (t

= 4mm) and a grade of the Interstitial Free Steel (IF-Ti, t = 0.8mm), HR 60 (t=2.5mm) welded by

LASER (Table 1). 

Table 1.Tensile properties of the steel grades

Type

y (MPa)

LD

UTS (MPa) A (%) y (MPa)y

TD

UTS (MPa) A (%)

FE360BFN (4mm) 282 412 37

IF-Ti (0.8mm) 175 41339 186 346 41

FE360BFN (10mm) 279 417 33

HR60 (2.5mm) 558 634 18 555 630 16
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Welding power energy varied from 2 to 5.2 KW with the welding speeds going from 2 to 7 m/

min. The morphology of the welded zone made it possible to evaluate a value of the thermalt

yielding-efficiency of LASER welding process going from 5% to 15% (Figure 1). Structural

examination allowed to estimate the speed of solidification about 105 (C/s). The temperature of

ductile-brittle transition from the base metal and LASER molten metal were measured by impact

tensile test (ITT) developed in IRSID. 

The test showed that an increase the speed of welding, or a reduction of the specimen

thickness, lead to a fall in the temperature of transition (Figure 2). In conclusion, the development

of these experimental results (mechanical and metallurgical) opens the way of the detail studies to

evaluate the influence of the welding conditions or the chemical compositions on the properties of

the welded joints LASER. 

FIGURE 1. Microstructure of IF-Ti, right and its fracture surface (intergranular) after ITT test, left

FIGURE 2. Effect of welding speed on the Impact ductile/brittle transition values
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The Nickel Based alloy HAYNES 214 has been known for its excellent resistance to carburization

at elevated temperatures. This was primarily attributed to the formation of an impervious surface

layer of Al2O3 which effectively blocks the carbon pick-up during exposure. The behavior of this

alloy has been investigated in methane –hydrogen gas mixtures over a wide range of temperature

with carbon activities ranging from 0.23 to 12.45. The results show that the formation of

continuous protective Al2O3 surface layer is limited only to exposures at extreme temperatures

(1100 oC).  

At lower temperatures, a fine dispersion of Lamellar Al2O3 forms within the sub-surface zone

of the exposed alloy. The morphology of this dispersion-containing layer and the size and

distribution of the Al2O3 particle is strongly dependent on the exposure temperature and also on

the duration of exposure.  

The concentration of Aluminum in the alloy, and the oxygen partial pressure in the exposure

environment play important roles in determining the morphology of the dispersion and its

transformation from dispersed particles at lower exposure temperatures to an effective barrier layer

at elevated temperatures. At relatively low exposure temperature, the relatively low concentration

of aluminum in the alloy along with the low oxygen partial pressure in the gas phase mitigate the

transition from internal to external oxidation of Aluminum, while exposure at very high

temperature promote this transition and allow the formation of protective Al2O3 scale, thus

enhancing its effectiveness as a barrier layer.

Key words: HAYNES 214, Carburization, Al2O3
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The biodegradable polymers, poly(3-hydroxybutyrate) (PHB), have attracted more attention due to

its renewable resources, thermoplastic and outstanding physical and mechanical properties close to

those of isotactic polypropylene [1]. A new promising class of inorganic layered material, layered

double hydroxides (LDH), has been considered as emerging host-guest materials [2]. PHB/LDH

nanocomposites were prepared by mixing PHB and PEOPA-modified LDH (PMLDH) in

chloroform solution [3]. Both X-ray diffraction data and TEM micrographs of PHB/PMLDH

nanocomposites indicate that the PEOPA-modified LDHs are randomly dispersed and exfoliated

into the PHB matrix. In this study, the effect of PMLDH on the isothermalf crystallization behavior

of PHB was investigated using a differential scanning calorimeter and polarized optical

microscopy. Mechanical properties of the fabricated nanocomposites measured by dynamic

mechanical analysis (DMA) show significant improvements in the storage modulus when

compared to that of neat PHB.

In isothermal crystallization kinetics, the values of activation energy Ea, equilibrium melting

temperature TmTT 0 and surface free energy e for PHB and PHB/PMLDH nanocomposites are

summarized in TABLE 1. The results of PHB/PMLDH nanocomposites show that the addition of 2

wt % PMLDH into PHB induced more heterogeneous nucleation in the crystallization significantly

increased the crystallization rate and reduced their activation energy. By adding more PMLDH

into the PHB probably causes more steric hindrance of the diffusion of PHB, reducing the

transportation ability of polymer chains during crystallization, thus increasing the activation

energy. The value of TmTT o for PHB/PMLDH nanocomposites decreased with increasing PMLDH

content, and this result suggested that the crystalline structures of PHB/PMLDH nanocomposites

was less perfect than that of the PHB. It is probably due to the presence of more heterogeneous

nucleation induced by PMLDH and more restriction of PHB polymer chains to pack between

layered double hydroxides, leading to less perfect crystal that caused the TmTT o shifted to lower

temperatures. The analysis of kinetic data using a modified Lauritzen-Hoffman equation indicates

that PHB has the highest values of product of the lateral and folding surface free energy e. These

results suggest that the incorporation of PMLDH into PHB probably induces heterogeneous

nucleation of PHB crystallization and then decreases the surface energy barrier for PHB

crystallization.

27. Bio-compatible and Bio-Composite Materials
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TABLE 1. Values of Ea, TmTT 0 and e for PHB and PHB/PMLDH nanocomposites.

The results of dynamic storage modulus G’ of neat PHB matrix and PHB/PMLDH’

nanocomposites over a temperature range of -50 to 100  are listed in TABLE 2. These results

indicate the reinforcement effects of PHB/PMLDH nanocomposite are predominated by the

presence of PMLDH and better interaction between the PEOPA-modified LDH and PHB. But the

addition of more PMLDH into PHB, the PHB/PMLDH nanocomposites containing more organic

PEOPA molecules with low mechanical properties may reduce the storage modulus of

nanocomposites.

TABLE 2. Dynamic mechanical properties.

Reference

1. Chen, C.; Fei, B.; Peng, S.; Zhuang, Y.; Dong, L.; Feng, Z. Europ. Polym. J., vol. 38, 1663-

1670, 2002.

2. Rives, V.; Ulibarri, M. A. Coord. Chem. Rev., vol. 181, 61-120, 1999.

3. Liao, C. S.; Ye, W. B. J. Polym. Res., vol. 10, 241-246, 2003.

PHB 2 wt % PHB/

PMLDH

5 wt % PHB/

PMLDH

EaE (kJ/mol) -165.6 -183.1 -167.4

TmTT 0 () 190.9 190.1 188.4

e (erg2 cm-4) 1190.4 1069.8 906.7

e (erg cm-2) 41.6 37.4 31.7

G’ (MPa)’

- 50 25

PHB 1600 700

2 wt % PHB/PMLDH 3000 1450

5 wt % PHB/PMLDH 2020 890
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Due to the fast development on bio-technologies, it is now possible for doctors to use patients’w

cells to repair orthopedic defects. In order to support the three-dimensional tissue formation,

implants made by biocompatible and bioresorbable polymers and comr posite materials, formm

providing temporary support of damaged body and cell structures have been developed. The major

concern in developing implants for different surgical and orthopedic operations is the selection of

suitable biomaterials. Potential materials that have been proven with experimental data on their

validity for biomedical applications are metal, ceramics, polymers and the combinations of these

materials (composites). For metallic materials and ceramics, they have contributed to lists of

medical applications, particularly in orthopedic tissue replacements. However, there are three

major limitations, they are (i) not biodegradable except biodegradable bio-ceramics, (ii) poor

processability, and (iii) necessity of second surgical operation inductt es extra pain for the patients.

Therefore, biocompatible and biodegradable polymers have shown a tremendous promise in

providing more viable alternatives for tissue engineering applications.

Basically, there are four types of polymeric materials used for clinical applications; they are (i)f

natural polymers, (ii) synthetic polymers, (iii) hydrogels and (iv) composites. Many natural

polymers found in living organisms of known biocompatibility can be used mm to replace or regenerate

native tissue structures and allows positive cell interactions with surrounding tissues. Conversely,

synthetic polymers are formed through controllable chemical processes to achieve desirable

material and chemical properties for a wide range of bio-medical appaa lications. Hydrogels are

primarily composed of fluid that swells the polymer network to form a biphasic construct.

Although the hydrogels can be synthesized, they are always formed naturally. Composite materials

are attractive as they combine material properties in ways not found in nature. Such materials often

result in lightweight structures having tailored properties for specific applications. Broadly

defined, bio-composites are composite materials made from natural/bio-fiber and non-

biodegradable polymers like PE and epoxies or biopolymers like PLA and PGA [1].

One of the notable synthetic bio-polymers, poly(lactic acid) (PLA), which is an alpha polyester

used widely in medical applications and it has been approved by FDA for implantation in human

body. PLA is a highly versatile biopolymer derived from renewable resources like starch or sugar-

based materials such as corns [2]. Most work in literatures on fully resorbable bio-composites has

done with the use of PLA. The reason is that PLAs possess two major characteristics that make

them an attractive bioabsorbable material: (i) they can be a degraded inside the body in a

controllable rate, and (ii) if crystallization of PLA is prevented, their degradation products are

nontoxic, biocompatible, and can be easily metabolized [3]. Bio-composites from natural/bio-fiber

and PLA have useful properties for environmental and biomedical applications. For

reinforcements of bio-composites, spider and silkworm silks, are animal-based natural/bio-fibers

that have been well recognized as high strength animal silks that can be resorbed by human body.

Combining these silks with biodegradable polymers can produce a moderate strength and durable

biocompatible and bio-resorbable polymer-based composite for potential bio-medical and

orthopedic applications [4]. 
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This study will be mainly focused on the biomaterials that can be used as implants in human

body, therefore, thermal properties and stability of the biomaterials will be an essential

consideration. In this study, natural/bio-fiber reinforced biodegradable polymeric bio-composite,

silkworm silk/PLA will be formed and comparison will be made between this type of bio-

composite and pure PLA-polymer according to their thermal properties in order to estimate for

further development of clinical applications. For thermal property tests, differential scanningtt

calorimetry (DSC), thermogravimetrical analysis (TGA) and dynamic mechanical analysis (DMA)

will be used for investigating glass transition, melting and decomposition temperatures, thermal

stability, and dynamic loss modulus, dynamic loss modulus and tan( ) as a function of temperature

and frequency of the silk/PLA bio-composite respectively.

Keywords: Bio-composites, Silk fibers, Poly(lactic acid), Thermal properties
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In this work, Poly(-caprolactone) (PCL)/multi-walled carbon nanotube (MWNT) composites were

prepared via the ultrasonically mixing of PCL and non-functionalized MWNT in a tetrahydrofuran

solution. The fabricated PCL/MWNT composites show MWNT is well dispersed into PCL matrix.

Differential scanning calorimetry (DSC), thermogravimetry analysis (TGA), polarized optical

microscopy (POM), and X-ray diffraction methods have been used to study the crystallization

kinetics, thermal behavior and crystalline structure of PCL/MWNT composites. 

According to our early researches [1-3], the Avrami model can be used to study the isothermal

kinetics of organic/inorganic nanocomposites. Therefore, we can apply the same model for PCL/aa

MWNT system. Several isothermal crystallization parameters of the PCL and PCL/MWNT

composites can be determined from this model, such as t1/2, n and k values, which were listed ink

table 1. 

Figure 1 shows the Arrhenius plots of 1/n (ln k) versus 1/kk TcTT  for PCL and PCL/MWNT

composites. In this plots, the activation energies of the PCL and PCL/MWNT composites can be

obtained from the slopes of the best-fitting lines. Figure 2 shows the thermal behavior data of pure

PCL and PCL/MWNT composites. From these curves, we know that the addition of small amount

MWNT into PCL matrix can enhance the thermal properties as compare to pure PCL.

The isothermal kinetics DSC data shows that the activation energy ( E) of PCL drastically

increased with presence of 0.25 wt% MWNTs in PCL/MWNT composites and then decreased with

increasing MWNTs content. The result indicates that the addition of MWNTs into PCL were

reduced the polymer chains mobility (higher E) at a fewer MWNTs content and then induced

more significantly heterogeneous nucleation at higher MWNTs content (lower E) during

crystallization processes. The detail of isothermal kinetics parameters such as the crystallization

half-time (t1/2), Avrami exponent nucleation constant (n), crystallization rate constant (k) andkk

lateral and fold surface energies ( e), as well as the activation energy were discussed. In this

study, the thermal melting and degradation behaviors can be also discussed.  

FIGURE 1. Arrhenius plots of 1/n (ln k) versus 1/kk TcTT  for PCL and PCL/MWNT composites.
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FIGURE 2. The thermal behavior of (A) DTA curves and (B) TGA curves of the a. pure PCL, b.

0.25 wt%, c. 0.5 wt% and d. 1.0wt% PCL/MWNT composites.

Table 1. Values of t1/2t , k, and n at Various TcTT for PCL and PCL/MWNT composites
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Tc ( oC) 42 44 46 48 50

PCL t1/2 (min) 6.51 10.13 17.97 46.74 125.23

n 2.52 2.72 2.76 2.86 2.48

k 6.20E-03 1.30E-03 2.30E-04 1.20E-05 4.60E-06

0.25 wt%

PCL/MWNT

t1/2 (min) 0.83 2.49 4.74 10.07 22.72

n 2.37 2.52 2.67 2.55 2.49

k 1.20E+00 7.00E-02 1.20E-02 2.00E-03 3.10E-04

0.5 wt%

PCL/MWNT

t1/2 (min) 0.78 1.45 2.73 6.09 13.26

n 2.78 2.63 2.54 2.57 2.27

k 1.50E+00 2.90E-01 5.90E-02 7.30E-03 2.10E-03

1.0 wt%

PCL/MWNT

t1/2 (min) 0.72 1.39 2.54 5.33 10.24

n 2.55 2.54 2.49 2.42 2.19

k 1.80E+00 3.30E-01 7.30E-02 1.30E-02 4.70E-03
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Over the past decade, significant attention has been focused on polymer/clay nanocomposites due

to their superiority properties, such as excellent physical and mechanical properties compared to

those of neat polymer [1]. Poly(lactic acid) (PLA), one of the ecological materials, has been widely

studied because its renewable resources, biodegradable and biocompatible quality [2]. Layered

double hydroxides (LDHs) containing anionic interface possess smaller gallery than

montmorillonite (MMT) due to their stronger electrostactic interaction between hydroxylate layers

[3]. Although a lot of studies have been made on PLA/MMT nanocomposites [4], PLA/LDHs

nanocomposites have never been studied. In this article, we havett  synthesized LDHs with different

Mg/Al molar ratio and then mixed PLA with the surface modification of LDHs by PLA-COOH.

Fig. 1 reveals the XRD results of LDHs with various Mg/Al molar ratio. These results indicate

the (003) diffraction peak slight shifts to lower angle by raising the molar ratio of Mg/Al, which is

probably due to the decrease of the electrostactic interaction between positive hydroxylate layers

and negative interlayers anions as increasing Mg/Al molar ratio. The TEM micrograph of neat

LDHs synthesized using the molar ratio of Mg/Al = 2/1 (21LDHs) is presented in Fig. 2. From this

date, it reveals that a part of LDHs exist in the form of stacked layered structure. This phenomenon

can be attributed to the electrostactic force occurred between positive hydroxide sheets and

interlayer anion species. Fig. 3 shows the XRD data of pure 21LDHs and organically-modified

LDHs by PLA-COOH with various treated times. It is obvious that diffraction peak of LDHs at

2= 11.24° (trace a in Fig. 3), corresponding to the (003) plane of a layered structure, shifts to

lower angle after modified by PLA-COOH. Moreover, the XRD profile must be noted that small

diffraction peak was observed at 2= 6.42° when 21LDHs was modified by PLA-COOH for 6

hours (trace b in Fig. 3), and the intensity of this diffraction peak f gradually increase with

increasing reaction times. According to Bragg’s equation (2dsin = ), we found the interlayer

distance of LDHs increases from 0.78 nm to 1.42nm as reaction times achieve at 48 hours (Fig. 3,

trace f). This result indicates that molecular chain of PLA-COOH probably intercalated into the

interlayer of LDHs, causing the increase in the interlayer distance between hydroxides. In addition,

it is noteworthy that (009) diffraction peak of 21LDHs disappear dramatically when PLA-COOHr

react to LDH. The phenomenon is probably reasonable as original layered structure of LDHs was

changed after treated with PLA-COOH.

Both X-ray diffraction (XRD) data and transition electron microscopy (TEM) image of PLA/

LDH nanocomposites indicate that polymer chain intercalacted into the gallery of LDH. In

addition to these, the morphology and chemical properties of PLA/LDH nanocomposites were

measured by field-emission scanning electron microscopy (FE-SEM) and Fourier transform

infrared (FTIR). More experimental results of PLA/LDH nanocomposites will be discussed in the

report.

==
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FIGURE 1. The XRD pattern of diffraction Mg/Al molar ratio (a)21LDHs and (b)31LDHs

FIGURE 2. TEM micrograph of LDHs (Mg/Al ratio=2)

FIGURE 3. The XRD pattern of (a)21LDHs and P-21LDHs for different reaction times, (b)6h, 

(c)12h, (d)24h, (e)36h, (f)48h
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Poly(lactic acid)(PLA) is a linear aliphatic thermoplastic polyester, produced from renewable

resources, and is readily biodegradable through hydrolytic and enzymatic pathways [1].The

mechanical properties and degradation rates of PLA depend on their morphology and crystallinity.

In recent years, a lot of studies have been focused on the crystallization behavior of PLA,

especially the effects of undercooling and the addition of inorganic filler acted as nucleating agent.

In this report, PLA/montmorillonite (MMT) nanocomposites were prepared by mixed PLA with

commercial organically-modified MMT, such is, Cloisite 30B, through melt blending process. The

isothermal crystallization kinetics and crystalline structure of PLA/MMT nanocomposites were

investigated using the differential scanning calorimeter (DSC), polarized optical microscopy

(POM), and X-Ray diffraction (XRD).

From the isothermal crystallization data, the values of Avrami exponent (n) and crystallization

rate (k) can be determined using the Avrami equation and then the activation energy can be

obtained through the Arrhenius plot of 1/n (lnk) against 1/T. All data of PLA and PLA/MMT

nanocomposites are listed in Table 1. From above data, it is necessary to point out that the

crystallization rate of PLA and PLA/MMT nanocomposites can be divided into two categories and

is strongly dependent on their crystallization temperatures. Therr crystallization rate of PLA is

increasing as increasing Tc from 85oC to 110oC and  then decreased as increasing Tc from 110oC

to 125oC. Similar behaviors are also obtained for PLA/MMT composites. The activation energy of

PLA/MMT nanocomposites is increased with the addition of MMT, which may be due to the steric

hindrance to reduce the transportation ability of polymer chains during crystallization processes.rr

Figure 1 shows the DSC thermal traces of PLA and PLA/MMT nanocomposities. Multiple

melting peaks are observed in both system and are also consistent with above crystallization data.a

Figure 2 indicates the XRD data of PLA and PLA/MMT nanocomposites. All data illustrate the

PLA and PLA/MMT nanocomposites contain only onmm e crystalline form.
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Table1: Values of active energy, Ea, k and n at various isothermal crystallaa ization temperatures (Tc)

FIGURE 1. DSC trace of (a) PLA, (b) 3wt% PLA/MMT nanocomposite at various isothermal t

temperature crystallization.

FIGURE 2. The XRD patterns of (a) neat PLA and (b)3 wt % PLA/MMT nanocomposite

PLA 3wt% PLA/MMT nanocompos-

ite

Tc

n k t1/2 Ea n k t1/2 Ea

85 3.25 0.00018 12.78

72 1

3.63 0.00043 7.69

90.4

90 3.07 0.00033 12.15 3.23 0.00191 6.19

95 2.92 0.00121 8.81 3.07 0.00592 4.73

100 2.94 0.00145 8.15 3.05 0.00859 4.2372.1

105 2.81 0.00267 7.20 3.04 0.01140 3.86

110 3.28 0.00335 5.10

-239

2.96 0.00428 5.56

-194.7

115 2.98 0.00120 8.45 2.76 0.00271 7.49

120 2.62 0.00047 16.2 2.81 0.00151 8.88-239

125 2.64 0.00020 21.95 2.82 0.00063 11.9

9
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Ceramics based on calcium phosphates are known to be perspective materials for biomedical

applications. Noticeable attention has been paid to hydroxyapatite Ca10(PO4)6(OH)2 due to its

affinity to a bone mineral, Hench et al [1]. It was recognised recentlyl  that Si- substituted HAP is a

highly promising material in sense of bioactivity improvement, Patel et al [2]. In the frame ofl

distinct research activity structured around this subject, some important problems are to be solved:

(a) solubility of Si in the HAP lattice; (b) rationalization of Si effect on the sintering of HAP; (c) in

vitro biocompatibility of the Si-HAP. The present work is focused on the sol gel synthesis of Si-

HAP with Ca10(SixPO4)6-x(OH)2-x (x=0.56) nominal composition and evaluation of the effect of

Si on HAP ceramics. The limit of Si solubility in HAP lattice was estimated to be not higher than

x=0.56. The incorporation of Si influences the initial stages of sintering. The effect of Si on

sintering behaviour can be viewed in terms of its segregation to grain boundaries, the phenomenond

arising from lattice instability of Si-HAP due to the charge compensation in the course of

aliovalent substitution, LeGeros [3]. The in vitro biocompatibility of the Si substituted HAP was

tested on human osteoblasts. The cells were cultured on hydroxyapatite, and Si-substituted

hydroxyapatite (Si-HAP) discs. However, an increase of the silicon content from 0.8 to 1.6 wt %

leads to the polymerization of the silicate species at the surface. The in vitro bioactivity assays

showed that the formation of an apatite-like layer onto the surface of silicon-containing substrates

is strongly enhanced as compared with pure silicon-free hydroxyapatite, Jarcho [4aa ]. The samples

containing monomeric silicate species showed higher in vitro bioactivity than that of silicon-rich

sample containing polymeric silicate species, Carlisle [5]. The influence of these substrates on cell

behaviour in vitro was assessed by measuring total protein in the cell lysate and the production of

several phenotypic markers: collagen type I (COL I), alkaline phosphatase (ALP), osteocalcin

(OC), and the formation of bone mineral. There was a significantly higher production of ALP on

Si-HAP at day 7 following which, the addition of hydrocortisone promoted the differentiation of

cells. Mineral deposits were visualized on the surface of the materials at day 21. These deposits

coincided with the areas of high cell density. At day 28, a larger number of deposits were observed

(Fig. 1). No difference in the pattern or timing of mineralization was seen between the materials.
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FIGURE 1. Mineral deposits labelled with tetracycline on the surface of (a) 0.8 wt % Si-HAP and 

(b) 1.6 wt % Si-HAP after 28 days: cell nuclei stained with DAPI. Mineral deposits on the surface 

of (c) 0.8 wt % Si-HAP and (d) 1.6 wt % Si-HAP.
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There is a growing interest in blending natural and synthetic polymers as biomaterials for

generating complex fibrous scaffolds for tissue engineering purposes. In this talk we will report on

co-electrospinning binary and tertiary blends of gelatin (denatured collagen) with either a

conductive polymer, polyaniline (PANi), or with a mixture of polylactic acid / polyglycolic acid,

and elastin (PGE) Finally, we will demonstrate the usefulness of elastin- based fibrous scaffolds

for pulmonary tissue engineering 

As a first example, we evaluated the potential usefulness of co-electrospun gelatin and PANi

for tissue engineering purposes (Li et al., 2006a) . Conductiverr polymers have been considered for

diverse biomedical applications (Bidez et al., 2006).  Co-electrospun PANi–gelatin fibers were

characterized by scanning electron microscopy (SEM), atomic force microscopy (AFM), electrical

conductivity measurement, Differential Scanning Calorimetry (DSC), and mechanical tensile

testing. For blends containing less than 5 % PANi in total weight, uniform fibers were obtained

with no evidence for phase segregation. Our data further indicate that with increasing the amount

of PANi (from 0 to ~5 % w/w), the average fiber size was reduced from 803±121 nm to 61 ±13 nm

(p < 0.01) and the tensile modulus increased from 499±207 MPa to 1384 ±105 MPa (p < 0.05). To

test the usefulness of PANi-gelatin blends as a fibrous matrix fon r supporting cell growth, H9c2 rat

cardiac myoblast cultures were evaluated in terms of cell proliferation and morphology. Our

results indicate that all PANi–gelatin blend fibers supported H9c2cell attachment and proliferation

to a similar degree as the control tissue culture-treated plastic (TCPtt ). Depending on the

concentrations of PANi (fiber sizes), the cells initially displayed different morphologies substrates,

but after 1 week all cultures reached confluence of similar deff nsities and morphology. 

As a second example for generation of novel biomaterials, we report on co-electrospinningrr

tertiary blends of poly-(lactide-co-glycolide) (PLGA), gelatin, and elastin (PGE) wich yield

composite scaffolds with physicochemical properties suitable for tissue engineering applications

(Li et al., 2006b). Fibrous scaffolds were co-electrospun from a blend of a synthetic biodegradable

polymer (poly-(lactic-co-glycolic acid), PLGA, 10% solution) and two natural proteins, gelatin

(denatured collagen, 8% solution) and -elastin (20% solution) at ratios of 3:1:2 and 2:2:2 (v/v/v).f

The resulting PLGA-gelatin-elastin (PGE) fibers were homogeneous in appearance with an

average diameter of 380 ± 80 nm, which was considerably smaller than fibers made under identical
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conditions from the starting materials (PLGA: 780 ± 200nm; gelatin: 447 ± 123nm; elastin: 1060 ±aa

170nm). Upon hydration, PGE fibers swelled to an average fiber diameter of 963 ± 132 nm, but did

not disintegrate. Importantly, PGE scaffolds were stable in an aqueous environment without

crosslinking and were more elastic than those made of pure elastin fibers. In order to investigate

the cytocompatibility of PGE, we cultured H9c2 rat cardiac myoblasts and rat bone marrow

stromal cells (BMSCs) on fibrous PGE scaffolds. We found that myoblasts grew equally as well or

slightly better on the scaffolds than on tissue-culture plastic. Microscopic evaluation confirmed

that myoblasts reached confluence on the scaffold surfaces while simultaneously growing into the

scaffolds. Histological characterization of the PGE constructs indicated that BMSCs penetrated

into the center of scaffolds and began proliferating shortly after seeding. Our results suggest that

fibrous scaffolds made of PGE and similar biomimetic blends of natural and synthetic polymersf

may be useful for engineering soft tissues, such as heart, lung and blood vessels.

Finally, we will describe a comparison of synthetic and natural scaffolds for application in pulmonary

tissue engineering. The ability to generate functional pulmonary tissue in vitro would be invaluable in treating

pulmonary disease states such as neonatal pulmonary hypoplasia (Mondrinos et al, 2006). An elastic scaffoldyy

that provides mechanical support and facilitates proper differentiation state will be essential to achieving this

goal. Elastin is a major component of the fibrous extracellular matrix of the lung, providing the compliance

required to sustain respiratory movements. Previously we have optimized the parameters for electrospinning

elastin and other synthetic and natural polymers and demonstrated the efficacy of fibrous elastin scaffolds for

3-D cell culture (Li et al., 2005a). To test the ability of these matrices to support growth and tissue-specific

differentiation of cultured lung cells, micro/nanofiber scaffolds (muu ade of either PLLA, PLGA or elastin) were

seeded with primary murine fetal pulmonary cells isolated by enzymatic digestion of embryonic day 17 lungs.

Analysis of cell proliferation, using the Alamar Blue assay, demonstrated the superiority of these substrates

compared to culture on/in Matrigel. Immunohistochemical staining for cytokeratin (epithelial marker)

revealed a unique morphology of pulmonary epithelial cells, with the cells extending numerous processes to

interact with elastin fibers and displaying a migratory phenotype. More importantly, for up to 7 days of in vitro

culture these substrates supported the differentiation of alveolar type II cells, on elastin scaffolds, but not on the

purely synthetic substrates,  as evidenced by RT-PCR analysis for surfactant protein C gene expression. Taken

together these data suggest that the incorporation of fibrous elastin in a composite scaffold may be beneficial

for lung tissue engineering.
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In this study, the effect of grain boundarry diffusion on the iron nuclei formation during wüstite

reduction process was investigated. Combined with the measurement of width of the iron

nucleation dominant zone from grain boundaries with time and a grain boundary diffusion model,

the grain boundary diffusion coefficient of Fe2+ ion in wüstite at 1073K has been evaluated. 

Dense polycrystalline wüstite samples (5x5x2 mm) equilibrated with 50%CO-CO2 gas mix-

ture for 432ks were reduced at 1073 K using 75%CO-CO2 to produce iron nuclei on the wüstite

surface. The surface morphology of surface was observed with time by FE-SEM. The orientation

of surface grains in the wüstite specimens was measured by electron backscattering diffraction

(EBSD) technique [1]. The number of formed iron nuclei near grain boundaries was found to be

significantly larger than that away from grain boundaries.

The dominant effect of the grain boundary on the iron nucleation was found on all of grains

with different grain orientations. Since the supersaturation of Fe2+ concentration on the wüstite

surface is required to produce iron nuclei, there must be some mechanisms to enhance Fe2+ surface

concentration in the area near grain boundaries than that away from grain boundaries. The surfacer

area near the grain boundary is convenient for grain boundary diffusion processes. Those grain

boundary diffusion rate are well known to be significantly faster than the bulk diffusion rate. Thus,

it is expected that the flows of Fe2+ ions to the surface layer near the grain boundary area are

dominantly driven by the grain boundary diffusions. Namely, the prevalence of the iron nucleation

process near grain boundaries can be due to the fast transport process of Fe2+ ions by the grain

boundary diffusion.

The models of enhanced diffusion along an isolated grain boundary have been studied by manyrr

researchers [2-7]. As a first step, the approximate solution obtained by Fisher [7] is used in the

present study and is

(1)

where    and a parameter , c0 and c denote the initial

concentration and that at particular time, y is the depth from the surface, x is the distance on the

surface from the boundary, D’ and D are the diffusion coefficient of boundary and bulk

respectively, t is the diffusion time and  is thet grain boundary width. The grain boundary

concentration contour is schematically illustrated in Fig. 1.
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FIGURE 1. Typicalshape of grain boundary concentration contour

Grain boundary diffusion coefficient is evaluated by adjusting the value of D’ for fitting the

horizontal area of the grain boundary concentration contours for the width of iron nuclei non-

dominant area. The evaluated D’/D// ratio can be more than 750. The bulk diffusion coefficient of

wüstite is about 1x10-8 cm2/sec at 1073K [8]. Thus the grain boundary diffusion coefficient of

wüstite must be more than 7.5x10-6 cm2/sec at 1073K.
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Recently, integration of LSI and IC has been developed dramatically because of miniaturization of

electronics. So, the wet etching of copper foil plays an important role in the ultra-fine processing

technology. In order to produce finer circuits efficiently, kinetics on the etching rate of copper foil

in aqueous solutions must be clarified under turbulent flow condition.

In our previous studies [1]-[3], a mechanism of wet etching of copper was studied using an

agitation vessel. In this study, in addition to that, spray nozzle isn used to make clear the mechanism

of wet etching of copper in ferric chloride solution.

Firstly, the etching rate of plate-shaped copper is measured to confirm the rate limiting step.

Etching rate is obtained by the specimens’ weight loss after the experimet nt. The effects of flow

rate and solution’s temperature on the etching rate are investigated. From the results of dissolution

of copper plate, it is found that the liquid mass transfer process is mainly the rate limiting step of

wet etching.

Secondly, line-patterned copper specimens are etched by spray experiment to study the cavity

formation. The specimen is prepared from TAB segment, which has line openings with various

widths on the photoresist film. After the experiment, the cross-seff ction of specimen is observed

under microscope to measure the quantity of dissolved copper.

In the case of line-patterned copper specimens, the mean ettt ching rate of copper during t=0 to t

was calculated using the following equation:

where L0 is the line spacing, L is the peripheral length of the cavity, S is the cross-sectional area of

cavity, and M are density and atomic weight of copper. 

Figure 1 shows the change in etching rate with time at various line spacing. From this figure, it

is clear that etching rate decreased with time and is found to decrease with decreasing line spacing.

Furthermore, a mass-transfer model of wet etching for printed circuit boards has been developed

and discussed.

In conclusion, it is found that this model is almost reliable to evaluate the cavity formation for

the fine pattern etching. However, the calculated cavity shape appears to be inconsistence with the

observed one in the case of wide line spacing. It seems that this deviation is caused by the effect of

bulk convection.
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Fiber bed permeability is an important parameter in the design of manufacturing processes in

composite industries.  This parameter must be determined experimentally for every liquid injection

process prior to process/tool design.  For example, in Resin Transfer Molding (RTM) resin flowmm

behavior determines the integrity of the manufactured composite part.  Resin Transfer Molding

(RTM) is a process which involves transfer of resin into an enclosed mold containing previously

positioned reinforcement preforms.  This process can be employed to manufacture large and

complicated composite parts.  Typical examples of products that are produced with RTM include

fiberglass boats, swimming pools, bathtubs, and parts in automotive and aircraft industries [1, 2].

Proper planning of the process requires determination of the injection port position, injection

pressure, and injection time [1, 3].  These process parameters could be determined only when the

fiber bed permeability is known.

This paper presents the results of experimental investigation on fiber bed permeability

variation with porosity for woven carbon and fiberglass mats. Resin flow experiments were

performed using a rectangular cavity loaded with different fiber volume fractions.  RL 440 epoxy

resin was used as the working fluid in the experiments.  Several layers of plain-weave fiberglass

and carbon fiber mats were used as reinforcements.  The effects of reinforcement type and porosity

on fiber bed permeability were investigated.  Permeability of woven mats showed large degrees of

anisotropy.  That is, resin flow front followed an elliptical pattern in these mats.  Thus an analysis

based on anisotropic fiber preform was performed on the experimental measurements in each case.

The analysis procedure is long, thus it is not presented in this abstract.  In all cases preform

permeability increased nonlinearly with fiber bed porosity (Figs 1 and 2).  As porosity increases

above a certain value, permeability increases sharply.  This indicates that there is a lot of space

between the weave of the fiber mats, thus resin flow becomes faster at large porosity values.  Also,

fiber bed permeability of fiberglass mats was several times higher than carbon fiber mats at the

same preform porosity.  The results of this investigation could be employed in the manufacturing

process optimization in liquid composite molding.
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FIGURE 1. Variation of preform permeability with porosity for woven fiberglass mats.y

FIGURE 2. Variation of preform permeability with porosity for woven carbon mats.
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Mixing of a bath by gas injection is widely used in many engineering fields. In particular, molten

iron and steel baths are commonly agitated by Ar gas injection for homogenizing temperature and

components and for removing non-metallic inclusions and impurities from molten steel1). In recent

years it also finds its applications to parlor wastewater and sludge treatments2).

When gas is injected through a single-hole centric bottom nozzle under a subsonic condition,

the gas disintegrates successively into many bubbles at the nozzle exit and then they rise in the

bath while entraining the surrounding liquid behind their wakes. As a result, a bubbling jet is

formed above the nozzle. 

The bubbling jet did not always rise straight upwards, but rotated around the centerline of the

bath under specific conditions. Two types of swirl motions appeared depending on the bath depth:

the shallow-water wave type and deep-water wave type3). The former appeared for an aspect ratio,

HLHH /D// , smaller than approximately 0.3 and the latter appeared for an aspect ratio, HLHH /D// , between

approximately 0.3 and unity. Here, HLHH  and D denote the bath depth and bath diameter of the

reactor, respectively. These swirl motions were caused by bath surface oscillations associated with

the impingement of bubbling jet onto the bath surface. The direction of the swirl motion was not

uniquely decided because the vessel was not large enough to be affected by the Coriolis force.

Splashing of molten steel became frequent with Qg. As the splashing of molten steel is

dangerous, practical application of the swirl motion of a bubbling jet is not acceptable to the

steelmaking industry. Accordingly, the commonly used reactors in the steelmaking industry are

designed to operate for HLHH /D// 0.3 (converters) and HLHH /D// 1.0 (ladles).

    The swirl motion of the deep-water wave type however has high mixing ability compared to

a bubbling jet rising straight upwards. The swirl motion therefore was applied to wastewater and

sludge treatments because the splashing of water is not dangerous at all. 

In this study we focus on the deep-water wave type swirl motion. The period of the swirl

motion, TsTT , hardly depended on the gas flow rate, whereas the amplitude, A, of the swirl motion

increased with an increase in the gas flow rate, Qg. Accordingly, the bath agitation becomes strong

with an increase in the gas flow rate. The period was satisfactorily approximated by the following

analytical solution for the period of the rotary sloshing caused by oscillating a cylindrical bath in

the vertical or horizontal direction. This is because the swirl motion and the rotary sloshing are the

most stable motion of liquid contained in the cylindrical vessel.

TsTT  = 2 / 1 (1)

1 [( g 1 ) ( 1HLH /D// )]1/2 (2)

1 = 1.84 (3)

/

1 = [(2g 1/D// ) tanh(2



840 M. Iguchi et al.

where 1 is the angular frequency and g is the acceleration due to gravity.

In practical applications the starting time and damping time of swirl motion are of essential

importance. The period from the start of liquid injection to the moment at which a swirl motion

became steady is named the starting time. The damping time is defined as the period from the

stoppage of gas injection to the moment at which the amplitude becomes less than 0.5mm.

Empirical equations were proposed for the amplitude, starting time and datt mping time. In addition,

the occurrence condition of the swirl motion was clarified.

Swirl motions similar to those mentioned above occurred when a liquid or a mixture of gas and

liquid was injected into a bath through a centric bottom nozzle4). The two types of swirl motions

also appeared under these injection conditions. The occurrence mechanisms of the swirl motions of

a liquid jet and a gas-liquid two-phase jet were the same as that of a bubbling jet. In this water

model study the basic characteristics of the deep-water wave type swirl motions of a bubbling jet, a

gas-liquid two-phase jet, and a liquid jet were experimentally investigated.
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Inorganic minerals such as C, O, N, Si, P, and Fe are necessary for the phytoplanktonrr

multiplication.  It has been reported by Nakamura et al. [1] that some kinds of phytoplankton can

grow quite rapidly once Fe, Si, P and N are supplied into seawater in the adequate proportion.  One

of the best candidates as a source of such minerals for the phytoplankton multiplication is

steelmaking slag because of its cheap cost, sufficient quantity (15 million ton per year in Japan),

adequate mineral concentration and its ionic nature (steelmakinga slags basically consists of FetO,

CaO, SiO2 and P2O5).  On the other hand, steelmaking companies are now seeking new

technologies to reduce the amount of steelmaking slag and to reuse the slag as new valuable

resources [2].  If such technologies are successfully developed, we will be able to regard

steelmaking slag as a new ecomaterial.

This paper will deal with our findings on the morphology of the precipitated phases in steel-

making slags during cooling period, the dissolution behavior of some elements from steelmaking

slags and pure substances such as 4CaO·P2O5(8.5mass%P), 3CaO·P2O5(10.0mass%P) and

2CaO·SiO2-3CaO·P2O5(2.8mass%P) solid solution phase into artificial seawater, and the solubili-

ties of Si, P and Fe in seawater.

Relation between phosphorus contents in steelmaking slags or pure substances and final

phosphorus contents into artificial seawater after the dissolution experiment is shown in Fig. 1.  It

seemed that there was no clear correlation between phosaa phorus contents in steelmaking slags or

pure substances and final phosphorus contents in artificial seawater.  This phenomenon is due to

the difference of stability of precipitated phase in steelmaking slag and the kind of phosphorus ion

in seawater.

In order to understand the dissolution limits of minerals into seawater and to estimate the best

conditions for slag addition to seawater, stability diagram of silicon, phosphorus, and iron have

been determined.  The content of objective element in seawater and pH were the variables, while

concentration of all the other elements such as Ca, Mg, Cl andtt so on were fixed according to those

in natural seawater[3]. Stability diagram of phosphorus in seawater at 298K is presented in Fig. 2

as a typical example. Curves in the stability diagrams are the solubility limits of each phases.

Substances in square bracket are the possible stable solid phases which are considered in the

steelmaking slags.  Possible dissolved kinds of ions in seawater are represented in parenthesis. 

Solid circle shows the concentration in natural seawater.  Since the phosphorus content in

seawater is higher than the solubility limit at 2CaO·P2O5 or 3CaO·P2O5 saturation, phosphorus can

not dissolve from steelmaking slags containing these phases. However, phosphorus concentration

equilibrated with 4CaO·P2O5 phase is higher than that in natural seawater.  Hence, phosphorus can

dissolve into seawater if 4CaO·P2O5 phase could be present in steelmaking slag.  Phosphorus

effectively dissolved from 4CaO·P2O5 according to the result of dissolution experiment of

phosphorus from pure substances. This is in accordance with the stability diagram of phosphorus

in seawater. 
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FIGURE 1. Relation between phosphorus contents in steelmaking slags or pure substances, and 

final phosphorus contents into artificial seawater after dissolution experiment.ff

FIGURE 2. Stability diagram of P in seawater at 298K.
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Composite patches are often used to reinforce or to repair damaged structures, especiallyd

aeronautical components [1]. The mechanical properties of the bonded joint between metallic

substrate and composite patch clearly influence the quality of theaa reinforcement. So the objective

of this work is to study in detail the mechanical response of such a joint.

The response in terms of strains, displacements and stresses of an adhesive bonded joint andf

particularly the stress transfer between substrate and adherent has been intensively studied in the

literature. For instance, many theoretical and numerical mechanical models are available [2] [3].

The load transfer from the substrate to adherent induces shear stress concentrations in the adhesive

near the free edges, along the so-called “transfer length”. To the knowledge of the authors, this

shear stress concentration has only seldom been experimentally studied whereas many theoretical

or numerical studies on this topic are available in the literature. This lack of experimental data has

recently led the present authors to use Digital Image Correlation (DIC) to measure shear strain

fields in the adhesive along the transfer length [4].

The aim of the present work is to complete these first results with the experimental evidence of

the normal stress decrease in the aluminium substrate since this decrease reveals the actual relief of

the substrate. Temperature variations measured with an infrared camera are used for this purpose.

According to the principles of thermodynamics, a relationship exists between temperature and

stress. This relation is given by heat diffusion equation under the assumption of adiabatic

conditions:

(1)

where  is the density,  is coefficient of thermal expansion, Cp is the heat capacity at constant

pressure, T is the ambient temperature, and  the sum of the principal stresses.

Specimens are made in 2024-T3 aluminium plates reinforced with carbon epoxy unidirectional

composite. The adhesive is a structural epoxy resin. These specimens are subjected to a cyclic

tensile loading at a sufficient level of frequency to insure adiabatic conditions. The temperaturea

field is captured during the test by an infrared CEDIP camera which features a focal plane array oft

320×240 pixels. The thermal resolution of the camera is about 20 mK. 

For each pixel, the temperature variation amplitude at the loading frequency is obtained usingtt

Discret Fourrier Transformation. Figure 1 shows an example of temperature amplitude map in the

specimen. Within the framework of thermoelasticity, it is then possible to deduce the stress relief

due to patch reinforcement.

pC

T
T

 is the density,  is the density, 
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FIGURE 1. Field of temperature variation in the aluminum

The testing device and the experimental results will be presented in the paper, with a special

emphasis on the comparison between the shear strain distribution given by various theoretical

models and the present temperature fields which are connected to the stress relief in the substrate.

The present results will also be compared to the shear strain field distribution in the glue measured

in Ref. [4].

References

1. Baker, A.A., “Bonded composite repair of fatigue-cracked primary aircraft structure”,

Composite structure, vol. 47, 431-443, 1999

2. Tsai M.Y., Morton J., An evaluation of analytical and numerical solutions to the single-lap

joint, International Journal of Solids and Structures, vol. 31, 2537-2563, 1994.

3. Tsai M.Y., Oplinger D. W., Morton J., Improved theoretical solutions for adhesive lap joints,

International Journal of Solids and Structures, vol. 35 (12), 1163-1185, 1998

4. Moutrille M-P., Derrien K., Baptiste D., Grédiac M., Balandraud X., Through thickness strain

field measurement in an adhesive joint between composite and aluminium, 12th European

Conference on Composite Materialsm , Biarritz, France, 2006



31. Thermal Methods for Stress and Damage Analysis 845

STRESS SEPARATION USING THERMOELASTIC DATA

Eann A. Patterson and Robert E. Rowlands

Department of Mechanical Engineering

Michigan State University

East Lansing, Michigan

Department of Mechanical Engineering

University of Wisconsin, Madison, Wisconsin, USA

eann@egr.msu.edu, rowlands@engr.wisc.edu

Stress analysis of engineering artifacts and structures is a routine and essential component of the

design process that is often performed using computation tools.  Such tmm ools require verification

using experimental data and for complex structures the stress analysis must be validated via

experiment.  In addition to its applicability for assessing the reliability of other solutions,

thermoplastic stress analysis (TSA) can be used to analyze cases for which other methods are

difficult not feasible. The technique is based on the small temperature changes that occur when att

material is subject to a time-varying strain.  In thermoelastic stress analysis, it is common practice

to employ cyclic loading and to measure the resultant temperature changes using an infrared sensor

or camera.  For an isotropic material under plane stress, the relationship between the principal

stresses, p and q, and the signal generated by the sensor, S* can be simplified to*

(1)

where K is the thermoelastic coefficient.  Equation (1) suggests neither a state of pure shear stress

nor static stresses produces any thermoelastic response for an isotropic material.  Interpretation of

thermoelastic stress analysis signals can therefore require some insight based on the loading andff

geometry of the component being analyzed.  For zero mean stresses, Eq. (1) provides isopachic

information and therefore locates the center of Mohr's circle. If there is non-zero proportional

cyclic loading about some mean stress, TSA provides only the change in isopachic stress.  Under

orthotropy, S* depends on a linear combination of the ch* anges in normal stresses in the directions

of material symmetry. Thermoelastic stress analysis methods have been developed to smooth

measured temperature data, formulate approaches for three-dimensional components and to obtain

individual components of stress (or strain) in isotropic and orthotropic composite materials.  This

paper reviews these methods, provides an update on progress and highlights the areas where

further research is needed.  

There are two fundamental approaches that can be taken to separating or deconvoluting the

stress or strain data from thermoelastic stress analysis: employing theory of elasticity via

compatibility and, or equilibrium; and by integration in a hybrid experimental approach, most

commonly using photoelasticity.  Recognizing many of these approaches benefit from the use of a

process to smooth the data as a precursor,  some attention will be paid to this process.  Separated

stresses can also be obtained at single points using various types of strain gauges.

The use of equilibrium or compatibility conditions usually involves the use of a differencing

technique seeded from a traction free boundary and, or the use of sophisticated functions to

describe the stress distribution away from the boundary.  Progress in digital technology and

inexpensive computational power has allowed increasingly sophisticated techniques to be

developed in order to address the underlying issue associated with the propagation of errors in

these iterative techniques.  These are reviewed and compared in the paper.

pp and

qpKS *
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Hybrid methods involve the integration of two or more techniques in r order to yield more or

better quality information than is available from the sole use of a technique.  Hybridizing

experimental and computational techniques as well multiple experimental techniques has been

utilized to obtain the individual components of strain (or stress) from thermoelastic data..  Perhaps

the simplest approach is integrating thermoelasticity, which provides the sum of the principal

stresses, with photoelasticity from which the direction and difference of the principal stresses is

readily obtained.  The addition and subtraction of the isopachic fringe data from thermoelasticityf

and the isochromatic fringe data from photoelasticity produces the maximum and minimum

principal stress with suitable pre-processing, whilst the isoclinic fringe data from photoelasticity

gives their orientation.  This operation can be performed following separate experiments

employing the two techniques independently. However more recently, the realization that

photoelastic coatings can act as strain witnesses in both thera moelasticity and photoelasticity has

enabled simultaneous application of the two techniques with at least one specialist instrument

designed for this purpose.

Finally, the authors speculate on the future of the subject and the dif rections open to future

research.
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The use of temperature as a marker of material damage is not a new idea [1,2]. More recently, the

availability of high performance infrared cameras has given a new impulse to this topic. For

instance, a number of authors have claimed to be able to determine the fatigue limit of metals by

using temperature measurements [3-5]. However, this method does not rely on firm physical

grounds and the results are sometimes difficult to interpret. The idea of this work is to explore the

heat released during the very first cycles of a cyclic in-plane loading test of some metallic

materials. To do so, a very fine experimental procedure has been devised. It is based on then

measurement of temperature fields at the surface of a plane specimen. From this information, a

data processing technique has been set up in order to calculate the heat sources using the heat

diffusion equation, as proposed by Chrysochoos and his team in a series of studies [5,7, for

instance]. The experimental set-up is shown on Fig. 1.

FIGURE 1. Experimental set-up

Several series of tests have been performed on a low carbon steel material. The tensile stress

strain curve of this material is given in Fig. 2. The cyclic tests consisted in 30 to 60 cycles at 15 Hz

with stress ratios R of 0.1 and -1. For each test, the total energy released during the test was

calculated and reported. Fig. 3 shows the energy dissipated in the different tests for R=0.1. It can

be seen that below 60 MPa, the heat generated is below the detection threshold. Then, between 60

and 110 MPa, significant amounts of heat are dissipated which levelsf vary linearly with the stress

level. Then, above 110 MPa, a new change of dissipation regime is detected with much higher

levels of heat. It is interesting to note that 110 MPa is also the onset of the non linearity of the

stress strain curve (Fig. 2). It was thought that 110 MPa was the limit between viscoelastic internal

friction effects and microplasticity effects. To support this assumption, Fig. 4 shows the heat

dissipated for the specimens tested at R=-1. It can be seen that the heat is much larger for a given

stress level (high stress levels could not be reached because of specimen buckling). But if the

energy is plotted against strain rate (Fig. 5), then the points coincide up to 110 MPa at R=0.1. Even

more interesting is the fact that these points can be fitted by a quat dratic curve, confirming the fact
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that these effects are viscoelastic. These results are highly promising to explore how the activation

of these mechanisms can be correlated to fatigue performance.
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Traditionally fracture mechanics is mostly concerned with the opening mode of crack growth.rr

Stability and crack path problems are relatively well understood in this case and it is expected that

a crack grows in its own plane. However, cracks may exist in different orientations and moreover

more than one crack may be found in a structure. The growth of these cracks even under uniaxialf

tensile loading may not be so easily predicted. The direction of crack initiation under different

loading conditions, the path that a crack extends after initiation, directional stability even under

pure mode I loading and interaction of cracks with each other, are problems that are not still fully

understood, despite the extensive amount of research undertaken in these areas. Having greater

knowledge of these problems will be helpful in crack arrest problems, safety issues and many other

problems that exist in industrial applications.

In this work, the interaction of cracks and corresponding paths are investigated experimentally

and numerically in five sets of double edge cracked specimens with different vertical offsets. Due

to the great potential of the thermoelastic stress analysis (TSA) technique in fatigue and fracture

applications, i.e. the non contacting feature, ability to yield full field data and working under cyclic

load, this method is used as the experimental technique. The range of the mixed mode stressf

intensity factor and the moving crack tip position are determined from TSA signals using the

genetic algorithm and the downhill simplex method embedded in the FATCAT software [1]. 

In conjunction with the experiments the finite element method, FRANC2DL package [2], ist

also used to find the stress intensity factors and the crack paths. The maximum tangential stress

criterion, minimum strain energy density criterion and maximum eny ergy release rate criterion are

used as the crack path prediction criteria. Additionally, different methods for calculating stress

intensity factors are used for one of the specimens. Because of the relatively good agreement

between the FE results for that specimen, the maximum tangential stress criterion and J integral are

used for determining the crack path and stress intensity factors respectively for the remaining

specimens in numerical simulations.

The experimental and the FE results are qualitatively and quantitatively compared. It is

observed that despite the agreement between experimental results and theoretical predictions in

some cases, it can not be stated that the elastic stress field is the only controlling parameter for the

fatigue crack direction. It is suggested that seeking a way to measure the plastic strain field directly

would give further insight into the trajectory of fatigue cracks and further work in this area is

underway.

N.B. Figures too large to be uploaded, therefore not included. Versiff on with Figures sent to

session Chair.
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A new technique was developed for motion compensation in thermoelastic stress measurement by

the infrared thermography.  Two different techniques for motion compensation are proposed in this

study.  One technique uses only infrared images, and the other technique uses visible images for

motion analysis as well as infrared images for stress analysis.  The feasibility of the proposed

motion compensation techniques was demonstrated by experimental studies.

Motion Compensation Techniques in Infrared Stress Measurement

Displacement sometimes causes an experimental error in infrared stress measurement, when a

large deformation or a steep stress change is observed in the field of view (FOV).  Thus motion

compensation techniques, such as optical techniques with moving mirrors or lens, orh

computational techniques by the post data processing based on the movements of characteristic

points in infrared images, have been developed and have been installed to the commercially

available stress analysis systems.  However, it is not possible to conduct full field motion

compensation.  In this study, two full field motion compensation techniques are proposed based on

the digital image correlation method.

In this study, two different motion compensation techniques are proposed.  One technique uses

only infrared images.  Brindled pattern with different infrared emissivities was installed on the test

sample for the motion analysis.  Infrared images of the brindled pattern were tad ken under the sameaa

loading condition as the thermoelastic stress measurement.  Displacements and deformations on

the test sample were analyzed by the digital image correlation method based on the information ofd

the movement of the brindled pattern.  Automatic motion compensation was conducted in the

subsequent thermoelastic stress measurement based on the results of displacement measurement.

It is noteworthy that experiment can be carried out in one time if emmissivity correction is

accurately conducted in the thermoelastic stress measurement even for objects with the brindled

emissivity pattern.

The other motion compensation technique uses both visible images and infrared images

instead of using the brindled emissivity pattern.  Sequential visible images are taken by a digital

video camera whose FOVs and framing times are completely synchronized with those of infrared

images.  Full field displacement measurements are conducted in every captured frame by the

digital image correlation method using visible images, then the motion compensation of the

infrared images were carried out based on this displacement data.

Experimental Results

Experimental results obtained by the proposed motion compensation d technique using the

brindled emmissivity pattern are shown below.  Configurations of the employed specimen with a

circular hole and the brindled pattern on it are shown in Fig. 1.  Feasibility of the full field motion

compensation was investigated in the thermoelastic stress analysis as well as in the 2f2  lock-inf

analysis for local plasticity identification [1].  Motion compensation results can not be shown due
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to the lack of space, but it was found that accurate full field displacement data were obtained by the

digital image correlations using brindled pattern.  Experimental results without motion

compensation obtained under elastic loading condition and under local plasticity loading condition

are shown in Figs. 2 and 3, respectively.  It is found that distributions of lock-in values are very

noisy in all cases, and strong edge effects are found at the hole edge.  Experimental results with

motion compensation are shown in Figs. 4 and 5.  It is found in these figures that edge effects

almost disappear and low noise lock-in images are obtained.  Especially correct distribution of 2f2

lock-in values indicating local plasticity can not be obtained until using motion compensation

technique.

FIGURE 1. Test specimen and brindled pattern drawn by black and gray dots.d

FIG. 2. Lock-in processing under elastic FIG. 3. Lock-in processing under local

condition without motion compensation. plasticity condition without motion

compensation.

FIG. 4. Lock-in processing under elastic FIG. 5. Lock-in processing under local

condition with motion compensation. plasticitycondition with motion

compensation.
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In this work thermoelastic stress analysis (TSA) is used to reveal information about the damage

evolution process in small stainless steel pipework.  TSA is a well-established stress analysis

technique, see Dulieu-Barton and Stanley [1], based on the meaa asurement of the small temperature

change developed in a material as a result of elastic cyclic loading.  The temperature change is

directly proportional to the change in the sum of the principal surface stresses ( ( 1 + 2)), see

Stanley and Chan [2].  This relationship is usually sufficient for linear elastic, homogeneous

problems, where the assumption is made that the temperature change is adiabatic.

However, TSA has also been successfully used to detect and evaluate subsurface damage and

flaws by Sathon and Dulieu-Barton [3], by considering information from thermoelastic data for a

range of loading frequencies.  In this work damage, in the form of semi-circular notches, was

introduced into a flat aluminium plate and thermoelastic data was gathered from the undamaged

side of the plate.  Damage increases the stress gradient in a component and can lead to non-

adiabatic behaviour.  This non-adiabatic behaviour can be used to a reveal the sub surface stresses,

by considering the phase information from the thermoelastic signal [3]. In Ref. [3] different

damage severities were considered and flaws only a quarter the way through the thickness of the

5.3 mm thick plate were revealed by the thermoelastic data.  This illustrates the promise of TSA to

assess subsurface damage and in the current work this is tested for a real industrial problem.

The pipes under consideration were of cylindrical section and have an outside diameter of

3.175 mm and an inside diameter of 1.753 mm, i.e. a wall thickness of 0.711 mm.  On assembly in

service the material, 304L quarter hardened stainless steel (UNS S30400), is cold worked by

bending around a former.  During the product life cycle, maintenance is performed that requires the

pipes to be straightened and then bent back to the original shape.  To model this operation six

specimens, with different deformation histories, of the stainless steel cylif ndrical section have been

deformed to shape around a former identical to that used in the assembly process.  The bent shape

is illustrated in Fig. 1, along with the loading arrangement.  The specimens were loaded in bending

by applying cyclic compression through the loading blocks shown in Fig. 1.  Only one loading

block is shown, for clarity, the details are mirrored about the horizontal centreline.  A loading pip

was machined in the centre of two flat loading platens and the specimen was loaded in

compression through the use of two 5 mm diameter ball bearings.
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FIGURE 1. Schematic diagram of the loading arrangement for the deformed pipe tests.

Previous work, Quinn et. al. [4], identified that failure of these pipe is instigated at the inside of

the outer surface of the pipe. This is obviously not optically accessible and so the techniques

developed in [3] have been adopted to reveal information about the damage evolution process at

this inner surface under fatigue conditions.  The most damaged pipe, subjected to 6 bending and

straightening cycles, was inspected at various loading frequencies to reveal the presence of any

subsurface flaws.  This pipe was then subjected to a series of damaging fatiguef cycles and re-

inspected using TSA.  By repeating this process information about the damage evolution has been

revealed.
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The individual stresses are determined on and near the edge of a hole immediately beneath but

close to a concentrated edge load in an approximate half-plane.  Experimental thermoelastic data is

combined with Airy’s stress functions to achieve this.  Two approaches are utilized, both involving

a series representation of the stress function. Coefficients of the respective stress functions are

evaluated from measured temperature information.  One of the stress functions utilizes real

variables and the traction-free conditions on the hole boundary are satisfied by imposing r =r r =

0 on the edge of the hole for all values of the angle , see Lin et. al. [1, 2].  This advantageously

enables one to reduce the number of coefficients in the stress function series.  The second concept,

which employs a complex variable representation of the stress function and mapping techniques,

satisfies the traction-free conditions on the edge of the hole by analytic continuation.  Although thenn

second approach is very effective it tends to be most convenient for evaluating stresses on, and

reasonably close to, the edge of a geometric discontinuity.  Moreover, since it also only provides

stresses throughout a finite region and along only a portion of the entire edge of the hole, the

scheme has to be repeated to determine stresses around the entire hole.  On the other hand, the real

variable representation of the stress function enables the individual components on and near the

entire hole boundary to be evaluated in a single operation.  Both methods simultaneously smooth

the measured input data, satisfy the traction-free boundary conditions, and evaluate individual

stresses on, and in the neighborhood of, the edge of the hole.

A review of the theory, developments and application of Thermoelastic Stress Analysis (TSA)

has been provided by Dulieu-Barton and Stanley [2], and one of the topics covered is stress

separation.  Fig. 1 is a thermoelastic stress analysis (TSA) image of the measured temperature

information.  Individual stresses have been determined from this experimental data by utilizing the

real variable stress function approach.  Fig. 2 shows where theaa TSA data was selected.  The TSA-

determined hoop stress  on the edge of the hole is shown in Fig. 3 (a) and the TSA-determined

shear stress r at locations away from the hole is shown in Fig. 3 (b). These experimentallyw

determined stresses agree well with those predicted using ANSYS.  
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FIGURE 3. Normalized stresses.  (a) hoop stress  on the boundary of the hole  (b)  shear stress 

r  for locations shown in Fig. 2.
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A sandwich structure is a layered composite element with two relatively thin and strong outer

layers, known as the face sheets, and a relatively thick and lightweight inner layer, known as theaa

core. The sandwich assembly is formed by adhesively bonding the face sheets to the core. A

sandwich structure has favourable specific strength and stiffness properties and can outperform

that of structurally equivalent monolithic structures for most load cases. Sandwich constructions

have thus gained an important role in lightweight construction and are being used in manytt

applications such as ship and aircraft structures. 

Difficulties arise when local effects disturb the uniform distribution of stresses in the

components of the sandwich structure. These local effects occur due to discontinuities in thett

structure such as changes of geometry or material properties, or when localised external loads are

applied. It is generally well-known that in the vicinity of sub-structures in sandwich panels, e.g.

local to joints or inserts, stress concentrations are present. These may initiate local failure

processes which lead to global failure of the whole sandwich structure [1].

In the case of local effects that are caused by the mismatch of the elastic properties of the

adjoining materials at core junctions, there is a local bending of the face sheets and local tension/

compression of the core. This is accompanied by a rise of the in-plane stresses in the sandwich

faces and a variation of the shear and through-the-thickness stresses in the adjacent cores. The

effect of the discontinuities on the stress distribution has been analytically and numerically

modelled for the linear elastic range and the predicted face deformations have been verified

experimentally by taking local strain measurements [2-5]. With respect to the failure behaviour,

however, it is considered that the influence of non-linear behaviour of the constituent materials and

the high stress gradients close to the junction are important factors [6-7]. There is a difficulty in

establishing an appropriate criterion for assessing the role of the stresses in the initiation of failure.

These issues are particularly important when non-continuous cellular polymeric materials are used

as sandwich cores. In the current paper more detailed experimental data on the stress/strain state

close to the core junctions are obtained, so that the local effects governit ng the failure behaviour of

the sandwich can be classified in more detail.

The present investigation focuses on obtaining experimental data from sandwich structures

with core junctions using means of thermoelastic stress analysis (TSA) [8]. The structures

considered are sandwich beams with sections of different core materials representing typical

sandwich sub-structures used in maritime and aeronautic applications, e.g. polymer foam cores of

different densities and solid metal or plastic inserts. A diagram of a sandwich beam with core

junctions and the loading conditions used for the TSA investigations is shown in Fig. 1. 
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FIGURE 1. Specimen design for TSA investigations.

To obtain quantitative data from the TSA calibration measurements for all beam constituents

have been carried out. The sandwich specimens are subjected to a cyclic loading, as this is essential

when using the TSA method. Several combinations of cores are tested for different loading

conditions and the stress field around the core junctions is investigated with the TSA-method. The

feasibility and accuracy of the method for this specific application is analysed. Particular issues

associated with the complex thermoelastic behaviour of the sandwich constituent materials are

considered, as well as questions regarding the possible spatial or ‘stress’ resolution of the TSAr

method in this context.

References

1. Zenkert, D., An Introduction to Sandwich Construction, EMAS, London, 1997.

2. Bozhevolnaya, E., Thomsen, O. T., Kildegaard, A., Skvortsov V., Composites Part B:

Engineering, vol. 34, 509-517, 2003.

3. Bozhevolnaya, E., Thomsen, O.T., Composite Structures, vol. 70, 1-11, 2005.

4. Bozhevolnaya, E., Thomsen, O.T., Composite Structures, vol. 70, 12-23, 2005.

5. Bozhevolnaya, E., Lyckegaard, A., Composite Structures, vol. 73, 24-32, 2006.

6. Lyckegaard, A., Bozhevolnaya, E., Thomsen, O.T., In Proceedings of the 16th European

Conference on Fracture (ECF-16), 2006, 557-558.

7. Johannes, M., Bozhevolnaya, E., Thomsen, O.T., In Proceedings of the 12th European

Conference on Composite Materials (ECCM-12), 2006, 565-566.

8. Dulieu-Barton, J., Stanley, P., Journal of Strain Analysis for Engineering Design, vol. 33, 93-

104, 1998.



31. Thermal Methods for Stress and Damage Analysis 859

PROGRESS IN THE DEVELOPMENT OF A THERMOELASTIC GAUGE FOR

STRESS SEPARATION

P. Stanley1, T. S. Phan 2 and J.M. Dulieu-Barton2,a

1 University of Manchester

School of Mechanical, Aeronautical and Civiaa l Engineering,

Simon Building, Oxford Road, Manchester, M13 9PL, United Kingdom
2 University of Southampton,

School of Engineering Sciences

Highfield, Southampton, SO17 1BJ, United Kingdom
ajanice@ship.soton.ac.uka

The thermoelastic stress analysis (TSA) technique, described by Dulieu-Barton and Stanley in [1],

uses an infrared detector for the measurement of the temperature variations on the surface of af

cyclically loaded body as the basis for the quantitative determination of the surface stresses.  It is af

highly sensitive, non-contact technique and is proving an invaluable asset in the fields of stress

analysis and related studies. However, the received signal is proportional to the sum of the

principal surface stress changes and not to one specific stress change. The possibility of

determining individual stress values from the stress sum datal  (referred to as "stress separation") by

using a supplementary signal from a "coupon" of another material bonded to the stressed surface is

under consideration.  Recent theoretical and experimental work on this topic is described in this

conference paper.

The possibility that the bonded coupon might significantly reinforce the stressed body

(referred to as the "specimen' or 'substrate'), thereby modifying the surface stresses, has been

explored both analytically and numerically. Following a detailed analysis, an approximate

expression has been developed for the reinforcing effect of a bonded coupon (derived as the

relative reduction in the coupon strain) in terms of the thickness and elastic moduli of the coupon,

bond and specimen materials. In addition the effects of possible difference in the Poisson's ratios of

the coupon and specimen have been studied numerically. As a result of this work it has been shown

that in a wide range of possible applications the reinforcing effect can be considered unimportant. 

A further practical consideration, central to the viability of the TSA technique, is that the

response of both the specimen and the coupon to the cyclic temperature change should be

adiabatic. The consequences of this requirement for the specimen are well understood and simply

impose a lower limit on the frequency of the temperature cycle. For the coupon, however, the

effect is more complicated and it is necessary to ensure that any heat conduction from the specimen

into the coupon is negligible since this would significantly modify the thermoelastic signal from

the coupon. This effect has been studied analytically and the necessary conditions for adiabatic

behaviour have been established. The importance of the insulating effect of the adhesive layer

between the coupon and the specimen has been shown.

Experimental work has included the study of a circular disc specimen under diametral

compression with a bonded orthotropic coupon at the centre of the disc. The disc is tested in a

succession of orientations so as to vary systematically the angle between the principal material

axes of the coupon and the principal stress directions in the specimen. The TSA equipment used

throughout was the Deltatherm system. The variation in the coupon signal with disc orientation

provides a convenient means of assessing the suitability of the coupon material for use as a stress

separation device. The work is continuing.
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The overall progress to date in this important topic will be reviewed and future plans outlined.
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Thermoelastic stress analysis, bonded coupon gauge, stress separation
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The thermoelastic effect in a generic orthotropic body under adiabatic and linear elastic stressa

conditions induces small and reversible temperature changes that can be correlated with the stress

field by means of linear relationships. Infrared techniques are mainly used to measure temperature

changes on the component surface [1], while adiabatic conditions are generally achieved by

applying cyclic loads above a threshold frequency. The resolution resulting from implementing a

Thermoelastic Stress Analysis (TSA) technique is a combination of the infrared acquiring system

resolution and of the signal post-processing procedure. State of the art infrared detectors have

NETD (Noise Equivalent Temperature Difference) values ranging between 0.1 and 0.01 K. In

order to further enhance the resolution and to filter out noisy components affecting the smally

temperature changes induced by the thermoelastic effect, the most employed signal processingm

technique is a lock-in analysis. This results in a narrow-band filter where the components of the

measured signal at frequencies different from a reference one are identified and rejected. If the

reference frequency is the loading frequency, the harmonic filtered is the one carrying the

amplitude and phase information of the thermoelastic signal.

One of the reasons which has slowed down the more widespread adoption of TSA based

techniques is the significant cost of infrared differential thermocameras available in the market,

generally comprising a high resolution thermocamera and an analogical or digital lock-in amplifier

specifically designed to measure the thermoelastic signal. While thermographic systems are now

available at ever cheaper prices, the purpose of this work is to set up a system able to perform TSA

by using a standard average performances infrared thermocamera and a custom developed lock-in

algorithm in order to achieve a resolution sufficient for investigating many key aspects of TSA. 

The experimental set-up presented in this work employs a Varioscan 3022 thermocamera by

Jenoptik, acquiring the temperature field upon unidirectional GRP tensile coupons. Measured data

are digitalised at 16 bit and exported in a 8 bit bitmap format in MATLAB
® where they are further

processed and filtered by means of a lock-in algorithm developed f ad hoc. The thermocamera

employs a single MCT detector with a resolution of 0.12 K, scanning each horizontal line (up to

360 pixels) at high frequency, while the vertical scanner builds up a complete image frame (up to

240 lines) at about 1 Hz. Each acquired row in a frame can be referred to the same line in the object

(vertical scanner off) or to lines shifted vertically by the internal camera mirrors, with a maximum

object field of view of 20° vertical by 30° horizontal. With the vertical scanner off, i.e. in the

single-line acquiring mode, whatever the stress field in the objecr t, the signal from each scanned

point is sampled at a frequency of 240 Hz, resulting in a a Nyquist frequency sufficient for

sampling the signal in most applications (cyclic loading frequencies generally lower than 20Hz).

The uniform stress field in the analysed unidirectional GRP tensile coupons, loaded with

sinusoidal loads along the fibres direction,  produces a set of horizontal thermoelastic fringes in the

space domain (vertical scanner on). Similar results on steel samples have been obtained in [2], by

using a higher resolution thermocamera with a similar single-deaa tector scanning mode. In the

single-line acquiring mode analogous fringe patterns can be obtained versrr us time, although they

are collected in a two-dimensional frame for visualisation purposes. Fringe images acquired in this

way are shown in Fig. 1a-b. Even if the fringe structure is barely visible in Fig. 1b, it was

effectively processed by the developed lock-in procedure. The proposed algorithm is based upon
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an extensive use of the 2D-FFT; custom procedures have been also developed to reduce the edge

effects at the domain borders and to further enhance the capabilities of standard lock-in analyses.

The GRP composite coupons have been chosen for their high thermoelastic constant (enhanced by

the presence of the polyester resin) and their linear elastic behaviour (all samples tested have a

marked linear behaviour, at least up to 400 MPa, with Young modules ranging between 25 GPa,

for laminates manufactured by hand lay-up, and 45 GPa, for laminates consolidated with a vacuum

bag). 

FIGURE 1. 2D representation of a single line scan. Average load 6 kN, Freq. 6 Hz, load amplitude 

of  a) 5 kN and b) 0.5 kN; c) Measured T vs applied load amplitude.

Initial tests have proved the effectiveness of the proposed metff hodology. In fig. 1c results

regarding measurements on the coupon whose images were partially displayed in fig. 1a-b are

presented. The registered linear trend ensures about the goodness of the lock-in procedure adopted.

A number of issues are at the moment under investigation with the proposed experimental set-up:

analysis of the resolution limits of the lock-in procedure, analysis of the influence of hysteretic

heating by monitoring the absolute temperature with thermocouples, influence of the average load

and cycling frequency on the acquired filtered results, influence of motion due to large

displacements in the coupon samples, analysis of stress gradients by testing coupons with central

holes, analysis of GRP samples with different fibre volh ume fractions.  
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During the high cycle fatigue of a steel specimen, the stress states remain traditionally within the

mesoscopic elastic domain of the material. However, slight energy dissipation due to the

irreversible evolution of the microstructure is observed during the multiplicity of cycles performed

at important loading frequencies. This dissipation is then superimposed with the classical

thermoelastic coupling sources due to the thermal expansion of the crystalline network.

This paper presents a method to locally estimate the different terms of the energy balance. The

method involves two quantitative imaging techniques.

On the one hand, Digital Image Correlation (DIC) provides displacement fields and after

derivation, fields of strain and strain-rate . A variational method, associated with an energy

functional, is used both to identify the field of elastic parameters and to determine the stress pattern

[1-2]. The knowledge of stress and strain-rate fields allows then constructing a pattern of

deformation energy.

On the other hand, Infrared Thermography (IRT) provides thermal images which are used to

estimate separately the distributions of thermoelastic source amplitudes   and intensities of

intrinsic dissipation . The image processing uses a local linear expression of the heat diffusion

equation [3-4].

Energy balance construction

The fatigue tests were carried out by imposing a series of loading blocks on thin, flat

specimens. Each block consisted of 2.104 cycles performed at constant loading frequency fLff ,

constant load ratio R , and constant stress range . At the end of each loading block, the thermal

equilibrium was awaited before the start of the next block. The temperature variations 

remaining small (| <10 K, T0 293 K) throughout the tests, we then neglected their influence on

the microstructural state (no auto-annealing) and on the strain fields. In this framework, the

deformation energy rate was approximated by a purely elastic one:

(1)

where E is the elastic rigidity tensor and the isotropic thermal expansion coefficient.

To estimate , we proceeded as follows. During a test, the in-plane displacement field u is

measured (by DIC) on the surface of the specimen. The load applied at its boundary is known.

Noting E and  the rigidity and the stressE  tensor respectively, the couple (E, ) is then one solution of

the identification problem if it satisfies the local equilibrium equations, the constitutive equations

and the global equilibrium. We associated to this problem the energy functionald F defined by [5]:

(2)

where the stress field  is statically admissible, and where the compliance tensor B is supposed to be

symmetrical, non negative and definite. The functional F( , FF B) is convex and positive, and null if

thes
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and only if the couple ( , B) satisfies the constitutive equation. Therefore the identification is

performed by numerically minimizing the functional F( ,FF B). A minimisation over the first and

second variable gives the stress field solution and the field of elastic parameters, respectively.

In the same framework and under several supplementary hypotheses [3-4], the local heat

equation was written in the following simplified form:

(3)

where  is the mass density, C the specific heat,C th a time constant characterizing the heat

losses perpendicular to the surface of the specimen, k the isotropic conduck tion coefficient, x,y

the Laplacian term corresponding to the in-plane losses. We underline that the left-hand side of

equation (3) is a differential operator applied to To estimate the heat sources, a local least-

squares fitting of thermal data was chosen. The local approximation function has the following

form:

(4)

The trigonometric time functions describe the periodic part of the thermoelastic effects (with a

possible phase shift) while the linear part takes into account transient effects due to heat losses,

dissipative heating and possible drifts of the equilibrium temperature. The functions pi(x(( , y),

i=1,..,4, are second order polynomials of the in-plane coordinates x and y. The identification of the

best fitting functions allowed us, for each approximation zone, to compute the amplitudes of the

thermoelastic source and the mean intensity of the dissipation per cycle.
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Thermoelastic Stress Analysis (TSA) is a full-field technique for experimental stress analysis that

has proved to be extremely effective for studying stress fields in the vicinity of crack-tips. Antt

understanding of such fields is vital to the development of effective diagnosis and prognosis

algorithms for Non-Destructive Testing (NDT) and Structural Health Monitoring (SHM). The key

to crack-tip studies using TSA is the observation that the stress-sum contours (isopachics) in the

vicinity of the tip take the form of a simple curve - the cardioid. This was exploited in [1] in order

to estimate the Stress Intensity Factors (SIFs) for crack-tips in mode 1 and mixed-mode opening.

The analysis [1] made use of the cardioid nature of the isopachics by deriving expressions for the

SIFs in terms of the cardioid area and the positions of certain tangents to the curve.

Recent work by the authors has allowed the estimation of crack-tip Stress Intensity Factors

(SIFs) by curve-fitting a cardioid form to measured isopachics from Thermoelastic Stress Analysis

(TSA). Both Genetic Algorithms (GAs) [2] and Differential Evolution (DE) [3] proved successful

for the actual parameter estimation, but some of the curve-fits indicated that the cardioid form was

inappropriate for the base model.

A possible explanation for the poor curve-fit is that the cardioid form is only theoretically

suitable for an isolated crack-tip stress field, asd derived from the Westergaard equations. The effect

of the other crack-tip in a central crack hac been neglected from previous analyses. Further work

has [4] considered a mode 1 central crack, placed in a plate, which therefore had two interactingd

crack-tips. Figure 1 shows the analytically derived stress sum field around both an isolated mode 1

crack and a twin crack-tip. The curves for an isolated crack-tip are shown as solid lines - these

curves are true cardioids. The curves for the twin crack-tip case are shown as dashed lines. It is

clear that these curves are not cardioids, although the level of distortion is quite small for the inner

curves. 

The object of the current paper is to determine numerically, the stress field for a mixed-mode

crack system and to quantify the effect of any interactions on the curve-fitting procedure and

compare with experimental data for a 30o crack. 
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FIGURE 1. Isopachics in the neighbourhood of  an isolated (solid line) and twin (dashed line)

mode 1 crack tip
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The aim of the present work is to develop a complete experimental procedure, involving both

photoelastic and thermoelastic techniques, suited for industrial application. Similar works from

literature [1-3] are often based on hybrid experimental-numerical techniques. These methods

however have difficulties in modelling and discretize the wide variety of composite materials.

The present work shows a complete experimental procedure applied on an aeronautical

component. Automated reflective photoelasticity has been used in order to get full field data of the

difference of principal strains and their orientation.

Thermoelastic signal has been acquired by using a differential infrared camera, DeltaTherm

1560 by Stressphotonics. The surface investigated is covered with birefringent coating for both

photoelastic and thermoelastic data acquisition so that the coating actually behaves as a witness of

the strain field on the specimen, as shown in literature [4-6]. 

The load is applied to the component one time, acquiring simultaneously both Photo and

Thermoelastic data, with no need of the typical cyclic loading. The isotropy of the coating allows

to obtain a full field map of principal strains which can be easily calibrated by means of one of thed

techniques described in literature. This innovative procedure allows to get strain field on the

component without passing through the knowledge of the constitutive equations of the material.

A matching algorithm [7] has been developed in order to uniform experimental data format

and field of view, so to perfectly superimpose them. Experimental data from a composite

aeronautical component are reported as example in Fig. 1.

FIGURE 1. Experimental raw data on a composite component
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The application of infrared thermography as a non-destructive method to detect the occurrence of

damage and to investigate the fatigue process of materials has become popular and has been widely

investigated in literature. Thermography has clearly shown to be a powerful tool for the

characterization of structural material properties such as fatigue limit. Many previous works from

literature have gone into the relation between the damage in the material and the temperature

arising as result of internal energy dissipation.

On the other hand, thermoelastic stress analysis has become in the last years a well established

technique for the determination of the stress field in mechanical components, even with an highf

geometrical complexity.

The present work starts from the observation that damage in the material results both in a

change in superficial temperature and in a change of the stress field. A differential infrared camera,ff

DeltaTherm 1560 by Stressphotonics, has been used to acquire both thermographic and

thermoelastic data from industrial mechanical components subjected to a fatigue cyclic load.

Infrared signal from the samples has been acquired with a time gap of few minutes, in order to

have a continuous monitoring of the crack growth in the sample under investigation until the

occurrence of the failure. A comparison of thermographic and thermoelastic data shows that the

change in temperature field is strictly related with the change in the pattern of the stresses

distribution due to the evolution of the damage in the material.

Aim of this work is to develop a method to evaluate the crack evolution in fatigue tests.

Experimental data are provided from welded joints.

FIGURE 1. Difference between temperature at the beginning and at the end of the test (on the left). 

Thermographic image of a welded joint just before the occurrence of the failure (on the right).
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FIGURE 2. Thermoelastic image of a welded joint, (on the left) at the beginning of the test, (on the

right) just before the occurrence of the failure.
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The cold drawing of semi crystalline polymer has been observed in the early 1930s by Carothers

and Hill [1]. Ever since, various attempts were made to explain this phenomenon in terms of

crystallinity modification. This behaviour, usually related to a rearrangement of the crystallites,

depends on the nature of the stretched materials. In some materials, during necking, part of chains

in crystalline blocks are unfolded and transfer into amorphous phase with more or less orientation

(see Peterlin and Olf [2], Gent et al. [3]). In other polymers, Strauch and Schara [4] exhibit

realignment of crystallite. Other authors, Waddon and J., Karttunen [5], emphasize solid-solidtt

phase transition. Nevertheless, everyone agree that a local rise of temperature occurs in the neckf

shoulders.

To perform energy balance during such local phenomena, we combine the evolution of thermal

fields obtained by InfraRed Thermography (IRT) and kinematic fields given by Digital Image

Correlation (DIC). The DIC techniques give access to the measurement of displacement and

deformation fields while the thermal images allow the estimation of the distribution of heat sourcest

induced by the deformation process.

An electronic system was designed to simultaneously record those speckle and infraredd

images. Tracking the observed material surface elements and monitoring their temperature

evolution allow us to construct local energy balances, even if localization mechanisms are revealed

at the observation scale associated with the lens of the camera. Applications to steel and polymer

were already carried out for quasi-static loadings [6].

In what follows, we illustrate the capabilities of the developed experimental approach by

considering, at first, monotonic tension tests on Polyamide samples. For this kind of material the

necking zone spreads out during the test. Using thermal and kinematic data, we construct the

Lagrangian representation of temperature maps. Figure 1 corresponds to space-time charts with the

abscissa axis representing the time and the ordinate axis being the loading sample axis (in the

deformed configuration: Figure 1.a., or in the reference configuration: Figure 1.b.). In these

Figures, the evolution of the longitudinal profiles of temperature variations  during the loading

are plotted on a “colormap”. We can notice two hot spots which indicate the existence of two

competing necking zones, the upper one spreading along the specimen axis.

The paths of four material surface elements (MSE) named A, B, C and C D were plotted in Figure

1. Naturally, in the Lagrangian configuration the MSE paths remain horizontal. The MSE A is

associated with the inception of the necking. B corresponds to the location reached by the lower

necking lip at the end of the monotonic loading. At the end of the monotonic loading, A is thus

located in the middle of the necked zone. As shown in Figure 1, D has been chosen in the middle of

a second localization zone. Finally, C is set betweenC B and D, in a region not yet reached by the

necking.

We show that the heat transfers by matter transport are not negligible in the neck shoulders.

Then, we analyse the thermomechanical coupling effects that appear during cyclic loadings of the

necked specimen around a given tension state.
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FIGURE 1.a. Eulerian space-time evolution FIGURE 1.b. Lagrangian space-time  

             of the temperature variation evolution of the temperature variation

The Figure 2 illustrates the heat sources evolution during the lot ading cycles for the 4 MSEs.

This curve also represents the evolution of the nominal stress applied to the sample. The oscillating

part of the responses can be associated with coupling mechanisms rather in phase with the loading

as observed in the case of materials in a rubbery state. A method based on the integration of they

equilibrium equation is used to compute the local stress distribution in the neck shoulders in order

to perform the thermomechanical analysis of the material behaviour.

FIGURE 2. Heat sources evolution during the cyclic loading.
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The science of thermoelasticity is a study of the coupling phenomenon between thermal energyf

and mechanical deformation in elastic materin als. The non-contacting investigation of the

thermoelastic effect using infrared technology was first reported in 1967 by Belgen [1,2]. This

technology has developed to a stage where highly sensitive array detectors are now widely used for

thermoelastic stress analysis (TSA) and a variety of thermographic and thermal NDE studies[3].

Array systems such as the DeltaTherm system may be used to obtain full-field maps of the minute

differential temperature on the surface of a component due to the thermoelastic effect. In addition,

these systems are also capable of providing static thermal images of the absolute temperature of the

component at the time the image is captured.

The majority of research using TSA has involved metals and composite materials, although the

early work on the thermoelastic effect can be traced back to J. Gough who experimented with

rubber in 1805 [4]. While most solids heat up in compression and cool down in tension, some

rubbers behave in the opposite way.  Little research using TSA has been performed on such

viscoelastic materials. However the advanced technologies now available offer the opportunity to

study in detail both the temperature and thermoelastic effects of such materials.

In the present study, the thermal and thermoelastic effects in rubber were investigated with the

aid of the DeltaTherm system. Tensile specimens of four different types of rubber were cyclically

loaded and both the static and differential temperatures were obtained at a range of loads and

frequencies. The rapidly changing absolute temperatures corresponding to load fluctuations were

captured using the ‘movie’ mode, a special built-in feature in DeltaVision software. The specimen

heating and cooling were observed during increasing and decreasing loads respectively. The

viscoelastic heating over time may also be observed. Figure 1 shows that the generation of heat and

the steady state temperature depend on the driving frequencies and the mean and amplitude of the

cyclic loads. 

Previous studies have shown that the second harmonic of the reference signal may be used to

investigate the mean stress effect in thermoelasticity. However this signal is very low in metals

making measurement difficult [5]. Preliminary measurements on our rubber samples have shown

signals of comparable magnitudes using the first and second harmonic frequencies. This

information will therefore be used in understanding the relationship between thermal and

thermoelastic effects in viscoelastic materials.
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FIGURE 1. Viscoelastic heating over time for various driving frequencies and the mean and 

amplitude of cyclic loads
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In this work a study of how the inherent heterogeneity of a typical woven composite material

influences the evaluation of the stress field using the thermoelastic effect is presented. The

problem of heterogeneity has recently been examined by Pittarresi et. al. [1] at the macroscopic

scale, using the resin layer at the surface to act as a strain witness.

In this paper the effect of individual rovings is considered. This is made possible using high

resolution lenses and motion compensation techniques.  The thermoelastic stress analysis system

used in this work is the Silver 480M manufactured by Cedip Infrared Systems.  The infra-red

detector array is a cryogenically cooled 320 x 256 InSb array which is radiometrically calibrated.

The calibration has the advantage that the surface temperature of the specimen is measuredff

directly.  This is important in composite materials, where viscoelastic and frictional heating can be

an issue, and so these effects can be separated from those due to thermoelasticity [2].

Tensile specimens of 370 x 26 x 3.2 mm are used in this study.  They are made of glass fibre

reinforced epoxy composite consisting of five plies of woven roving and four plies of chopped

strand mat.  These are arranged in a symmetrical lay up with one ply of woven roving on the

surface and a stack of three woven plies in the centre.

The woven surface is treated as a patchwork of unidirectional fibre bundles arranged

orthogonally, as depicted in Fig. 1.  Due to the heterogeneity, the stress field will vary throughout

the specimen.  The strain however will be uniform throughout the materialff .  Hence the equation of

thermoelastic effect as presented by Dulieu-Barton and Stanley [3] is rewritten in terms of strain.aa

(1)

The material constants (  and Q) are expressed in the directions of the principal material axes

on the specimen surface while the strain ( ) is that in the direction of the loading axes. T is aT

transformation matrix which relates the two coordinate systems.  For the case where the material

and loading axes are aligned ( = 0°) we can write

(2)

As the strain is uniform across the specimen, it is apparent from equation (2) that variations in

the observed thermoelastic response are due to a combination of the material stiffness and thermal

coefficients of expansion in the two orthogonal material directions.
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FIGURE 1. Break down of the weave pattern into unidirectional elements.

In the cross-sectional view the individual woven lamina of the specimen are clearly visible

when motion compensation has been applied.  An advantage when compared with the frontal view

is that the two material components (glass and epoxy) are both exposed on the surface.  Therefore

there is no attenuation and dissipation of the thermoelastic response through a surface layer.

However, differences in the emissivity from the two constituent materials must now be accounted

for.  The image in Fig. 2 was taken of a sample coated with one thin layer of matt black paint.

Despite the paint coating, it clearly shows the three plies of woven material in the centre of the

specimen as well the two surface plies.

FIGURE 2. Cross-sectional view of a [WR1 CSM2 WR1½]S specimen under a cyclic load of 5kN 

amplitude at 15Hz
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Friction Stir Welding (FSW), invented by W.M. Thomas et al. [1], can produce superior

mechanical properties in the weld zone. The purpose of this paper is to find the optimum operating

conditions of FSW process for two plates of aluminum alloy AA5083 welded in butt joint. In the

FSW procedure, there were four major controllable four-level factora s, i.e., the tool rotation speed,

transverse speed (feed rate), tool tilt angle with respect to the workpiece surface and pin tool

length, as shown in Table 1. 

Table 1 Process parameters and their levels

In order to achieve the aim of the multiple-response process of robustness, the grey-based

Taguchi method is proposed. A grey relational grade (grg) obtained Y. S. Tarng et al. [2], from the

grey relational analysis is used as the performance characteristic in the Taguchi method. Analysis

of variance (ANOVA) is the statistic method used to interpret these experimental data assigned to

the L16 (44) orthogonal arrays, grey relational grade and its order, as shown in Table 2. Taguchi

technique with ANOVA is used to find out the significant variables (factors), at least 95%

confidence, for the ultimate tensile strength and elongation rate, as shown in Table 3 and Table 4

respectively, measuring with the grey relational grade performance.

Symbol Process parameter unit Level 1 Level 2 Level 3 Level 4

A Rotation speed rpm 550 1100 1250 1800

B Transverse speed mm/min 53 90 143 180

C Tool tiled angle degree 1 2 3 4

D Pin tool length mm 2.5 2.7 2.9 3.1

32. Novel Applications of Experimental Mechanics
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Table 2 Experimental results for uncontrol factors

Table 3 ANOVA summary of tensile strength in grey relational grade

Table 4 ANOVA summary of elongation rate in grey relational grade
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Source SS DOF MS F Critical 

value

Contribution(%)

A 0.03 3 0.01 2.93 9.28 4.00%

B 0.07 3 0.02 5.91 9.28 10.17%

C 0.03 3 0.01 2.24 9.28 2.57%

D 0.29 3 0.10 25.52 9.28 50.80%

ERROR 0.13 35 0.00 32.46%

Total 0.54 47 100.00%

Source SS DOF MS F Critical

value

Contribution(%)

A 0.10 3 0.03 14.00 9.28 23.20%

B 0.03 3 0.01 4.53 9.28 6.30%

C 0.03 3 0.01 3.88 9.28 5.14%

D 0.16 3 0.05 21.96 9.28 37.40%

ERROR 0.08 35 0.00 27.96%

Total 0.40 47 100.00%
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“Cranial suture” is the soft tissue connecting the cranial bones forming the skull of mammals and

is responsible for regulating the growth of cranial bones. Abnormal growth of brain/skull in infants

results in craniosynostosis. Furthermore, the frequency of head injuries among humans has

inspired numerous investigations of the mechanical properties of cranium. This work focused on

the mechanical characteristics of the cranial suture in Lewis rat and C57BL/6 mice, where the

cranial size in rat is larger than in mice (listed in Table 1).

Mechanical properties of cranial sutures in mammalian skulls have been studied by Jaslow [1].

He showed that sutures were not as strong in bending as bone. The load-displacement

characteristics of Neonatal rat cranial sutures have been studied by McLaughlin et al. [2]. Their

study provides data regarding the basic mechanical behavior of neonatal cranial sutures in

mammalian system. Infant skull and suture properties have been studied by Margulies and

Thibault [3]. They have shown that the elastic modulus and the rupture modulus of infant cranialuu

bone and suture increase significantly with loading rate but do nota  approach adult values. And thet

energy absorbed to failure in each of the pediatric tissues does not change significantly with

loading rate.

The objective of this study was to determine the mechanical properties of cranial sutures in

different mammals. Ten sagittal sutures were harvested from 4-month-old female rats and mice.

The specimens, kept moist, were mounted fresh and distract at 15 m/sec until rupture. Load-

displacement curves were constructed.

Using the slope of the linear region BC from the stress-strain curve (as shown in Fig. 1), the

Young’s modulus, E, of the sample is written by [4,5]

(1)

where E is the slope of BC section from the stress-strain curve shown in Fig. 1,  and  are the

stress level and strain from B to C, respectively. 

If one assumes the elastic response until fracture, the maximum stress or the fracture strength,

c can then be calculated by

(2)

where PmaxP  is the maximum load from the test and A is the cross-sectional area. 

The area under the complete load-displacement curve yields the total energy to break the

sample.  And, the area under the curve from A to D gives the energy to fracture (initiation). 

E

 and  and 

A

P
c

maxPP
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FIGURE 1. A typical stress-strain curve of suture specimen in C57BL/6 mice.

The geometric size, Young’s modulus, fracture strength and fracture energy were calculated

and listed in Table 1. Moreover, the effect of different type of build and mechanical behaviors of

cranial sutures under tensile loading were also discussed in the study. The results show difference

between the two groups with higher values from rat. In conclusion, it shows the higher mechanicl

properties occurred mainly on the large type of build in our mammal system.

TABLE 1. Size and mechanical properties of cranial sutures from Lewis rat and C57BL/6 mice
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In this research, an atomistic-continuum mechanics (ACM) based on the finite element method

(FEM) is applied to investigate the elastic constant of the nanoscale single crystal silicon in

different crystallography planes of (100), (110), and (111) under uniaxial tensile loading and

modal analysis.

The ACM transfers an originally discrete atomic structure into an equilibrium continuum

model by atomistic-continuum transfer elements. The mean positions of each atom of the metallic

elements can be treated as the positions which achieve the minimum total energy. All interatomic

forces, which are described by the empirical potential function, can be transferred into atomic

springs to form the lattice structure. The spring network models werett also widely utilized in finite

element method based nanostructure studies [1-3]. The ACM model simplifies the complexities oftt

interaction forces among atoms, while the calculation accuracy is still acceptable and the

computational time is affordable. Therefore, two atomic-level virtual experiments are performed

based on the ACM model. Besides, all results are validated with bulk properties with good

agreements.

After the atomic-level models are constructed, the tensile static loading and modal analysis are

conducted separately. The elastic E could be calculated by equation (1) in tensile loading test and

by equation (2) in modal analysis. The results are shown in Fig. 1 and Table 1.

(1)

where  is the total reaction force,  represents the applied tensile strain loading, and Ae

represents the equivalent area in the ACM model.

(2)

where  is the density, L represents the length, and f1ff  represents the first oscillation frequency of

the ACM model.
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FIGURE 1(a): Displacement distribution of tensile static uu testing. 1(b): First mode shape in modal 

analysis.

TABLE 1. Calculation results comparison. The bulk value are obtained from Sato et al. [4] 
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Crystallography 

planes

Tensile testing 

results (GPa)

Modal analysis 

results (GPa)

Bulk Value 

(GPa) 

Plane (100) 121.8 128.7 125

Plane (110) 153 154.7 140

Plane (111) 174.6 179.8 180
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Digital image correlation (DIC) is a whole-field and non-contact deformation measuring method.

It could provide deformation information of a specimen by processing two digital images that are

captured before and after the deformation. In 1982 Peters and Ranson [1] first employed digital

image correlation for displacement and strain measurement under the assumption that there is a

one-to-one correspondence on the intensity pattern of surface images before and after deformation.

Chu et al. [2] utilized a cross-correlation coefficient as an objective function and measured the

rigid body translation, rigid body rotation, and uniaxial uniform strain. Initially, the searching

method was a coarse-fine iterative technique, in which the searching range was progressively

reduced until the stop criterion was satisfied. Newton-Raphson method was lateaa r applied to search

the six deformation components [3].

Instead of Newton-Raphson method, a hybrid genetic algorithm [4] is used in digital image

correlation in this work to release the limitation on the searched parameter range. In addition to the

conventional single region for strain searching, a double region is proposed to calculate the strain

of the specimen. This method is used to measure the strain of nickel thin film during micro tensile

testing, and its mechanical properties are obtained.

If a subset is arbitrary chosen from the image taken before a deformation increment and a

reference point  as well as a nearby point  is selected from this subset, the position

 of the nearby point after the deformation increment could be described as

(1)

(2)

where  are the displacements of the reference point, and  are the position differences

of the reference point and the nearby point before deformation. The nickel specimen and the

subsets are shown in Fig. 1 and it was fabricated by MEMS technology with electroplation.

The Ni specimen with 12m thickness was tested under 1 m/sec crosshead rate. Two subsets ared

selected and denoted as y[320]x[200] and y[280]x[200]. The y-directional strains measured by

both the grip displacement and digital image correlation with respect to the y-directional stresses

are compared in Fig. 2. In addition, two subsets that are denoted as double region are selected onu

the top and bottom of the gauge section of the specimen. Instead of calculating the strains from

each subset, the distance between these two subsets are calculated before and after the deformation

by digital image correlation. Then, the y-directional strains are calculated from the change of the

distance. The results are denoted as double region in Fig. 2. It is very surprising that the strains

obtained by the grip displacement of MTS are significantly larger than those obtained by digital

image correlation. The curve of the double region is about the average of the two curves obtained
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from single region. From these results, one could say that the large strains obtained by MTS are notaa

correct. The possible reason might be that in addition to the gauge section, the end sections of the

specimen may be extended without the protection from the silit con wafer because they may be

separated under extension. As for the variation of the strains obtained by digital image correlation

with single region, this may result from the variation of the method because the strains are the

derivatives of the displacement and they are not so sensitive as the displacements during thet

searching process. In addition, the variation between the two curves obtained from single region

may be caused by the nonuniform deformation at different regions.

FIGURE 1. The specimen and the subsets.

FIGURE 2. Stress-strain curves
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Due to the consideration of environmental protection policy, all electronic products are requested

to be lead free. In package field, solder ball is also requested to be lead free and currently the mostd

popular type of solder ball is the Sn/Ag/Cu solder[1]. Sn/Ag/Cu solder has higher melting point

and narrower control window of re-flow profile than eutectic solder ( Sn/Pb )[2], therefore the

strength of solder joint of Sn/Ag/Cu solder has risk to be worse than Sn/Pb Solder .

In this study, the effects of internal stresses in BGA Ni layer on the strength of Sn/Ag/Cu

solder joint are investigated. The drop test and peel off test are adopted in testing the strength

according to the standard of JEDEC.

For package assembly to be tested, the Sn/Ag(4)/Cu(0.5) solder balls are chosen and the 260

of IR Re-flow profile was adopted in ball mount process. The specifications of the PCB board to be

tested are 1.0 mm board thickness, 8 layers, OSP metal finish and 0.43 mm opening size. The

specifications for substrate structure to be tested are 0.26 mm board thickness, 30 ±10 m solder

resist thickness, 300 ±50 m ball opening, 5 ~ 10 m Ni thickness and 0.5 ~ 1.0 m Au thickness.

The tensile internal stresses in the Ni layer are obtained by adjusting the current density

corresponding to Ni plating and use additive “saccharin“ to obtain the compressive internal

stresses. The values of internal stresses in Ni layer are measured by spiral contractometer. 

The peak acceleration of drop test is 1500G with 0.5 ms pulse durt ation and the failure criterion

is 1000ohm detected. According to the definition of “JEDEC Standard “ , the result is pass when

there is no failure occurs after 30 drops .

Figure 1 shows the drop test results corresponding to different internal stresses in the Ni layer

and are described with Weibull analysis. It can be seen that the compressive internal stresses in the

Ni layer have worse effects on the joint strength than tensile internal stresses can affect. The failure

modes are analyzed also and the results are shown in Figure 2.
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         FIGURE 1. The drop test results corresponding to different internal stresses in the Ni layer.

FIGURE 2. Failure modes subjected to the peel off test.
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In recent years, ultrasonic wave has been widely employed in many industrial applications.  The

ultrasonic horn is the key component of ultrasonic equipment.  Because of its complicated

geometry, exact solutions cannot be easily obtained for the ultrasonic horn.  Numerical technique

such as finite element method (FEM) can be used; however, the validity of its results must be

verified.  Methods of experimental mechanics thus become indispensable not only for solving

problems but also for verification purpose.  In this paper, two novel applications of experimental

mechanics on the design of two ultrasonic horns, i.e. horn I and horn II, for ultrasonic welding and

flip-chip bonding are reported.

Transmitted photoelasticity was adopted in the design of horn I for ultrasonic welding.  In the

photoelastic experiment, the horn itself was simulated as a plate with dimensions 95.1mm x 30mm

x 6mm.  Those dimensions were selected from a commercially available ultrasonic horn.  The

photoelastic material used is PSM-1   (Measurements Group Co.).  The ultrasonic wave was

impinged on the right end of the specimen (Fig. 1).  Within about 0.1 seconds after the ultrasonic

struck the specimen, fringe pattern caused by standing wave only (Fig. 1(a)) was obtained.  In

2006, the first two authors proposed the complete theory and calibration procedures of time-

averaged photoelasticity to analyze the state of stress of Fig. 1(a).  The highest order of fringe 5

occurs near the center of the right and central parts of the fringe pattern. To investigate the

ultrasonic wave generated thermal stress in the ultrasonic horn, the power of the ultrasonic

equipment was shut down 7 seconds after the ultrasonic wave struck the specimen.  The fringe

pattern caused by the thermal stress only is shown in Fig. 1(b).  The highest order of fringe 2

occurs at points G and H.

To achieve best quality of flip-chip bonding, an ultrasonic horn must possess two features: (1)

the resonant mode of the horn should be purely longitudinal; (2) the degree of coplanarity must be

as high as possible.  Based on the one-dimensional longitudinal wave equation of a uniform bar, an

initial length of the horn II was obtained.  This initial length was then used in the FEM

calculations.  SKD-11 was selected as the material of the horn II.  By considering the

aforementioned two features and other factors (e.g. stress concent tration, accommodation of the

tightening screw, etc); a series of modifications of the design of the horn II was performed.  Finalf

dimensions of the horn II were then obtained.  Both the amplitude-fluctuation electronic speckle

pattern interferometry (AF-ESPI) and laser Doppler vibrometer were used to verify the correctness

of the FEM results.  Both fringe patterns shown in Fig. 2 were obtained by an AF-ESPI in-plane

setup.  Fringes depicted in Fig. 2(a) are nearly perpendicular and they are parallel to each other, i.e.

the displacement is almost purely longitudinal.  As to the end face of the ultrasonic horn, no fringes

are present, i.e. no in-plane displacements.  In other words, the degree of coplanarity is very high.

A laser Doppler vibrometer was used to measure the out-of-plane displacement along a diameter of

the end face.  As shown in Fig. 3, the largest and smallest displacements along a diameter of the

end face are 3.873m and 3.735m, respectively.  The difference 0.138m between the largest and

smallest displacements is much lower than the 2m required by industry. 
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FIGURE 1. Photoelastic fringe patterns of horn I

FIGURE 2. AF-ESPI fringe patterns of horn II

FIGURE 3. Displacement distribution on the end face



32. Novel Applications of Experimental Mechanics 889

THE OUT-OF-PLANE STRAINS MEASUREMENT IN SANDWICH PLATES

WITH SINGLE FULLY-POTTED INSERT BY USING DIGITAL SPECKLE

PATTERN SHEAROGRAPHY

  Song-Jeng Huang and Yu-Tan Lin

Department of Mechanical Engineering, National Chung Cheng University

168 University Rd., Ming-Hsiung, Chia-Yi, 621, Taiwan, R.O.C
1ime_hsj@ccu.edu.tw, 2cruise2955@yahoo.com.tw

The construction and operation of digital speckle pattern shearography (DSPS) applied to

sandwich plates with single fully-potted insert has been presented in this paper (refer Figs. 1 and

2). Proposed DSPS has advantages of full-field and non-destructive testing [1-4] that cans

measures tiny out-of-plane strain in the elastic region without wasting specimen. For validation

purpose, the analytical solution analysis (ASA) [5] was conducted. By comparing the results of

DSPS and ASA strain fields throughout the sandwich surface that a convincing agreement is

revealed (see Tables 1-2), thus showing successfully the full-field stains of the single fully-inserted

sandwich plates.

FIGURE 1. Sandwich plate with single fully-potted insert

FIGURE 2. DSPS experimental setup for out-of-plane strain measurements.
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Table 1. Comparison of out-of-plane strain between DSPS and ASA as specimen is loaded up

to2kg.

Table 2. Comparison of out-of-plane strain between DSPS and ASA as specimen is loaded up to 

4kg.

References

1. Thomsen, T.,  J. Compos. Struct., vol. 40, 159-174, 1998.

2. Thomsen, T. and Rits, W., Compos. P. B, vol. 29B, 795-807, 1998.

3. Steinchen, W., Kupfer,,G., Mackel, P. and Vossing, F., Measur., vol. 26, 79-90, 1999.

4. Huang, S.J., Lin, H.L., J. Mech., vol. 20, no. 4, 273-276, 2004.

5. Huang, S.J., Chiu, L.W., Kao, M.T., In Proceedings of the 2004 AASRC (Aeronautical and

Astronautical Society of the Republic of China) / CCAS Joint Conference, Taichung, Taiwan,

2004.

Loaded 

up to

2kg

r, mm Fringe 

order
DSPS ASA

error

-15.3 1 3.48×10-4 3.04×10-4 14

-5.5 0.5 1.71×10-4 1.77×10-4 3

0 0 0 0 0

5.6 -0.5 -1.7×10-4 -1.76×10-4 3

15.5 -1 -3.53×10-4 -3.07×10-4 15

Loaded 

up to

4kg

r, mm Fringe 

order
DSPS ASA

error

-23.9 1 3.84×10-4 4.28×10-4 10

-19.7 1.5 5.33×10-4 5.73×10-4 7

-15.1 2 7.01×10-4 6.2×10-4 13

-11.2 1.5 5.42×10-4 6.12×10-4 11

-6.5 1 3.58×10-4 3.95×10-4 9

-3.8 0.5 2.02×10-4 2.28×10-4 11

0 0 0 0 0

3.3 -0.5 -1.75×10-4 -1.82×10-4 4

6.3 -1 -3.63×10-4 -3.89×10-4 7

9.1 -1.5 -5.27×10-4 -5.43×10-4 3

15.8 -2 -6.86×10-4 -6.11×10-4 12

19.9 -1.5 -5.34×10-4 -5.75×10-4 7

25.4 -1 -3.55×10-4 -3.74×10-4 5

r

w

r

w

r

w

r

w
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A stereo vision [1,2] is used to measure the crack tip parameters (such as J integral[3], plastic

mixity [4], and elastic mixity [4]) of mixed mode fracture specimens, and to study the applicability

of the Shih’s plane strain solution [4,5] to the mixed mode crack tip fields. The fracture specimen

used in the paper is a compact tension shear (CTS) specimen made of 2024-O aluminum. To

conduct mixed mode fracture experiments at the loading angles of 75  and 45 , a special loading

device is used [6,7]. Fig. 1 shows the experimental setup for the loading angle of 75

The in-plane strain and stress fields near the mixed mode crack tip are determined using the

deformation field measured by the stereo vision. Then the J integral along rectangular contours

surrounding the mixed mode crack tip can be evaluated. Fig. 2 presents the computed J integral

plotted against distance measured from the crack tip to the path of the line integral. It can be seen

that the computed J integral values approach constant after .

In the paper the in-plane strains determined experimentally at several points near the crack tip

are compared with the values calculated using Shih’s plane strain solution. Figs. 3 and 4 show the

comparison of the experiment data and the calculated values at the loading angles of 75 and 45 ,

respectively. It is found that the measured values follow the trends of the Shih’s plane strain

solution. It is also noted that the location of the points indicated in Figs. 3 and 4 is beyond the

region ( ) where the three dimensional effects exist. The elastic mixity evaluated using

the measured crack tip stress fields are close to those obtained from analytical solution. However

the evaluated plastic mixity deviates from the analytical solution.

FIG. 1. Experimental setup (Loading angle = 75 ) FIG. 2. distribution of J integral at 23,400 

N (Loading angle = 45 )

5.0/ hr

5.0/ hr
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FIG. 3. Comparison of the experimental and 

numerical results at the loading angle of 75

FIG. 4. Comparison of the experimental and 

numerical results at the loading angle of 45
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The ability to create high-aspect ratio structures (HARS) are extremely important for many MEMS

sensors and actuators applications such as gyros, accelerometers, and pumps.  Traditionally, HARS

are fabricated using LIGA [1] and ICP techniques.  However, the expensive and the consuming

LIGA process is usually unaffordable and the silicon ICP process usually suffers from poor

sidewall quality.  As a result, the UV based LIGA-Like process becomes a competitive fabrication

process for creating HARS in polymeric materials.   During the past decade, with the negative

photosensitive resin, SU-8, UV LIGA-Like process has successfully demonstrated its capability in

shaping HARS.  However, SU-8 needs stringent temperature and time control in baking cycle to

avoid cracking and potentially, the reliability of the fabricated structure become a concern.d

Recently, a new negative photosensitive resin, called KMPRTM [2], has been reported to have

better characteristics in fabrication and it does not require tight baking control.   It has the potential

to replace SU-8 in the future.  However, to our best knowledge, its mechanical properties are notr

yet reported and this represents a gap for related MEMS design.  The purpose of this paper isaa

therefore to provide specific material properties, namely hardness and elastic modulus of KMPR

after different thermal treatments via nano-indentation [3] for MEMS design. 

The processing parameters of KMPR are listed in Table 1. Test structures are fabricated via

spin-coating and the associated baking processes. Finally, a thermal treatment period (ranged from

100 - 180 C, period = 100 minutes) is performed using an oven. After finishing specimen

preparation, as schematically shown in Figure 1, an MTS nanoindentor with Berkovich indentor is

employed to carry out the material properties measurement.  A typical set of nanoindentation test

data of KMPR with no thermal treatment is shown in Figure 2.   The hardness and the elastic

modulus can be extracted from the curvature and the unload slope of these curves, respectively.  A

summary on the obtained hardness and modulus is shown in Figure 3.  In Figure 3(a), the elastic

modulus of KMPR increases with the indenting depth from 6 to 7.5 GPa.  On the other hand, the

hardness exhibits the different tendency shown in Figure 3(b).  In addition, the effect of thermal

treatment temperature is also observed.  In general, the elastic modulus of KMPR decreases with

heat treatment temperature.  On the other hand, a higher heat treatment temperature would increase

the hardness.  Meanwhile, by SEM inspection, there are no visible cracks propagated from the

Berkvitch impression.  This implies that the fracture toughness of KMPR should be sufficient toR

resist fracture.    With the test data reported in this work, MEMS engineers should be able to adjust

their fabrication parameter for structural design optimization of KMPR HARS.



894 Kuang-Shun Ou et al.

TABLE 1. The processes parameters of KMPR

FIGURE 3. Mechanical properties of KMPR obtained by nanoindentation at different thermal

treatment temperature (a) elastic modulus and (b) hardness.
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Spin speed Soft bake Expose energy  Post exposure

bake

4000rpm

(film thickness =20 m )

Step I: 65oC, 5min

Step II: 95oC, 

20min

365nm, 400 mJ Step I: 65oC, 2min

Step II: 95oC,

5min

FIGURE 1.  Schematic of nanoindentation

process.

FIGURE 2. The nano-indented load 

deflection curves for KMPR without thermal

treatment.
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PECVD silicon nitrides have been widely used in MEMS and ICn  devices as a mask or barrier

material. The mechanical properties of PECVD nitride subjected to thermal processing are

traditionally important information for the device integrity and performance [1].  This paper

explores the thermo-mechanical behaviour of PECVD nitride films after rapid thermal annealing

(RTA) at 200 - 800 C using nanoindentation techniques. Major issues to be measured or observed

are: residual stress, elastic modulus, hardness, and film cracking. 

The experimental flow is shown in Figure 1.  5000Å PECVD nitrides were deposited on 4-inch

silicon wafers using a Nano-Architect Research/BR-2000LL PECVD system at temperature

between 250 and 400 C and a pressure of 5 Torrs following the following formula: 

After deposition, the wafers were die-sawed into square dies (10 mm  10 mm).  The initial

curvatures were then inspected via a TENCOR INSTRUI/MA-1450 Profilometer.  After

inspection, specimens were then experienced rapid thermal annealing process using an Annealsys/

AS-One 100 RTA system at temperatures of 200, 400, 600, and 800 C and with an annealing

period of 60 seconds.  After the RTA process, the curvatures of the corresponding specimens were

measured again to evaluate the residual stress generation.  Meanwhile, the elastic modulus, as well

as the hardness, of the nitride specimens was also characterized by a MTS Nano Indenter XP

nanoindentor using a Berkovich indentor head [2]. 

Figure 2 shows a typical specimen profile before and after RTA at 600 C.  The increased

curvature implies that residual tensile stress was generated during RTA process.  The amount of

residual stress generation can be estimated by converting the effective specimen curvature using

Stoney’s formula as 540MPa [3]. A typical set of nanoindentation data is shown in Figure 3 and it

indicates that the hardness increases with the RTA temperature.  A more comprehensive

nanoindentation study results are shown in Figures 4 and 5 and those results suggest that thet

hardness and stiffness increase with the RTA temperature and the maximum indentation load.  The

maximum indentation load dependent hardness and elastic modulus ist believed to be caused by the

substrate effect.  Finally, by SEM inspection, it was found that cracks would be generated for these

nitrides after 600 and 800 C thermal processing.  This suggested that the stress intensity factor at

these temperatures might exceed the fracture toughness of the material.  By the results obtained, it

is possible to maintain structural integrity and improve fabrication performance in related

applications.
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FIGURE 1. The experimental flow
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FIGURE 2. Surface profile of nitrides before

and after RTA at 600oC

FIGURE 3. Load-deformation curves of 

nitride after different RTA processing

FIGURE 4. Modulus-RTA temperature curves   

at different Max Loads

FIGURE 5. Hardness-RTA temperature

curves at different Max Loads
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This paper aims to provide an effective and distortion-free approach for the phase unwrapping of

digital speckle pattern interferometry (ESPI) map with real physical discontinuities. ESPI is a

powerful measurement tool for industry. However, due to the speckle noise, its unwrapping job is

quite difficult, especially, when treating ESPI map obtained from the deformation field of an object

with certain degree of tear. The minimum Lf p norm method proposed by Ghiglia and Romero [1]

can treat the aforementioned problem with acceptable accuracy. However, the time needed is long.

Therefore, a novel method with a hybrid of regional algorithm proposed by Gierloff [2], branch cut

method proposed by Goldstein et al. [3] and parallel unwrapping method with region-referenced

algorithm proposed by Huang and He [4] is presented herein. With this newly developed

algorithm, quite noisy map coupled with real physical discontind uities can also be retrieved

accurately and efficiently.

As it has been stated above, noisy speckle noise and real physical discontinuity should be

circumvented simultaneously under treating ESPI map with real discontinuity. Therefore, a

powerful and simple noise-immune algorithm with parallel pixels checking [4], which is designed

to bypass the speckle noise induced inconsistencies (, basically exist in forms of either fringe

interruptions or extra fringe pieces) is used to generate fringes shifting first. Usually, by several

times of fringes shifting, the 2  ambiguities of most isolated jumps can be successfully eliminated

with a wrapped map with much clearer fringes left for further regional phase unwrapping. These

phenomena have been studied and published by Huang and Lai [5]. Since the wrapped map is with

real physical discontinuities, thus the physical shear should further be located and set as barriers to

avoid any crossing among them. After that, regional phase unwrapping [2] can be easily applied

further on and the phase retrieval job can be done with ease and correctness.

With the aid of the noise-immune algorithm [4] and image processing techniques, the breaking

point of each fringe contour can be located. Further defining each fringe’s shifting direction can

help the successful barrier generation and the final regional 2 phase ambiguities eliminating.

The proposed algorithm is practically applied to a wrapped map obtained from ESPI

experiment for out-of-plane deformation detection of a centrally loaded plate clamped along its

four boundaries. The sample plate is with a break-through tear from its center up to the top center

point of the upper edge. Therefore, the out of plane deformation of the torn plate is in a rotational

phase distribution, which has been proven to be able to be unwrapped by the proposed algorithm

herein. The experimental result of the wrapped map is shown in Fig. 1. (Since the size restriction of

abstract file should be less than 200KB, therefore all the other figures, including the fringe-shifting

ensemble, the fringe thinning results, the shear barrier, and the unwrapped result are deleted.)
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FIGURE 1. ESPI wrapped phase map with real physical discontinuity.
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The wavelength scanning techniques are widely accepted in the systems adopted for measuring

object parameters [1-6] in the past years and thus become more andt more important. In general, the

parameters to be determined are functions of the wavelength shift of the light source incident into

the measurement system, the measurement resolutions thus highly depend on how small the

wavelength shift can be detected. This reminds the researchers of developing the schemes for

measuring the wavelength shift. 

The wavelength shift of a beam can be determined by the use of a spectrometer [7], a system

with a detection module whose intensity response is proportional to the wavelength [8], a system

with a wavelength tracing grating [9], or an unequal-path [10] or a common-path interferometer

[11]. In which, the unequal-path one gives high measurement resolution and the common-path one

provides high measurement stability. To enhance an interferometer so it possesses both the

properties of high measurement resolution and stability, a feedback control system [12] is built into

the unequal-path interferometer to eliminate the environment disturbances.

A novel interferometer is thus proposed. It is composed of a polarizer with transmission axis at

45o, a calcite prism with optical axis at 0o, a quarter-wave plate with slow axis at 45o, an analyzer

and a chopper rotated co-axially, and two photo-detectors Dm and Dr. A laser beam is first

separated into a measurement beam and a reference beam; the measurement beam passes through

the polarizer, calcite prism, quarter-wave plate, and analyzer to generate an interference signal Im

on detector Dm; the reference beam passes through the chopper to generate a TTL signal Ir on ther

detector Dr; both these two signals are delivered to a phase meter where the phase difference

between these two signals is extracted. As the wavelength of the laser beam is shifted by , the

increment of the phase difference is

(1)

where  is the birefringence of calcite crystal, d is the thickness of the calcite prism, and  is the

wavelength.

The above derivation shows that the wavelength shift can be determined as the increment of

the phase difference is obtained. Besides, the interferometer is an unequal- and common-path one.

The interferometer can thus provide high resolution and high stability detections of wavelength

shift.

In this paper, a setup developed to accomplish the interferometer is also described, and the

experimental results of using this setup to determine the wavelength shift of a laser source and the

wavelength shift of the light reflected from a loaded fibre-optic Bragg grating are finally presented.d

The results agree the validity and applicability of the interferometer.

2
2

2
dn

n
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Nowadays, thermal management for semiconductor devices has become critical. A poor thermal

management and design in a high power electronic device may result in a significant chip junction

temperature and considerable temperature gradient among components within a package.

Mulgaonker et al.[1] indicated that in a typical design guideline, the temperature of chips could not

exceed 105oC and that of PCB should be less than 90oC. Thus, the main objective of this work is to

study the heat dissipation mechanism of the board-level Plastic Ball Grid Array (PBGA) electronic

packaging (Fig. 1(a)) in a steady state under a natural convection enviroaa nment based on JEDEC

specification [2-5]. To achieve the goal, theoretical characterization that integrates a detailed three-

dimensional finite element modeling technique (Ellison[6]) is proposed. The validity of the

proposed theoretical characterization is confirmed in terms of chip junctionn  temperature as well as

junction-to-ambient (J/A) thermal resistance through an effective infrared(IR)-thermography-

based thermal characterization technique (Fig. 1(b)) and thermal test die measurement (Chen et

al.[7]). To perform surface temperature measurement (Fig. 2(a)) using an IR thermometer, the

black paint coating is applied on the surface of packages so as to calibrate the surface radiation.

The associated emissivity is approximately assessed using a simple calibration experiment, and

besides, an appropriate thickness of the coating is determined. Moreover, to demonstrate the

accuracy of the thermal test die measurement, the uncertainty analysis is also performed. Based on

the validated theoretical model, the influences of various design parameters of the PCB structuref

on the thermal performance are studied.

FIGURE 1. Test vehicle and experimental set up

Results show that the proposed theoretical model turns out to be very effective in predicting

the thermal performance of the board-level PBGA packages (Fig. 2). In addition, the worst

possible uncertainty in the measured power, based on the specific power supply, is about 0.005
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watt (w) and that in the chip junction temperature measurement is about 0.78oC. In order to reduce

the chip junction temperature so as to better the packages’ board-level thermal performance,

reducing the in-plane and out-of-plane thermal resistances of the PCB can be very essential and

effective since it serves as heatsink of the PBGA package.

FIGURE 2. Test vehicle and experimental set up.
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Resin-based composites have become widely used in dental restorative materials. Although they

exhibit advantages as tooth-color appearance and enough strength, the polymerization shrinkage is

criticized as their inherent defect. Clinically, shrinkage leads to post-restorative consequences such

as distortion of restorations, the bonded tooth deflection and even microfracture in a weakened

tooth [1, 2]. A method to identify the shrinkage direction and amount is necessary in evaluating

these materials. 

Digital image correlation (DIC) is an application based on the comparison of two characterized

images. With a sequence of analyzing gray-value distributions, establishing the correlation, and

utilizing interpolation functions to obtain subpixel accuracy, the displacement of a specific point

can be identified [3]. The objective of the present study was to apply the DIC to examine the

polymerization shrinkage of a composite material and the displacement of surrounded tooth.

A stainless steel cube with a rectangular slot was used as a simulated cavity. The composite

was placed into the slot. One side of the composite was sprayed with a white powder to create a

characteristic pattern. The reference image was captured and digitized by an image acquisitionaa

system which was assembled with an optical microscope and a high-resolution CCD camera.

Following irradiation under quartz-tungsten halogen lamp, the deformed image was captured and

the images were analyzed by a DIC program.

Eight intact extracted human molars were used for the compositaa e polymerization in real teeth.

A transverse cavity, with 4 mm deep and 2 mm wide, was prepared on the occlusal surface. The

cavity surfaces were treated with resin adhesive then filled with dental composite. The speckle

pattern was generated on the restoration. The images of unpolymerized composite and post-

polymerized images at 1 min, 5min and 10 min after light curing were recorded by the camera. 

Using a 50 x 50 pixels sub-image, the deformation on the top surface of the composite in the

slot of the steel cube was determined. It was found that the displacement component along the y-

direction of all the measured points was greater than that along the x-direction except at two

attached ends. The largest y-direction displacement was 54 m. In the real teeth, these movements

on the boundaries of the composites at different time were also measured. The correlation

coefficients obtained between the pre-cured and post-cured images were greater than 99% in all

cases. The amount of deformation (m) of different points at different time on the occlusal surface ist

investigated. The 10 min post-cured image was found to have the greatest amount of deformation,

which indicated that the deformation continued after light irradiation. In addition, the greatest

deformation was on the free surfaces, and the least on the gingival wall. 

A navel application of DIC to measure dental composite shrinkage is presented. Using this

technique, the displacement of specific location can be identified and the overall profile of
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polymerization shrinkage can be described. This technique can be extended to evaluate different

composite materials and also for the improvement of restorative techniques.

References

1. Tantbirojn, D., Versluis, A., Pintado, M.R., DeLong, R., and Douglas, W.H., Dent Mater, vol.

20, 535-42, 2004. 

2. Kanca, J III., and Suh, B.I., Am J Dent, vol. 12, 107-12, 1999.

3. Bruck, H. A., McNeil, S. R., Sutton, M. A. and Peters, W. H. Exp Mech, vol. 29, 261-7, 1989.



32. Novel Applications of Experimental Mechanics 905

THE FLEXIBLE 3-DIMENSIONAL LOAD MEASUREMENT SENSOR USING

THE ELASTIC SPHERE

Noboru Nakayama, Jianhui Qiu, Tetsuo Kumazawa and Kenji Torii

Akita Prefectural University

84-4 Tsuchiya-Ebinokuchi, Yurihonjo, Akita/ 015-0055, Japan

Graduate school of Akita Prefectural Universitya

84-4 Tsuchiya-Ebinokuchi, Yurihonjo, Akita/ 015-0055, Japan

nakayama@akita-pu.ac.jp, qiu@akita-pu.ac.jp, kumazawa@akita-pu.ac.jp

m08a014@akita-pu.ac.jp

A product is manufactured by the robot at a factory. The present robot's surface (especially robot

arm part) is a metal. Therefore, it is dangerous if human contacts a robot. Since it is certain to use at

robot for medical treatment or welfare in the near future, a possibility that a work robot and ar

human will contact becomes high. When a robot and human being will live together in the near

future, it is necessary to develop the sensor which carries out flexible modification. Although the

2-dimensional distribution load measuring method using flexible material is proposed, the sensor

which can detect load in three dimensions is not developed [1]-[2].

The purpose of this research is developing the flexible 3-dimensional load measurement sensor

using the elastic sphere.

Figure 1 shows the principle of load measurement of the developed sensor. The developedf

sensor consists of a skin layer, an elastic sphere, and a load measurement layer. The load can be

divided into the normal load P and the shearing load W as shown in Figure 1. If the normal load P

loads to a sensor, an elastic sphere will change. Therefore, an increase of the normal load P

increases the contact surface product AC of an elastic sphere and a load measurement layer. That

is, the normal load P is measured by measuring the contact area AC. If the shearing load W loads to

a sensor, the spherical center is moved from a datum point (center). Therefore, an increase of the

shearing load W increases the X (the distance from a datum point). That is, the shearing load W

can be measured for by measuring X. The load measurement layer has the microswitch in the

position of - shown in Fig.1. A microswitch will be turned on if a load measurement layer contacts

an elastic sphere by load.

The material of the elastic sphere is natural rubber, and silicone oil (120ml) was poured into

the elastic sphere. The diameter of an elastic sphere was 60mm.

The sensor was loaded by the normal load P or the shearing load W, and the contact area AC

and the X (the distance from a datum point) were measured.

Figure 2 shows the relationship between the normal load P and the contact area AC. The

contact area AC is increasing as the normal load P increases.

Figure 3 shows the relationship between the shearing load W and theX (P=10N). X (the

distance from a datum point) is increasing with the increase in the shearing load W.

In this research, the new sensor was developed using these principles. The following

conclusions were obtained.

1. The normal load and the contact area of an elastic sphere and a load measurement layer are

proportionality.

2. The shearing load and the distance from a datum point are proportionally.
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From the above result, the flexible 3-dimensional load measurement sensor using the elastic

sphere has been developed.

FIGURE 1. The principle of load measurement of the developed sensor
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Residual stress measurement combining hole-drilling method and moiré interferometry has been

developed to improve accuracy of stress measurement and has opened a new area for novel stress

measurement technique [1, 2]. Validation of the technique under uni-axial loading in a previous

work [3] has established the relationship between moiré patterns and the associated stress

magnitude. Based on this preliminary work, a biaxial loading frame shown in Fig. 1 was developed

to apply a biaxial state of loading on the test specimen, on which both the hole-drilling and moiré

interferometry were then conducted. A four-beam interferometry optics and a hole-drilling set-up

were integrated with the biaxial loading frame into a system, shown in Fig. 2 with which a known

biaxial stress state can be applied to the specimen. The corresponding fringe patterns obtained

from the moiré interferometry after hole-drilling were obtained to correlate with the corresponding

stress state. This provides a quantitative data base for the relationship between in-plane residual

stress and the moiré fringe pattern. Specimen grating with a frequency of 1200 lines/mm was

applied to specimens made of 6061-T6 aluminum alloy (3mm × 50mm × 50mm). The millingm

guide was moved on a motorized precision stage at the speed of 1.25m/sec. The successive drilled

hole depths were 0.3 to 1.2mm with 1.6mm in diameter.

Equations were derived for the relationship between displacement u, v at the in-plane stress

state around the hole. Also the relationship between u, v and the fringe geometry can be explicitlyaa

obtained. Eq. (1) is the expression for u-field. Similar equation was also derived for v-field. With

these equations, the experimental results can be compared with the analytical ones.

(1)

FIGURE 1. The bi-axial loading frame with 

specimen set-up.

FIGURE 2. Four-beam Moiré interferometry

and hole-drilling set-up integrated with

loading frame.
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Results and discussion

Upon applying the grating on a specimen, the direction of grating may deviate from the

specimen axis. Thus the effect of the angle of optical grating on the fringe pattern was studied

analytically and experimentally under uni-axial and biaxial state. Fig. 3 shows the development of

fringe patterns at different hole depth. Fig. 4 reveals the u-field fringe pattern at hole depth 1.2mm,

stress at 52.18MPa and 55MPa and angles of optical grating 00 and 550 respectively. The results

show a good agreement between prediction contours and experimental fringes. Similar results are

obtained for v-field. The effect of polarization angle of the laser beam on the fringe patterns is

showed in fig.5. Different polarization angles caused different degrees of contrast while the fringe

patterns did not change substantially. The results provide a basic knowledge on the quantitative

correlation between fringe date and in-plane residual stress. The experimental setup for biaxial

loading has not been developed elsewhere.

FIGURE 5. Fringe patterns at different laser beam polarization
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Magnetophotoelasticity was conceived as a viable method of solving the problem of integrated

three-dimensional photoelasticity [1].  In particular, the technique allows for the solution of stress

distributions that vary along the light path in a manner which produces an integrated optical effect

of zero.  By placing a three dimensional model in a magnetic field which is parallel to the direction

of the incident polarised light, the light experiences a rotation due in part to the birefringence of the

model and in part due to an induced Faraday rotation.  As a consequence, it becomes possible to

measure an optical effect and describe the stress distribution along the light path.

To date, application of the technique has relied upon experimental determination of the

characteristic parameters in both the presence and absence of the magnetic field.  This information,

together with an assumption regarding the form of the stress field, has enabled the stressm

distribution to be accurately described [1-4].

Perhaps the greatest drawback of the technique is the relatively small Faraday rotation that is

achievable under a static magnetic field.  Therefore, previous work has dealt with increasing the

Faraday rotation in order to reduce the unusually high experimental accuracy which is otherwise

needed to obtain the characteristic parameters.  Methods have included the use of modelling

materials with a high Verdet constant [1], the use of optically active modelling materials in

addition to the use of a magnetic field [5], the use of multiple reflections of light through the model

[6] and the use of pulsed magnetic fields [3, 4].

The authors will demonstrate that a magnetopolariscope has been constructed that utilises

pulsed magnetic fields.  The benefits of which are two-fold: a high magnetic field increases the

Faraday rotation through a given model and allows intensity data to be collected at a large number

of discrete magnetic field strengths simultaneously.  Full field intensity images are collected by the

use of a high speed video camera intimately linked to the pulse of the magnetic field.  Both the

concept design and the constructed magnetopolariscope will be discussed.

Furthermore, the authors will describe how the equivalence theorem, expressed in the Mueller

calculus, can be used to solve for an unknown stress distribution by using data collected at

different field strength values [7-9].  This ‘multiple field’ technique, despite having been proposed

in earlier work, has not yet been utilised to solve for unknown three dimensional stress

distributions.  The authors’ ultimate aim is to use the technique to determine the principal stress

difference at a sufficiently large number of discrete points to more accurately describe the stress

distribution along the light path.  This would enable not only eccentricity in the parabolic form of

stress in toughened glass to be determined, but also the presence of membrane stresses and zones

of stress concentration.
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Thermoelastic stress analysis (TSA) is a full-field experimental stress analysis technique, see

Dulieu-Barton and Stanley [1], which measures the small temperature change developed in a solid

under elastic cyclic loading.  For linear elastic, homogeneous materials it is assumed that adiabatic

conditions prevail and thus the temperature change is directly proportional to the change in the sum

of the principal surface stresses ( ( 1 + 2)).  However, engineering analysis frequently rely on a

knowledge of the individual stress components, which often requires additional methods to

separate the stresses.

This is avoided by synergizing a stress function in real, polar coordinates (see Lin et. al. [2])

with experimental TSA data to determine the individual stresses.  The particular case considered in

this paper is an aluminium plate that contains a near-edge circular hole when the plate is subjected

to a concentrated edge load away from the hole, Fig. 1. The coefficients of the series representation

of the stress function are evaluated from the thermoelastic data and the least squares method.

Imposing the traction-free conditions analytically, rather than discretely, on the edge of the hole

enables the number of coefficients that must be retained in the stress function to be significantly

reduced, as well as the number of equations involved in the least squares process.  Such problems

can also be solved using photoelastic isochromatics.  However, whereas the latter approach

typically necessitates the use of non-linear least squares analysis, TSA only requires linear least

squares.  TSA, which can be applied to the actual material of interest (no model or coating is

needed, other than perhaps a thin layer of paint), also benefits from the availability of

contemporary commercial systems capable of providing extensive amounts of data in a matter of

minutes.

The complete individual stresses are determined thermoelastically on, and around the edge of

the hole.  Fig. 2 compares the TSA-evaluated tangential stress (TSA(Offset)) around the edge of

the hole with that predicted using ANSYS and the agreement is generally good.
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FIGURE 1. Schematic geometry of offset-loaded semi-infinite plate with a near edge hole.

FIGURE 2. Thermoelastically determined tangential stress at the hole rim.
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A new heterodyne polariscope with sequential measurements in the complete optical parameters of

linear birefringence materials is proposed. In this study, a multiple-order crystalline quartz quarter-

waveplate used as a sample is tested by two sequential setups. In the first setup, we use an electro-

optic modulator to modulate the circular heterodyne polariscope and then the phase-locked

technique is applied to precisely measure the principal axis angle. In the second setup, after

removing the first quarter waveplate from the first setup, it comes into a linear heterodyne

polariscope, and again we use the phase-locked technique to extract the apparent retardance.

Furthermore, tilting the sample and placing a known-thickness material into the second setup, the

order, thickness and refractive indices (ne and no) of a multiple-order waveplate are then all

determined by using the new proposed algorithm.

The configuration of two optical setups in the proposed sequential measurement method by the

phase-locked methodology is shown in Figure 1.

FIGURE 1. Setup in the phase-locked methodology

The configuration in Figure 1(a) is based on the circular polariscope and that in Figure 1(b)

based on the linear polariscope. The only difference between them is that the first quarter

waveplate is removed in Figure 1(b).

According to the Jones matrix formalism, the detected intensity from the configuration in

Figure 1(a) is

(1)

The intensity expression for e configuration in Figure 1(b) is expressed as

1 1 1(1 sin sin( 2 )) sin( ))1
2

dc dc( s
2

I I1 (1dc (1 sin i ( 2 )) i (11dcs ( ))s (
2
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      (2)

A lock-in amplifier can be employed to lock the ac component of the output intensities, I1 and I2, at

the reference frequency  in order to measure the phase terms:  and . Consequently, the

principal axis angle, , and the phase retardation, , of a sample can be determined. The new

heterodyne polariscope for sequential measurements is presented. The flow chart of this whole

idea is illustrated in Figure 2. Since the birefringence (ne-no) of sapphire, quartz, sellaite and

wurtzite are ranged from 0.0082 to 0.022, the order of two standard plates made from one of

materials will be equal if the thickness difference of two standard plates is within 0.03 mm  It is

noticed that the phase retardations of two standard plates, 1 and 2, can be measured by Figure

1(b) as well. Thus, only the thickness of two standard plates, d1 and d2, should be known in

advance. As a result, it enables the sequential measurements in the principal axis angle ( ), phase

retardation ( ), order (m), thickness (d) and refractive indices (ne and no) of a multiple-order

waveplate successfully.

FIGURE 2.  Flow chart

In experiments, a multiple-order quarter waveplate made of quartz is chosen for

demonstration. There have average absolute errors of  and 0.15% with respect to the

principal axis angle and phase retardation that is within the uncertainty range of commercial

quarter waveplates. Besides, m = 7, d = 0.502965 mm and refractive indices (ne = 1.5553 and no =

1.5462) also have a good agreement with the sample data. The precise measurements in different

parameters are all limited by the resolution in a lock-in amplifier. 
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Optical coherence tomography (OCT) developed by Huang et al. [1] is an emerging optical

imaging technique that provides micrometer-scale cross-sectional images of tissue structure

without invasion. In earlier research, there has been the report of the measurement in the refractive

index and thickness issued by Tearney et al. [2] by use of OCT, and the result is good for

homogeneous material. However, many optical materials have birefringence property in practice,

and this conventional OCT does not have the capability to sense the information in the change of

the polarization state caused by the birefringence of materials.

The polarization-sensitive optical coherence tomography (PSOCT) developed by Hee et al. [3]

is a polarimetry-based birefringence measurement technique that uses a light of known

polarization state to probe the sample and measures the changes in this state after propagation

through the sample. Therefore, the phase retardation can be extracted by the change of the

interferometric signal between orthogonal linear polarization modes at the reflective surface in a

linear birefringence sample.

In this study, a new PSOCT structure is proposed by modifying the OCT that have been

developed earlier as shown in Fig. 1. The new structure combines the polarimetry technique for

measurement of the birefringence property and employs the thermal light source for the higher

resolution in improving capability of extracting the extraordinary and ordinary refractive indices.

Furthermore, the new structure needn’t the highly precise scanning stage and stage controller by

inserting a fixed beam as the reference signal.

As a result, the POSCT system can measure the thickness, mean refractive index, phase

retardation and optical axis orientation of the linear birefringence sample simultaneously. The

measured data are in good agreements, and one of the measured results in the optical axis

orientation of QWP is shown in Fig. 2. The error could be found due to the dispersion effects from

the broadband source used in the new structure. Since the optical axis orientation is obtained, the

sample could be rotated at the designated angle, and the QWP in the sample arm is removed to

generate the pure linear polarized light which incidents upon the sample. If the polarization state

just corresponds to the optical axis of the sample, the measured refractive index would be the

extraordinary refractive index. Similarly, the ordinary refractive index also could be measured.

This novel polarization-sensitive low coherence interferometry can be used to extract the complete

optical parameters from the linear birefringence materials. As the knowledge from author, this is

the first instrument that probe into the property of the linear birefringence materials, like as

waveplates   and could measure all the optical parameters from only one system. It is believed that

this novel measuring system could be applied in the opto-electronics industries for highly precisett

measurements in various optical parameters.
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FIGURE 1. Schematic diagram of the new PS-OCT system

FIGURE 2. Schematic diagram of the new PS-OCT system
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In any semiconductor and optic materials such as ceramic/wafer/polymer/gla// ss, changes in

birefringence may, for instance, indicate changes in functionality, structure and stress inside the

materials.  These devices are usually fabricated by a sequence of planar process to form a multiplef

layer structure. Manufacturers need to detect and classifyff the internal interface adhesion properties

between layers at many different stages in the construction of the devices.  For the reason, we had

developed a polarization-sensitive optical coherence microscope (PS-OCM) to inspect the

variation of the birefringence of the internal interface of layer structures.   The PS-OCM is an

extended embodiment of the OCT technology that enables the polarization state of backscattered

light to be detected and quantified.  By simultaneous detectiff on of interference fringes in two

orthogonal polarization states allows determination of the Strokes parameters of light.

Comparison of the Strokes parameters of the incident state to that reflected from the sample can

yield a depth-resolved map of optical properties such as birefringence and refractive index. 

The proposed PS-OCM is based on a Linnik interference microscope.  Two important

advantages of the Linnik configuration with high NA wide-aperture lens.   The reflected lighttt

beams of the sample arm and reference arm are combined, interfered and pass thought the

polarized beam splitter that separated the interfered light into two orthogonal polarization states.

Two CCD image sensors are used to detect the light intensity of these two polarization states,

named as vertical polarized interference fringe and horizontal polarized interference fringe andd

polarized interference signal.

Figure 1 shows an example of the birefringence distribution on the top surface of a glass.  The

stress-induced birefringence variation around a cut groove has been clearly identified and

quantified.  Figure 2 shows another example that a quarter-wave plate of 1mm thickness is

compressed by a load.  We had measured the interference components of the two polarized states

on the bottom face of the quarter-wave plate.  We successfully demonstrated that the PS-OCM can

inspection the stress-induced birefringence inside the internal interface of a layered material.

FIGURE 1.  The distribution of the birefringence variation on the top surface of a grooved glass
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FIGURE 2.  The interference on the bottom face of a glass before and after a compressed load, (a) 

vertical polarized interference before loading, (b) horizontal polarized interference before loading, 

(c) vertical polarized interference after loading (d)horizontal polarized interference after loading
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The diffractometer with a mobile X-ray tube-detector system [1, 2] was designed to achieve the

following objectives:

1. To offer a means for studying the processes of X-ray diffraction and f scattering with the

sample in a fixed position (this can be done when the X-ray source and the detector are

able to rotate independently of one another);

2. To attain the highest possible controllable accuracy of all angular f displacements;

3. To allow independent measurements of reflected (or scattered) X-rays from two directions

using two different detectors (one of which is a position-sensitive detector and other is a

scintillation detector); as a result, it is possible to simultaneously detect X-rays are over a

wide solid angle.

In the present work, we describe both the design for the diffractometer and its new

applications, in which it is the above design features of the instrument that allow the experimental

tasks to be performed.

The external appearance of the X-ray diffractometer with a mobile X-ray tube–detector system

is shown in Fig. 1.

FIGURE 1. External appearance of the diffractometer with a mobif le X-ray tube–detector system.

The X-ray and optical part of the diffractometer allows the rotation of the X-ray tube holder

through 90°; the crystal–monochromator through 45°; the X-ray tube in the plane of ring support 4

from –30° to +30°; the scintillation detector holder in the plane of ring support 5 from –30° to

+30°; and the ring supports about the horizontal axis from 0° to 35°. The rotation encoder for the

angular supports has an accuracy of 2''. The alignment table can be displaced in the vertical plane
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by 20±0.05 mm. The alignment table, together with the sample, can rotate about the vertical axis

through angles of 0 to 360° with an accuracy of 1'' (this is achieved using the angular movement

encoder).

The structure of the instrument and its performance characteristics show that this

diffractometer can be applied to study different phenomena ranging from small-angle scattering

and X-ray diffraction analysis to tomography. The simultaneous operation of both detectors helps

in studying multiwave diffraction. In addition, the instrument can be used successfully to analyze

the structure of liquids, surfaces and multilayer structures by the X-ray reflectivity method. In this

work we also present the latest results in the framework of VAMAS project    “X-ray reflectivity

measurements for evaluation of thin films and multilayers thickness”, the curves of X-ray

reflectivity from water and organic layers on its surface and the tomographic experiments as well.
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A new feature extraction method for acoustic emission signals is presented. The method works in

the time-frequency domain, as compared to the time domain in which features have previously

been taken.  The new method is directly compared with the old method, showing improved

identification of crack events in a box girder bend test.  

Time domain based feature extraction of Acoustic Emission (AE) signals has been shown to be

successful in separating different types of AE event (Manson et al 2001), by means of dimensiont

reduction and clustering of feature data. More recently, Hamstad et al (2002) showed the

applicability of wavelet transforms (WT) to AE signals in order to distinguish the modal structure.  

This paper aims to provide the basis of a feature extraction algorithm in the time-frequency

(wavelet) domain.  These features are dependant on the modal structure of the signal, which is nottt

the case with time domain based features. 

The algorithm is based upon the summation of a series of 2-D Gaussians, which form a surface

to approximate the WT of the signal. Simulated annealing (Kirkpatrick et al 1983) is used to

optimise this function approximation; many of the problems associated with this type of

optimisation are eliminated by use of initial conditions close to the final solution. 

The heights, widths and positions of the Gaussians are then used as features. They can be

dimension reduced and clustered in a similar fashion to time domain n based features.  This makes a

comparison of the two methods elementary.  

The method is applied to a set of data from a box girder fatigue test, detailed by Manson et al

(2001).  The time domain feature extraction is compared with the time-frequency feature

extraction, and the results are presented for comparison.  

The time-frequency domain based features show tighter clustering for crack events, whilst the

time domain features show better linear separability. An amalgamation of the two methods istt

shown to give the best result. 

The pitfalls of this new feature extraction method are discussed, as well as suggestions for their

avoidance. Further optimisation of the algorithm and use of different function approximation

techniques (in lieu of simulated annealing) are currently under investigation.

33. Modern Practice in Acoustic Emission
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This work focuses on the assessment of the damage due to low-velocity impact on composite

laminates. Damage of polymeric composite structures through impact events is perhaps one of thet

most important aspects of mechanical behaviour which limit the wide applications of these

materials and it is critical to the Structural Health Monitoring system (SHM). This kind of damage

can occur during assembly or in service.

In composite structures low-energy impact can produce damage which isaa  barely visible and

that exists in the form of extensive subsurface matrix cracks, backside fiber failure and

delaminations and this can significantly degrade a structure’s performance. Because the existence

of barely visible impact damage can be a significant safety threat, the capability to have a better

understanding of the impact response of composite laminates and of their structural performance isf

of great utility. To achieve this goal an embedded piezoelectric (PVDF) thin film sensors system

(Santulli [1], H.N.Bar et al. [2], Caneva et al. [3]) for Acoustic Emission (AE) was realized to

investigate, in real time, post impact damage in aramid woven fabric reinforced epoxy. AE was

used because it shows several advantages over traditional NDT methods, including high

sensitivity, on line capability, global monitoring and source location.

FIGURE 1. Flexural strength at different impact energies: 0, 10 and 15J.

First of all, aramid fiber/epoxy composite specimens with embedded PVDFs previously

impacted at different energies, namely 5J, 10J and 15J, were tested using aa three-point bending tests.

The mechanical behaviour of the specimens was investigated in order to assess that these sensors

have a negligible effect on the mechanical properties of the impacted laminates. It appears (Fig. 1),

from the mechanical tests, that the flexural strength decreases passing from the not impacted

specimens to those impacted with the highest energy and that embedding PVDFs (Fig. 2) in the

laminates does not affect the structural integrity of the impacted composites, since the mechanical

response of specimens with and without PVDF sensors is almost identical.t
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FIGURE 2. Flexural strength for impacted and not impacted specimens.mm

Moreover, to verify that the PVDF sensors are reliable during the impact loading without

experiencing any kind of damage, impacts at energies as high as 20J were performed on the area

over the sensor. The lack of damage was assessed by using the Hsu-Nielsen source.

FIGURE 3. Typical flexural load and AE amplitude versus time.d

Then, the degree of impact damage, represented by the decrease of mechanical properties has

been correlated with the AE activity by means of a parametric analysis of the acoustic emission

signals detected during the post impact mechanical tests. In particular, the analysis of the

distribution of the AE parameters at different stress levels and impact energies, has been compared

with the actual damage formation and progression observed using a Scanning Electron Microscope

(SEM). This allowed us to better understand the microscopic fracturr e processes leading to the final

failure of the composites. It was also verified that there is no great difference in the AE detected byt

the PVDF sensors embedded and by those surface mounted. In conclusion this study showed that

the use of Acoustic Emission detected by PVDF sensors has great potential for the on-line

detection of the impact damage and, consequently, for the establishment of an effective SHMa

system based on it.
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The current commercial approach to acoustic emission source location, called time-of arrival

(TOA), requires knowledge of the sensor position and an accurate measure of wavespeed.

Furthermore TOA assumes a straight path of propagation between the source and the sensor, which

in complex geometries is rarely the case, whilst ambiguities and errors arise due to the minimising

of the number of sensors, premature triggering of timing measurements and dispersion of the wave.

In previous work [1], a novel solution for AE source location in geometrically complicated

structures has been developed. Delta-t mapping source location utilises an artificial source;uu

differences in times of arrival from a number of locations are recorded, to improve source location.

The method does not require knowledge of the sensor position or wavespeed. This work however

only reported on the results from an artificial source.

In this paper fatigue fractures were grown in two test specimens with complex geometries and

monitored using the Delta-t technique (Fig. 1). Specimen 1 was manufactured from 3 mm mild

steel plate with a variety of holes to interfere with direct wavepaths from source to sensor, and the

specimen was loaded in uniaxial tension from 0.35 – 35 kN until failure. A second investigation

was completed to investigate the effect of varying plate thickness on source location. Specimen 2

was manufactured, again from mild steel, and loaded in uniaxial tension from 0.4 - 40 kN until

failure. Additional holes were added to this specimen to introduce a stress raiser to ensure failure in

the thinnest section which would have the most complicated source to sensor propagation path.

In any investigation, once the position of a source is identified, a method of source

characterisation is needed. A common method is to examine the feature data of a signal (amplitude,ff

energy, rise-time, counts etc.), but this can be complex as it is only possible to visualise the data in

two or three dimensions, such as amplitude against counts. However using  principle component

analysis (PCA) data can be observed in a greater number of dimensrr ions and clusters of data with

maximum separation can be displayed. With prior knowledge of cluster locations a sourcef

characterisation would be possible.

An analysis of the results post failure demonstrated that the technique of delta-t mapping

showed approximately 50% improvement in source location over the traditional TOA technique. A

PCA of background noise and regions of fracture growth showed distinct separate clusters,

allowing a discrimination of non fracture signals to be completed. The two investigations

demonstrated that the two techniques can be developed into an appropriate method for on-line

source location and characterisation of complex metallic geometries. 
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FIGURE 1. Test Specimen.
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Acoustic emission (AE) is a technique that is often misunderstood and misrepresented, but is fast

emerging as a powerful method in terms of damage assessment and structural health monitoringtt

(SHM). Early pioneers of the technique during the late 1960’s through to the early 1980’s such as

Dunegan, Pollock, Wadley, Scruby, Birchon, Schofield, Beattie, Proctor, Harris and Ono produced

outstanding scientific analyses despite the limitation of their equipment and indeed many of

today’s researchers are revisiting this work. AE is currently experiencing an increase in popularity

due to recent advances in high-speed digital waveform-based AE instrumentation which permits

vast numbers of AE waveform signals to be digitised and stored for analysis. Coupled with

improvements in high fidelity, high sensitivity broadband sensors and the development of

advanced PC based signal analysis software; these advances have given rise to recent work that has

been directed at an enhanced understanding of AE signal propagad tion in terms of guided acoustic

modes. The approach, more recently designated “Modal Acoustic Emission”, offers the potential

to depart from the traditional reliance on statistical analysis and significantly improve the structural

monitoring capabilities of AE. 

Wave analysis has been well-established for many decades; in fact Lamb wave analysis has

been exploited by researchers in ultrasonic techniques for over thirty years.   Researchers in AEy

testing, however, have largely ignored applications of Lamb’s theory to analysing AE data –

probably due to the fact that early AE experiments weaa re conducted on small specimens, where the

theory is not applicable.  A further reason is that ultrasonic researchers transmit a harmonic wave

to select the mode desired for a given plate thickness, while AE researchers work with waves

generated by a transient event and therefore such selection is not possible

AE differs from other methods of investigating material deformf ation and damage processes in

three significant respects.  Firstly, the energy that is detected originates from the specimen itself,

rather than being supplied from an external source.  Secondly, it does not take a ‘snap shot’ of the

condition of a specimen, but instead detects the actual dynamic processes associated with the

degradation of structural integrity, and thirdly, a sensor located anywhere in the vicinity of an AE

source can both detect and locate the resulting emission.  The result is a truly powerful monitoring

technique that has considerable potential in a variety of applications.

Source characterisation is one of the most challenging areas of AE research, because the

signal at the sensor bears very little resemblance to the dynamics of the source

event. There are two main approaches to the solution of this problem. The deterministic

approach attempts to develop quantitative relationships between source parameters and physical

measurements of the transducer signal. In this paper this approach is studied in terms of wave

propagation analysis for example in the work of Gorman [1], Gorman and Prosser [2,3], Prosser

[4] Prosser et al [5], Majii and Satpathi [6] and  Dunegan [7] and prediction of received waveforms

for example in the work of Wilcox et al. [8]. Alternatively, a stochastic approach can be utilised;

this uses distribution, rate and correlation analysis of AE feature data from a range of differenttt

defect sources in samples of interest to compile empirical correlations with measured source

properties and behaviour; this pattern recognition approach can use neural networks andaa

visualisation and clustering techniques is has been explored by a number of researchers includingd
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Holford et ald  [9], Rippengill l et al [10], Roy l et al [11] and Ono et al. [12]. A combination of both

the stochastic and deterministic approaches is also explored in this paper.

Finally, applications of the AE technique from a variety of industries, for example civil,

aerospace, offshore and automotive, are presented illustrating the successful application of the

technique.
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The present work, presents the essential elements of signal processing and pattern recognition, as

applied to the analysis of AE data from different materials, structures and processes. Signal

processing and pattern recognition [1] are extensively used in Acoustic Emission (AE) data

evaluation in order to discriminate relevant from non relevant iaa ndications, characterize the source

of emission and correlate with the associated failure mechanism. The backgruu ound idea is that each

AE source, is characterized by it’ s signature, to be identified during the analysis process.

Signal processing is performed at the waveform level, either by applm ying digital filtering,

Fourier transforms or other processing such as wavelet transform, or by extracting AE r features as a

mean to describe the shape and content of a detected AE waveform.  In either case the aim is to

discriminate one type of waveform from another and correlate with different source mechanisms.

The basic principles of AE signal processing are presented herein together with a comparison

between the waveform based versus features based processing strategies. 

The use of histogram analysis and/or two dimensional correlation plots is discussed as

conventional AE signature identification process. The respective limitations are discussed and the

alternative of multi-dimensional features processing is presented, Fig. 1, as an introduction to the

necessity of pattern recognition in AE data analysis. The use of Neural network and pattern

recognition techniques on AE feature data, to identify one type of waveform shape from another by

analyzing AE features in combination, is discussed. The use of both supervised and unsupervised

pattern recognition techniques is presented and representative examples are given. 

FIGURE 1. AE Data in 3D view. The addition of the 3rd dimension enables the understanding of d

the true data structure compared with 2D correlation plot.
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Supervised Pattern Recognition [2], involves a learning process and where each new

(unknown) set of AE data is processed and classified to previously known classes comparing its

features to a data base or using rules derived from the learning process. In this case, the Classifier

design is a process of “Learning from Examples” and is called Supervised Pattern Recognition.

Unsupervised Pattern Recognition [3], is the process by which AE data are classified in

general groups according to their similarity. This process does not require any previous knowledge

or data base. Objects are classified into groups by comparing their features and deciding upon their

similarity. In the absence of a priori knowledge about recognition problem as ituu  is often the case int

acoustic emission, "Unsupervised Pattern Recognition" techniques are employed.  In such cases,

the number of classes/categories must be estimated as well as a meaningful grouping of the AE

data for further use as a training set during the classifier design.

What makes pattern recognition problems hard is that there can be a large degree of variability

of inputs that belong in the same class, relative to the differences between patterns in different

classes, i.e. data not really separable. The effect of measurement set-up and data quality in both

signal processing and recognition algorithms is discussed. In addition to that, in the case of

Unsupervised Pattern Recognition, the problem is not uniquely defined and multiple solutions

should be expected. Within this framework, the paper discuss in depth the difficulties and

limitations of the different pattern recognition techniques.  

Demonstrating that Pattern Recognition is not a panacea, the paper shows that the algorithmsaa

and respective software offers all the necessary tools for evaluating the complexity of the problemaa

and proceed with classifier design for signatures recognition and concludes with summary of

successful applications [3]-[6]. 
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This paper presents an inverse method for the identification of the in-plane orthotropic apparent

engineering constants of bi-axially loaded composite materials using cruciform specimens. The

full field displacements are identified by a digital image correlation technique. From the

displacement field a strain field is computed and compared with finite element strain results of the

experiment. The apparent engineering constants are unknown pat rameters in the finite element

model. Starting from initial values, these parameters are updated till the computed strain field

matches the experimental strain field. In a first stage, global apparent engineering constants wereaa

determined. In this stage a more local determination of the engineering constants is studied.

In general, composite laminates are developing multi-axial stress states [1]. However, there is

little existing experimental capability to evaluate the multi-axial response of composite materials,

even though large demand for such information exists [2]. The most appropriate method for bi-

axial testing consists of applying in-plane biaxial loads to cruciform specimens. Therefore, a plane

biaxial test device has been developed at the Free University of Brussels (Fig. 1). 

This device has four independent servo-hydraulic actuators with a control unit to keep the

centre of the specimen still and has a capacity of 100 kN in both directions [3]. The cruciform

geometry has a total length 250 mm; the width of the arms is 25 mm and the radius of the corner

fillet 20 mm (Fig. 2). The material used is glass fibre reinforced epoxy with a [(+45° -45°

0°)3(+45°-45°)]-lay-up. Due to the geometry of the specimens however, the mechanical material

parameters cannot be obtained as with standard uni-axially loaded beamlike specimens. 

FIGURE 1. Biaxial cruciform 

device.

FIGURE 2. Specimen with material lay-up.

35. Biaxial Testing



932 A. Smits et al.

Therefore, an inverse method was used. This method has been developed at the Royal Military

Academy (RMA), which integrates an optimization technique, a full-field measurement technique

and a finite element method [4]. In this paper, a method is proposed for the more localaa

identification of the in-plane apparent engineering constants Eaa 1, E2, G12 and 12 of an orthotropic

material based on surface measurements. The responses of the system, i.e. the surface

displacements are measured with digital image correlation (Fig. 3). Strains are subsequently

calculated, based on the measured displacement field. A finite element model of the cruciform

specimen serves as numerical counterpart for the experimental set-up. The difference between the

experimental and numerical strains (the cost function) is minimized in a least squares sense by

updating the values of the engineering constants (Fig. 4). The optimization of the parameters is

performed by a Gauss-Newton method.

The obtained material parameters agree well with the values obtained by traditional uni-axial

tensile tests for the global parameter identification in the linear elastic range. The extension to

more local parameter identification is first performed in the linear elastic range. In the future

parameter identification beyond the linear elastic zone will be considered as well as material

degradation under fatigue loading.
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This paper will give an overview of the existing biaxial test methods for composite materials from

the early beginning till the currently used methods. An evolutuu ion in both the biaxial testing

capabilities and the applied inspection methods will be shown.t

The use of composite materials in aerospace, aviation and automotive industry has increased

rapidly in recent years. In general, composite laminates are developing multiaxial stress states [1].

However, there is little existing capability to evaluate the full multiaxial (or even the biaxial)

response of composite materials, even though large demand for such information exists [2].a

Different experimental techniques and specimens have been used to produce biaxial stress

states. These techniques may be classified into two categories [3]: (i) tests using a single loading

system and (ii) tests using two or more independent loading systems. In the first category the

biaxial stress ratio depends on the specimen geometry or the loading fixture configuration, whereasy

in the second category it is specified by the applied load magnitude. 

Examples of the first category are bending tests on cantilever beams, anticlastic bending tests

of rhomboidal shaped composite plates [4] and bulge tests [5]. Anticlastic bending allows the

material to be analyzed in the second and fourth quadrants of the two-dimensional stress space.

However, each stress ratio requires a specific shape of the plates. In the hydraulic bulge test,

pressure is applied to the surface of a round or elliptical flat specimen. A stress gradient appears in

the thickness of the specimen [6] and it has been proved that the developing stress fields are non-

homogeneous due to the gripping of the specimen’s edges. Like the bending method, this

technique requires a different specimen’s shape for each stress ratio. 

Examples of the second category are thin-wall tubes subjected to a combination of tension /u

compression and torsion or internal / external pressure, and cruciform specimens under in-plane

biaxial loading. The technique with the thin-wall tube is the most popular one [7], because it

allows tests with any constant load ratio to be performed. However, it presents some

inconveniences [8]: (i) radial stress gradients may not be negligible depending on the thickness of

the tube, (ii) real construction components in fibre reinforced composite materials are often flat or

gently curved and differ a lot from tubular specimens, (iii) thin-wall tubes are not easy to fabricatet

and (iv) obtaining a perfect alignment and load introduction is not straightforward. The most

realistic technique to create biaxial stress states consists of applying in-plane loads along twof

perpendicular arms of cruciform specimens. Biaxial creep testing machines have been developed

using a deadweight lever system where loads are applied by means of ropes which pass over

pulleys [9]. The use of hydraulic actuators represents a very versatile technique for the application

of the loads. The main differences between the techniques are the use of one actuator per loading
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direction or two. For the techniques using one actuator per loading direction [10] the centre of the

specimen will move during a test causing side bending of the specimen. Systems with two

actuators per loading direction [11] with a close-loop servo control, allow the centre of the

specimen standing still. The biaxial test devices used at the Free University of Brussels [12], at

Qinetiq [13] and at the National Physical Laboratory are of this type. Various inspection

techniques are nowadays applied on the specimens under biaxial stress states e.g. digital image

correlation, ESPI, acoustic emission… Also post failure analysis inspection techniques are

available e.g. X-ray photography, ultrasonic inspection, fractographic analysis… 

To conclude, we can state that the development of the biaxial testing techniques, led to a betterf

understanding of the behaviour of composite materials under biaxial stress states, but that further

research in this domain is needed. 
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The accuracy of a Finite Element Simulation for plastic deformation strongly depends on the

chosen constitutive laws and the value of the material parameters within these laws. The

identification of those mechanical parameters can be done based on homogeneous stress and strain

fields such as those obtained in uni-axial tensile tests and simple shear tests performed in different

plane material directions. Another way to identify plastic material parameters is by inverse

modeling of an experiment exhibiting a heterogeneous stress and strain field. Material parameter

identification methods, which integrate optimization techniques and numerical methods such as

the finite element method (FEM), indeed offer an alternative tool. The most common approach is

to determine the optimal estimates of the model parameters by minimizing a selected measure-of-

fit between the responses of the system and the model. In the present study a method is proposed

for the identification of the initial yield stress, the two parameters of a Swift isotropic hardening

law and the four parameters of the Hill48 yield surface, based on the full-field surface

measurements of a cruciform specimen subjected to biaxial tensile loading. Experimental forces

and strains are in this case compared to the simulated values. A finite element model of the

perforated specimen serves as numerical counterpart for the experimental set-up. The difference

between the experimental and numerical strains ( x, y and xy) isuu  minimized in a least squares

sense by updating the values of the different parameters simultaneously. The sensitivities used to

obtain the parameter updates are determined by finite differences, using small parameter

perturbations. The optimization routine used, is based on a constrained Newton-type algorithm.

The yield function  which governs the onset and continuance of plastic deformation is

chosen to be represented by the Hill48 yield criterion. This criterion allows the introduction of

material anisotropy, which is interesting for sheet specimens, cut out of a cold rolled material. In

an orthogonal coordinate system, based on the axes of orthotropy of the material the criterion can

be written as:

     (1)

in which  represents the current flow stress and H, G, F, N and M define the form of the yield

surface. The Hill48 quadratic yield criterion is a widely used yield criterion for the simulation of

sheet metal material behavior. The plane of the sheet contains the x- and y-axis, while the z-axis is

perpendicular to it. Assuming a plane stress situation, the parameters to be identified are F, G, H

and N. 
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A hardening model is needed to represent the evolution of the yield surface during the processuu

of plastic deformation. The type of hardening considered in the present study is a Swift type of

isotropic hardening which describes the evolution of the yield surface size:

(2)

in which  represents the actual flow stress,  is the initial yield stress and  represents the

equivalent plastic strain.

The identification problem can be formulated as an optimization problem where the function to

be minimized is some error function that expresses the difference between numerical simulation

results and experimental data. In the present case the strains are used as output data. Fig. 1

represents the flow-chart of the present inverse modeling problem. This type of parameter

identification can also be found in Kajberg [1] and Lecompte [2].

FIGURE 1. Inverse modeling flow chart

It is shown that numerically the biaxial tensile test on the perforated cruciform specimen

contains enough information for the Hill48 yield surface to be identified. The parameters of the

Swift type of isotropic hardening law can be identified as well, as long as the deformation is

important enough.
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The vast majority of composite components experience multi-axial loading during service life.

Existing composite material test standards for generating mechanical design data are

predominantly uniaxial in scope, and although several European laboratories are proposing standard

methods for multi-axial characterisation, there is currentlaa y no standard protocol in place. There are

several methods of creating multi-axial loads, including the use of axial forces and pressure

(internal/external) using tube specimens, biaxial plate or cruciform type biaxial configurations andff

full rig systems applying combinations of axial, bending and/or twisting loads. Currently, ther

biaxially loaded cruciform specimen has been identified as of most interest.

This paper will detail initial experimental tests undertaken to develop a cruciform specimen

geometry suitable for the tension-tension biaxial characterisation of quasi-isotropic glass and

carbon fibre reinforced plastic materials. The work at the National Physical Laboratory has been

undertaken in line with a Versailles Project on Advanced Materials and Standards (VAMAS)

initiative that as been set up to coordinate the various initiatives worldwide in order to guide

research towards the production of an internatif onal standard.

NPL has recently commissioned a multi-axial test facility, that is being used for test

method development plus loading of components. The multi-axial strong floor facility

set-up consists of a tee-slotted cast iron strong floor, upon which can be mounted up to

four hydraulic actuators (axes 1-4), each with a static load capacity of ±100 kN, or a

dynamic rating of ±50 kN. Each of the hydraulic rams has a stroke of ±50 mm and can be

positioned on the strong floor independently, providing, for example, the flexibility to

configure the facility from four single-axis test rigs, to a bi-axial loading arrangement forr

cruciform test components. Figure 1 shows the set-up as used for biaxial testing of a

cruciform specimen geometry.

FIGURE 1. – The NPL multi-axial test rig
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The initial specimen geometry (Figure 2) has been governed by the size and load capacity of

the biaxial test rig and also by the size of panels that can be manufactured at NPL. Specimens have

been machined from 300 mm square panels and are of quasi-isotropic lay-up. The thickness of the

material tapers from 4 mm in the region of the specimen arms, to 2 mm in a 40 mm diameter

circular region in the centre gauge section. Initially the specimen arms have been end-tabbed using

+/- 45° GRP material and mechanical wedge action grips used to grip the specimen

.

The specimen geometry has been modelled using finite element analysis (Figure 3) to

investigate the severity of stress concentrations in the radiused regions of the coupon and the

uniformity of strain distribution in the centre gauge section. The FEA strain predictions will be

compared to full-field strain distributions obtained using digital image correlation (DIC) and strain

gauge data from mechanical tests. FEA models will also be used to undertake a parametric study of

the effect of; (i) end-tab material, geometry and design, (ii) the shape of the tapered centre gauge

section and (iii) the radiused regions. In this way a cruciform coupon geometry suitable forrr

accurate measurement of biaxial material properties will be developed.
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The use of fibre-reinforced polymer composite materials in the manufacture of structures, from

aircraft to racing cars, has increased considerably in recent years.  Their specific strength andy

stiffness permit significant improvements in performance compmm ared to conventional metallic

structures. However, the full commercial and strategic benefits of structural composites have not

been realised because their failure processes are not fully understood, forcing components to be

designed with conservative safety factors.  Although a large database has been built up for damage

growth, resulting from features such as fastener holes (both filled and open) and impact damage,

the vast majority of these results have come from uniaxial tests. Unfortunately, despite the reliance

of the certification process on results from uniaxial tests, the majority of structures are very rarelytt

loaded uniaxially in service, and little is known about failure under multiaxial loading conditions. 

This paper describes the results from a study which investigated the failure of carbon fibre

reinforced plastic (CFRP) laminates with open holes, and how the presence of the hole affected

structural strength. 

A test method, developed to give valid failure data under multiaxial loading conditions using a

planar cruciform specimen, has been used to experimentally determine the failure envelopes and

failure mechanisms for open hole specimens under the full spectrum of biaxial loading; that is,

tension-tension, tension-compression, compression-tension and compression-compression.

Specimens with quasi-isotropic lay-up, manufactured from T300H/914 carbon-fibre/epoxy pre-ff

preg, and with thicknesses of 2mm, 3mm, 4mm, and 10mm, were tested. A single hole was drilled

through the specimen centres by means of a CNC machine.  The hole diameters were 6mm, 10mm,

15mm, 20mm and 25mm.  The specimens between 2mm and 4mm thick were tested in a Biaxial

machine with four 500kN actuators, whereas the 10mm thick specimens were tested in a larger

Biaxial test machine with four 1500kN actuators (Fig. 1).ff

Good repeatability in specimen failure load was demonstrated. A set of techniques have now

been developed that allows the test specimens to be reliably tested to failure loads in excess of 1t

MN.

For the majority of specimens, failure was clearly identifiable as either predominately tensile

or compressive in nature.  However, at biaxial loading ratios of (+1.0: -1.0) and (-1.0: +0.7), both

tensile and compressive failure modes were apparent.

The use of the biaxial cruciform test data to develop failure criteria provides a clear example of

how an experimental technique, allied to suitable analysis tools, can be used to further our

understanding of complex composite structures.
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FIGURE 1. 1500kN Biaxial Test Machine
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During the last decades, the use of fibre-reinforced composites has largely increased and currently,

these materials are used in almost every industrial sector. Yet, current research shows a number of

important shortcomings, both in the experimental and theoretical domain. Standard mechanical

tests on uniaxially loaded specimens appear unsatisfactorily for an accurate description of the

mechanical behaviour of these materials. A biaxial loading approach should give a better

representation. In the past, different techniques were developed for creating a biaxial loading state.

Anticlastic bending of thin rhomb plates and tension/torsion of thin-walled tubes are just two out

of a series of possible solutions [1-5]. A recent alternative technique is the loading of a cruciform

specimen (Fig. 1) along its two orthogonal directions. Thisrr shows a lot of advantages compared to

the other methods [6-7]. 

FIGURE 1. A biaxial cruciform with its corresponding stacking sequence.

Another key issue is the detection and monitoring of damage in these materials. From static

biaxial tests it appeared that complex stacking sequences can give rise to delaminations starting

from the corners of the cruciform and growing to the central zone. To yield accurate information

about the initiation and propagation of this damage, the ultrasound phased array technique is used

[8-9]. A phased array is a linear one-dimensional array of 64 ultrasound probes that all can be

steered individually. By use of a water column or water jet, the measurement can happen without

removing the specimen from the biaxial loading set-up. By focusing the ultrasonic beam on a

defect at a certain depth, the reflected signal contains valuable information about this fault. It is

clear that this ultrasonic technique can also be used to produce C-scans (Fig. 2). As such, an

attempt will be made to detect damage in the biaxial specimen after static loading experiments.
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FIGURE 2. C-scan produced with the phased array.

Next to these experiments, some finite element simulations will be conducted to get a better

insight in the ultrasonic phenomena such as reflection, transmission and scattering effects of the

ultrasonic beam falling onto defects in the biaxial specimen. This numerical method will allow an

optimization of the use of the phased array and the prediction of its performance in a real

experiment.
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In the last ten years, the aerospace and automotive industries addressed a large attention to a new

welding technology, called Friction Stir Welding (FSW), based on a solid-state process. The FSW

process presents several advantages, in particular the possibility to weld dissimilar aluminiumy

alloys. As the FSW does not melt the parts being joined, it offers a great potential to produce joints

between unweldable aluminium alloys between dissimilar alloys also [1]. 

Friction Stir Welding is an innovative joining process invented and patented at The Welding

Institute (TWI) in the 1991 [2]. FSW uses a rotating (non-consumable) cylindrical tool that

consists of a shoulder and a probe. The former is pressed againsaa t the surface of the materials being

welded, while the probe is forced between the two components by a downward force. The rotation

of the tool under this force generates frictional heat, which decreases the resistance to plastic

deformation of the material. The softened material then easily moves behind the tool and forms a

solid-state weld as the stirred material is consolidated.

This process produces a high quality joints with excellent mechanical properties [3-6].

Since fatigue is the primary cause of 90% of all engineeringaa failures, fatigue performance of

FSW joint is one of the most important properties to estimate the failure behaviour of friction stir

welded structures.

Furthermore, because residual stresses exert a significant effect on the fatigue properties, so

that the crack growth behaviour is generally dominated by residual stress state rather than

microstructural changes [7-9], it is of practical importance to investigate the residual stress

distribution in the FSW joints. Even if the FSW is a solid-state process where the maximum

temperature is lower than the melting point, the rigid clamping used during welding process avoids

the contraction of the weld nugget and heat-affected zone during t cooling in both longitudinal and

transverse directions, originating a residual stress field.

In this work, the residual stress field, due to FSW process, was evaluated on aluminium alloy

butt-welded joints. Both similar and dissimilar joints have been considered in 2024-T3 and 6082-

T6 aluminium alloy 0.8, 1.5 and 3 mm thick.

The residual stress measurements were carried out by hole-drilling method using the RESTAN

automatic system according to ASTM-E837 standard [10]. The rectangular rosettes CEA-062UM-

120 were used in the half-bridge configuration to compensate the possible thermal strain. On the

0.8 and 1.5 mm a through hole was executed, on the 3 mm thick joints a blind hole (2 mm depth)

was executed. Incremental hole was obtained by a parabolic steps distribution, with an advancing

speed of 0.08 mm/min. On the thicker joints, two residual stress measurements were executed also

on the root side, on the 2024 and 6082 side at 1 mm away from the weld toe.

To obtain correct measurements, thinner joints, which are significantly warped, were clamped

on a workplane. This operation originated bending strain field, which were evaluated before the

hole execution according to the thin plate theory in order to correct the stren ss relaxed by drilling. In

this manner, the residual stresses calculated are not affected spurious stress.

36. Residual Stress Measurements by Hole Drilling Techniques
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For 0.8 and 3mm thick joints, the longitudinal and transversal residual stress distributions werett

obtained in a transversal section to the weld cord. In the dissimilar joints, the longitudinal residual

stress distribution is very similar to the distribution present in the traditional welded joints. It

presents, in fact, a tensile region near the weld cord, which is balanced by compressive regions

away. On the contrary, other joints present a low compressive stress at the weld toe, which began

tensile away.

For 1.5 mm thick joint, the residual stress measurements were executed at the weld toe, where

the longitudinal residual stress results maximum, in order to verify the uniformity of residual stressy

field along the weld cord.
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Hole drilling is one of the most widely used technique for residual stress measurements, due to its

precision and low cost. Standard ASTM E 837 [1] is limited to the uniform distribution of residual

stresses, whereas it is well known that residual stresses usually feature high gradient along thett

depth, particularly if residual stresses are induced by surface treatments such us shot peening. The

incremental hole-drilling method can be used to evaluate the not-uniform residual stress

distribution  as shown by Schajer [2,3]. The strain measurement is repeatedn  at different hole depthsd

to achieve information on the residual stress gradient, from relaxed surface strain. Influenceuu

functions for the incremental hole drilling are proposed by Beghini and Bertini [4] by which the

relaxed strain can be evaluated analytically if the residual stress distributions are known for any

kind of rosette, hole diameter and elastic material. Valentini [5] has developed an apparatus able to

produce fine increment hole drilling, by means of a high speed air turbinf e drill automatically

controlled. Valentini et al. [6] used the appartatus to experimentally show the effects on residual

stresses measurement by the hole drilling such as eccentricity and sequence of increments steps.

In the present paper the procedure for measuring and interpreting variable residual stress by

fine increment hole drilling is assessed by a calibrating procedure. The proposed method is based

on the possibility to applied and remove a controlled bending staa ress distribution after each depthtt

increment. The apparatus to perform controlled bending is schematically reported in Fig. 1(a). The

bending reference imposed load offers several advantages, in teff rms of measurement accuracy:

• accidentally ineffective or biased strain gage can be figured out, since expected strain

measure is known before drilling;

• hole eccentricity, with respect to the center of strain-gage rosette, is evaluated by applying

bending after hole drilling, and eccentricity correction can be performed;

• little confidence on the initial hole drilling position is eliminated;

• Poisson ratio  is obtained, with good accuracy, by trasversal over longitudinal strain signal

ratio, performed before drilling;

• Young modulus of elasticity E and strain-gage gainE K are not needed to the be known withK

high accuracy before performing the test, indeed strain-gage signals can be directly

converted in stresses with reference to the imposed bending.
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FIGURE 1. (a) Apparatus configuration. (b) Details of the plate specimen.

Bending constant stress specimen configuration, Fig. 1(b), offers no stress gradient as the

reference imposed bending is applied.

Tests performed on the aluminium alloy AA 7075-T651 are reported in the paper. Residual

stresses were induced through shot peening surface treatment on a 4 mm thickness plate specimen.t

Comparison to X-ray diffraction residual stress measurements is also provided.
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Titanium and its alloys presents an elevated strength/weight ratio, good mechanical properties also

to high temperatures, elevated resistance to corrosion and to most part of acids attack. These

characteristics makes this material attractive for numerous applications. 

Thanks to recent improvements in welding techniques that allow the realization of high qualityf

welded joints, the employ of titanium alloys is spreading in numerous field which range from

aerospace to chemical industry. Naval industry, for which the corrosion in the aggressive sea air

constitutes a discriminating element in the choice of materials, is weighing possible employs of the

titanium. Structural application of titanium alloy are still under study, while some use of titanium

sheet as coating of the bottom of the ships against corrosion, instead of the traditional but polluting

protective paints, are yet realized.

Economic complications (supplying of titanium is still rather expensive with respect tor

aluminium or steel) and technological difficulties in welding operations (the risk of contamination

of melted bath from atmosphere is high, so skilled workers and specific devices are essentials)

exist, but benefits in terms of improvements in mechanical and f corrosion strength and in weigh

reduction are important aspects which give reasons for this study and are conducive to near future

changes in materials choice.

Residual stresses exist in practically all rigid parts as consequence of the “history” of the

manufacturing process of the structure. The thermal welding cycle, in addition to modification ofrr

the material’s microstructure and local geometry, produces residualuu stresses in all welded joints [1-

2].

Although residual stresses are self-equilibrated systems, their effects on mechanical (and

especially fatigue [3]) strength of materials are often relevant and requires to contemplate them in

joint design. Residual stresses, superposed to a field of service stress, could produce local overload

till reach the yield point of material.

Previous works on steel plates welded by means of electric arc revealed high residual stresses

fields in thick plates and large distortion in thin plates. In these cases the effects on fatigue strength

of residual stresses and misalignments were analyzed [4-8].

Titanium and its alloys, due to its low thermal conductivity, is suitable for laser arc and

electron beam welding which are characterized above all by a limited heat affected zone (HAZ).

This should restrict the transformation of titanium in itsff -phase, but do not avoid the development

of residual stresses. The role of residual stresses on titanium welded components is not clearly

explained. So, whereas on the one hand new industrial application, particularly naval application,

push for titanium employs, on the other hand the problem of residual stresses which seems to be

greater on material with high mechanical properties [9] represses this, at least till large

experimental data and/or reliable prediction model will be available.

The incremental hole drilling method (HDM) has been used in this work to measure residual

stresses [10] on welded plates in titanium grade 2 and 5. The plates are 3 and 1.5 mm thick, the

welding technique are laser arc and electron beam.
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Joining together fragmented structural elements is perhaps the most challenging task during a

restoration project. For the monuments of the Acropolis of Athens a pioneering method has been

developed already from the early eighties requiring the use of threaded titanium bars and suitable

cement mortar [1]. For the complete assessment of the method and the development of innovative

connections for the structural integrity of ancient stone temples, in general, it is imperative, amongn

others, to understand the mechanisms leading to the pull-out phenomenon, namely the gradual or

abrupt removal of the reinforcing bars from the body of the member. Although the problem is

studied by structural engineers long ago, an analytic solution is not yet available and many

questions remain still unanswered due to the great number of pad rameters involved [2]. In this

context a combined experimental and numerical analysis is presented here in an effort to study

parametrically the various factors affecting the phenomenon.

The experimental part of the study included a series of pure pull-out tests, where the term

“pure” indicates that the load is applied along the axis of the reinforcing bar. The specimens were

made from Dionysos marble, the material used exclusively for the restoration of the Parthenon

Temple. They were prismatic in shape (Fig. 1a) and threaded titanium bars (t) were planted ina

drilled holes of slightly higher diameter compared to that of the bars (Fig. 1b). The adhesion

between the marble (m) and the bar (t) was achieved using a suitable cementitious material (c). 

FIGURE 1. Schematic representation of the specimens (a,b) and the pull-out experiments (b,c).

The main criterion adopted for the design of the connections is to avoid completely the failure

of marble. The parameters studied included the diameter of the titanium bars, the anchorage length,

the thread pitch and the marble prism dimensions. The experimental set-up comprising suitable

37. Mechanical Behaviour and Failure of Natural Bulding Stones
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supporting and measuring systems was improvised (Fig. 1c), given the absence of a relevant to this

particular problem standard. The evaluation of the results was made in terms of the load P versus

the displacement  curves derived from the experiments. A typical P- curve obtained from these

experiments is shown in Fig. 2a: It consists of an almost linear initial portion followed by a non-r

linearly increasing part which ends with an abrupt load drop, equal to about half the peak load

attained. From this point on the load decreases smoothly until the whole anchored length is

removed from the specimen. All possible performances expected durirr ng a pull-out test were

observed depending on the specific combination of the parameters: pure pull-out, titanium failure,

marble fracture as well as combinations of them.

In order to obtain a deeper insight of the failure mechanisms activated a parametric study was

carried out with the aid of a numerical analysis, calibrated on the basis of the experimental results.

A 3D model (Fig. 2b) was created using the commercially available code ABAQUS. The model

consisted of three parts (threaded bar, mortar, marble). The material praa operties assigned are the

ones obtained from a series of preliminary direct tension tests while the boundary conditions

simulated accurately the pull-out tests. It was concluded that in some cases (combinations of

parameters) there might be need for revising the current design approach, since the failure

mechanism activated first is the fracture of marble, violating thus basic restoration principles.

FIGURE 2. A typical force-displacement curve (a). 3D pull-out test model (b).
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Three-point bending (3pb) is a very popular test since it is based on a simple experimental

procedure and important data about the mechanical behaviour of tht e material are obtained from it.

As long as the length of the beam significantly exceeds the other dimensions and the study is

focused at sections far from the central one the classical Bernoulli-Euler theory yields more or less

satisfactory results. However, as the central section is approached serious local perturbations of the

stress field arise and a detailed elastic solution appears to be indispensable. The situation becomes

more complicated if the beam is made from anisotropic material, which is the case of most natural

building stones. A general closed form solution of the problem is not available, even for the rather

simple case of transversely isotropic materials. In this direction, an attempt is made here to find a

solution of the problem, assuming that plane stress conditions prevail.

Consider a simply supported prismatic beam of unit width, length 2L and height 2c, made from

a transversely isotropic material (Fig. 1). Assuming that the elastic modulus normal to the isotropy

plane is negligible, i.e. Ey 0, Reissner [1] proved that the displacement field reads as:

(1)

where f, g, h and k are arbitrary functions, Ex is the elastic modulus along the length of the beam

and G is the shear modulus. In practice no material exists with Ey=0 and therefore the present

theory should be considered as the limiting case for materials with very small Ey/Ex ratios or an

approximation for problems for which the yy stress is very small. The boundary conditions are:

(2)

where C is an arbitrary constant. After long algebraic manipulations the stress field is obtained as:

, (3)

The constant C is determined by equating the external load P with the force developed by the

stress xy [2]. The predictions of the theoretical analysis were compared to those of an

experimental programme with specimens prepared from the natural building stone used by ancient

Greeks for the erection of the Zeus Temple at Olympia, i.e. a type of soft rock called conchyliates

shellstone. It is an inhomogeneous material, of layered structure which imposes to the material a

strongly anisotropic character of the transverse type. The mechanical properties of the material, as

obtained by Vardoulakis et al. [3], resemble those adopted by Reissner. Series of three-point

bending tests were carried out using prismatic specimens cut from recently excavated conchyliates

blocks parallel to the material layers. It means that the longitudinal axis of the beams coincided
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with the strong anisotropy direction, while the y-direction coincided with the weak one, resulting

to a ratio of the elasticity moduli equal to Ey/Ex 0.04.y

Specimens with three different length over height ratios, equal to 2, 4 and 6, were tested. The

results concerning the deflections are plotted in Fig. 2, together with the respective elastic curves.

It can be seen from this figure that the experimental points are sufficiently close to the elastic

curves; however they are systematically higher, especially at the central section. 

FIGURE 1. The configuration of the problem.

FIGURE 2. The deflection at the mid-section according to the theoretical analysis and the 

respective experimental results.

The above discrepancies can be justified by taking into account that the theoretical solution disregards the

influence of the point load which, especially for short beams, is extremely pronounced [4]. Also the linearity

assumption for conchyliates is not fully justified experimentally, especially for loads approaching the fracture

load. In addition, the assumption that Ey 0 is not absolutely true for the conchyliates shellstone, inevitably

introducing additional discrepancies (although the values of the transverse stress measured do tend to zero).

Summarizing it can be said that the present approach constitutes a first step for understanding the behaviour of

transversely isotropic materials under 3PB and yields rather satisfactory results, provided that the assumptions

on which it is based are fulfilled. 
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The direct tension test in case of rock type materials is, perhaps, the most difficult task of the

Experimental Strength of Materials. The main obstacles hard to overcome is the preparation ofd

standardized specimens, the application of the tensile load and the development of parasitic

moments, caused by even the slightest non co-axialities and misalignments. A number of solutions

have been proposed, however, most of them are time and labor consuming, the stress field is not

uniaxial, the dimensions of the specimens may be restricted and the scattering of the results is

significant. As a result, simpler tests were introduced, among which the Brazilian test, proposed by

Carneiro and Barcellos already from the late forties [1], is the most popular one due to its

simplicity. 

However and in spite of the intensive research a number of questions remain still unanswered,

especially in the case of cracked discs, for which an analytic solution is not available. In this

context a numerical analysis is presented here carried out with the aid of the Finite Element

Method. The specimens modeled were disc-shaped with diameter equal to 100 mm and thickness

equal to 10 mm. The material was considered as isotropic and linearly elastic. The disc is loaded

along two symmetric arcs by uniform radial compression. The boundary conditions included a

roller along the vertical direction (dx=0) while the lowermost point of the disc was fully restrained.

A parametric study was conducted including the inclination, the shape (rectangular or elliptic) and

the dimensions of the crack and the width of the loading arcs. The numerical analysis is carried

out, using the ANSYS 9.0 software. The final model consisted of 50518 elements and 134400

nodes (Figs.1a,b). In Fig. 2a the influence of the loading arc on the stress at the tip of the notch ist

shown, while the radial variation of the stress components along the axis of symmetry of the notch

is plotted in Fig.2b, for an elliptic crack inclined 60o with respect to the load.

FIGURE 1. (a) An overview of the numerical model. (b) Detailed view around the tip of the notch.
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FIGURE 2. The influence of the loading arc on the stress at the tip of the notch (a) and the

variation of the stress components along the line of symmetry of the notch (b).

For the validation and the assessment of the model a series of Brazilian tests were carried out

with specimens made either from Dionysos marble or from PMMA. The dimensions of the

specimens were those of the numerical model. The specimens were loaded using the device

suggested by ISRM. The load was applied by a stiff hydraulic loading frame. The strains

developed were measured with the aid of a system of strain gauges either along the notch and

normal to it (Fig3a) or along an arc encircling the tip of the notch (Fig. 3b). Knowing the strain

field components one can estimate the stress field adopting Hooke’s law.tt

In general the agreement between the numerical and the experimental results is satisfactory.

Only for the regions very close to the loading arc, i.e. r/R>0.8, and in the immediate vicinity of the

tip of the notch, the discrepancies become significant. The maximum deviation does not exceed

20% and it appears at the tip of the notch. The results of the experiments exceed slightly but

consistently those of the numerical simulation. Such a behaviour should be expected since ther

numerical analysis is based on linear elasticity which is not the case, since both Dionysos marble

[2] and PMMA exhibit some nonlinearity. In addition the simulation of the uniformly distributed

load by the finite element method is achieved by applying a number of concentrated loads on the

respective nodes, inevitably causing local stress concentratiaa ons which influence the stress

distribution.

FIGURE 3. The experimental set-up according to the standards suggested by ISRM and the two 

types of specimens
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It is commonly assumed that the columns in ancient Greek Temples were fluted due to aesthetical

reasons only. However, a detailed numerical analysis of the contact between adjacent drums of

typical ancient columns revealed that the distribution of stress concentrations along the perimeter

of the stone drum during sliding corresponds to the typical fluting present in columns of ancient

Greek and Roman architecture [1]. Hence, fluting of the columns might have been a conscious

decision, based on previous evidence that such regions were prone to cracking, in order to prevent

and control possible material deterioration at the surface. Indeed engineering judgement suggests

that the arched shape of the flutes resists surface cracking and acts as reinforcement. Therefore

beyond aesthetic advantages it is possible that the flutes influence the mechanical behaviour of the

whole column. This could be expected due to the singularities introduced by the imposed abrupt

change of the boundary conditions of the specimen, where the friction boundary of the base meets

the free boundary of the lateral surface. The combination uu of compression (due to the friction cone)

and extension (the lateral expansion produced by axial compression) makes it a favourable place

for crack initiation, i.e. non-homogeneous straining, eventually leading to fracture. In trying to

eliminate this effect, apart from minimizing the friction, one should also try to provide support to

the free boundary against exfoliation and cracking.

Following the previous line of thought it was decided to check this hypothesis, by studying the

mechanical behaviour of a typical column of the Parthenon Temple of the Acropolis of Athens.

These columns have 20 flutes the shape of which is accurately described as an arc of an ellipse [2].

The material of them is Pentelik marble, which in a first approximation was considered isotropic

with Young’s modulus E=70 GPa and Poisson’s ratio =0.3. As a first step the problem was

studied numerically with the aid of the Finite Element Method. Three successive drums were

considered. The interface between them was modelled with contact and target elements and the

coefficient of friction was set equal to 0.7. It was assumed that the lower base of the lower drum is

rigidly clamped to the ground. The elements used for the meshing are 3-D tetrahedral elementsd

with 10 nodes and 3 linear degrees of freedom on each node. The final model of a single drum is

shown in Fig. 1a. The loading modes included the own weight of the drums, a uniform pressure on

the upper surface of the uppermost drum, simulating the weight of the superimposed members, as

well as bending and torsional moments. The variation of the equivalent stress in a typical drum

under its own weight and bending moment is shown in Fig. 1b.

As a second step an experimental programme was carried out with specimens prepared in

accordance to the shape of the drums of the doric column of ancient Greek architecture, with their

lateral surface, i.e. the free boundary, fluted. Each specimen had 20 flutes and the proposed

configuration was tried for specimens made form Cyprus stone, Alfopetra stone, Kenchreae stonem

and Dionysos marble. Two cases are compared for each material, one standard (cylindrical) and

one fluted. The observed changes, as it is seen in Fig.2a, in which the results for the Cyprus stonen

are plotted, are striking. The peak strength is reduced by about 30%, the failure strain increases by

more than five times and the mode of failure changes from brittle to ductile. The energy density
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input (the area under the stress-strain curve) for the fluted specimen is five times that of the

standard one, indicating the increased capacity of the so configured specimen to absorb energy.

FIGURE 1. (a) The model of typical drum. (b) The variation of the equivalentaa stress in a typical 

drum under its own weight and bending moment.

FIGURE 2. (a) Standard vs. fluted specimens for Cyprus stone. (bd ) A typical fractured specimen.

Concluding it can be said that fluting of the lateral free boundary reduces the peak strength and

adds to the stress-strain curve a large strain-softening regime. Finally it isff emphasized that fluted

specimens did not fail at macrostructural level; cracking was restricted to their lateral surface only.
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The dependence of the mechanical properties of natural building stones on the size of thef

specimens used in the laboratory tests is the object of the present study. The phenomenon, known

as size effect, was long ago well known in the engineering community. The dependence of the

strength of ropes on their length was known to Leonardo da Vinci already from the beginning of

the 16th century. Griffith was the first one who studied thoroughly the variation of the nominal

strength of glass fibres with their diameter. Since then the phenomenon was attributed to statisticaltt

reasons. The “weakest-link” model and Weibull’s classical statistical size-effect laws were of

general acceptance and use. It was only at the early of seventies when experimental results were

presented that could not be explained by the statistical analysis and this gave birth to increasedaa

interest to the phenomenon. Nowadays two basic approaches are identified: the deterministic

energetic theory introduced by Bažant [1] and that of crack fractality introduced by Carpinteri [2].t

In the present paper the size effect is studied experimentally for the case of the porous stone of

Cefallonia, a natural building stone considered as a candidate substitute of the porous stone ofu

Kenchreae, the material used by ancient Greeks for the erection of the Asklepieion of Epidauros.

Series of uniaxial compression tests were carried out using cubic and cylindrical specimens of

different sizes and apertures. The basic mechanical properties of the material were determined by

appropriate analysis of the test data. The results exhibited clearly the dependence of almost all

mechanical properties studied (peak stress, strain at peak stress, modulus of elasticity, elastic strain

energy density and total strain energy density) on the dimensions of the specimens. It was also

indicated that the kind of dependence is different in the case of the cylinders in comparison to that

of the cubes (Figures 1, 2). Indeed it was proved that all mechanical properties of the cubic

specimens depend on the size according to a non-monotonous law and the extrema are very clear.

On the contrary for the cylinders some of the properties varied according to a non-monotonous law

while the variation for other properties was monotonous. 

The above described rather peculiar behaviour and the relatively restricted number of apertures

tested in this first series rendered the execution of additional tests indispensable demand. In this

direction complementary tests were carried out with cylindrical specimens of eight different

apertures (height / diameter ratios) ranging from 8 to 2 (Fig. 3). The material used was the porous

stone of Alfa of Crete. This is another candidate substitute of the porous stone of Kenchreae of

relatively higher compressive strength in comparison to that of the authentic material [3]. 

It was concluded definitely that at least the peak strength of this stone depends on the size off

the specimens according to a non-monotonous law again, with a clear but relatively weaker

extremum compared to that of the cubic specimens. In other words a specimen size exists for

which the peak strength becomes maximum. Such a conclusion is extremely important for those

using these materials in a series of restoration projects:f In case the design of a structure is based on

data obtained from experiments with specimens of this “optimum” size it is possible that the

strength of the structure is overestimated. Finally, the fact that the experiments support a non-

monotonous influence of the specimen size on the peak strength is in contrast to the theories

mentioned in the introduction and further investigation is necessary.
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FIGURE 1                                                                     FIGURE 3

FIGURE 1. The dependence of the peak stress on the size of the specimens

FIGURE 3. The specimens used for the study of the anomalous behaviour of the size effect.

FIGURE 2. The dependence of the elastic strain energy density on the size of the specimens.
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The dark grey Breccia di Billiemi and the Ammonitico Rosso of Piana degli Albanesi, widely

employed outdoor and indoor in monuments in Sicily, undergo significant alteration processes,t

affecting not only the chromatic aspect but also the state of aggregation. 

In a previous paper [1] the effects of accelerated weathering in laboratory was compared with

natural ageing in the urban environment. The study included the descriptitt on of lithofacies, the

characterisation by means of petrographic and physical-chemical techniques and accelerated

weathering experiments on both lithotypes.

Aim of this paper is to quantify the effect of artificial accelerated weathering procedure.

Experimental tests were performed using at least two slabs of each lithotype. The exposed

surfaces, 2.5*10 cm, were polished in order to evidence the degradation effects. Both weight

measurements and image analysis [2] of the samples surfaces were performed during acceleratedff

washout and acid etching tests.

The accelerated weathering procedures were also used to evaluate the effect of some

commercial products, currently applied to protect stone surfacesaa against the effects of urban

pollution. Infact, acid atmosphere and rain washout can induce a severe decay of the stone, leading

to microcracks and colour alteration. The effectiveness of protection was tested by the same

methods used to quantify the decay of unprotected samples.

In [1] the different effect of ageing agents on veins and grains was related to the difference in

porosity. In this paper such assumption was verified by contact angle measurements on different

areas of untreated samples. Furthermore, such measurements were performed also on treated

samples during artificial ageing tests, in order to investigate the mechanisms of protective action.

As most of preservatives are organic polymeric materials, such ageing procedures included

also UV radiation. 

The results of this paper give a contribution to the comprehension of both degradation

mechanisms of natural building stones and role of preservatives in protection from aggressive

environments. Furthermore a procedure is proposed to evaluate the effectiveness of preservatives,

in order to choose suitable products for a durable conservation intervention.
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In conservation of historic masonries, grouting is one of the most commonly applied techniques.

However, the design of adequate grout mixes, as well as the prediction of the mechanical

properties of a grouted masonry is not based on quantified data regarding the bond properties of

interfaces. Within the present work, a systematic study of the bond mechanism is carried out in

composite grout/substrate specimens. Two types of tripartite (lime-pozzolan-cement) grouts are

examined (G2 (cement 30%-lime 35%-metakaolin 35%) and G4 (cement 30%-lime 23%-milos

earth 47%)), combined with three substrates (two types of limestonett with different porosity

(Dionysos marble and travertine) and solid bricks). A cement-based grout, G1 (cement 80%-lime

20%), is used as a reference. The interfaces between grout and substrate are characterized by

means of mechanical tests in direct tension and shear. The in-time development of the tensile and

shear bond strength is also investigated. Thus, tests were carried out at ages of 28 to 180 days. Int

case of shear tests, the value of the normal compressive stress, , on the interface was considered

as an additional parameter. Three values of this parameter were considered, namely: 0.1, 0.3, and

0.6 MPa. Based on a sensible selection of combinations of parameters, 111 and 135 composite

specimens were prepared and tested in direct tension (Fig. 1) and shear (Table 1), respectively. In

order to correlate the characteristics of the substrates and the obtained strengths of the interfaces,

their surfaces were examined and their porosity was measured.

The main conclusions of this study are that (a) the studied tripartite grouts can develop tensile

and shear bond strength comparable to Portland cement-based grout,aa although their mechanical

properties are lower than those of the cement grout, (b) the valuf e of the reached bond strength is

governed mainly by the substrate characteristics and the binding properties of the grouts (see for

example Fig.1, where conclusion (a) is illustrated, whereas it is shown that for the same grout mix,

low porosity marble exhibited in general lower bond strength values than the higher porosity

travertine). Furthermore, (c) interfaces subjected to shear have presented similar behaviour with

interfaces within concrete (see i.a. Tassios and Vintzileou, [1]). In fact, as shown in Table 1, the

maximum mobilized shear resistance ( u) increases for increasing normal compressive stress onrr

the interface, whereas the friction coefficient (expressed as the ratio between maximum shear

resistance and corresponding shear slip) is decreasing with increasing normal compressive stress.

Thus, the beneficial effect of normal compressive stress on the interface was confirmed. Therefore,

the results of this project confirm the efficiency of tripartite lime-pozzolan-cement grouts with

reduced Portland cement content for repair and strengthening of historic masonries.
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FIGURE 1. In-time development of: (a) marble-to-grout and (b)ff travertine-to-grout bond tensile

strength. 

TABLE 1. Summary of shear test results (mean values of two or three specimens per combination

of parameters).
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Limestones are commonly used as a construction material in many engineering structures. The

knowledge of the influence of moisture on the mechanical properties of stones such as compressive

strength and tensile strength are important to characterize the suitmm ability of the use of limestones

for several engineering purposes. Effects of the environment influence the strength properties and

can be useful for the mining industry in the operation of fracturing and exaa traction of limestones on

a cost effective basis. Many properties such as the water content, the degree of saturation and

macro and microstructure (porous spaces and textural organisation) influence the mechanical

resistance properties of the limestones (Dobereiner [1], Ojo [2], West [3]). So, changes in water

content induce changes in mechanical stresses. With cyclic environmental conditions (humidity,

rain water, …), this changes can induce hydromechanical fatigue and can affect the behaviour of

the stone. This communication is a part of a research program devoted to understand the

geotechnical engineering behaviour of two French porous limestones, namely; white tuffeau and

Sébastopol stone.

The first limestone, Tuffeau is largely used in constructions of the castles in the Loire Valley -

France. Many elegant and aesthetic frontend sculptures have been constrtt ucted using these stones.rr

One of the key advantages of the stone is its relative high ductility property. However, over a

period of time these sculptures gradually deteriorate due to the effects of erosion. In some of these

sculptures, gullies of a few centimetre thicknesses are typically formed due to problems associated

with erosion. The second stone Sébastopol used in the study is selected to provide a comparison of

mechanical properties along with Tuffeau. The total porosity value of both the limestones used is

similar (near 45%).

The mechanical strengths of the two limestones are tested under various water contents within

the stone: from completely dry to completely saturated. Between these two extremes moisture

conditions, water content of the stones are controlled using saturated salt solutions, osmotic

solutions and tensiometric plates. The water retention curves established for all the range of

capillary suction (shown at the Fig. 1) and pore size distributions were also determined for both the

limestones. The mechanical resistance properties of the tested limestones are determined by means

of compressive and tensile tests for samples with several water content induced by the relative

humidity applied (or its equivalent suction). Results are showed at Fig. 2. The mechanical stresset

strongly decreases when the water content increases. This effect is particularly important for the

low water contents.

The differences in the mechanical behaviour (in compression and tension) of the two examined

stones which have relatively the same total porosity are explained by their mineralogical

composition, pore size distribution and water retention capacity behaviour.
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FIGURE 1. Water retention curves for the two studied stones

FIGURE 2. Strength/Strain curves for uniaxial compressive strength tests with hydrous state

(water content) of the stones
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Presence of soluble salts in the building limestone’s which can originate from different pathways

(marine environments, dissolution of the calcite of the stone due to water f transfer,….etc) gradually

induces textural and mineralogical modifications in the stones. These salts are one of the key

contributors towards degradation of monuments due to weathering action (Fig. 1). In this paper,

weathering test are carried out on white Tuffeau limestone with high total porosity of 48%. This

limestone, extracted from the Lucet quarry in Saint-Cyr-en-Bourg in Maine-et-Loire, France, is

largely used in constructions of the castles of Val de Loire.f

FIGURE 1. Main deterioration forms of white Tuffeau: a) contour scaling (Chaumont castle), b)

granular disintegration (Bretagne castle- Nante)

Samples of 25 mm x 25 mm x 50 mm are firstly imbibed with the salt solution of NaCl and

Na2SO4. 10H2O. Samples are consecutively subjected to accelerated weathering test in moisture

condition controlled, at 20°C. Weathering tests are bases on cycles of relative humidity (RH) from

20% to 98%, each one lasting 2 days. 

At the end of cycles, the weight of the sample, the salt distribution (Fig. 3), the residual water

content are determined.

During the drying stage, transformation from soluble salt solution to solid crystals induces

mechanical stresses which in turn can cause rupture of the stone man trix. Salt crystallization induces

pressure in the pores at the micro-scale level and tends to collapse the stone at the macro-scale

level.

The tensile stress generated by the precipitation of the salts can be estimated using a

homogeneous crystallization pressure, Pch that can be calculated from local crystallization pressure

in a pore of radius r, following:)(r
c

P
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(1)

Where  represents the total surface corresponding to pores where salt

can precipitate (between  and ) and represents the surface of pores.

Using pore-size distribution from mercury intrusion porosimetry (MIP), BET (Fig. 2) and

porosity measured by water absorption (Beck et al. [1, 2]),  can be estimated from volumetric

saturation of salt solution during imbibition and  can be calculated from the volume of salt

after drying stage (Fig. 3).

 is a first- step estimator of the local crystallization pressure in a pore of radius (r),rr

as suggested by Wellman and Wilson [3], this definition may be subsequently improved.

Weathering level can be estimated basing on the comparison between the calculated tensile

stress induced by salt crystallization and the ultimate tensile strength of the Tuffeau matrix.
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The major events that affected the structural history of the Parthenon of Athens are the destructive

fire of 267 a.D. and the explosion that took place in 1687 a.D. during the siege of Athens by the

Venetian fleet. Following the fire, the Parthenon roof collapsed, whereas the marble blocks that

were subjected to thermal action were severely cracked or even lost an important portion of their

mass. Following the explosion, a big part of the remaining Parthenon collapsed, whereas importantaa

damages have been generated in those areas that did not collapsaa e. Of course, other events, such as

earthquakes, occasionally occurred during the monument’s life, but their effect appears minor in

comparison to the aforementioned.

The first restoration of the long walls of the cella was carried out between 1842-1844. During

this period, 158 wall blocks were put back in arbitrary order, whereas those surfaces that were

damaged by the 267 a.D. fire were completed with the use of solid bricks, which were

subsequently removed in 1926-1927. In the following years only minor interventions took place,

consisting mainly in conservation measures such as rejointing of the marble fragments in situ with

or without the addition of small reinforcement to avoid detaching of marble surface fragments.

Within the framework of the recent restoration campaign, the restored building blocks were

dismantled in 1992-1993. Purposes of this restoration campaign were (a) to locate the original

position of the restored stones, so as they are put back in their initial position, as well as to identify

the original position of building blocks that were not used during the previous campaign, and (b) to

proceed to the repair and strengthening of the damaged stones as well as to the structural design of

the wall to be erected with the use of those blocks. The original position of the marble blocks of the

first row of the Northern Wall of the cella (orthostate) was determined following detailed

architectural studies (Toganidis [1,2], Toganidis & Matala [3]).a  The present study is part of the

actions undertaken for the structural analysis and design of the restored walls.

The bearing system of the walls of the cella consists in an assembly of marble blocks

connected with clamps and dowels. The fact that those structural members are independent to eachtt

other, does not imply that they do not interact to each other. This interaction is controlled by their

mass and generated friction but also by their connectors. For long, however, the effect of the

connectors on the structural pathology was not studied, as it was widely believed that they failed,d

in limit state situations, before any damage could be generated on the marble blocks. In case failure

was observed on the connectors’ area, this was attributed to rust of the iron clamps and dowels.

The methodology adopted for the structural analysis and designtt  was first developed for then

Parthenon Opisthodomos (Toumbakari [4]), and was subsequently applied at the Orthostate blocks

of the N.Walls (Toumbakari [5]). The approach was based on two observations: (a) most of the

recorded damages are concentrated in the areas of the connectors, and (b)f the state of preservation

of the ancient clamps and dowels that were removed from the Opisthodomos during the restoration

campaign of 2001-2004 was very good. It has to be mentioned that there are very few original

connectors of the Walls that survived, the assumption is however made that they all were of the

same quality as those of the Opisthodomos. This assumption is validated by observations made in
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other Monuments of the Acropolis as well. It was therefore necessary to record, analyse and

interpret the pathology of the Orthostate blocks before proceeding to the design of the appropriate

repair measures.

In the paper, first the description of the walls’ constructional features is given. Then, the failure

areas are identified, together with a description of the configuration of the failure surfaces. On the

basis of the study of those elements, five failure modes were detected. The interpretation of the

damages was based on the simultaneous consideration of (a) the kinematic restrictions of each

block separately, (b) the applied system of deformations / displacements on each structural

member and (c) the applied system of deformations / displacementm s on the wall itself. Moreover,

the effect of the marble orthotropy was also considered.rr

The main conclusion of the study is that the observed structural pathology is related to the

presence of the connectors. Available experiments on dowels (Zambas [6]) are in agreement with

these conclusions.  Further experimental and numerical research is however needed, to describe

and verify the action of the connectors. 
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The paper presents the experimental results obtained in a series of displacement controlled

oedometric tests on soft rocks. Four different materials characterized by a high void ratio havey

been investigated; three natural soft rocks and an artificial one. The materials examined were

conchyliades stone, Puglia calcarenite, pumice stone and gasbeton. In order to be able to monitor

also the stress path, a soft oedometer ring was designed and constructed for the measurement of thed

radial stresses. The observed behaviour is summarized as follows. After an initial phase in which

the mechanical response is essentially elastic, a second phase starts, in which bonds are

progressively broken so that in the axial strain-stress curve an unload is recorded and a sort of

’curl’ appears in the stress path. This means that strain non-homogeneities can occur in the form oft

compaction bands. In the final part of the test, the axial stress increases exponentially and the stress

path comes back to be linear, as the one expected for a cohesionless material. The experimental

behaviour is reproduced by means of an elastoplastic strain-hardening/softening constitutive model

and the occurrence of compaction bands is theoretically predicted.

FIGURE 1. High porosity soft rocks tested and the Soft Oedometer Apparatus

Volcanic soil, as well as calcareous sands, develop diagenetic bonds in time. These are weak

and brittle in nature, so that even moderate pressures, such as those transmitted by a foundation,

can break the bonds and cause larger settlements. This kind of bonded soils (Fig. 1) was employed

as construction material for buildings that constitute nowadays an important cultural heritage

(Greek temples, churches and other monuments). The study of bonded soils under confined

compression has therefore some engineering relevance.

In order to investigate the mechanical behaviour of such a material, an oedometer ( =37 mm)

with flexible ring (Castellanza and Nova 2004) was put under the loading ram of a triaxial cell

(Fig. 1). In this way, it was possible to control vertical displacements and measure the axial load by
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means of a load cell. Since the ring is flexible, very small radial strains occur, so that the cinematic

conditions are not exactly oedometric, but very close to them. The associated average

circumferential stretch of the ring can be measured by three strain gauges with the resolution of

about 1.0 m/m. The ring thickness of 0.8mm was designed by means of the Mariotte formula foraa

hollow cylinders under uniform pressure for working up to 6 MPa with a resolution of 3.5 kPa. The

results obtained for ‘conchiliades’ and gasbeton are shown in Fig.2.

FIGURE 2. Axial - radial stress vs. axial strain and stress path: conchiliades (a,b), gasbeton (c,d)

In Fig.2 it was shown that, after an initial phase in which the stress path is linear, there is a

second phase in which the deviator stress increases less than thr e isotropic pressure and can even

temporarily decrease. Such a phase is associated to the progressive destructuration of the specimen

due to the breakage of the bonds. When the bonds are completely broken and the material has been

transformed in a granular assembly of cohesionless grains, the stress path comes back to be

approximately a straight line as for a virgin granular material. It was further shown that strain non-

homogeneities can occur in the form of a compaction bands.

It is interesting to note that soft rocks with different microstructures, as the 'foam type'

(GasBeton and Pumice) and the 'bonded grain' (Conchiliades and Calcarenite), exhibit similar

mechanical responses when subjected to a displacement controlled oedometric compression test.

A constitutive model able to describe the behaviour of bonded geomaterials, progressively

loosing their cementation is presented. It is worth noting that the occurrence of the compaction

band was theoretically predicted (Nova et al. 2003) before it could be actually observed in

experiments.
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