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Preface

The editors of the first English edition are firmly committed to the aims and

intentions of their predecessors. They would like to express their gratitude to the

authors for their very thorough editing work and compilation of new entries.

Berlin, Germany M. M€oser
Munich, Germany G. M€uller
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From the Preface to the Second Edition of the
“Taschenbuch der Technischen Akustik”

The Handbook of Technical Acoustics aims to provide a broad audience with a quick

and reliable source of information on engineering questions. It is directed not only

toward specialists and students of Technical Acoustics, but rather toward engineers

in all domains, e.g., mechanical engineering, process engineering, traffic systems or

civil engineering, who deal with the topic of noise reduction.

In light of the increasing significance of environmental protection, a number of

articles cover the generation, transmission, insulation, measurement and assessment

of air, and structure borne noise; at the same time, questions pertaining to electro-

acoustics, roomacoustics and audio-physiology are discussed in detail.

Just as in the first edition, in addition to the basics of technical acoustics and

associated domains, great emphasis has been placed on including as much informa-

tion as possible on material data, empirical values, important measurement results,

tested approximation formulas, useful reference values, etc. This will help the reader

understand the general context, while at the same time providing data required for the

solution of practical problems – without having to engage in time-consuming studies

of the literature. The editors extend their sincere thanks, especially to all of the

authors who, alongside their professional work, have committed themselves to the

tedious task of presenting their respective fields of specialization in a comprehensive,

yet compact format.

The editors hope this Handbook of Technical Acoustics will prove to be a useful

aid to its readers in their daily work.

Berlin, Germany M. Heckl

Munich, Germany H. A. M€uller
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Fundamentals 1
M. M€oser and G. M€uller

1.1 Introduction

Sound consists in mechanical vibrations within the

frequency band of human hearing from approximately

16 Hz–16 kHz. Vibrations in air and in liquids are

called airborne and liquid-borne sound respectively,

vibrations in solids are called structure-borne sound.

For further fundamentals on Technical Acoustics,

see, for example, [1–17].

1.2 Level and Measurement Quantities

For airborne sound, the primary quantity is the

sound pressure, which is determined using micro-

phones (Chap. 2). More elaborate techniques (for

example, the intensity measurement, see Chap. 2)

are based on several microphones. For structure-

borne sound, the surface displacements x, their

velocity v ¼ ∂x/∂t or their acceleration a ¼ ∂v/∂t
are determined.

In view of Weber’s and Fechner’s law, stating that

the human perception is proportional to the logarithm

of the stimulus, the physical quantities are usually

expressed in terms of their levels. The sound pressure

level Lp is defined to be

Lp ¼ 10 lg
p2rms

p20
¼ 20 lg

prms

p0
; (1.1)

where peff denotes the root mean square value of the

signal

p2rms ¼
1

T

ðT
0

p2ðtÞdt; (1.2)

and the standardized reference is p0 ¼ 2 � 10�5 N/m2.

Human beings perceive sound pressures approximately

between prms ¼ p0 (threshold of audibility) and prms ¼
200 N/m2 (threshold of pain). The atmospheric pressure

amounts to about 105 N/m2; the sound pressures there-

fore are comparatively very small. The human percep-

tion comprehends approximately 0 < L < 140 dB.

The pseudo unit ‘decibel’ is used for the outcome of

Eq. (1.1). 1 dB corresponds to the threshold of audible

difference between two pressures. 10 dB correspond

approximately to the doubling of stimulus.

The quantities local velocity v, temporally averaged

intensity I and power P (see Sects. 1.4 and 1.5) also are

described by their levels. They are defined in such a

way, that equal level values result for the case of plane

propagating waves with v ¼ p/p0c and I ¼ p2rms=r0c
(r0c ¼ characteristic impedance of air ¼ 400 kg/s/m2)

Lv ¼ 10 lg
v2rms

v20
; (1.3)

LI ¼ 10 lg
I

I0
; (1.4)
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and

LP ¼ 10 lg
P

P0

; (1.5)

with v0 ¼ p0/r0c ¼ 5 � 10�8 m/s, I0 ¼ p0
2/r0c ¼

10�12 W/m2 and P0 ¼ I0 � 1 m2 ¼ 10�12 W. As

mentioned, Lp ¼ Lv ¼ LI ¼ LP holds for plane

propagating waves (LP denotes the level of the power

through an area of 1 m2).

Often several incoherent signals (‘incoherent’ means

signals with different frequency components, for exam-

ple, two cars or two noise sources, etc.) with known

partial levels have to be combined to a total level.

In such cases, the single mean square values have to

be calculated from the inverse of Eq. (1.1)

p2rms

p20
¼ 10Lp=10: (1.6)

The total mean square value equals the sum of

partial ones; therefore, the total level equals

Lges ¼ 10 lg
XN
i¼1

10Li=10

( )
; (1.7)

(Li: partial levels, N: their number). Equation (1.7)

says, for example, that a second source with the same

level yields a 3 dB increase, that three equal one third

octave band levels are 4.8 dB lower than the corres-

ponding octave band level and that a 6 dB signal to

noise ratio results in an error of 1 dB.

1.3 Fundamentals of System Theory

Acoustical transducers and vibrating structures may be

described by a ‘cause-effect-chain’, which often is

called the ‘system’. An excitation x(t) (also named

the system input) causes vibrations of a dynamical

structure, which can be observed at a certain point

using some appropriate quantity y(t) (being the system

output). Examples are the input voltage x(t) for a

loudspeaker in an arbitrary acoustical environment

and the output voltage y(t) of a microphone observing

the sound field; or force signals x(t) exciting structures
like beams and plates somewhere to result in some

response y(t). Literature on system theory can be

found for example in [18, 19].

For sufficiently small amplitudes, acoustical

transducers behave LINEARLY; this is, for example,

true for airborne sound below 130 dB. ‘Linear’ simply

means that the principle of superposition is valid. If the

operator L denotes the transformation of the input

signal accomplished by the system in question to

give the output signal

yðtÞ ¼ L xðtÞf g; (1.8)

then LINEAR transduction is described by the fact

L a1x1ðtÞþa2x2ðtÞf g¼a1L x1ðtÞf gþa2L x2ðtÞf g; (1.9)

(a1, a2: constants, x1, x2: arbitrary signals).

In addition, systems are called time invariant, if

their reaction after a time shift of the input also only

results in the same time shift of the output:

y ðt� tÞ ¼ L x t� tð Þf g: (1.10)

Linear and time-invariant transducers are easily

described using their impulse responses h(t) or their

transfer functions H(o); dropping one of these

assumptions causes often a difficult and complex

description of the system. The assumptions of linearity

and time invariance are of course not self-evident in

general, but may be assumed inmany cases; appropriate

experiments have to be carried out, if needed.

1.3.1 Description with Impulse Response
Function

The simple mathematical fact that all signals may

be represented by a comb of delta functions (Dirac’s

comb)

xðtÞ ¼
ð1

�1
xðtÞdðt� tÞdt; (1.11)

(d(t) ¼ Dirac’s delta function with d(t6¼0) ¼ 0 andÐ1
�1 dðtÞdt ¼ 1) already results in a description of a

linear and time invariant system L by its impulse

response function. Applying the operator L on

Eq. (1.11) yields

2 M. M€oser and G. M€uller



yðtÞ ¼ L

ð1
�1

xðtÞdðt� tÞdt
8<
:

9=
;

¼
ð1

�1
xðtÞL dðt� tÞf gdt

¼
ð1

�1
xðtÞhðt� tÞdt; (1.12)

where

hðtÞ ¼ L dðtÞf g; (1.13)

denotes the impulse response of the transducer.

The right hand side integral in Eq. (1.12) is called

the convolution integral. The total operation defined

by Eq. (1.12) on x(t) and h(t) to give the output signal

y(t) is termed ‘convolution’, shortly written as y(t) ¼
x(t) � h(t). The convolution is commutative with

respect to x and h, x(t) � h(t) ¼ h(t) � x(t) holds.

A direct application of the convolution for room

acoustic purposes is described in Chap. 10.

1.3.2 Pure Tones (Time Convention)

Signals consisting of pure tones (with harmonical

time dependence of the form cos(ot)) are most easily

described using their complex amplitudes f, which is

related to the real valued time signal by taking the real

part as follows:

f ðtÞ ¼ Re f ejot
n o

: (1.14)

In Eq. (1.14), f and f may denote arbitrary physical

quantities (pressure, velocity, electrical voltage or

mechanical stress, for example) that may also depend

on spatial variables or others. The complex amplitude

is also called ‘phasor’. Equation (1.14) permits the

inverse mapping of the complex number f to the real

valued, observable reality f(t). The complex notation

benefits from the fact that a single complex symbol

contains two informations (namely amplitude and

phase). The most important advantage of the use of

phasors consists of the much simplified arithmetics.

For example, to the take the sum of two sinusoidals

with different phases and amplitudes is a time con-

suming and annoying procedure, compared with the

concise sum of two complex numbers.

For linear and time-invariant systems with pure

tones as input, the output is given by

yðtÞ ¼ Re x

ð1
�1

ejoth t� tð Þdt
8<
:

9=
;

¼ Re xejot
ð1

�1
e�jouhðuÞdu

8<
:

9=
;

¼ Re x H oð Þ ejot� �
: (1.15)

If the input signal consists of a pure tone, then the

output is a pure tone of the same frequency but differ-

ent amplitude and phase. Therefore, for pure tones

the transmission problem is reduced to the complex

amplification H(o). Since the pure shapes of input and
output signals are equal, a complete description of the

transmission is given by changes in amplitude and

phase.

The underlining of complex number to distinguish

them from real values henceforth will be omitted, if

misunderstanding is impossible.

1.3.3 Description with Frequency
Response Function

The transmission problem for arbitrary, non-harmonic

input signals x(t) also may be solved from the above

principle of the distortion-free transmission of sinu-

soidals, if the general input signal x(t) is decomposed

into a sum of pure tones. To include the most general

case, the distance of frequencies that have to be taken

into account must be infinitesimally small. The signal

therefore must be represented by an integral over

frequency

f ðtÞ ¼ 1

2p

ð1
�1

F oð Þ ejotdo ¼ F�1 FðoÞf g; (1.16)

(the factor 1/2p arises because the frequency inte-

gration df ¼ do/2p is intended). Obviously negative

frequencies are included in the purely mathematical

definition Eq. (1.16). F(o) is the amplitude density

1 Fundamentals 3



function with the dimension dim(F) ¼ dim(f)/Hz
(dim() ¼ dimension of the argument). The function

f(t) is real valued whenever the additional condition

F(�o) ¼ F*(o) holds (* ¼ conjugate complex).

The spectral density F(o) is related through

F oð Þ ¼
ð1

�1
f ðtÞ e�jotdt; (1.17)

to the signal f(t).
Equation (1.17) defines the operation known as

Fourier transform. Equation (1.16) gives the inverse

Fourier transform (for details relating to Fourier

transforms see, for example, [20, 21]). F(o) often

also is called the Fourier transform of f(t). The short

hand notations with operators are also included in

Eqs. (1.16) and (1.17). The Fourier transform can be

unambiguously inverted.

Similar to the representation of a given function in

form of series of other functions, the Fourier transform

does not gain new information. Given information is

simply described in a different way. The reason for the

extra mathematical effort is, that the ‘new representa-

tion’ F(o) allows for a simple treatment of linear

and time invariant systems. The transmission is

completely described by a complex amplification

‘per frequency’. It can be shown that the transform

of Eq. (1.12) yields

Y oð Þ ¼ H oð ÞX oð Þ; (1.18)

where X(o) and Y(o) denote the transforms of input

x(t) and output y(t), respectively.
H(o) is the so-called frequency response function

and identical with the Fourier transform of the impulse

response function

H oð Þ ¼ F hðtÞf g: (1.19)

H(o) and h(t) both contain a complete description

of the system, they therefore cannot be independent of

each other; they must be related as stated in Eq. (1.19).

Equation (1.18) reduces the transmission problem

to the multiplication with the complex frequency

response function.

The fact that the multiplication ‘in frequency’

corresponds to the convolution ‘in time’, is inherent

in Eqs. (1.12) and (1.18). The relation

F�1 X oð ÞH oð Þf g ¼
ð1

�1
x tð Þh t� tð Þdt; (1.20)

is termed the ‘convolution theorem’. In principle, time

t and frequency o may be interchanged in Eqs. (1.16)

and (1.17). Therefore, the convolution theorem is

reciprocal; the multiplication of two time signals

corresponds to the convolution of the transforms

F xðtÞ � gðtÞf g ¼ 1

2p

ð1
�1

X uð Þ � G o� uð Þdu: (1.21)

From Eqs. (1.20) and (1.21) other properties

of signals and their transforms can be deduced

(energy theorem, Parseval’s theorem and correlation

functions).

In acoustics, the transform of spatial functions is an

important tool for the treatment of radiation problems

too (see Sects. 1.6.2, 1.8.3 and 1.9.3).

1.4 Fundamentals of Wave
Propagation

The physical state of a gas is described by the density

rG, the temperature TG and by the pressure pG. Sound

consists of (very) small fluctuations of these quantities

in space and time; it is therefore possible to write

pG ¼ p0 þ p x; y; z; tð Þ; (1.22)

rG ¼ r0 þ r x; y; z; tð Þ; (1.23)

and

TG ¼ T0 þ T x; y; z; tð Þ; (1.24)

where p0, r0 and T0 denote the equilibrium pressure,

density and temperature in the medium respectively;

p, r and T are the sound pressure, sound density and

sound temperature, respectively.

The quantities pG, rG and TG are related through the

gas law (for ideal gases)

pG ¼ R
rGTG

Mmol

; (1.25)

4 M. M€oser and G. M€uller



(the constant R equals R ¼ 8,314 Nm/K, Mmol is the

molar mass of the gas).

The slow heat conduction processes usually can be

neglected in acoustics (an exception consists only of

narrow tubes at low frequency). Sound phenomena,

therefore, are subject to adiabatic compression such that

pG
p0

¼ rG
r0

� �w

; (1.26)

where w ¼ cp/cv denotes the ratio of specific heats for

constant pressure, cp, and constant volume, cv. For a
diatomic gas (like air) w ¼ 1.4 holds.

As mentioned, the sound quantities p, r and T in

Eqs. (1.22)–(1.24) normally are extraordinarily small

compared with the static values
_
p0, r0 und T0. Products

of the acoustical quantities p, r and T and higher then

the first order in Eqs. (1.25) and (1.26), therefore, play

only a role for the highest amplitudes beyond human

perception. Under practical conditions, Eqs. (1.25) and

(1.26) may be represented by their linearised versions

p

p0
¼ r

r0
þ T

T0

; (1.27)

and

r ¼ p=c2; (1.28)

with

c2 ¼ w
p0
r0

¼ wRT0

Mmol

: (1.29)

The most important conclusion from Eqs. (1.27)

and (1.28) is, that sound pressure p, sound density r
and sound temperature T exhibit one and the same

signal shape; they differ only by scaling constants.

Most often the sound pressure is used to describe the

field, since this quantity can be measured easily using

microphones.

Changes in density result from spatially varying

displacements ~x in the elastic continuum consisting

of gas or another fluid. Because of mass conservation,

the following relation:

r ¼ �r0@x=@x; (1.30)

holds (one-dimensional field). The increase in density

originates simply from closer material packing. On the

other hand, due to Newton’s law, the displacement is

caused by the forces. Applied to a small cube of air

Newton’s law yields

r0
@2x
@t2

¼ r0
@v

@t
¼ � @p

@x
; (1.31)

(v ¼ local velocity). Together with Eq. (1.27), stat-

ing that sound pressure p and sound density r are

proportional to each other, Eqs. (1.30) and (1.31)

already describe the wave phenomenon. Upon

eliminating x in the spatial derivative of Eq. (1.31)

with the help of the second time derivative of

Eq. (1.30), and finally expressing the sound density

by the sound pressure p from Eq. (1.28), one readily

finds the one-dimensional wave equation for the sound

pressure

@2p

@t2
¼ c2

@2p

@x2
: (1.32)

Obviously, the solutions are waves in the form

p ¼ f t� x=cð Þ: (1.33)

Sound signals in gases propagate without deforma-

tion of their shape (non-dispersive waves). The func-

tion f in Eq. (1.33) consists of an arbitrary signal shape

produced by the source. The minus sign ‘�‘ in the

argument stands for waves propagating into the posi-

tive x-direction; whereas ‘+’ is associated with a wave

in the opposite direction, provided the temporal depen-

dence is chosen positive.

Obviously, c denotes the speed with which the

wave propagates. c is called the wave or phase

speed. Equation (1.2) shows, that the speed of sound

c depends on material and temperature only, and is

not, for example, influenced by the static air pressure.

For example, from

Mmol (air) ¼ 0.75 Mmol (N2) + 0.25 Mmol (02) ¼
28.8 g one finds c airð Þ ¼ 20:1

ffiffiffiffiffiffiffiffiffi
T=K

p
m=s and there-

fore c ¼ 343 m/s for T ¼ 293.2 K (corresponding to

about 20�C). For hydrogen with Mmol (H2) ¼ 2g the

wave speed is c (H2, 20�C) ¼ 1,310 m/s, and for

carbon dioxide withMmol (CO2) ¼ 44 g c (CO2, 20
�C)

¼ 278.5 m/s result. In general, high density gases have

a smaller sound speed than light density ones. Other

wave velocities can be found in the literature ([22, 23]

for sea water).

1 Fundamentals 5



A sound field containing only one of the two

solutions given in Eq. (1.33) is a PROPAGATING

wave (active field). Two propagating waves of equal

amplitudes but opposite propagation directions form

a STANDING wave (reactive field). For plane

propagating waves, Eq. (1.31) shows that sound pres-

sure and local velocity constitute a constant ratio:

p x; tð Þ ¼ r0c v x; tð Þ: (1.34)

The ratio r0c is called the wave resistance or spe-

cific resistance of the medium. The most important

conclusion of Eq. (1.34) is that the particle velocity

may be determined by simply measuring the sound

pressure. This simplification is used for the measure-

ment of sound intensity and sound power in a free field

(see Chap. 5). Furthermore, Eq. (1.34) shows that the

signal shape f in Eq. (1.33) equals that of the velocity

time signal of a source at x ¼ 0 for pure propagating

waves; it is p(x,t) ¼ r0c v(t � x/c) with v(t) ¼ velocity

of a membrane at x ¼ 0.

For pure tones with circular frequencyo, Eq. (1.33)
becomes

p ¼ p� cosðo t� x=cÞð Þ ¼ p� cos ot� kxð Þ: (1.35)

The time period T is included in the circular fre-

quency via o ¼ 2p/T, and in the same way the wave

number k must include the spatial period l:

k ¼ o
c
¼ 2pf

c
¼ 2p

l
; (1.36)

which is called the wavelength l ¼ c/f. For human

perception between 16 Hz and 16 kHz the wavelengths

of 20 m > l > 0.02 m are related.

In three dimensions, the above considerations result

in

div~v ¼ @vx
@x

þ @vy
@y

þ @vz
@v

¼ � 1

r0c2
@p

@t
; (1.37)

(mass conservation) and in

r0
@~v

@t
¼ �gradp

¼ � ~ex
@e

@x
þ~ey

@p

@y
þ~ez

@p

@z

� �
; (1.38)

(Newton’s law). The general operators in Eqs. (1.37)

and (1.38) (div and grad) are given in details for Carte-

sian co-ordinates in addition (~ex;~ey;~ez basic unity

vectors). Again, after eliminating the velocity from

Eqs. (1.37) and (1.38) the three dimensional wave

equation

Dp ¼ @2p

@x2
þ @2p

@y2
þ @2p

@z2
¼ 1

c2
@2p

@t2
; (1.39)

results (D is the Laplacian, again made explicit for

Cartesian co-ordinates).

For pure tones, (1.39) can be formulated using the

dimensionless co-ordinates x/l, y/l and z/l only. There-
fore, model scale experiments are possible. To do so all

dimensions are scaled down while the frequency is

scaled up by the same scaling factor. A problem results

from the absorption, which depends strongly on fre-

quency, and which is not included in Eq. (1.39) (see

also Chap. 10 for scale modelling in room acoustics).

The above equations are valid for a medium at rest.

For a moving medium, the convection has to be taken

into account. For flow with velocity U0 in x-direction
neither depending on time nor on a spatial co-ordinate,

must the time derivatives in Eqs. (1.21)–(1.39) be

substituted by the complete derivative

@

@t
! d

dt
¼ @

@t
þ U0

@

@x
: (1.40)

For one-dimensional waveguides with flow, the

solutions Eq. (1.33) are rewritten as

p ¼ f t� x

c � U0

� �
: (1.41)

The speed of sound relative to the origin of the co-

ordinate system used increases with the flow speed for

waves propagating in the flow direction and decreases

accordingly for waves propagating in the opposite

direction.

1.5 Sound Energy and Power Transport
in Gases

Sound consists physically in oscillatory elastic

compression and in oscillatory displacement of in a

fluid. Therefore, the medium acts as storage for both
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potential and kinetic energy as well. Consequently, the

total energy density distribution is composed of the

two parts

w ¼ 1

2

p2

r0c2
þ 1

2
r0 ~vj j2: (1.42)

(~vj j2 denotes the absolute value of vector~vsquared).
The energy instantaneously stored in a volume

V equals

E ¼
ððð

wdV: (1.43)

The energy simply ‘travels with the wave’. For

example, for a plane propagating wave

w ¼ p2 x; tð Þ=r0c2 ¼ p2 t� x=cð Þ=r0c2 holds (see

Eq. (1.42)).

In particular for stationary sources in continuous

operation, the energy transport is described using the

energy flow for convenience. The net energy flow

through an area S equals

P ¼
ð ð

IndS; (1.44)

where In denotes the component of the so-called inten-

sity~I perpendicular to S. The intensity is the product of

sound pressure and velocity

~I ¼ p~v; (1.45)

indicating the power per unit square (the dimension of

I is W/m2). The proper definition of the intensity is

given by Eq. (1.44), such that the energy conservation

principle delivers the relation

@w

@t
¼ �div~I ¼ � @Ix

@x
þ @Iy

@y
þ @Iz

@z

� �
; (1.46)

between energy density and intensity. Eq. (1.45) there-

fore does not realise a definition. Rather, Eq. (1.45)

results from Eq. (1.46) after inserting the fundamental

field equations (1.37) and (1.38) in the expression for

the energy density Eq. (1.42).

Field quantities as well as energy quantities per-

form temporal fluctuations. For stationary sources, the

temporal mean of the emitted sound power P normally

is used to describe the source. The following measure-

ment procedure applies for far field conditions (see

Sect. 1.6.2) in an anechoic room or in a free field. An

(imaginary) surface around the source is divided into

N ‘small’ partitions Si with the partial intensities Ii.

The sound power P then results in

�P ¼
XN
i¼1

�IiSi; (1.47)

where the partial intensities

�Ii ¼ pi;rms
2

r0c
; (1.48)

are calculated from the root mean square pressures

measured.

The power emitted from a source constitutes an

important source quantity, from which the pressure

level in a specific acoustical environment (for example

in a room with known reverberation time) can be

estimated.

1.6 Sound Radiation

1.6.1 Compact Sources

Some sources of technical relevance are characterised

by their volume flow Q (¼‘pumped’ volume/time).

Examples are vehicle exhausts, small explosions,

firecrackers, outlet of valves, and small loudspeakers

in boxes at low frequency (with excluded ‘hydro-

dynamic short circuiting’). As long as the relevant

dimensions of the radiator are small compared to the

wavelength, such sources may be represented by an

equivalent source consisting of a pulsating sphere

(with contracting and expanding surface) of the same

volume flow Q. The latter results from the original

source using

Q ¼
ð
S

v dS; (1.49)

where S denotes the surface of the original source. For

the pulsating sphere (and for the original source being

represented)
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p ¼ r0
4pr

@Q t� r=cð Þ
@t

; (1.50)

holds where r is the distance between the centre of the

source and the measurement point. As a consequence of

Eq. (1.50), sudden variations of temporal volume flow

produce loud noise whereas slow variations are com-

paratively quiet. The time delay in the argument of Q
indicates the time needed for propagation from source

to receiver. Note that the sound pressure is proportional

to the surface acceleration of the source. For pure tones

(or for Fourier transforms), Eq. (1.50) becomes

p ¼ jor0
4pr

Qe�jkr; (1.51)

showing, that the radiation process itself amplifies

velocities at high frequencies, a fact being important

for the radiation from loudspeakers, for example.

Small sources producing net volume flow often are

called monopoles.

Another source of practical interest consists of the

dipole, which in general produces the sound field of

small oscillating rigid bodies. A typical dipole is again

a small sphere (radius a) with the radial surface velocity

vr ¼ v0 cos# exciting the sound pressure

p r;#ð Þ¼�o22pa3r0
4prc

v0 cos# 1þ 1

jkr

� �
e�jkr: (1.52)

A more detailed consideration shows that 2pa3

represents the sum of the volume Vk replaced by the

source (here Vk ¼ 4pa3/3) and of the volume VH

oscillating hydrodynamically (here VH ¼ 2pa3/3).
Arbitrary, small bodies moving on the whole with

velocity v0 generate the sound pressure

p r;#ð Þ¼�o2 VHþVkð Þr0
4prc

v0 cos# 1þ 1

jkr

� �
e�jkr:

(1.53)

For a thin disc (radius a, thickness h, h � a) moving

in axial direction, VH ¼ 8a3/3 holds, for example.

The sequence of ‘mathematical’ source types –

being produced through combinations from monpole

combinations – can be continued. Of practical interest

is also the quadrupole source (a combination of two

dipoles with opposite signs), playing a role for sound

generated by flow (see for example [24, 25] and

Chap. 20).

1.6.2 Radiation from Plane Structures

The radiation from plates constitutes an important

topic. The principal conclusions are adequately trans-

mitted to similar radiation problems of sources with

curvilinear surface (see e.g. [26–29]). Moreover, the

radiation from plane structures (walls, ceilings) appears

often in technical acoustics.

The simplest consideration – the radiation from

a radiator consisting of a sinusoidal wave – already

reveals the variety of radiation processes by

superposition.

For a velocity distribution perpendicular to the

radiating plane (see Fig. 1.1) of the form

λ

λ

Fig. 1.1 Radiation from

planes
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v ¼ v0e
�jkQx; (1.54)

(kQ ¼ 2p/lQ ¼ radiator wave number, lQ ¼ radi-

ator wavelength), which, for example, could be pro-

duced on a sheet metal (in this case lQ denotes the

bending wavelength) the sound pressure is

p ¼ k

kz
r0cv0e

�jkzze�jkQx; (1.55)

where the wave number k in the direction perpendicu-

lar to the radiator plane is given by

kz
2 ¼ k2 � kQ

2 (1.56)

due to the wave equation (1.39) (k ¼ o/c ¼ 2pl wave
number in air). The root is extracted so, that physically

meaningful result arise.

The following effects are obvious :

1. A radiator with a wavelength lQ longer than the

wavelength l of air (lQ > l and therefore kQ < k,
thus leading to a real value for kz) emits an oblique

wave under the angle #sp with (see Fig. 1.1).

sin#sp ¼ l
lQ

: (1.57)

2. A radiator with a wavelength lQ smaller than the

wavelength l of air (lQ < l and therefore kQ > k,
thus leading to an imaginary value for kz) on the

other hand produces a nearfield only, which exists in

the neighbourhood of the radiating surface. No tem-

poral mean of power is emitted. The fact, that no

noticeable sound field exists, can be interpreted as

complete short circuit between neighbouring radia-

tor segments of opposite signs (‘peaks and troughs’

of the radiator).

These very fundamental ideas are found again in

nearly all following remarks.

Indeed, proceeding to the description of arbitrary

radiator velocities using (double) Fourier transforms

V k1; k2ð Þ ¼
ð1

�1

ð1
�1

v x; yð Þe�jk1xe�jk2ydxdy; (1.58)

the Fourier transform of the sound pressure becomes

P k1; k2ð Þ ¼ k

kz
r0cV k1; k2ð Þe�jkzz; (1.59)

where

k2z ¼ k2 � k21 � k22; (1.60)

holds, following the wave equation. The total sound

pressure is determined from the inverse transform

giving

p x;y;zð Þ¼ 1

4p2

ð1
�1

ð1
�1

P k1;k2ð Þejk1xejk2ydk1dk2:

(1.61)

In the above Eqs. (1.58)–(1.61), the radiator itself is

decomposed into wave components, which –

depending on their wave number kQ
2 ¼ k1

2 + k2
2 –

lead to a pure nearfield or an oblique plane wave

radiation under a specific angle, respectively. The

descriptions Eqs. (1.60) and (1.61) open the field of

acoustical holography [29, 30]. For example, one

could measure the sound pressure distribution (ampli-

tude and phase) in one plane and compute the Fourier

transform V(k1, k2) of the radiator, or even the velocity

v(x, y), taking inverse transforms. Moreover, the sound

pressure distribution in every other plane can be

calculated.

The sound pressure can be calculated directly from

the spatial radiator velocity distribution if Eq. (1.59) is

inserted into Eq. (1.61) and the convolution theorem

Eq. (1.20) is used. That procedure yields

p x;y;zð Þ¼ jor0
2p

ð1
�1

ð1
�1

v xQ;yQ
� �e�jk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x�xQð Þ2þ y�yQð Þ2þz2

q
dxQdyQffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x�xQ
� �2þ y�yQ

� �2þz2
q :

(1.62)

Equation (1.62) presents the so-called Rayleigh inte-

gral, which can be interpreted as decomposition of the

radiator into (infinitesimally) small monopole sources

and summing their partial sound pressures at the obser-

vation point (x,y,z). The root expression depicts the

distance between the observation point and the ‘actual’

source point xQ, yQ. Obviously, the Rayleigh integral

can be used, if the radiator velocity is known in the

whole plane z ¼ 0 (or if v can be estimated in some
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reasonable way). Often, that is not the case. For exam-

ple, the sound radiation from railway wheels cannot be

computed from the Rayleigh integral. The formal rea-

son is that the velocity distribution outside of the wheel

itself remains unknown. To artificially set that velocity

to zero would mean to omit the short circuiting between

front and rear sides, being of significant importance at

low frequency, and therefore would produce erroneous

results.

Often, only the farfield is of interest. If the largest

radiator dimension is set to l (for example, the velocity

equals zero outside a circle of diameter l), then the

farfield is defined by the three conditions r/l 	 1,

r/l 	 1 and r/l 	 l/l. The first condition is purely

geometrical, the second and third conditions depict the

lower and upper frequency limits, for which the

farfield conditions hold. If these hold, the Rayleigh

integral can be approximated by

p r; #; ’ð Þ ¼ jor0
2p

e�jkR

R
V k1 ¼ �k sin# cos’; k2ð

¼ �k sin# sin’Þ:

As usual, R is the distance between the observation

point and the radiator centre, # relates to the z-axis and

’ to the x-axis. The directivity pattern in the farfield

consists in the visible cut-out k1
2 + k2

2 < k2 of the

Fourier-transformed radiator velocity.

Computing the radial velocity component in the far

field from Eqs. (1.38) and (1.63), one finds

p R; #; ’ð Þ ¼ r0cvr R; #; ’ð Þ: (1.64)

In the farfield, the impedance always equals the

impedance of the medium. For a certain angle, the

sound field behaves like a plane wave. As mentioned

above (see Eqs. (1.47) and (1.48)), this fact is used to

determine intensity and power from single pressure

measurements only.

1.6.3 The General Radiation Problem

In the general case, the problem consists in calculation

of the sound field radiated by a body of arbitrary

geometrical shape with a given normal component of

the surface velocity.

For some quite special geometries, this problem

can be treated analytically. Solutions in form of series

are known, for example, for cylindrical bodies (circu-

lar or elliptical cross-section) or spheres. The complete

description of calculation procedures and results is

given in [31–32].

A representative case of two dimensional (indepen-

dent from the z direction) radiation from a circular

cylinder (radius a) will be given. In addition, symme-

try p(’) ¼ p(�’) is assumed. Under these conditions,

the sound pressure becomes

p r; ’ð Þ ¼ �jrc
X1
n¼0

vn
H

ð2Þ
n ðkrÞ

H
ð2Þ0
n ðkaÞ

cos n’; (1.65)

(Hn
(2): Hankel function of the second kind and

order n, see e.g. [33]; the prime indicates the deriva-

tive with respect to the argument). The coefficients Vn

denote the series expansion of the velocity V(’) on the
cylinder surface into cos(n’) functions:

Vn ¼ 1

p

ð
v ’ð Þ cos n’d’; n 6¼ 0; (1.66a)

v0 ¼ 1

2p

ð2p
0

vð’Þd’: (1.66b)

The sound power radiated (per unit length of the z

axis) equals

P ¼
X1
n¼0

Vnj j2sn; (1.67)

with

sn ¼ 2

kap H
ð2Þ0
n ðkaÞ

: (1.68)

The most important observations are:

• The sound field is composed of modes (another

name for the addends in the series expansion

Eq. (1.65)). The modal order n indicates the number

of radiator wavelength along the cylinder circum-

ference; the modal wavelength ln amounts ln ¼
2pa/n.

• The sound power radiated equals the sum of modal

powers (the latter equals the power radiated form a
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single mode in absence of all other modes). As can

be seen from the modal radiation efficiencies in

Fig. 1.2, the radiation is large for modes with long

wavelengths ln > l (corresponding to 2pa/l > n)

and small for modes with short wavelengths ln < l.
The difference to the case of radiation from a plane

results from the incomplete mass short circuiting

due to the curvilinear surface; therefore, a small

radiation still is exhibited in the shortwave region.

Similar observations can be made for spherical

radiators.

In practice, often the radiation from arbitrarily

shaped, complex structures (like motors, machines

and vehicles) needs to be calculated. This is done

using numerical methods treated in Chap. 3. A funda-

mental inconvenience inherent in all procedures can

already be identified. Small measurement or observa-

tion errors in a velocity distribution with short

wavelengths only may lead to a much higher radiation

than in reality.

1.7 Basic Equations for the
Propagation of Sound in Solids

Similar to fluids, the phenomena of sound in solids is

caused by very small time- and space dependent

deviations~z from the static values~z0

~zG ¼~z0 þ~zðx; y; z; tÞ: (1.69)

The dynamic process can be described via the

related changes of temperature, density, stresses, and

displacement. Since the stresses and the displacement

usually are the values that can be obtained by

measurements, the description of structure-borne

sound is typically based on them.

Generally, the principle of superposition applies.

Due to the mostly small amplitudes in acoustics, the

description of the materials might be approached ade-

quately by applying linear material laws.

Considering a Cartesian co-ordinate system, the

continuum equations in dynamics result from the equi-

librium conditions with respect to the three co-ordinates

(see Fig. 1.3):

@sx
@x

þ @txy
@y

þ @txz
@z

þ Kx ¼ r
@2zx
@t2

;

@sy
@y

þ @tyx
@x

þ @tyz
@z

þ Ky ¼ r
@2zy
@t2

;

@sz
@z

þ @tzx
@x

þ @tzy
@y

þ Kz ¼ r
@2zz
@t2

:

(1.70)

The equations describe the equilibrium of a section j

of an infinitely small element in the continuum. The

shear stresses in direction i tij, the normal stresses si,
the external volume forces Ki and the product of the
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Fig. 1.2 Modal radiation efficiencies for the radiation from a cylinder with radius a in relation to the modal order n, indicating the

number of radiator wavelengths along the cylinder circumference
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material density r and the accelerations ∂2zi/∂t
2 (iner-

tia forces r∂2zi/∂t
2) are in equilibrium. The stresses

occurring inside the continuum are related to the strains.

Strains are always related to varying displacements. In

case of small displacements, which mostly can be

assumed in practical applications of structure-borne

sound, longitudinal ei or shear strains gij can be calcu-

lated at the basis of the displacements zi:

ex ¼ @zx
@x

; ey ¼
@zy
@y

; ez ¼ @zz
@z

;

gxy ¼
@zx
@y

þ @zy
@x

; gxz ¼
@zx
@z

þ @zz
@x

; gyz ¼
@zy
@z

þ @zz
@y

:

(1.71)

The stresses can be derived from the strains by

taking the material properties into account. For typical

applications in structure-borne sound, Hooke’s law for

the linear elastic isotropic continuum is assumed.

sx ¼ 2G ex þ m
1� 2m

ðex þ ey þ ezÞ
	 


;

sy ¼ 2G ey þ m
1� 2m

ðex þ ey þ ezÞ
	 


;

sz ¼ 2G ez þ m
1� 2m

ðex þ ey þ ezÞ
	 


;

txy ¼ tyx ¼ Ggxy; txz ¼ tzx ¼ Ggxz; tyz ¼ tzy ¼ Ggyz:

(1.72)

with the shear modulus G and the Poisson’s ratio m.
Describing the relationships given in Eqs. (1.70) –

(1.72) by means of tensors, a transformation to other

co-ordinate systems (e.g. spherical or cylindrical co-

ordinates) can be carried out.

Combining the Eqs. (1.70)–(1.72), the basic equa-

tion (Lamé equation) of the elastic isotropic continuum

can be derived. In Eq. (1.73), external volume forces Ki

are not considered.

G D~zþ 1

1� 2m
grad div~z

� �
¼ r

@2~z
@t2

: (1.73)

General vector differential operators (div and grad)

are given for Cartesian co-ordinates in the Eqs. (1.37)

and (1.38).

Applying Helmholtz’s law to Lame’s equation, a

separation into a source and a vortex-free part is

obtained. The basic equation for the vortex-free part

F is:

G
2� 2m
1� 2m

� DF ¼ r
@2F
@t2

mitF ¼ div~z: (1.74)

The basic equation for the source-free part ~cis:

GD~c ¼ r � @
2~c
@t2

mit ~c ¼ 1

2
rot~z: (1.75)

The scalar potential F describes the dilatation,

which is related to a change of the volume. The vector

potential ~c describes the vector of rotation.

The governing equation for the dilatation Eq. (1.74)

corresponds to the three-dimensional wave equation

(1.39) for gases and fluids. The corresponding velocity

of sound, the wave velocity of the longitudinal waves

cL, is mostly given by the shear modulus G and the

Poisson’s ratio m or by the compression modulus Es:

cL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G

r
2� 2m
1� 2m

s
¼

ffiffiffiffiffi
Es

r

s
; (1.76)

with:

G ¼ Esð1� 2mÞ
2� 2m

: (1.77)

The governing equation for ~c Eq. (1.75) leads to

the transversal wave velocity cT:

cT ¼
ffiffiffiffi
G

r

s
: (1.78)

In pure longitudinal waves (also called compres-

sion or dilatation waves), the particles move in the

τxy

τzy

x

z

y

σy

σx

σz

τzx

τyx

τxz

τyz

Fig. 1.3 Stresses at an infinitesimal small element of the

continuum
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direction of the propagation of the wave as for sound

waves in gases and fluids. The energy content and the

power transport can be derived in the same way as for

sound in gases and fluids (cf. Sect. 1.5). Longitudinal

waves are mainly of interest if the structure to investi-

gate is large compared to the wavelength (Table 1.1).

In case of pure transversal waves (also called shear,

rotation or distortion waves), the shear deformation

causes a change of the shape but no change in the

volume. The power transmission per area can be

derived as in the case of the longitudinal wave. The

sound pressure p in Eq. (1.48) is replaced by the shear

stress t perpendicular to the propagation. Furthermore,

the wave velocity in this case is given by cT.

The transition from solids to gases and fluids can be

visualised by the help of Eq. (1.77). In inviscid gases

and fluids, the Poisson’s ratio m becomes 0.5. In this

case, the shear stiffness G vanishes and shear forces

can no longer be transmitted. The wave velocity cT of

transversal waves also becomes 0 Eq. (1.78). The sound

field in gases and fluids thus is exclusively determined

by longitudinal waves, whereas the sound fields in

solids with shear stiffness by longitudinal and trans-

versal (distorsion) waves. A good overview over the

phenomena described in the following is given in [34].

1.8 Waves in Solids with Limiting
Edges

1.8.1 Waves and Near Fields

In an elastic isotropic homogeneous solid, all vibration

patterns can be described as a superposition of longi-

tudinal and transversal waves and – similar to gases –

near fields that occur in the vicinity of boundaries in

inhomogeneous areas and next to sources (see Fig. 1.1).

Near fields typically decay quickly with the distance

from the inhomogeneity or source.

Near fields on the surface of solids that decay

perpendicular to the direction of propagation are

called surface waves. The longitudinal and transversal

waves that propagate in all three dimensions of space

are called volume waves. Whereas the latter propagate

in three dimensions, the surface waves show an expo-

nential decay with the depth. They propagate parallel

to the surface and thus in two dimensions. For this

reason, the decay caused by the geometry of propaga-

tion of the energy of structure-borne sound – which is

proportionate to the square of the velocity of vibration

– is the following:

1. Point sources at the surface and propagation via

volume waves: energy is inversely proportional to

the square of the distance from the source

2. Point sources at the surface and propagation via

surface waves: energy is inversely proportional to

the distance of the source

3. Line sources on the surface and propagation via

volume waves: energy is inversely proportional to

the distance of the source

4. Line sources on the surface and propagation via

surface waves: no decay due to geometry

The partition of the input power in volume waves

and near fields depends on the wave number of the

excitation. At a point excitation of an unlayered half-

space, the energetic partition on the different waves is

[35]:

– Longitudinal volume wave 7%

– Transversal volume wave 28%

– Surface waves 67%

In typical structures of technical acoustics, the con-

tinuum has free or fixed surfaces and often also layers.

The combination of the vortex-free F (Eq. 1.74)

and the source-free ~c (Eq. 1.75) parts and the

characteristics of their solution (near-field or volume

wave) can be derived from the boundary and coupling

conditions (see also Sect. 22).

For practical investigations, simplified equations,

e.g. for plates or beams can be taken into account.

Those equations are easier to handle than the

Lamé equation. In those equations, approaches for

the deformation are introduced – typically vertical

to the axis or plane of the structure. Those approxi-

mations are appropriate for a certain set of geometries

and wavelengths.

Table 1.1 Selected sound velocities of gases and fluids (20�C)

Material c (m/s) r (kg/m3)

Air 344 1.21

Hydrogen 1,332 0.084

Helium 1,005 0.167

Nitrogen 346 1.17

Oxygen 326 1.34

Carbon dioxide 268 185

Water (distilled) 1,492 1,000
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1.8.2 Rayleigh Wave

The solution of the Lamé equation for a free surface

without stresses can be considered like a free vibration

without exterior loads. Such a ‘homogeneous solution’

corresponds for finite structures to the eigen vibrations

(resonant vibration). Those vibration patterns can eas-

ily be excited. For the elastic isotropic half-space, the

homogeneous solution is given by the Rayleigh wave.

As this wave is easy to excite, showing typically little

geometrical damping, it is in practice especially in soil

dynamics of utmost importance.

The Rayleigh wave can be described by the combi-

nation of vortex and source-free parts, the composition

of which depends on the Poisson’s ratio. It is a near

field (surface wave) and decays from the free surface

to the interior of the half-space exponentially [34, 36].

Depending on the Poisson’s ratio, the propagation

velocity cR ranges approx. from 0.87 to 0.96 of the

transversal wave velocity cT .It is approximately given

in Eq. (1.79) [34]:

cR 
 cT
0:874þ 1:12m

1þ m
: (1.79)

In case of Poisson’s ratio of typical materials, the

amplitude decays at a distance of one wavelength from

the surface to approx. 20–30%.

The particles on the surface move in a vertically

oriented elliptical orbit. The displacement in horizontal

directions is – depending on the Poisson’s ratio–

approx. 60–80% of the vertical displacement. Table 1.2

indicates typical longitudinal, transversal and Rayleigh

wave velocities for some materials.

1.8.3 Thick Plates, Horizontally Layered
Continua

In practice, often structures with parallel delimiting

surfaces have to be investigated (e.g. plates, layered

soils).

For horizontally layered continua, as well as for

thick plates (plate thickness h > l/6) the structure-

borne sound can be described by the Lamé equa-

tion 1.73 and the derived equations (1.74) and (1.75).

Here, the number of degrees of freedom cannot be

reduced by means of approximations – as is the case

for plates or beams (Sect. 1.8.4). For the solution, it is

possible to use reference solutions (see Sect. 22),

numerical solutions (see Sect. 3) or integral

transformations.

By means of a three-dimensional Fourier trans-

form (Cartesian co-ordinates) or, analogously, a two-

dimensional Fourier transform combined with a Hankel

transform (cylindrical co-ordinates), it is possible to

calculate both the source and the vortex-free condition

for horizontally layered solids by means of a simple

algebraic system of equations [34, 37]. The Fourier

transforms or the Hankel transform have to be carried

out with respect to spatial and temporal co-ordinates.

The solutions of the vortex and source-free

displacements are calculated considering the boundary

and coupling conditions of the stresses and

displacements.

Often it is not necessary to carry out the inverse

transform as the spectral results can be interpreted as

volume waves or near fields. This is an advantage of

this type of solution. In the spectral domain, the spatial

co-ordinates xi are transformed into wave numbers

kxi ¼ 2p/li the time co-ordinate t is transformed into

the circular frequency 2pf. In order to make this

approach apparent, a two-dimensional case is taken

as an example. Based on the wavelength lx and the

frequency, the ‘trace velocity’ cx can be calculated as

cx ¼ lx � f : (1.80)

1. When the trace velocity cx is larger than the longi-

tudinal wave velocity cL resp. transversal wave

velocity cT, the corresponding vortex and source-

free part of the displacement in the continua describes

Table 1.2 Wave-velocities for approximate calculations with the help of the elastic isotropic continuum (Normal conditions

ca. 20�C)

Material Longitudinal wave velocity Transversal wavevelocity Rayleighwave velocity

Aluminium 6,450 3,100 2,900

Led 2,100 730 700

Steel 6,000 3,100 2,900

Concrete 3,400–3,700 1,500–2,000 1,400–1,800
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a spatially propagating volume wave. Its direction is

inclined an angle #L respectively #T with respect to

the normal of the surface (see Fig. 1.1) such that

sin#T ¼ cT
cX

;

sin#L ¼ cL
cX

:
(1.81)

2. When the trace velocity cx on the surface is smaller

than the corresponding longitudinal wave velocity

cL respectively transversal wave velocity cT, the

respective vortex and source-free part of the dis-

placement in the continua form near fields (surface

waves) with the following decay of the field with

the distance z from the surface:

ALðzÞ ¼ ALðz ¼ 0Þ � e
�2pf

ffiffiffiffiffiffiffiffi
1

c2
L

� 1

c2x

q
;

ATðzÞ ¼ ATðz ¼ 0Þ � e
�2pf

ffiffiffiffiffiffiffiffi
1

c2
T

� 1

c2x

q
:

(1.82)

Pulsating loads can always be considered as a

superposition of two load functions that are moving

in opposite directions along the ‘trace’.

Figure 1.4 shows the relationship between the trans-

versal velocity cT and the phase velocity cx (trace

velocity) for plates of different plate thicknesses h.

The thickness is normalized on the wavelength of

the transversal wave [38]. The index in the individual

curves in the dispersion diagram indicates the number

of ‘zero crossings’ of the vortex and source-free part

(L respectively T) over thickness of the plate. For very

large plates, the phase velocity approaches the velocity

of the Rayleigh wave. For very small heights with

respect to the wavelengths, T0 and L0 are the only

solutions. They can be interpreted as bending waves

and longitudinal waves in the plate. Both wave types

are described by a deformation pattern that can be

derived perpendicular to the plate with the help of

simple approximations for the displacements (see

Sect. 1.8.4)

Similar to the homogenous half-space, the so-called

wave impedances are a good and appropriate tool in

order to describe the impedance of the structure. They

will be discussed in detail in Sect. 1.9.3.

1.8.4 Thin Plates and Thin Beams

In practice often thin plates and thin beams are chosen

as appropriate models. In this case, the displacement is

modelled with the approach of ‘planar cross-sections’.

Furthermore, it is generally assumed that the cross-

sections remain perpendicular to the neutral layer of

the beam or the plate in the deformed state. Whereas

the differential equations for thick plates have to be

14
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Fig. 1.4 Normalized phase-

velocity cx of free waves in a

homogeneous planar plate

(thickness h, transversal wave
velocity cT and Poisson’s ratio

0.47, [38]
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solved by derivations with respect to the three

co-ordinates, the co-ordinates perpendicular to the

plane of the plate or the beam have not to be considered

for thin plates and beams. The propagation of waves

perpendicular to the neutral layer can be omitted.

With this approach, simple differential equations of

the fourth order can be derived (the plate is located in

the x, y-plane):

B00 @4

@x4
þ @4

@x2@y2
þ @4

@y4

� �
zþ m00 @

2z
@t2

¼ p

with B00 ¼ Eh3

12ð1� m2Þ : (1.83)

z(x,y) describes the displacement perpendicular to

the plane of the plate, h the thickness of the plate and E
the Young’s modulus. A beam with a width b can be

considered as a special case of the plate having con-

stant displacement in the y direction:

B0 @
4z

@x4
þ m0 @

2z
@t2

¼ F0 withB0 ¼ Ebh3

12
: (1.84)

In both equations, B00 resp. B0 describe the bending
stiffness of the plate respectively the beam, p resp. F0

the exciting pulsating force per area respectively

length, m00 resp. m0 describes the mass per area respec-

tively length. Introducing a wave approach in the

differential equation, the bending wave speed can be

calculated:

Beam cB ¼ 4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2B0=m0

p
; (1.85)

Plate cB ¼ 4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2B00=m00

p
(1.86)

From the first equation, the bending wavelength

can be calculated:

lB ¼ 1:35 �
ffiffiffiffiffiffiffiffiffiffiffi
h � cL
f

s
; (1.87)

where cL describes the longitudinal wave speed and f
the frequency.

The validity of the approach of plane cross-sections

holds in a range given by

lB>6 � h or f<

ffiffiffi
E

r

s
� 1

20 h
: (1.88)

Figure 1.5 shows the calculated bending wave

velocities for various materials and plate thicknesses.

The limit of validity Eq. (1.88) is introduced in the

figure.

In order to expand the validity range given in

Eq. (1.88), the shear deformation of the beam as well

as the rotational inertia per unit length must be consid-

ered. In this case, a planar cross-section is assumed

that is no longer perpendicular to the neutral layer of

the plate or the beam. In order to describe a beam

considering its bending stiffness, the shear stiffness,

Fig. 1.5 Bending wave

velocity cB (curves G) and

bending wavelength lB
(curves W) in homogeneous

plates with various materials
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the mass and the rotational inertia, coupled differential

equations can be established. The following relation-

ship between the frequency of excitation and wave-

length can then be derived [39]:

cBK

 cBffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ i2 � 4p2
l2

� 1þ E
G

� �
4

q : (1.89)

A closed form of the solution of the wave velocity

cBK that is smaller than the bending wave velocity is

not possible. Assuming that the wavelength l can be

assessed, Eq. (1.89) gives the possibility to calculate

how far the influence of the rotational inertia and the

shear stiffness can be neglected.

Due to the frequency dependency of the wave

speed, a simple relationship between the shear force

F, the bending moment M, the vibration velocity v

and the angle velocity o can only be established for

sinusoidal excitations:

P ¼ FvþMo ¼ 2 � cBS �W00; (1.90)

W00 describes the energy density, given by the sum

of kinetic and potential energy per volume.

1.8.5 Longitudinal, Torsion, Shear Waves
and Waves in Strings

Equations of motions for longitudinal waves in bars

have the same structure as the differential equations

for torsion and shear waves as well as waves on

strings. They are given in Eq. (1.91). The system is

described by a ‘stiffness value’ ES (longitudinal

stiffness), T (torsional stiffness), GS (shear stiffness),

H (tension in the string) and ‘inertia’ m0 (mass per

unit length) resp. Y (rotational inertia per unit

length). The corresponding wave velocities are

given in Eq. (1.91).

Longitudinal wave:

ES
@2z
@x2

� m0 @
2z
@t2

¼ F0 cD ¼
ffiffiffi
E

r

s
;

Torsional wave:

T
@2’

@x2
�Y

@2’

@t2
¼ m’ cy ¼

ffiffiffiffi
T

Y

r
;

Shear wave:

GS
@2z
@x2

� m0 @
2z
@t2

¼ F0 cT ¼
ffiffiffiffi
G

B

r
;

Waves on strings:

H
@2z
@x2

� m0 @
2z
@t2

¼ F0 cS ¼
ffiffiffiffiffi
H

m0

r
(1.91)

Membrane:

N
� @2z
@x2

þ @2z
@y2

�
� m00 @

2z
@t2

¼ p (1.92)

The transport of power in very large systems is

given by:

P ¼ inertia � wavespeed @ displacement

@t
: (1.93)

The velocity of propagation cD in a beam differs

from the longitudinal wave velocity cL. The wave is

called ‘quasi-longitudinal wave’

cDBeam

cL
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� 2mÞ � ð1þ mÞ

1� m

s
: (1.94)

In a plate, the corresponding relationship is given by:

cDPlate

cL
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� m2

p
: (1.95)

The difference to the continuum is due to the lateral

contraction. In the case of a pure longitudinal wave, no

displacements perpendicular to the direction of propa-

gation occur. In the ‘quasi-longitudinal wave’, a

smaller effective stiffness is due to the tension-free

surfaces and the fact that no tensions perpendicular to

the propagation of the waves occur.

1.9 Excitation of Structure-Borne
Sound

Structure-borne sound is caused by forces or

movements. The input impedance describes how

‘difficult’ it is to excite a structure. The impedance

either refers to forces or moments. It describes the
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relationship between the amplitude of the force F̂
respectively the moment M̂ acting on the structure to

the resulting amplitude of the velocity v̂ respectively

angle velocity ô at the point of excitation. In practice,

typically point impedances are assumed:

ZF ¼ F̂

v̂
ZM ¼ M̂

ô
: (1.96)

The point impedance is an adequate description if

the dimensions of the areas of excitation are smaller

than one tenth of the wavelength. The mobility is the

inverse of the impedance.

1.9.1 Impedances of Infinite Structures

The impedances of infinite structures are important for

the description of input power in systems. Under the

assumption that the reflected waves at boundaries are

not correlated with the exciting force, the input power

calculated by means of those impedances gives a very

good approximation also for finite systems – espe-

cially in the case of a broad band excitation. The

Statistical Energy Analysis SEA (Sect. 3) draws

upon these characteristics. An overview of different

impedances is given in Sect. 9, and [34]. Refs. [40–42]

give additional hints.

1.9.2 Excitation of Limited Systems

At the boundaries of finite systems waves are reflected.

Here, wave fields with fixed maxima and minima,

called ‘standing waves’, are formed.

The sound or vibrational pattern of arbitrary

systems can be described by superposed eigenfunctions

(eigenmodes’n (x, y, z)multiplied by their amplitudes gn)

pðx; y; zÞ ¼
X1
i¼1

gn � ’nðx; y; zÞ resp:

~vðx; y; zÞ ¼
X1
i¼1

gn�’nðx; y; zÞ; (1.96)

gn ¼
A�
n

m�
nð2pf Þ2

� 1

1� f
fn

� �2
	 


þ j� f
fn

: (1.98)

Each eigenfunciton has an eigenfrequency fn. In the
absence of exterior loads and neglecting the damping

�, the system vibrates in its eigenforms with its

corresponding eigenfrequencies.

The modal amplitudes gn can be calculated with the
help of the equivalent single degree of freedom

systems with a modal stiffness (that results from the

modal mass m�
n multiplied by the eigen circular fre-

quency), the eigenfrequency fn of the undamped struc-

ture, the modal excitation A�
n and the loss factor �. The

modal excitation A�
n depends on the location of the

exciting force with respect to the individual modes,

often expressed by the deviation of the wave number

of excitation from the wave number of the eigenform.

For frequencies that are significantly lower than the

eigenfrequency, the stiffness (modal stiffness) is rele-

vant for the dynamic response, whereas for

frequencies significantly above the eigenfrequency,

the mass (modal mass) is governing. For frequencies

in the resonant range, the vibration depends on the

damping.

Only for simple geometries eigenfrequencies and

eigenfunctions can be given in closed form. In case of

more complicated geometries, they can be calculated

by means of, e.g., a finite-element approach (see

Sect. 3).

The eigenfunctions of shells, membranes or plates,

etc. have an immediate apparent significance: Their

zero crossings can be assigned to the nodes of the so-

called Chladni’s pattern. For investigations in the

higher-frequency range, and especially for excitations

with random noise, detailed knowledge about the

eigenforms and eigenfrequencies is not necessary.

Here, generally, one assumes that the waves reflected

from the boundaries are uncorrelated with the excita-

tion and thus do not create any work.

The input power is equal to the power dissipated

due to the damping of the eigenforms in resonance. In

such cases, it is only of interest how many eigenmodes

are vibrating in the vicinity of the resonance and what

is their damping (see also Sect. 3). Calculations of the

exact values of the eigenfrequencies in numerical

calculations are not possible due to the uncertainties

of the input values. This is the reason why in case of

theoretical predictions of the structure-borne sound

with narrow-band excitation – especially in structure

with small damping – significant uncertainties of the

calculated values have to be expected. In Table 1.3,

eigenfunctions and eigenmodes for ideal structures are
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Table 1.3 Eigenfunctions and eigenfrequencies of geometrically simple structures

1 .One-dimensional wave propagation (pipes filled with air)

1.1.Pipes with rigid walls (sound pressure)

DN ¼ lDo=ðcpÞ;
With reflecting ends on both sides:

’n ¼ cos npx
l

� �
;on ¼ npc=l;

With absorbing ends on both sides:

’n ¼ sin npx
l

� �
;on ¼ npc=l;

With one absorbing and one reflecting end:

’n ¼ cos npx
l þ p=2

� �
;on ¼ n� 1

2

� �
pc=l:

1.2 Pipe with soft walls (e.g. elastic water-pipes). In this case a plane waves do not occur

1.3 Vibrations of strings

DN ¼ lDo
ffiffiffiffi
m0
H

q
=p;

Clamped on both sides:

’n ¼ sin npx
l

� �
;on ¼ np

ffiffiffiffi
H
m0

q
=l:

1.4 Longitudinal waves in trusses

DN ¼ lDo
ffiffiffi
R
E

q
=p;

Free on both sides:

’n ¼ cos npx
l

� �
;on ¼ np

ffiffiffi
E
R

q
=l:

1.5 Bending waves in beams

DN ¼ l�Do
2p �

ffiffiffiffiffiffiffi
m0

o2B0
4

q
Both sides clamped:

’n ¼ cos h bnx
l

� �
� cos

bnx
l

� �
� cos bn�cos hbn

sin bn�sin hbn
sin h bnx

l

� �
� sin

bnx
l

� �h i
;

b1 ¼ 1:506p; b2 ¼ 2:5p;bn ¼ nþ 1
2

� �
p;on ¼

ffiffiffiffi
B0
m0

q
bn
l

� �2

;

Both sides free: like clamped just cos replaced by – cos, sin replaced by – sin

both sides momentum-free supports:

’n ¼ sin
b0nx
l

� �
; b0n ¼ np; on ¼

ffiffiffiffi
B0
m0

q �
b0n
l

�2

;

One side clamped one side free:

’n ¼ cos h bnx
l

� �
� cos

bnx
l

� �
� sinh bn�sin bn

cosh bnþcos bn
sin h bnx

l

� �
� sin

bnx
l

� �h i
;

b1 ¼ 0:597p; b2 ¼ 1:494p;b3 ¼ 2:5p; b4 ¼ n� 1
2

� �
p;on ¼

ffiffiffiffi
B0
m0

q
bn
l

� �2

;

1.6 Circular ring

’n ¼ cos nc;o0 ¼
ffiffiffiffiffiffiffiffi
E=R

p
=a;on ¼

ffiffiffiffiffiffiffiffi
E=R

p � hffiffiffiffi
12

p
a2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2ðn2�1Þ2
ðn2þ1Þ

q
:

2 Two-dimensional wave equation

2.1 Flat cavity with rigid walls

DN ¼ SoDo
2pc2 ;

Rectangular:

’n ¼ cos n1pxl1
cos n2pyl2

;on ¼ pc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1
l1

� �2 þ n2
l2

� �2
r

;

Circular:

’n ¼ cos ncJn onr
c

� �
;on ¼ pcgn;v

a ;

g1:0 ¼ 0:586; g2:0 ¼ 0:972; g0:1 ¼ 1:22; g3:0 ¼ 1:34; g4:0 ¼ 1:693; g1:1 ¼ 1:697:

(continued)
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Table 1.3 (continued)

2.2 Membrane clamped on all edges

DN ¼ SRhoDo=ð2pH0Þ;
Rectangular:

’n ¼ sin n1px
l1

sin n2py
l2

;on ¼ p
ffiffiffiffiffiffiffiffiffiffiffiffi
H0=Rh

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1
l1

� �2

þ n2
l2

� �2
r

;
Circular:

’n ¼ Jn pg0n;v r
a

� �
cos nc;on ¼ p

ffiffiffiffiffiffiffiffiffiffiffiffi
H0=Rh

p
g0n;v=a;

g00:1 ¼ 0:765; g01:1 ¼ 1:22; g02:1 ¼ 1:635; g00:2 ¼ 1:757; gn;v0 
 n
2
þ v� 1

4
:

2.3 Bending waves on plates

DN ¼ ffiffiffiffiffiffiffiffiffiffiffi
Rh=B

p
S Do

4p ;

Rectangular, momentum free supports at all edges:

’n ¼ sin n1px
l1

sin n2py
l2

;on ¼ p2c
ffiffiffiffiffiffiffiffiffiffiffi
B=Rh

p
n1
l1

� �2

þ n2
l2

� �2
	 


;

Circular, all edges clamped

’n ¼ Jn pg00n;v r
a

� �� Jn pg00n;vð Þ
Jn jpg00n;vð Þ Jn jpg00n;v r

a

� �	 

cos nc;

on ¼ p2
ffiffiffiffiffiffiffiffiffiffiffi
B=Rh

p
g00n;v2=a

2;

g000:1 ¼ 1:015; g001:1 ¼ 1:468; g002:1 ¼ 1:879; g000:2 ¼ 2:007; g00n;v 
 vþ n
2
:

2.4 Cylinder

DN ¼ 1:25
ffiffiffiffi
r3
E3

4

q ffiffiffiffiffiffiffiffiffiffiffiffi
o � a3

p
l�Do
h for o<

ffiffiffiffiffiffiffiffi
E=R

p
=a;

DN ¼ ffiffiffiffiffiffiffiffiffiffiffi
3R=E

p
la Do=h for o>

ffiffiffiffiffiffiffiffi
E=R

p
=a;

Momentum-free support at the edges:

’n ¼ cos n1cð Þ sin n2px=lð Þ;

o2
n ¼ E 1�m2ð Þ n2pa=lð Þ4

Ra2 n2pa=lð Þ2þn2
1½ �2 þ

Eh2

12a4R ðn2pa=lÞ2 þ n21

h i2
� n2

1
4�mð Þ�2�m
2ð1�mÞ

 �
:

3. Three-dimensional wave equation

3.1 Cavity with air or fluid:

DN ¼ Vo2 Do
2p2c3 ;

Rectangular with rigid walls:

’n ¼ cos n1pxl1
cos n2pyl2

cos n3pzl3
;on ¼ pc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1
l1

� �2

þ n2
l2

� �2

þ n3
l3

� �2
r

;

Rectangular with soft walls:

’n ¼ sin n1px
l1

sin n2py
l2

sin n3pz
l3

;on ¼ pc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1
l1

� �2

þ n2
l2

� �2

þ n3
l3

� �2
r

;

Cylindrical with rigid walls:

’n ¼ Jn on
r
c

� �
cos ncð Þ cos n3pzl3

;on ¼ pc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gnv
a

� �2 þ n3
l3

� �2
r

;

Remarks: l1; l2; l3length of edges, a radius, c angle, H tension of the string, m0 mass per length, V volume, B0 bending stiffness of a

beam, H0 tension of the membrane, h thickness, B bending stiffness of a plate, m Poisson’s ratio, DN number of modes in the

frequency range Do. In case of one-dimensional propagation n ¼ 1,2,3 otherwise n ¼ 0,1,2,3

20 M. M€oser and G. M€uller



given [34, 43].DN indicates the total number of the

modes up to the frequency o. In case of two and three-
dimensional structures, this value can be used with a

good approximation also for arbitrarily shaped

structures.

The associated impedances are to be found in

Sect. 9 as well as in [34].

1.9.3 Wave Impedances

The wave impedance describes the relationship

between the amplitude of an exciting pressure (sinu-

soidally varying with respect to space and time) to that

of the velocity of the excited structure.

Zðk;oÞ ¼ p̂ðk;oÞ
v̂ðk;oÞ � (1.99)

p̂ðk;oÞ and v̂ðk;oÞ describes the pressure resp.

velocity, Fourier transformed with respect to space

and time.

For the typical equations of motion (1.74, 1.75,

1.83, 1.84, 1.91, 1.92) those values can easily be

calculated, since the derivatives with respect to space

can be calculated by multiplications with the wave

numbers k and the derivatives with respect to time

by multiplication with the circular frequency o.
For the bending waves in beams and plates, it is:

Zp ¼ B0

jo
ðk4 � o2m0Þ: (1.100)

For longitudinal waves in trusses it is:

ZD ¼ ES

jo
ðk2 � o2m0Þ: (1.101)

Arbitrary load functions can be described by means

of the Fourier transformation (spectrum of wave num-

bers). The sound radiation of vibrating structures can

also be calculated in the spectral domain [44], (see

Sect. 22).

1.10 Damping

The transformation of sound energy into heat is termed

damping. Damping is caused by transport of heat and

viscosity (so-called classic absorption) as well as

intramolecular relaxation processes. With very high

amplitudes – like in the vicinity of extremely loud

sound sources or supersonic boom – non-linear pro-

cesses can occur that cause a distortion of the wave

shape and strong damping. In the case of sound in

gases and fluids, the damping plays an important

role, especially when the propagation occurs over a

large distance or in the case when bodies with very

large surfaces are located in the transmission path of

sound. The geometrical damping is described in

Sect. 6, the absorption in Sect. 8.

In structure-borne sound, the damping is caused by

a heat transfer due to molecular or intercrystalline

displacements [45, 46], in composite structures due

to friction between different parts (see Sect. 9).

1.11 The Principle of Reciprocity

The above-mentioned equations are symmetrical with

respect to the spatial variables. This holds under the

condition that the structure remains at its position and

that the limiting surfaces remain unmoved – apart

from small vibrations. In acoustics, this holds generally

as long as no flow processes have to be considered.

In the case of moving loads that can be investigated by

means of moving co-ordinate systems, the spatial

variables are no longer symmetrical. In this case, the

describing differential equations are no longer self-

adjointed.

In some situations occur asymmetric differential

equations, e.g., for the moving of cylindrical shells

or for the propagation of sound in porous media,

which are approximate relations in which the asym-

metry occurs due to simplifications [34].

In case of symmetrical processes, the principle of

reciprocity can be applied. This principle says: In case

a force ~F applied to a position A creates a velocity of

~n1A at a position B, the same force applied to position B

creates the same velocity~n2A ¼~n1B at the position A.

In case the point of excitation and the point of

observation are exchanged, the relationship between

exciting force with respect to the measured velocity

remains constant. The direction of the force vector in

one case has to be equivalent to the direction of the

velocity vector in the other case. The principle of

reciprocity can be applied to the couple of force/veloc-

ity (in case of equal direction), and to other couples the
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product of which corresponds to energy or power

(pressure volume/flow or moment/rotational velocity).

The reciprocity can be used for the calibration or

for the indirect evaluation of sound fields (see Sect. 2).
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Acoustic Measurements 2
M. Vorl€ander

2.1 Introduction

Acoustic measurements are the obvious prerequisite of

acoustic investigations, in research as well as in applied

acoustics. They are an important tool for the analysis of

acoustical problems or for creation of experimental

references in theoretical and numerical approaches.

The accuracy required can only be reached if certain

requirements concerning the instrumentation are met

and if the acoustical conditions and the measurement

methods are clearly specified. In applied acoustics,

acoustic measurements are often difficult to perform

and to interpret. Accordingly, one cannot expect that

measured results are absolutely reproducible. Typically,

the deviations in repeated measurements are of an order

of 1 dB, a magnitude that is acceptable in most cases.

These uncertainties are caused by changes in the sound

field itself or in the measurement instrumentation.

A measurement arrangement can typically be

separated into source and receiver components. The

receiver component consists of a ‘sound level meter’

or ‘sound analyser,’ which displays the total sound

level in decibels or any other frequency-dependent

data. It can also produce results such as ‘spectra’ or

‘impulse responses’. Furthermore, measurements are

based on special measurement environments, which

allow several reference sound fields to be created.

In this chapter, the components of acoustic mea-

surement instrumentation are explained, together with

the most important measurement quantities and the

various techniques of signal processing. Finally,

some examples of applications are given.

2.2 Microphones and Loudspeakers

Almost every acoustic measurement arrangement

contains microphones that normally convert sound

pressures into electrical signals, which in turn can be

displayed, stored, and analysed by analogue or digital

techniques. Hence, in a wider sense, other electroa-

coustical or electromechanical transducers can be

called microphones, as well, whereas transducers for

underwater sound are called hydrophones, and sensors

for structural vibrations, accelerometers.

Microphones for airborne sound contain a very thin

and flexible diaphragm, which follows the air move-

ment of the local sound field. The vibration of the

diaphragm is converted by the electromechanical

force interaction into an electrical signal. In the optimal

case, this process is linear and frequency independent.

The electroacoustic conversion yields electrical

signals that are proportional to one of the specific

sound field quantities, i.e., to sound pressure or to

sound velocity. This proportionality depends on

whether the sound pressure excites only one or both

sides of the diaphragm. In the first case, the electro-

mechanical force on the diaphragm is proportional to

the sound pressure, while in the second case it is

proportional to the sound pressure gradient.

The sensitivity of a pressure microphone is

represented by the open-circuit voltage with reference

to the sound pressure on the diaphragm. Each micro-

phone placed into the sound field, however, distorts
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the sound field the more, the larger it is in comparison

to the wavelengths of sound. Accordingly, we distin-

guish between pressure sensitivity and free-field or

diffuse-field sensitivity. The latter two are related to

the sound pressure in the sound field, without the

microphone in place. The frequency responses of pres-

sure and diffuse-field sensitivities differ only slightly,

while at high frequencies (>10 kHz) free-field

responses are significantly higher by several decibels

due to directivity effects.

2.2.1 Condenser Measurement
Microphones

Condenser microphones are based on the principle of

electrostatic transducers, as will be explained in the

following. A condenser microphone is a passive elec-

trostatic transducer, consisting of a mobile diaphragm

and a rigid backplate. The relation between the

mechanical force and the voltage on the condenser

is, at first, non-linear, since two charged plates interact

with a quadratic law of force and voltage. This is the

reason for applying a constant polarisation voltage U0

(typically 200 V) over a very large resistance R
(>10 GO). This voltage creates a constant charge on

the condenser. A sound-induced modulation of the

distance between diaphragm and backplate results in

a change in capacity with constant charge, and thus in

a sound-induced AC voltage signal U added to the

constant polarisation voltage. For amplitudes that are

not too high, the relation between sound pressure and

voltage is linear to an excellent approximation. With

the measurement microphones used today, this

approximation is valid for very high sound pressure

levels of up to 140 dB (Figs. 2.1 and 2.2).

The diaphragm typically consists of pure nickel foil

of just a few micrometres thick. The dimensions of a

standard measurement microphone are: diameter of 1/

2-in. (12.7 mm) and distance between diaphragm and

backplate about 20 mm. The capacity of this construc-

tion is about 20–30 pF. Furthermore, diameters of 1-, 1/

4-, or 1/8-in. are in use. Other dimensions, of course,

can be found in studio or miniature recording

microphones. For all constructions, the microphone is,

in a narrow sense, just the capsule containing the

diaphragm, the backplate and the volume. Since the

impedance of the capsule itself is extremely high

(10–100GO), a preamplifier for impedance transforma-

tion must be placed near the capsule, so that long cables

may be used. Accordingly, the whole arrangement of

capsule and preamplifier is called ‘microphone’.

By using a simple equivalent circuit, the sensitivity

of a condenser microphone can be estimated in a first

approximation. The significant components on the elec-

trical side are resistance and capacity and, on the

mechanical side, the compliance of both the diaphragm

connected to the housing and of the air cavity. One

important task of microphone design is the optimisation

of (a) the compliance and (b) the damping of the

mechanical resonance caused by holes in the backplate.

The resulting frequency response covers a range from

2 Hz to 22 kHz (1/2-in. microphones), and the sensitiv-

ity is constant over this range at approximately

UI¼0

p
¼ nS

U0

d
; (2.1)

with the open-circuit receiving voltage UI¼0 and exci-

tation with the sound pressure p. The variable n is the

total compliance (diaphragm stiffness and air cavity),

U0 the polarisation voltage, S the diaphragm surface,

and d the distance from the diaphragm to the backplate.

The operation range is limited at low frequencies by

electrical and mechanical high pass effects, also by

capillary tubes for quasi-static pressure equalisation.

At high frequencies, the range is limited by the

mechanical resonance of diaphragm mass and total

stiffness. The sensitivity of measurement microphones

is typically between 10 and 50 mV/Pa, often expressed

in terms of �40 dB to �26 dB re 1 V/Pa.

The simplest general type of microphone, usually

called a point microphone, has a frequency- and

directionally independent sensitivity. In these

applications, measurement microphones can be used

for all frequencies for which the microphone

dimensions are small compared with wavelengths.

backplate
electrode membrane

capillary
isolator

housing

U0

R U

C0

Fig. 2.1 Principle and equivalent circuit of condenser

microphones
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For 1/2-in. microphones, this simple approach is

valid up to approximately 2 kHz. Above this limit,

diffraction at the microphone distorts the sound pres-

sure. The total displacement of the diaphragm is then

given by the integral over the surface elements excited

by the incident sound wave with locally varying sound

pressures in amplitude and phase. Accordingly, the sen-

sitivity is dependent on the direction and describable by

a directivity function. This behaviour of microphones

must be considered at higher frequencies, and the type of

sound field must then be specified.

The polarisation U0 voltage can be ignored if a

dielectric material with permanent polarisation (a so

called ‘electret material’) is placed between the con-

denser electrodes. With electret foils, miniature

microphones with dimensions of a few millimetres

are available (Table 2.1).

2.2.2 Sound Velocity Measurement

For applied acoustics, sound pressure is the most

important quantity. For physically correct and com-

plete investigations of sound fields, however, the addi-

tional measurement of sound velocities is mandatory,

especially for determining field impedances, for solv-

ing coupled vibration–radiation problems and, fore-

most, for measuring sound intensity (see Sect. 2.2.5).

For measuring sound velocity, gradient

microphones or, alternatively, combinations of several

pressure microphones can be used, e.g., for determin-

ing the pressure gradient vector. Using direct velocity

sensors is also possible (Fig. 2.3).

Direct velocity sensors based on hot-wire

anemometers [1] have proved suitable in practice.

This type of sensor is made of platinum resistors, very

thin wires that transfer their thermal energy at the

operating temperature to the surrounding air when

driven at a temperature of 200–400 �C. If a local air

flow (sound velocity) is present, the temperature distri-

bution changes asymmetrically, and two closely

mounted wires can be used to detect a local temperature

difference and a corresponding voltage difference. The

measurement range can be from 100 nm/s to 0.1 m/s.

2.2.3 Vibration Sensors

Vibration sensors are receivers for the measurement of

structural vibrations. They should be rigidly connected

with the surface under investigation. In principle, they

consist of a mechanical resonator of a mass m, a

compliance n,, and unavoidable mechanical losses

w (Fig. 2.4).

Let x be the vibration amplitude of the measure-

ment object and x0 the vibration amplitude of the mass

m. Then the law of momentum conservation gives

m
d2x0
dt2

þ w
d

dt
ðx0 � xÞ þ x0 � x

n
¼ 0; (2.2)

or with the differential amplitude x ¼ x � x0 and

harmonic vibrations:

�mo2 þ jowþ 1

n

� �
x ¼ �mo2x: (2.3)

This equation describes a basic mechanical resona-

tor of mass, spring and damping with the resonance

frequency o0. If highly tuned vibration sensors are

used, with

o0 ¼ 1ffiffiffiffiffiffi
mn

p � o; (2.4)

the resonator impedance is dominated by the compli-

ance. This simply yields

x ¼ �mno2x ¼ � o
o0

� �2
x; (2.5)

from which follows that the quantity to be observed, x,
is proportional to the acceleration of the measurement

surface, o2x (Fig. 2.5).

Table 2.1 Technical data for several microphones

Type

Durchmesser

mm

€Ubertragungsfaktor
10-3 V/Pa

Frequenzbereich

Hz

Dynamikbereich

dB(A) re 2 � 10-2 Pa
Kondensador 1/8□ 3,2 1 6,5...140k 55...168

Kondensador 1/4□ 6,4 4 4...100k 36...164

Kondensador 1/2□ 12,7 12,5 4...100k 36...164

Kondensador 1□ 23,8 50 2,6...18k 11...146

Dauerpol. 1/2□ 12,7 50 4...16k 15...146

Elektrodyn. 33 2 20...20k 10...150
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It is essential that the mass impedance om of the

acceleration sensor is small compared with the imped-

ance of the measurement object. Therefore, when

measuring on small impedances, for instance, those

of light and soft construction elements, the limits

related to the mass and mounting of the sensor must

be taken into account. The maximum permissible sen-

sor mass M can be estimated by

M< 0:36
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10DL=10 � 1

p
rcLh2=f ; (2.6)

with cL, r, and h being longitudinal wave speed,

density, and thickness of the measurement object

(plate), respectively, and DL being the maximum per-

missible error. Depending on the way the sensor is

mounted, the connection of sensor and surface can be

interpreted as an additional spring. If measurements

are to be performed at high frequencies, a very stiff

connection is necessary, possibly by using screws. If

only low frequencies are of interest, connections with

wax or contact pins are sufficient.

In building acoustics, the range of surface

displacements and the corresponding accelerations

can be extremely large, covering vibrations of thin

sheet metal or of massive walls. The sensitivities,

masses, mounting and the relevant frequency ranges

mebranebackplate
electrode

quartz
isolation disc

disc
spring

gold-plated
contact

thin wire
capillary tubespringy clamping ring symmetric protective grid

10

0

-10

-20

dB

G
U

p

decrease
due to capillary

mechanical resonance

16 31.5 63 125 250 500 1k 2k 4k 8k 16k 32k Hz

Fig. 2.2 Condenser

microphone. (a) Construction

sketch; (b) Frequency

response; (c) directional

characteristics
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must be specifically chosen in each case. This is,

however, not problematic due to the large variety of

commercially available accelerometers.

One very elegant but also quite sophisticated instru-

mentation is based on optical measurement methods,

for instance by using laser-Doppler vibrometers. They

are typically based on the principle of a

Mach–Zehnder interferometer, which not only makes

use of optical interferences caused by phase

differences but also of the Doppler frequency shift.

Hence, extremely small displacements can be

measured accurately. If the laser beam is reflected or

scattered by the measurement object, the reflected

wave is shifted in phase and frequency. The problem

then is to measure the rather small laser light fre-

quency shift by beating a reference beam with the

reflected beam and by measuring the intensities with

a photo detector. It is thus possible to resolve vibration

amplitudes, which are smaller than the light wave-

length. This method was successfully applied, for

instance, for measurement of microphone diaphragms

or eardrums, although the displacement amplitudes are

of orders of magnitude of just nanometers.

2.2.4 Microphone Calibration

In applied acoustics, the most frequently used method

for calibration of the instrumentation makes use of so

called ‘pistonphones’ or sound calibrators (see

Sect. 2.2.4.1 below). Almost everyone who uses a

measurement microphone will test its function with a

sound calibrator. To achieve this goal, the user must be

absolutely sure that the calibrator is working well. The

manufacturer of the instrumentation, together with

calibration authorities and reference laboratories, are

responsible for assuring quality. This chain of mea-

surement and calibration is called ‘traceability’ of

measurement standards, finally connected to a primary

standard, including an absolute primary calibration.

The calibration of an electroacoustic transducer can

be performed in four different ways, by using: (1) a

calculated mechanical or optical effect in the sound

field, (2) a theoretically ‘known’ sound field (see

Fig. 2.3 Scanning electron microscope image of a velocity sensor (Microflown [1]) according to the hot-wire anemometer. The

diameter of the wire (aluminium) is 80 mm

m

x'

x

housing

piezo
element

Fig. 2.4 Construction sketch of an accelerometer

m

n

C0
U

v

N:1

v'

v-v' l'

Fig. 2.5 Equivalent circuit of an accelerometer
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Sect. 2.2.4.1), (3) a reference microphone (see

Sect. 2.2.4.2), and (4) the reciprocity principle (see

Sect. 2.2.4.3).

Furthermore, there is a simple procedure for rela-

tive calibration and for quality control in production,

namely the electrostatic actuator technique. An elec-

trostatic actuator is a plate with an adapter ring, which

is mounted directly on the microphone (instead of the

protection grid). With an AC voltage on the actuator,

the diaphragm is excited by a quasi-electrostatic force.

The received voltage at the output terminals of the

microphone is approximately proportional to the volt-

age, which would occur in the pressure sound field in

an acoustic coupler. Accordingly, the sensitivity deter-

mined with the actuator gives an approximate figure

for the pressure sensitivity.

2.2.4.1 Sound Calibrators
A vibrating piston in a pressure cavity (coupler)

produces a sound field of known sound pressure

(Fig. 2.6). The sound calibrator and the pistonphone

are based on this principle. With a displacement ampli-

tude x̂, the pressure amplitude in the cavity volume is

p̂ ¼ r0c
2

V0

Sx̂: (2.7)

We assume that all dimensions are small compared

to the wavelength and that the boundaries of the cavity

are rigid. V0 is the cavity volume and S is the piston

area. Then the microphone sensitivity is the ratio of

the output voltage and the sound pressure amplitudes:

M ¼ Û

p̂
¼ V0

r0c2S
� Û
x̂
: (2.8)

2.2.4.2 Comparison Methods
Comparison methods are usually very easily applied.

We excite a reference microphone and the microphone

under test one after the other, and we get the difference

between the two sensitivities directly. Knowing the

absolute sensitivity of the reference microphone,

gives us the sensitivity of the tested microphone. Con-

sequently, the reference microphone or ‘standard

microphone’ must be available. This must have previ-

ously been absolutely calibrated with a precision

method or, at least, compared with a primary standard.

Comparison methods are usually applied by calibra-

tion services or similar authorities that are responsible

for sound level meter and microphone testing. These

measurements are related to (coupler) pressure fields,

for instance, for microphones in headphone couplers

(artificial ears) for audiometer calibration. In the case

of free field or diffuse field calibrations, the devices

tested are typically sound level meters for noise

immission control and for building acoustics.

The standard measurement microphones are com-

pared with national or internationally agreed upon

standards of legal metrology or are calibrated with

primary methods. Any microphone of the latter kind

must be calibrated with a primary method such as the

reciprocity method (Fig. 2.7).

2.2.4.3 Reciprocity Calibration
The most exact, variable, and reliable calibration

method is the reciprocity method. It is performed in

several steps. The reciprocity principle is one of the

basic principles of reversible transducers, best

explained by electroacoustic four-poles. The electro-

static and the electrodynamic transducer follow that

principle:

p

I

� �
Q¼0

¼ U

Q

� �
I¼0

U

p

� �
I¼0

¼ � Q

I

� �
p¼0

;

(2.9)

where Q ¼ volume velocity or, volume flow in m3/s.

Of specific importance is the second equation, which

V

Fig. 2.6 Principle of the

pistonphone

sender sound field receiver

j

I

U

Mi

Mj

Zak

Q

pi

Fig. 2.7 Equivalent circuit with electrical and acoustical two-

ports representing an arrangement of two microphones in reci-

procity calibration and definition of transfer impedance: Zij ¼
Mi · Zak · Mj
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relates the sensitivity factor of the transduction

between the source, Q/I, and the receiver, U/p. Both

quantities are generally frequency dependent and com-

plex, for instance U ¼ U(f):

M ¼ UI¼0

p
¼ �Qp¼0

I
: (2.10)

It shall be noted, however, that the sensitivity in the

receiving case (sensitivity factor M) is not defined in

exactly the same way as the so-called ‘sensitivity’

sources such as of loudspeakers. The latter is not

related to the volume velocity of the microphone dia-

phragm but to the sound pressure in the far field.

Accordingly, it contains the radiation function

(Green’s function).

A further basic quantity of reciprocity calibration is

the electrical transfer impedance Zij of a transfer four-

pole consisting of two microphones (i and j) coupled

over an acoustic path. Microphone i is driven as source
and microphone j as receiver. Uj is the open-circuit

receiving voltage and Ii the source current. By defini-

tion, this is

Zij ¼ Uj

Ii
: (2.11)

The electrical transfer impedance can also be

formulated by means of the two sensitivity factors Mi

andMj, which are independent of the direction, and by

the acoustic transfer impedance Zac. This then yields

Zij ¼ Uj

Ii
¼ Mi � Zac �Mj: (2.12)

With this equation and measurement of the electri-

cal transfer impedance, the product of two sensitivity

factors can be determined if the acoustic transfer

impedance (Green’s function) is known. Equation

(2.12) contains two unknowns (Mi and Mj). Two

measurements with exchanged source and receiver

are redundant due to reciprocity Zij ¼ Zji, but three

measurements on three microphones i, j and k in pairs

give the result of the three microphone sensitivity

factors Mi, Mj and Mk by calculating

Mi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Zak

ZijZik
Zjk

s
; (2.13)

as well as two more equations of the same kind with a

cyclic exchange of i, j, and k.

Under free field and diffuse field conditions, the

acoustic transfer impedance can be easily calculated.

The practical conditions, however, of the signal-to-

noise ratio are extremely difficult, due to very low

acoustic signal levels. However, the most accurate

acoustic measurement is the pressure reciprocity cali-

bration in small acoustic cavities. The cavity is con-

sidered small compared with the wavelength. In this

simple consideration, the closed cavity with volume

V0 behaves mechanically like a spring:

Zac cavityj ¼ kp0
joV0

: (2.14)

For precision calibrations, several thermodynamic

corrections (atmospheric pressure, heat conduction,

etc.) must be added. Furthermore, extensions of

Eq. (2.14) concerning the equivalent volumes of the
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Fig. 2.8 Electrodynamic

loudspeaker
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microphone diaphragms, higher-order modes and

waveguide models in cylindrical couplers must be

used.

2.2.5 Intensity Probes

Sound intensity is an important quantity for evaluating

and localising sound sources and sound absorbers and

for determining physical sound field properties. It can

give information about the type of waves and about the

acoustic energy flow. Furthermore, it can be used for

measuring the sound power of sources, provided the

intensity is obtained over a closed surface surrounding

the source.

Intensity probes must deliver the sound pressure

p and the sound velocity v simultaneously. This is

achieved by using a p�u probe, in which a condenser

microphone is closely coupled to a velocity sensor

according to the ultrasound Doppler principle [2] or

to an anemometer (see Sect. 2.2.2). Much more com-

mon is the so-called p–p probe consisting of two

condenser microphones placed either face to face or

side by side. The sound pressure measured by this

probe is

pðtÞ ¼ p1ðtÞ þ p2ðtÞ
2

: (2.15)

For determining the sound velocity, the basic force

equation

gradpþ r
@v

@t
¼ 0; (2.16)

is approximated by the finite differences (in the x

direction)

Dp
Dx

þ r
Dv
Dt

¼ 0; (2.17)

and thus the component of the sound velocity in direc-

tion x can be expressed as

vðtÞ ¼ � 1

r

ðt
�1

p2ðtÞ � p1ðtÞ
Dx

dt: (2.18)

The component of the active sound intensity in the

direction of the pressure gradient is thus:

Ir ¼pðtÞvðtÞ ¼ 1

2rDx
1

T

ðT
0

p1ðtÞ þ p2ðtÞ½ �

ðt
0

p1ðtÞ � p2ðtÞ½ �dtdt; (2.19)

with T ¼ averaging time (see Sect. 2.3.1). By Fourier

transformation, the same circumstances can be

expressed in the frequency domain by Fourier trans-

formation in terms of the imaginary part (=) of the
cross power spectrum G12:

Ir ¼ � 1

orDx
= G12ðf Þf g: (2.20)

Determining the sound velocity with velocity

sensors or with microphone pairs yields only one

component of the sound intensity, which is the nomi-

nal direction of the probe. If the direction of sound

intensity shall be determined also, spatial probes must

be applied, for instance as an arrangement of several

microphone pairs, oriented orthogonally or multi-

microphone probes on regular polyhedra [3].

However, here it must be considered that more

complex probes produce larger errors concerning the

acoustic centre and the spatial resolution, since pres-

sure and velocity are not strictly measured at the same

point. The construction and calibration of sound inten-

sity probes must be performed very carefully, because

the differences in sensitivities and, particularly, in

relative phases of the transducers produce apparent

pressure gradients or contributions to G12 and influ-

ence the measurement result.

For example, a fully reactive sound field can be

used for evaluating the quality of sound intensity

probes. The energy flow and the active sound intensity

must be zero. This applies, for example, to standing

waves. The relative phase between pressure and veloc-

ity is p/2, and the instantaneous intensity p(t)·v(t) is
proportional to sin(ot)·cos(ot) / sin(2ot), which is

zero in temporal average. This example illustrates that

the phase between pressure and velocity must be
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measured very accurately. The relative phase results in

the end from the phase difference between the pressure

microphones or between the pressure and the velocity

sensor. Therefore, high standards must be set for the

transducers and the connected circuits, such as ana-

logue input sections and filters of the analysers. Phase

errors are significant in p–p probes, if the pressure

gradient is small, i.e., if the microphone distance is

too small compared to the wavelength. For quality

control of intensity probes and analysers [typically

real-time analysers are applied to calculate

Eqs. (2.19) or (2.20)], special calibrators and a set of

field indicators [4] are available, which give informa-

tion, for instance, about the smallest measurable sound

intensity (residual intensity).

2.2.6 Loudspeakers

The classical measurement loudspeaker principle is

based on the dynamic transducer. An electrodynamic

loudspeaker consists of a conical membrane, which in

its centre is connected to a cylindrical voice coil. The

coil is placed in the air gap of a pot magnet of hard

magnetic ferrite or of Alnico alloy, in which a radially

homogeneous magnetic field is established by a mag-

netic flux density of some Vs/m2. The resistance of the

coil is typically several Ohms; at higher frequencies

the inductance is significant, too. The latter can be

reduced by copper rings in the air gap, which at the

same time add damping to the mechanical resonance

(Fig. 2.8).

Fig. 2.9 Dodecahedron

loudspeaker
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The movable parts of the loudspeaker (the mem-

brane and voice coil) are supported by springs. This is

realised by a spider to keep the voice coil in the nominal

position and by a soft mounting of the membrane at its

outer perimeter. The membrane is made of a material

with high internal damping and low density in order to

suppress bending waves. The common material is

paper, but today PVC or light metals are also used.

Due to the relatively largemass of the vibrating parts

and due to the mechanical system’s resonance, the

impulse onset of dynamic loudspeakers is typically

not acceptable. This limits the possibility of generating

short pulses. It can be improved by adequate damping

(low impedance of the connected power amplifier).

However, with modern methods of digital signal

processing and inverse filtering, the system parameters

can be optimised and an absolutely linear sound repro-

duction in a wide frequency range can be obtained.

Particularly because loudspeaker equalisation can be

realised rather well, loudspeaker optimisation is to be

focussed on improvement of the directivity of radiation.

Nonlinear distortions of dynamic loudspeakers

result from the nonlinear stiffness of the membrane

support, from inhomogeneities of the magnetic field

and from the Doppler shift, if signals contain low and

high frequencies simultaneously (broadband signals).

Since they are relatively small, the dynamic loud-

speaker is the most frequently used loudspeaker type.

Improvement of radiation at low frequencies is

gained by using loudspeaker boxes; however, with

the side effect that the system resonance shifts to

higher frequencies. The resonance frequency sets

the low frequency limit. Thus it is important to

match the loudspeaker system with the box

dimensions. The radiation directivity and the axial

sound field, estimated from the radiation of a piston

mounted in a baffle, can be used as an approximation

for the sound field of loudspeaker boxes. Then, how-

ever, diffraction at the box edges is an additional

factor influencing the far field sound pressure.

2.2.6.1 Special Measurement Loudspeakers
In many acoustic measurements, the goal is to produce

plane waves or an approximation of particular types of

sound fields. Plane waves can be produced by common

loudspeakers quite well, if the measurement area is on

the main radiation axis of the far field and on a small

area. The result will be better (a) if the loudspeaker

membrane area S is small, since the far-field distance

rF � S

l
¼ Sf

c
; (2.21)

in this case is very small and (b) with coaxial multiple

loudspeakers, which have a common axis of radiation.

Such systems concentrate the radiation on the main

axis, but the wavefront in far field is symmetrical and

approximately plane and is constant in level (many

measurement standards assume plane wave conditions

with p and v in phase at a distance of 2 m).

Special directivities are necessary for artificial

singers or speakers, for instance, in the measurement

of headsets, communication devices or Lavalier

microphones. For these purposes, loudspeakers that

radiate the sound from a mouth opening and an artifi-

cial human diffraction body (head and torso simulator,

artificial singer) can be used.

If one does not want any specific directivity pattern

but an omnidirectional radiation, particular methods of

loudspeaker construction must be followed, as well.

Provided that the loudspeaker dimensions are not

very small compared to the wavelength, then an omni-

directional radiation can at least be approximated by

loudspeakers in spherical symmetry by means of

housings based on regular polyhedra (tetrahedron,

cube, dodecahedron, icosahedron with 4, 6, 12, or 20

loudspeaker systems, respectively). The dodecahedron

is most commonly used (Fig. 2.9).

The illustration of the pure-tone directivity patterns

of dodecahedrons is difficult to interpret, because

broadband signals are more likely required in acoustic

applications. It is thus reasonable to use three-dimen-

sional illustrations of the directionally radiated sound

pressure in terms of frequency-averaged spectra

(Fig. 2.10).

2.3 Sound Level Measurement
and Rating

Generally, almost every acoustic instrumentation can

be divided into a source component and a receiving

component. The receiving component is a sound level

meter or, more generally, a sound analyser. This com-

ponent displays either the total sound level in decibels

or it performs a frequency analysis and displays a

‘spectrum’.

The basic quantity to be considered is the sound

pressure level (see Sect. 2.1):
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L ¼ 20 log
~p

p0

� �
; p0 ¼ 2� 10�5 N=m2; (2.22)

where ~p is the rms sound pressure determined over an

averaging time Tm according to

~p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Tm

ðTm
0

p2ðtÞdt

vuuut : (2.23)

from a sound pressure time function p(t). For instance,

pðtÞ ¼ p̂ sinot; ~p ¼ p̂ffiffiffi
2

p : (2.24)

According to the formula for the effective sound

pressure, the term ‘rms’¼ root [mean (square)] can be

easily remembered.

2.3.1 Averaging Times

It cannot be generally assumed that the sound signal to

be measured is periodic (Fig. 2.11). The averaging

time is therefore not unique and must be specified

beforehand. The duration of the averaging Tm is

dependent on whether the signal p(t) is pulse like or

stationary. International standards have fixed the

application of two main time constants: 125 ms

(¼’FAST’) or 1 s (¼ ‘SLOW’). SLOW has the advan-

tage that the sound pressure level is rather stable and is

easily readable from the display. Pulsive sound, how-

ever, is smoothed significantly. Beside FAST and

SLOW, there are other (also unsymmetrical) time

averages. Furthermore, it is important to consider a

quantity for the evaluation of long-term noise exposi-

tion, represented by the energy equivalent sound

pressure level Leq. In order to describe the total

sound energy exposure, the averaging time can last

from several seconds up to several hours. The latter

application occurs in noise abatement, in working

environments (8 h) and in industrial or urban noise

control (day and night periods).

2.3.2 Frequency Rating

A second, very important averaging procedure is fre-

quency rating. Here we try to take into account the

frequency dependence of human hearing. Historically,

the so called ‘A-weighting’ and indication of ‘dB(A)’

became the leading quantity. The meaning of dB(A) is

that the sound level meter is extended with a

standardised bandpass filter which simulates the fre-

quency curve of the equal loudness contour LN at 20

phon (Table 2.2).

The filters are, however, strongly simplified in

order to ensure a feasible realisation with elementary

circuits. B and C weighting is also specified to simu-

late equal loudness contours at higher levels.

The choice of time and frequency rating is specified

in each individual case of measurement. An exact

indication of the type of sound level in terms of indices

is advisable, for instance, LAF, LA,eq, or LCS.
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Fig. 2.10 Directivity of a

dodecahedron loudspeaker.

One-third octave band

analysis at centre frequencies

of 100 Hz, 1 kHz and 10 kHz

(left to right)

rms 74.4 dB

fast
slow

A,C

filter

Fig. 2.11 Components of a sound level meter. Left to right:

Microphone, preamplifier, A, C, or bandpass filter, amplifier,

rms detector (time constants), display or level recorder
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2.3.3 Precision

Sound level meters for the measurement of absolute

sound levels must fulfil several requirements. Before a

qualified sound level meter is purchased, these are

checked in type testing or in type approval tests,

where acoustic and electric tests are performed (inter-

nationally standardised in IEC 60651). The goal of the

control system is a correct and reliable result of the

sound level, independent of conditions such as tem-

perature or moisture. Another goal is the exact

description of the application of the instrument in the

sound field (directivity, calibration with pistonphone,

etc.). The electrical test includes, in addition to other

tests, excitation of the rms detector with several

signals to check the correct implementation of the

time and frequency ratings. Depending on the quality,

the sound level meter is then placed into class 0, 1, 2,

or 3 (see Table 2.3).

2.3.4 Bandpass Filters

A modern but more complicated method of sound

level measurement is frequency analysis in frequency

bands, typically in one-third octave bands or in octave

bands. A traditional sound level meter can be extended

by a set of bandpass filters to determine the sound

pressure level for a specific frequency band. If the

sound event is not stationary, however, the bandpass

filters must be used at run-time in parallel. This is imple-

mented in a real-time frequency analyser (Fig. 2.12).

The midband frequencies of one-third octave bands are

defined on a logarithmic frequency scale as follows

(here in the example of the base 2 logarithm):

fu ¼ 21=3 � fl
Df ¼ fu � fl ¼ fl 21=3 � 1

� �
fm ¼

ffiffiffiffiffiffiffiffiffiffi
fl � fu

p
f
mþ1

¼ 21=3f
m
;

(2.25)

with fl and fu as lower and upper edge frequency and fm,
fm+1 as midband frequencies of the bands m andm + 1.

Similarly, for octave bands

fu ¼ 2fl

Df ¼ fu � fl ¼ fl

fm ¼
ffiffiffiffiffiffiffiffiffiffi
fl � fu

p
¼

ffiffiffi
2

p
fl

fmþ1 ¼ fm � 2:

(2.26)

Formerly, one-third octave bands and octave bands

were designed using analogue Butterworth filters,

Fig. 2.12 Display of a real-

time frequency analyser
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whereas today, digital filters have replaced the ana-

logue solutions. Mostly the filters are constructed as

IIR filters (IIR ¼ infinite impulse response), also as

digital representatives of Butterworth filters. The

realisation for real-time applications, i.e. instanta-

neous filtering without delay, is hardly possible with-

out digital signal processors (DSPs). With this

technology, a powerful DSP can refresh many

bandpass filters sequentially in real-time with output

(in FAST every 125 ms).

An optimum of filters is reached only as a compro-

mise between slope steepness in the frequency domain

and temporal onset and offset. For the specification of

fractional band filters, international standards are

available [5], in which the frequency curves in the

filter pass band and in the attenuation band are fixed

with exact tolerances and classifications. Specific

requirements are established concerning real-time

applications with onset and offset times; and group

delays of the different band filters must be considered.

In the case of the quick measurement of spectra that

might have a random character, frequency curves in

rooms or other systems with high modal density,

signals of random noise are advantageous. These

allow a direct broadband excitation of the system

(e.g., a room, a separating wall, or a muffler) and a

direct determination of the band-filtered spectrum.

The most general random noise is called ‘white

noise’. It contains all frequencies with the same ampli-

tude. Also useful is ‘pink noise’, which contains fewer

high frequencies with a slope per octave of�3 dB. It is

used if predominantly low frequencies are to be

excited and if the tweeter of the measurement loud-

speaker should not be overloaded. Due to the energy

integrative effect of band filters with increasing fre-

quency (one-third octave, octave), pink noise produces

a constant (horizontal) result on the display of a real-

time frequency analyser, whereas white noise

produces a slope of +3 dB/octave.

The sound pressure level measured has random

behaviour due to the random excitation. In order to

achieve sufficient accuracy, the averaging time Tm of

the equivalent sound pressure level Leq must be chosen

adequately. The relation between the standard devia-

tion of the level and the measurement duration is

estimated by

sL ¼ 4:34ffiffiffiffiffiffiffiffiffiffiffiffi
B � Tm

p dB: (2.27)

where B ¼ bandwidth of the filter in Hz.

Table 2.2 Table of standard frequencies and A-weighting

Nominal frequency in Hz

Exact frequency

(base 10) in Hz A-weighting

10 10,00 �70.4

12.5 12.59 �63.4

16 15.85 �56.7

20 19.95 �50.5

25 25.12 �44.7

31.5 31.62 �39.4

40 39.81 �34.6

50 50.12 �30.2

63 63.10 �26.2

80 79.43 �22.5

100 100 �19.1

125 125.9 �16.1

160 158.5 �13.4

200 199.5 �10.9

250 251.2 �8.6

315 316.2 �6.6

400 398.1 �4.8

500 501.2 �3.2

630 631.0 �1.9

800 794.3 �0.8

1,000 1,000 0.0

1,250 1,259 +0.6

1,600 1,585 +1.0

2,000 1,995 +1.2

2,500 2,512 +1.3

3,150 3,162 +1.2

4,000 3,981 +1.0

5,000 5,012 +0.5

6,300 6,310 �0.1

8,000 7,943 �1.1

10,000 10,000 �2.5

12,500 12,590 �4.3

16,000 15,850 �6.6

20,000 19,950 �9.3

Table 2.3 Precision classification of sound level meters

Class Application Uncertainty limit

0 Laboratory, standard reference 	0.4 dB

1 Laboratory, field measurement 	0.7 dB

2 General field measurement 	1.0 dB

3 Survey measurement 	1.5 dB
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2.4 FFT-Analysis

2.4.1 Sampling of Measurement Signals

In order to obtain signals that can be digitally

processed, the voltage signal produced by the micro-

phone must be sampled. This is done by an A/D con-

verter. The fine structure of the process of discretising

is dependent on the appropriate time and amplitude

resolution. For the hearing range, it is typical to use

sampling rates of 44,1 kHz or 48 kHz with a resolution

of 16 bits (discretised in steps from �32,768 to

+32,767). If the sound event to be measured involves

a high dynamic range, A/D converters can be found

that allow 20 bit or more resolution, so that a 120 dB

dynamic range between peak level and quantisation

noise can be covered without an amplification switch.

The speed of sampling is dependent on the frequency

content of the signal. If the sampling frequency is not

sufficient to detect fast variations in the signal, sam-

pling artefacts occur that are found in the frequency

domain as overlapping ‘alias’ spectra (aliasing). To

avoid aliasing, low pass filters are used that limit the

frequency range to, at most, half of the sampling fre-

quency (Nyquist theorem). With regard to the discrete

amplitude time function, we have obtained a satisfy-

ingly accurate image of the analogue signal. All further

steps such as filtering, analysis, amplification, and

storage can now be performed by signal processing

much more effectively and with greater variability

(e.g., digital filtering, digital memory devices, Com-

pact Disk, and Digital Audio Tape).

2.4.2 Discrete Fourier Transformation
(DFT)

Frequency analysis is a very important tool for mea-

surement techniques on acoustic systems. Provided we

have sampled time functions, the question is how this

data set can be processed efficiently by Fourier trans-

formation. First, we must take into account that the

samples are discrete in time, which means that the

result of the Fourier transformation will be periodic

(see above). The crucial point is that the spectrum to

be calculated can only be discrete, too, since a com-

puter memory can only process and store a finite

number of spectral lines. Therefore, we must work

with line spectra instead of continuous spectra. Line

spectra, however, are related to periodic signals only,

which gives a second important prerequisite for digital

signal analysis: it must be kept in mind that the numer-

ically determined spectra refer to (apparent) periodic

time functions (Fig. 2.13).

The discrete Fourier transformation (DFT) can be

calculated as follows:

SðkÞ ¼
XN�1

n¼0

sðnÞ e�j2pnk=N; k ¼ 0; 1; :::;N � 1:

(2.28)

s(n)

0 n

Sa(f)

0 f

FT

sd(n)

0 n

Sd(k)

0 k

DFT

samling causes multiple 'alias' spectra

discretization causes multiple 'alias' impulses

Fig. 2.13 Discrete Fourier

transformation of a time series

s(n) into a line spectrum S(k)
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Solving Eq. (2.28) for S(k), N2 (complex)

multiplications are required.

2.4.3 Fast Fourier Transformation (FFT)

A very powerful variant of the DFT is the Fast Fourier

Transformation, FFT. It is not an approximation but a

numerically exact solution of Eq. (2.28), which is

faster by orders of magnitude. It is, however, only

applicable if the number of samples to be transformed

is N ¼ 2m (4, 8, 16, 32, 64, etc.). The reason for the

acceleration compared with the DFT is the reduction

of the calculations to the necessary minimum. If we

express Eq. (2.28) in terms of a matrix operation, with

N ¼ 4, for example:

Sð0Þ
Sð1Þ
Sð2Þ
Sð3Þ

0
BB@

1
CCA ¼

W0 W0 W0 W0

W0 W1 W2 W3

W0 W2 W4 W6

W0 W3 W6 W9

0
BB@

1
CCA

sð0Þ
sð1Þ
sð2Þ
sð3Þ

0
BB@

1
CCA:

(2.29)

we obtain the matrix W. It consists of the complex

exponential terms of the phasors 2pk/N to the power of

n, and it can be rearranged into a form of high symme-

try with quadratic blocks (2 � 2, 4 � 4, 8 � 8, etc.)

of zeros. The transformation of the matrix means that

the vectors must be rearranged, too. The time sequence

s(n) becomes a column vector x1(n) (which is called

bit reversal, see Eq. (2.30)) and the spectrum vector

x2(k) is transformed into the final result S(k).

The algebraic system to be solved only requires the

solution of a sparse matrix equation:

Sð0Þ
Sð2Þ
Sð1Þ
Sð3Þ

0
BBB@

1
CCCA ¼

x2ð0Þ
x2ð1Þ
x2ð2Þ
x2ð3Þ

0
BBB@

1
CCCA

¼

1 W0 0 0

1 W2 0 0

0 0 1 W1

0 0 1 W3

0
BBB@

1
CCCA

x1ð0Þ
x1ð1Þ
x1ð2Þ
x1ð3Þ

0
BBB@

1
CCCA;

(2.30)

with x2(0) ¼ x1(0) + W0x1(1), x2(1) ¼ x1(0) +

W2x1(1) and so on. The latter operations can be

illustrated best in terms of a butterfly algorithm,

which means that pairs such as (x1(0), x1(1)) will

T
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Fig. 2.14 (a) Time frame of a

pure tone, the period of which

is not in an integer number

within the time frame; (b)

section of the envelope of its

line spectrum of harmonics

with amplitude 1 V and

frequency resolution Df ¼
2.5 Hz, (1) and (2) signal

frequency identical with one

of the frequency lines,

analysed with (1) rectangular

window, (2) Hanning window,

(3) and (4) signal frequency in

the middle between two

frequency lines, analysed with

(3) rectangular window and

(4) Hanning window
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yield pairs (x2(0), x2(1)) without the influence of other
vector elements. Solving Eq. (2.30) of an mxm-matrix

can thus be expressed as a cascade of m butterflies.

The total number of operations is reduced from N2 to N

ld(N/2), for example, for N ¼ 4,096 from 16,777,216

to 45,056, which gives a factor of 372. Further

possibilities are known for accelerating the algorithm,

including strategies of optimal memory access and the

fact that real-time signals can be transformed into

complex spectra.

2.4.4 Possible Measurement Errors

Under the given conditions for applying FFT, various

sources of error are possible. Often, it is forgotten that

FFT algorithms, as a special case of the discrete

Fourier Transformation, are related to periodic signals

only. If a periodic signal (e.g., a pure-tone or triangular

signal) is to be analysed, the FFT block length should

be equal to an integer number of signal periods. Oth-

erwise, the resulting spectrum will be distorted by the

so-called ‘leakage effect’. If the signal ends at a

‘wrong’ sample, the periodic extension will cause a

discontinuity. In addition, it is not guaranteed that the

fundamental frequency of the signal is represented by

exactly one spectrum line (see Fig. 2.15).

If, however, the FFT block length is exactly equal

to an integer number of periods, this error will be

omitted. Generally, the sampling block of integer

number of periods can be mapped to an FFT block

length by sampling rate conversion.

An approximate method for error reduction is given

by the window technique. A ‘window’ in this sense is a

time function with slope onset and offset multiplied

with the signal to be transformed. This corresponds to

a convolution of the signal spectrum with the spectrum

of the window function. The influence of the

discontinuities is thus reduced. The optimal window,

however, cannot be specified. The distortions in the

spectrum caused by the window can be considered in

terms of permissible distortions of spectrum slopes or

as permissible side lobes. As a compromise, the so-

called ‘Hanning’ window is often used (Fig. 2.14).

wðnÞ ¼ 2sin2
n

N
p

� �
: (2.31)

2.4.5 Zoom FFT

If a broadband spectrum with a particularly fine struc-

ture must be investigated, the Zoom FFT is an appro-

priate method. Specific parts of the spectrum can be

extended in frequency resolution and can thus be

evaluated in more detail. This method is based on a

shift of the most interesting frequency band, flow to

fhigh, symmetrically around zero and an analysis of this

‘zoomed’ range with full line density. The frequency

shift is gained by the multiplication of a real signal

with complex phase vectors exp(�jp(flow + fhigh)t)
and low pass filtering. It is worth mentioning that the

sampling rate can be reduced significantly because

only the number of frequency lines (bandwidth)

between flow and fhigh must comply with the Nyquist

theorem. The general requirement that the line spacing

be equal to the temporal block length, however, is still

valid. The measurement, therefore, lasts as long as a

measurement with the full number of spectral lines.

Fig. 2.15 Signal path in

linear time-invariant systems

(LTI). The input signal s(t) or
S(f) and the output signal s0(t)
or S0(f) are related to each

other by the response to Dirac

pulse (impulse response h(t))
or by the response to pure

tones (stationary transfer

function H(f)). In the time

domain this is realised by

convolution (upper path) and

in the frequency domain by

multiplication (lower path)
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2.4.6 Advanced Signal Analysis

The analysis using FFT equipment can recover several

signal parameters. Accordingly, it makes the detection

of correspondence, similarities or separations of signal

components possible. Often, it is not ‘just’ a Fourier

transformation that is performed, but signal theory

provides some interesting methods and results can be

gained from FFT and some further operations. One

example is the so-called ‘Cepstrum analysis’, which is

applied for detecting periodicities in the spectrum, par-

ticularly for the analysis of harmonic components in

musical acoustics, in machine diagnosis and in speech

processing. The Cepstrum is defined as the power spec-

trum of the (base-10) logarithmic power spectrum:

CsðtÞ ¼ jFflog½jSðf Þj2�gj2; (2.32)

with

Sðf Þ ¼ FfsðtÞg; (2.33)

the variable, t, called ‘Quefrency’ of the Cepstrum.

With F we denote formally a Fourier transformation

(by FFT, for instance).

Examples of the application of cross-correlation

analysis can be found in the calculation of the ‘similar-

ity’ or ‘coherence’ of signals or in the detection of

periodicities in signals (auto correlation). The so-

called ‘correlation integral’ for a given measurement

duration T

kxyðtÞ ¼
ðT=2

�T=2

xðtÞyðtþ tÞdt (2.34)

can be processed in FFT analysers by the product of

Fourier transformations in the form

Kxyðf Þ ¼ X
ðf Þ � Yðf Þ; (2.35)

with the frequency functions K, X, and Y denoting the

Fourier transforms of the time functions k, x, and y),

respectively (between �T/2 and T/2).

Generally with (2.37), the overlap is calculated,

that is, the parts of the signals which are similar in

dependence on the relative time shift t.

Kxx(t) is called the autocorrelation function. Kxx(t)
has its maximum at t ¼ 0. If for certain time shifts,

values comparable to the maximum (in the normalised

definition ¼ 1) appear, the signal is considered peri-

odic (see also Sect. 2.5.4). Stochastic signals are inter-

nally uncorrelated and show accordingly very small

autocorrelations, apart from t ¼ 0.

From a measurement of two signals over a certain

transmission path (for instance, an acoustic transmis-

sion line, a vibroacoustic path or an airborne sound

path between two points in a room or between two

rooms), the complex spectra can be calculated by

using an FFT analyser. The characteristics of the trans-

mission path, the complex stationary transfer function

H(f) (see Sect. 2.5) can be determined from the cross

power spectrum Kxy(t), in spite of the signals being

stochastic:

Hðf Þ ¼ Yð f Þ
Xð f Þ ¼

Yð f Þ
Xð f Þ �

X
ð f Þ
X
ð f Þ ¼

Kxyð f Þ
Kxxð f Þ (2.36)

This method of measurement is very effective if

one considers stationary random signals from aerody-

namic noise sources or any other stochastic process.

Measurement tasks in which the excitation signal must

be generated are referred to in the description of deter-

ministic periodic signals in Sect. 2.5.

2.5 Measurement of Transfer Functions
and Impulse Responses

Today, it is no longer a problem to create special test

signals using PC-based equipment, to generate and

store signals and send them through a DA converter.

This offers more flexibility, better power output con-

trol and thus higher measurement precision than

methods based on stochastic signals and the cross

power spectra. The following relationships are very

important for performing measurements in which the

generation and modification of source signals are

explicitly possible.

The device under test shown in Fig. 2.15 is consid-

ered a linear time invariant system (LTI). A measure-

ment of the sound transmission through a muffler

mounted in a pipe can serve as a basic LTI example.

The muffler is located between two microphone

positions. Generally speaking, sound transmission is
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considered from a source position to a receiver posi-

tion. The electric, acoustic, electro-acoustic or

vibroacoustic path between the two points is given

by the LTI system.

The assumptions of LTI are the most important

prerequisite of the digital measurement technique

described here. They are also a prerequisite for the

applicability of Fourier analysis (see Sect. 2.4). The

consequences of violating these conditions are

summarised in Sect. 2.5.5. The condition ‘linearity’

means that the system behaviour is invariant in spite of

changes in the input power. Time invariance means

that the system does not change over time.

In the figure, too, the logical chain of signal theo-

retic operations both in the time and frequency domain

is illustrated. In each step, these domains are coupled

unambiguously through Fourier transformation.

The signal path formulated in the time domain

reads (convolution)

s0ðtÞ ¼ sðtÞ 
 hðtÞ ¼
ð1

�1
sðtÞhðt� tÞdt: (2.37)

The signal path formulated in the frequency

domain is

S0ðf Þ ¼ Sðf Þ � Hðf Þ: (2.38)

while the elementary equation for determining system

properties in the frequency domain is (see Sect. 2.5.1):

Hðf Þ ¼ S0ðf Þ
Sðf Þ ¼ S0ðf Þ � 1

Sðf Þ ; (2.39)

The same is expressed in the time domain by a so-

called ‘de-convolution’

hðtÞ ¼ s0ðtÞ 
 s�1ðtÞ; (2.40)

with the signal s�1(t) being the signal with the inverse

spectrum 1/S(f). s�1(t) is called ‘matched filter’ or

transversal filter (see Sect. 2.5.2).

Note: For better understanding, in this chapter the

signal transformations and steps of signal processing

are expressed in continuous form. In digital instrumen-

tation, the signals are, of course, represented in dis-

crete form [compare Eq. (2.28)].

If S(f) has a white spectrum, we can also write:

s�1ðtÞ ¼ sð�tÞ; (2.41)

and Eq. (2.34) can be transformed into

hðtÞ ¼ s0ðtÞ 
 sð�tÞ ¼ s0ðtÞ � sðtÞ

�
ð1

�1
s0ðtÞsðtþ tÞdt; (2.42)

which means that h(t) can also be expressed by cross-

correlation of s(t) and s0(t) (see Sect. 2.5.3).
Obviously, Eqs. (2.39), (2.40) and (2.42) are equiv-

alent in the case of broadband white excitation signals.

Differences exist, however, in the phase spectrum of

the excitation signal and the corresponding time

sequences. This has a somewhat significant influence

on the level adjustment of power amplifiers and

loudspeakers. It must be faced that a swept sine and

a Dirac pulse have the same magnitude spectra. How-

ever, their maximum signal amplitudes are extremely

different, although their signal energies are equal.

It is important to note that further consequences of

digital representation of signals and spectra must be

considered. The finite length, Trep, of the deterministic

excitation signal and its periodicity is an important

factor. The periodicity can well be used for coherent

averaging. Periodic signals, however, have a discrete

line spectrum with a frequency spacing of

Df ¼ 1

Trep
: (2.43)

Due to the excitation of the system with a periodic

signal, the system transfer function is multiplied with a

line spectrum. Accordingly, results of the measurement

s(t)

H(f) h(t)

LTI
System FFT

DIV

FFT

IFFT

Z
N

Z

N

Fig. 2.16 Block diagram of

the two-channel-FFT-

measurement technique
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can only be found at these discrete frequency lines. In

addition, the results are not averages over frequency

intervals (between the lines, for example), but they are

the correct measurement results corresponding to

results from pure-tone excitation and high-quality nar-

row-band filters, for instance. Deterministic periodic

signal must, therefore, be strictly separated from sto-

chastic or pseudo-stochastic non-periodic noise

signals.

To ensure that the system is in a steady state and

that all eventual modes are excited properly, the fre-

quency spacing must be sufficiently dense. One can

express the same condition by formulating a require-

ment for the duration of the signal, which must be long

enough to let the system load or decay acoustically. In

room acoustics, for example, this is achieved when

Trep  Trev: (2.44)

Trev denotes the reverberation time. Another exam-

ple is the measurement of resonant systems of the

second order with quality, Q ¼ 2.2/T. Equation

(2.47) expresses the fact that the half-width of the

mode is covered by at least two frequency lines.

The feature of coherent superposition of signals is

used in averaging a number of signal periods.

The uncorrelated background noise is added incoher-

ently. Hence, the gain in signal-to-noise ratio by N

averages is

Dav ¼ 10 lgN dB: (2.45)

More information on the background of digital

signal processing for measurements is given in the

recent standard ISO 18233 [6].

2.5.1 2-Channel-FFT Technique

Measurement and the corresponding signal processing

are performed in the frequency domain. The same

holds for the measurement of transfer functions by

using a 2-channel-FFT analyser and the cross power

spectrum technique. Input and output signals are

measured simultaneously, are FFT transformed and

are processed by complex spectrum division

Eq. (2.39). An important condition is therefore a suffi-

ciently broad bandwidth, i.e. the excitation signal may

not contain ‘zeros’ in the spectrum to avoid problems

in the division. Any periodic signal of length 2m may

be used. For reasons of optimised level adjustment,

sweeps, chirps, or deterministic noise do indeed have

advantages [7] (Fig. 2.16).

After performing the spectrum division, the

impulse response can be calculated from inverse

Fourier transformation, if necessary:

hðtÞ ¼ F�1 HðoÞf g ¼
ð1

�1
HðoÞ ejot do: (2.46)

t

-1

-0.5

0

0.5

1
=1 =1 =1

shifting register
m=8clock

output

maximum length sequence m=8 (one period)

t

-100

0

100

200

300

f
0

0,02

0,04

0,06

0,08

-50

50

150

250

Δf =f /LAbt

f
Abt

/2

autocorrelation function (two periods)

Fig. 2.17 (a) Generation of a

maximum-length sequence

with a shift register (example:

sequence of order 8 with

length 255); (b) one period of

the maximum-length

sequence; (c) two periods of

the autocorrelation function
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2.5.2 Swept-Sinusoidal Signals

These kinds of excitation signals and the

corresponding signal processing are based on the

matched filter or transversal filter approach, which

includes a direct de-convolution in the time domain

Eq. (2.40). The most commonly used signals s(t) are

sweeps, chirps, or time-stretched pulses [8].

The matched filter is determined by inverting the

signal sequence in time:

s�1ðtÞ ¼ sðTRep � tÞ: (2.47)

A great advantage of this technique is that the

problem of signal periods too short in relation to

long impulse responses is avoided. A sequence, short

compared with the decay time of the system, is sent

only once, while the received signal is recorded over a

long duration, which theoretically is infinitely long.

This corresponds to an excitation of a (short) signal

amended with zeros (zero padding).

2.5.3 Correlation Technique

The correlation technique is a special case of impulse

measurement techniques. It was originally developed

for measuring pulse propagation delays. It can, how-

ever, be well used for determining impulse responses

and transfer functions. The most important advantage

is the possibility of using spread-out signals as mea-

suring impulse responses. The requirements on maxi-

mum amplitudes are, thus, significantly relaxed. The

domain of impulse responses is not reached directly

but only after signal processing.

With direct pulse excitation, the excitation signal

approximates a Dirac pulsed(t). On the receiving side,

one measures the impulse response of the system h(t)

directly:

s0ðtÞ ¼
ð1

�1
hðt0Þdðt� t0Þdt0 � hðtÞ: (2.48)

In contrast, the convolution integral of the correla-

tion technique reads:

Fss0 ðtÞ ¼
ð1

�1
hðt0ÞFssðt� t0Þdt0 � hðtÞ: (2.49)

Rather than the signal s(t) itself, it contains the

autocorrelation function Fss(t) of the signal and the

cross-correlation function Fss0(t) of the received signal
s0(t) with the excitation. Now, it is not the signal but its
autocorrelation function that must approximate a

Dirac pulse. This permits much better conditions for

level adjustment of the measurement system and the

resulting signal-to-noise ratio. However, this advan-

tage must be paid for by having to process the cross-

correlation of the received signal Fss0(t).

2.5.4 Maximum Length Sequences

An important example of correlation signals is maxi-

mum length sequences [9]. These are periodic pseudo-

random noise signals with an autocorrelation function

approximating an almost perfect Dirac pulse. They are

generated from a deterministic, exactly reproducible

process by using a shift register with feedback. With

m denoting the length (order) of the shift register, a

variety of L ¼ 2m � 1 states is possible. The periodic

sequence of maximum length (maximum-length

sequence, m-sequence, MLS) covering all possible

states will be achieved under appropriate feedback

conditions. For all orders of shift registers, there is at

least one feedback rule. In practice, a bipolar excitation

signal of ‘1’ corresponds to a positive signal ampli-

tude + U0 and of ‘0’ to a negative value �U0, accord-

ingly (Fig. 2.17).

In commercial frequency analysers, generators of

maximum length sequences have been used for quite a

long time in order to replace analogue noise

generators. The sequence length chosen in these

cases is extremely long (typically m > 30, L > 109),

so that the periodicity of the signal is no longer

recognised. The outstanding property of the signal,

i.e. its almost ideal Dirac-like autocorrelation func-

tion, is not used to its full capability.

If an LTI system is excited by a stationary MLS

signal sMax(t), on the receiving side the convolution

sMax(t) � h(t) is recorded. This signal is to be sampled

in synchronisation with the clock, Dt, of the shift

register. The cross-correlation with the excitation sig-

nal Eq. (2.42) is performed by convolution with the

time-inverted signal sMax(�t):
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sMaxðtÞ 
 hðtÞ 
 sMaxð�tÞ
¼ sMaxðtÞ 
 sMaxð�tÞ 
 hðtÞ
¼ FMaxðtÞ 
 hðtÞ � dðt� iLDtÞ 
 hðtÞ; (2.50)

with i ¼ 0,	1, and 	2 denoting the sequence counter

of periods LDt.
The autocorrelation function of a stationary peri-

odic maximum-length sequence is a series of pulses of

height L and a small negative offset of �1. The period

is the same as the period of the initial sequence (in the

example L ¼ 255). Each pulse contains the same

energy as the complete maximum-length sequence

period. Further enhancement of the signal-to-noise

ratio can be achieved by adding N periods. Due to

the strict periodicity of MLS, the amplitudes of the

signal must be added, while the background noise is

uncorrelated to the signal and adds up quadratically

(incoherently). Thus, the signal-to-noise ratio

increases according to Eq. (2.45).

In what was stated thus far, the maximum-length

sequence offers no specific advantages compared with

similar deterministic periodic signals with a smooth

amplitude broadband spectrum and low crest factor

(ratio of peak value to rms value), such as is described

in Sects. 2.5.5.1–2.5.5.2 The interesting point with

maximum-length sequences in applications of the

impulse measurement technique is a fast cross-corre-

lation algorithm in the time domain. For the calcula-

tion of the cross -correlation, we can generally apply

either the discrete convolution or the FFT convolution.

For a block length B, the discrete convolution requires

B2, whereas the FFT convolution requires ‘only’

B (4 log2B + 1) multiplications of complex numbers.

Since the period L ¼ 2m � 1 of maximum-length

sequences is just one sample shorter than the FFT

block length, tedious methods for sampling rate con-

version must be applied to avoid leakage errors. Much

faster is a method for correlation in the time domain,

the fast Hadamard transformation (FHT). It is based,

like the FFT, on a so-called ‘butterfly’ algorithm and

requires no more than m 2m additions and subtractions;

typically, one obtains an acceleration by a factor 10

compared with FFT-based algorithms.

2.5.4.1 Hadamard Transformation
The basis of FHT is the representation of the correla-

tion integral Eq. (2.42) in terms of a matrix operation,

i.e. by multiplying a vector with a Hadamard matrix:

h
* ¼ 1

Lþ 1
P
*

2HðP*1s
*0Þ: (2.51)

The vector s0 contains the samples of the measured

sequence and the vector h represents the impulse

response to be determined. The vectors P1 and P2

represent permutation rules (see below). A Hadamard

matrix H is closely related to maximum-length

sequences. If we arrange maximum-length sequences

in rows one below the other and shifted by one column,

we create a matrix that can be transformed into a

Hadamard matrix by permutating the columns.

Hadamard matrices show interesting features. For

instance, they contain a special internal basic structure,

which is repeated in several scales (self-similarity).

The generation rule for Hadamard matrices of a

‘Sylvester type’ is recursive:

LTI
System

ML S S' P1S' H(P1S') h

a) b) c)

0
Fig. 2.18 Hadamard

transformation of a measured

sequence s0(n). (a)
Permutation of the samples;

(b) Hadamard Butterfly; (c)

Back permutation in the final

time sequence of the impulse

response h(n)
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H1 ¼ 1; H2n ¼ Hn Hn

Hn �Hn

� �
; (2.52)

with n ¼ 2m and m 2 . The crucial point is that

products of vectors with Hadamard matrices can be

calculated very quickly with a butterfly algorithm,

similar to FFT.

Butterfly algorithms process pairs of data in

subsequent steps. Thus, the multiplication of the vec-

tor with the Hadamard matrix (HP1s
0), which normally

requires 2m(2m � 1) multiplications, can be replaced

by m 2m additions and subtractions.

Before this butterfly algorithm can be performed,

however, the time sequence to be correlated with the

maximum-length sequence must be mapped in an

appropriate way to the vector s0. This is done by per-

mutation of the samples in the data structure. The

permutation rules (P1 and P2, see above) are derived

from the maximum-length sequence. The complete

measurement procedure can be summarised as shown

in Fig. 2.18.

An example of applying the correlation technique is

the measurement of room impulse responses (rever-

beration time measurement). The property of impulse

compression by the Hadamard transformation and the

option to average a number of periods permits

measurements at low signal level (for instance, with

inaudible signals) and in the presence of an audience

during a performance. With increasing averages and

increasing signal-to-noise ratios, the time interval use-

ful for the evaluation of room acoustical criteria is

becoming larger and larger.

Another advantage of the MLS Hadamard transfor-

mation is that it is a very simple method for colouration

of the excitation signal. This can be useful for the

frequency-dependent optimisation of the level adjust-

ment (for instance, for minimisation of the crest factor)

or for implicit equalisation of components of the mea-

surement arrangement. Because of the fact that convo-

lution and cross-correlation are similar except for a

time reversal of the signal, a convolution of a maxi-

mum-length sequence m(t) with a filter impulse

response f(t) can be expressed in terms of a correlation:

m0ð�tÞ ¼mð�tÞ 
 f ð�tÞ ¼mðtÞ� f ð�tÞ ¼ FHT½f ð�tÞ�;
(2.53)

(convolution) (correlation) (FHT)

The time-reversed filtered maximum-length

sequence m0(�t) is nothing but the Hadamard trans-

formation of the time-reversed filter impulse

response f(�t). In order to obtain the filtered maxi-

mum-length sequence, the desired filter impulse

response must be measured or synthesised, time

inverted, then Hadamard-transformed and time

inverted again. A Hadamard transformation of this

equalised sequence then gives not the ordinary auto-

Fig. 2.19 (a) ‘Desired’ spectrum of a filter F(f); (b)

corresponding impulse response of the filter; (c) corresponding

maximum-length sequence with colouration by the chosen filter.

Example: ‘Pink filter’ (linear low-pass function of first order,

�3 dB/Octave)
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correlation function (series of Dirac pulses), but

provides directly the previously chosen filter impulse

response f(t) (Fig. 2.19).

2.5.5 Sources of Errors in Digital
Measurement Techniques

The validity of LTI systems is the most important

prerequisite for the usage of cross-spectrum, FFT, or

correlation measurement techniques as alternatives for

the application of impulsive signals. If non-linearities

or time variations cannot be neglected, measurement

errors will occur. This holds for the system under test

as well as for the measurement instrumentation.

2.5.5.1 Background Noise
Background noise is normally not correlated with the

excitation sequence. Thus, impulses as well as pure-

tone or broadband stochastic extraneous signals are

spread out by the cross-correlation over the complete

measurement duration and are noticeable in the

measured impulse response only with their mean

power. The parts of the impulse response being

dominated by background noise can easily be deleted

or filled with ‘zeros’ (window technique, see

Sect. 2.4.4). In order to avoid time aliasing, the early

part of the impulse response and the necessary decay

are to be considered.

2.5.5.2 Non-Linearities
Weak non-linearities can often be tolerated. They

appear in the measured impulse response as an appar-

ent noise floor and can hardly be separated from back-

ground noise. Accordingly, they are treated like

background noise by using the window technique.

Non-linearities can be detected by observing the effec-

tive signal-to-noise ratio improvement by coherent

averaging and by checking if this gain in dynamic

range is asymptotically limited. The effect of non-

linearities can be reduced by reducing the signal

amplitude and the dynamic range can then be further

Fig. 2.20 Hemi-anechoic

chamber (PTB

Braunschweig). Example of

the surface scanning method

for measurement of sound

power of a heat pump. The

microphone paths of the

scanning surface are

illustrated by using moving

lamps and long-time exposure
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increased by averaging. Experience has shown that

with all methods listed above, signal-to-noise ratios

of more than 70 dB can be easily reached. In the case

of higher requirements, however, problems must be

faced. A further increase of the signal-to-noise ratio is

limited by non-linearities in the components of

the instrumentation, depending on a clever choice of

the excitation signal and on optimal adaptation, on the

system to be measured, on power amplifiers,

loudspeakers or Sample&Hold devices and A/D

converters. Currently, signals with a low crest factor

are to be found. Maximum-length sequences are, at

first, superior since they have a crest factor of 0 dB.

Sweeps and chirps, for example, have a crest factor of

3 dB. Under extreme conditions (signal-to-noise ratio

<70 dB), however, maximum-length sequences are

not the best choice, due to low-pass components in

the digital measurement chain and overshoot effects at

the sequence flanks of up to 8 dB. Therefore, their

theoretic crest factor cannot be reached in practice.

Sweeps or similar signals still keep their theoretical

crest factor of 3 dB in electronic realisation and, thus,

leave the maximum-length sequences behind.

The FFT and MLS technique are both related to

periodic signal processing, whereas the straightfor-

ward sweep de-convolution, according to Eqs. (2.40)

and (2.47), is related to aperiodic signals. It should be

noted that the signal processing related to swept-sinu-

soidal signals could be performed by the FFT tech-

nique as well (see Sect. 2.5.1); thus, periodic or

aperiodic algorithms are applicable apparently in free

choice. However, the choice of aperiodic signal

processing has several practical advantages [7],

although related to heavier computational load. Direct

aperiodic processing requires de-convolution in the

time domain (according to Eq. (2.40) with a sequence

of length N, N2 multiplications must be processed).

Using a sweep with increasing frequency, the response

to harmonic components will appear before the main

excitation at that (harmonic) frequency. Accordingly,

the harmonic distortion products in the excitation will

appear at negative time in the impulse response and

may easily be removed by using a time window.

Another important aspect of differences in aperi-

odic or periodic de-convolution concerns the noise

floor in the impulse responses. Periodic processing

by FFT or MLS results in an impulse response with a

noise floor that is approximately constant, up to the

time where the first distortion products appear.

Aperiodic direct de-convolution, however, produces

a decaying noise tail that is increasingly low-pass

filtered towards its end. This results from the fact

that the last part of the impulse response stems from

steady-state noise convolved with the excitation sweep

in reverse order [see Eq. (2.41)]. One should therefore

not interpret the decreasing noise floor as a reverberant

tail of the impulse response.

2.5.5.3 Time Variances
Time variances do not result in apparent background

noise but they do change the signal shape slightly and

can, therefore, hardly be detected. Two kinds of time

variances are to be discussed: (a) fast variations, which

are noticeable within one measurement period, and (b)

slow effects, which come into play only in cases of

longer averaging. In both cases, a phase distortion in

sequences and between sequences is the reason for

measurement errors. The coherent averaging and

FFT or cross-correlation is affected.

At least some rules or guidelines can be used to

avoid the effects of time variances. The result is quite

correct if, for instance, it is ensured that maximum

temperature drift (degrees Celsius) in a room during

the measurement is not larger than

D#<
300

fT
; (2.54)

during a decay measurement with a low level and long

averaging time (reverberation time T, one-third octave
band or octave midband frequency f). Similar rules of

thumb are available concerning the influence of wind.

2.6 Measurement Facilities

Connected with various tasks of acoustical measure-

ment and testing, several measurement arrangements,

test mock-ups and test rooms are standardised. To

obtain acoustic characteristics, acoustic measurements

are performed in research regarding biological and

medical developments as well as numerous test

methods of material testing. The acoustic test

arrangements or rooms are implemented to create

well-defined acoustic environments.
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2.6.1 Anechoic Chamber

Spherical waves should propagate as freely as possi-

ble, undisturbed by reflections and diffraction (see

Sect. 2.1). Measurement rooms fulfilling these

conditions are called ‘anechoic chambers’ or ‘free-

field rooms’ (Fig. 2.20).

Their walls must absorb sound by 99.9% in order to

provide a level reduction of reflections by 30 dB [10].

This requirement is met by mounting wedge-like

porous material on the walls and ceiling, either with

or without airspace behind. Depending on the

dimensions of the wedges, the desired absorption coef-

ficient reached is above 50%. The floor can be treated

in the same way (in this case, one enters the room on a

net) or the floor stays acoustically ‘hard’ (hemi free-

field room).

Besides good free-field conditions, anechoic

chambers should have good insulation against back-

ground noise. Accordingly, more sophisticated

solutions include a vibration-isolated foundation. In

this case the room stands on springs, and the low

resonance frequency (depending on room mass and

spring stiffness (typically <10 Hz)) hinders vibrations

of the surrounding building from outside to propagate

into the room.

The qualification test of anechoic chambers is

performed by the measurement of free field wave

propagation, i.e., of the 1/r law, by using various

pure-tone signals. Eventually, deviations from the 1/r

curve that occur indicate insufficient absorption and,

thus, room modes.

Applications for anechoic chambers are all ‘free-

field’ measurements on loudspeakers, microphones,

hearing aids, noise sources, etc. The frequency

response can be determined as well as radiation

characteristics and the emitted sound power.

2.6.2 Reverberation Room

Diffuse-field conditions can be found in closed rooms,

according to the explanations in section XXX ((Room

acoustics)). The conditions are, however, not perfectly

Fig. 2.21 Reverberation

room (PTB Braunschweig)

with treatment for increased

sound diffusivity. (a)

Structures on the walls; (b)

Rotating diffuser in the room

space
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fulfilled due to the statistical superposition of wall

reflections or, if the description in the frequency

domain is preferred, of room modes.

Prerequisites for diffuse sound fields, however, can

be achieved in good approximation if the room

boundaries absorb very little energy and if the absorp-

tion is uniformly distributed on the walls. The sound

field is in this case nearly homogeneous and isotropic.

As a further action for ‘mixing’ the sound, non-rectan-

gular rooms and diffusers are used (Fig. 2.21).

The reverberation room is in fact the opposite of

the anechoic chamber. Its walls should preferably

reflect the sound totally. This can be obtained up to a

remaining partial absorption of 1–2%, by suitable

properties of the air medium and the absorption in a

certain layer at the boundaries, even in the case of

heavy and smoothly painted walls. At high

frequencies, the air absorption is dominant anyway.

For improvement of sound diffusion, the walls of

the reverberation room are fitted with sound scattering

structures, and some (fixed or rotating) diffusers are

placed in the room.

The reverberation times are, therefore, frequency

dependent and in a range from above 10 s at low

frequencies to about 1 s at high frequencies.

Applications for reverberation rooms are

measurements of absorption coefficients of materials,

of sound power and of diffuse-field sensitivities of

transducers.

For the qualification of a reverberation room (qual-

ity approval), various theoretical and experimental

tests can be performed. At first, the lower frequency

limit, fgr, can be calculated (V ¼ room volume in m3,

T ¼ reverberation time in s).

fgr � 2; 000

ffiffiffiffi
T

V

r
Hz: (2.55)

Below the critical frequency, the conditions of a

diffuse sound field are not valid. The modal density is

too low and strong spatial variations of energy density

are present. One important way to improve the sound

field is to add absorption material in order to achieve

modal damping and a corresponding larger modal

overlap.

In spite of apparently ideal diffuse field conditions,

measurements in reverberation rooms must be

performed at several source and microphone positions

and then averaged, since the sound field is not per-

fectly homogeneous. Qualification tests of reverbera-

tion rooms, therefore, are not based on room geometry

but on a selection of source and microphone positions,

which yield results with the smallest possible

variations around the average value. It must be taken

into account that measurements in reverberation

rooms are related to broadband incoherent signals

analysed in frequency bands and based upon averages

< L > of local diffuse-field sound pressure levels Li
by energetic averaging:

Lh i ¼ 10 log
1

N

XN
i¼1

10Li=10dB: (2.56)

Furthermore, in the case of absorption

measurements, the sound field in the reverberation

room is disturbed by the sample (see section XXX,

room acoustics). The requirements of uniform absorp-

tion at the room boundaries are no longer fulfilled.

time
(1) direct sound
(2) reflection
(3) disturbing reflections

wall surface

microphone
loudspeaker

(1)

(2)

(3)

subtracting
direct sound

a b c

(3)
(3)

(2) (2)

(1)

time

Fig. 2.22 In situ measurement method for wall impedances and reflection factors. (a) Measurement set-up with reflection paths; (b)

Impulse response of this arrangement; (c) Impulse response of the arrangement with the microphone placed close to the surface with

time-windowing and direct sound subtraction. The time function of the remaining reflection (2) and Fourier transformation yields

the reflection factor R(f)
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The identification of appropriate positions and averag-

ing procedures is then of particular importance.

2.7 Sample Applications

2.7.1 Absorption and Impedance

In principle, every method capable of separating inci-

dent from reflected waves can be used for measuring

the impedances or reflection factors of materials.

Accordingly, impulse measurement methods are gen-

erally qualified, at least under certain conditions

(plane-wave approximation, not-grazing incidence,

smooth surfaces and homogeneous impedance distri-

bution on the surface, sufficient time delay between

direct sound (1), reflection (2) and disturbing

reflections (3), etc.) (Fig. 2.22).

One method requires subtracting the direct sound

(part c) which is previously determined under free-

field conditions, a time window (broken line) and a

Fourier transformation of the remaining reflection

component (2), which results directly in the frequency

response of the reflection factor.

For obtaining correct results, however, the above-

mentioned conditions must be fulfilled. If one or more

of these conditions are violated or not even approxi-

mately fulfilled, the method should not be applied.

Nevertheless, it is the basis for a standardised test

method for sound absorption and sound insulation of

noise barriers at traffic lines and of road surfaces. In

order to account for the simplifications involved in the

measurement standard, the results are not denoted as a

classical reflection factor, R, or impedance, Z, but by
the term ‘reflection loss’.

2.7.1.1 Classical Method (Kundt Tube)
The magnitude of the sound pressure along the tube

axis is

pðxÞj j ¼ p̂

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Rj j2 þ 2 Rj j cosð2kxþ gÞ

q
: (2.57)

By investigating the standing wave one can

determine

pj jmax ¼ p̂ 1þ Rj jð Þ and pj jmin ¼ p̂ 1� Rj jð Þ;
(2.58)

and thus, |R|:

Rj j ¼ pj jmax � pj jmin

pj jmax þ pj jmin

: (2.59)

If dmin ¼ |xmin| denotes the distance of the first

minimum to the wall, the phase

g ¼ p
dmin

l=4
� 1

� �
; (2.60)

can be determined and, according to

Z ¼ r0c
1þ R

1� R
; (2.61)

the complex sample impedance, Z. The minima and

maxima of the sound pressure of the standing wave are

called ‘nodes’ and ‘antinodes’. Positions with maxi-

mum sound pressure have minimum sound velocity

and vice versa.

l

probe of
absorbing
material

reflecting
termination

absorbing
termination

loudspeakermicrophone 2
microphone 1s

2-channel
FFT

broadband
excitation

Fig. 2.23 Impedance tube of

the ‘two-microphone method’

for measurement of

impedances and reflection

factors of material samples

and other termination

impedances
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In many cases, the intensity loss of reflections is of

interest. This is characterised by the absorption

coefficient

a ¼ not reflected Intensity

incident Intensity
¼ 1� Rj j2: (2.62)

2.7.1.2 Two-Microphone Method
With the so-called two-microphone method or ‘trans-

fer function method’, impedances and reflection

factors can be determined in the broadband approach

and much faster (Fig. 2.23). The instrumentation, how-

ever, is more complex and the signal evaluation

requires a frequency analysis. In this method, it is

assumed that the travelling incident wave and the

reflected wave can be separated into the spectra Si(f),
Sr(f) and the reflection factor and that these spectra can

be mapped to the transfer function between two points,

1 and 2. For the measured broadband spectra, S1(f) and
S2(f) yield

S1 ¼ ejklSi þ e�jklSr; (2.63)

S2 ¼ ejklejksSi þ e�jkle�jksSr; (2.64)

where l is the distance between the sample and the

nearer microphone position and s is the distance

between the microphone positions. By solving these

equations, the signal amplitudes and the reflection

factor can be calculated:

Si ¼ e�jkl S2 � e�jksS1
ejks � e�jks

; (2.65)

Sr ¼ ejkl
ejksS1 � S2
ejks � e�jks

; (2.66)

R ¼ Sr
Si

¼ ej2kl
ejksS1 � S2
S2 � e�jksS1

: (2.67)

If S1 is cancelled in the last equation, a representa-

tion independent of the absolute spectra S1 and S2,

R ¼ ej2kl
ejks � H12

H12 � e�jks
; (2.68)

can be discussed, which contains only the complex

transfer function H12 ¼ S2/S1.
Requirements on the measurement tube and the

instrumentation are specified in detail. The measure-

ment uncertainty is quite small (a few percent),

provided the sample is mounted carefully.

Fig. 2.24 Illustration

(animation) of wave forms of

a circular membrane.

Measurement of vibration

velocity and displacement on

a grid (mesh) and subsequent

processing by modal analysis

(four eigenfrequencies)
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2.7.2 Modal Analysis

Modal analysis is a measurement and evaluation

method that provides extended and detailed informa-

tion. Also here, transfer functions are measured. They

are defined between an excitation point and numerous

mesh-like located points on structures or in rooms.

Such a point mesh must be defined according to the

geometry of the object under test, and it must be

sufficiently dense according to the highest measure-

ment frequency. As the upper limit of the distance

between two mesh points, l/6 is typically used. The

transfer functions can be determined on measurements

of sound pressure, acceleration or displacement. After

the measurement, a computerised evaluation of the

measurement data is performed in order to separate

the system into specific characteristics in space and

time, such as eigenfrequencies (modes) and damping

of modes. These modes are mapped to a resonator

model based on a set of parameters. Finding the opti-

mal sufficient model and its parameters with best fit to

the measured data is the basic task in the method of

modal analysis (Fig. 2.24).

Finally, a correlation of the measured peaks with a

spatial wave distribution on the mesh opens up the

possibility of illustrating each mode at each

eigenfrequency in graphical plots and in wave anima-

tion. With this method, vibration systems can be

analysed and systematically improved.

2.7.3 Reciprocal Measurement of Sound
Radiation

Measurement of transfer functions [Green’s functions

G(vnjp1)] of coupled vibroacoustic problems is essen-

tial in noise control. This kind of transfer function is

defined as the ratio of the sound pressure measured at a

certain field point and the excitation velocity of a

vibrating body. However, in practical noise control,

the objects of interest are not mathematically simple

elements, so that calculation methods cannot be used

at all, except numerical methods such as FEM, BEM,

etc. For discussion of some more details of the theo-

retical foundations, it should be emphasised that two

measurement methods can yield the same results if the

reciprocity between sound radiation and sound recep-

tion is exploited [11] (see also Sect. 2.2.4.2)

(Fig. 2.25).

p1
vndS

¼ jor0Gðvn p1j Þ ¼ p2
Q
: (2.69)

A surface element dS of a radiating body is consid-

ered as point source on an otherwise rigid body. The

transfer function between the normal component of

the velocity on dS and the sound pressure at the field

point is identical with the transfer function between

the volume flow of a (volume) source placed at the

field point and the sound pressure near the rigidly fixed

surface element. Provided the problem was solved for

a specific surface element, the complete solution

consists in a superposition of all surface contributions.

Needless to say, the transfer functions are complex

and all modern digital measurement methods with

FFT, sweeps or correlation techniques can be applied.

The fact that the measurement can be performed in

two directions opens enormous advantages, particu-

larly if sound velocities of vibration surface elements

cannot be detected with optical sensors or

accelerometers but rather easily by piezoceramic pres-

sure sensors, for instance, in measurements of sound

radiation from components or machines under extreme

conditions of temperature, moisture, or with highly

dS

vn

R

p1

R

Q

Fig. 2.25 Reciprocity

principle: Equivalence of

sound radiation (left) and

sound reception (right). The

transfer function for the

distance R is called Green’s

function; it can be interpreted

as acoustic transfer impedance
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reactive gases. Another example is the sound radiation

of tyres. Measurement by scanning the sound pressure

near the tyre is much easier than measuring the normal

velocity of the tyre surface.
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Numerical Acoustics 3
Bj€orn A.T. Petersson

3.1 Introduction

Numerical acoustics – horrible concept! It is not a

question of number crunching, it is an issue of con-

structively translating the knowledge in the branch of

classical physics – acoustics – into quantitative result.

Classical acoustics – the days of Galiliei Galileo and

further – dealt with quite idealised systems but despite

this, managed to furnish remarkable findings through the

analytical study of differential and integral equations.

With the, seemingly, ever increasing speed and storage

capacity of modern computers, it is almost self-evident

and unavoidable that complex and fully realistic systems

are addressed, also in an acoustic respect. From one

aspect, this is quite natural since noise – the unwanted

sound – is always there. Fromanother, more constructive

aspect it is less natural but despite this more important

what can we do about or with sound.

The increased realism and perhaps detail of treated

systems, however, should not give us false confidence

in the results. The old truth of ‘garbage in–garbage

out’ is even more prominent in the computerised age

of numerical analysis of vibro-acoustics.

Accordingly, it is important to select the calculation

tool or methodology carefully and not just fling one-

self at the nearest or dearest or the ‘in house’ most

commonly used scheme to churn out some results. The

tool or methodology must be chosen such that it

accommodates the problem without numerical strain.

The tool or methodology must be chosen such that it

aims at the quantities sought. If, for instance, the

spatial average velocity of a multi-resonant room is

sought, a finite element Odyssé is perhaps not the most

suitable thing to embark on. Similarly, if, at a

suspected fundamental resonance frequency, the stress

at a junction of two beam members of a truss is

required, an asymptotic or statistically based compu-

tational scheme is more than probable of missing the

target. In the selection of the tool, therefore, the time

spent on pre-preprocessing the problem is usually very

well invested time in order to, at least, clarify what is

the main concern – a quantitative result or a

qualitative.

This chapter aims at an overview of some of the

available numerical tools. ‘Some of’, refers to the fact

that it is literally impossible, in a chapter, to comprise

all the flora of numerical schemes that have been

proposed and demonstrated viable in the literature;

nor is it desirable. The chapter must therefore rather

be received as a first point of reply. Within the flora of

numerical tools four basic principles form the

categorisation:

• Discretisation of differential equations

• Discretisation of boundary value problems and

integral equations

• Statistical formulations, and

• Asymptotic formulations

Within each category, there is, of course, a myriad

of versions and hybrides, but it is far beyond the scope

to list, let alone, describe them. Instead it is herein

attempted to give the fundamentals of each category

and then to exemplify each with a successful

application.
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3.2 Discretisation of Differential
Equations

For linear acoustic and vibro-acoustics problem, i.e. for

situations without extreme amplitudes or frequencies,

the principle of superposition is valid. For most of the

acoustic or vibro-acoustic problem encountered in engi-

neering practice, accordingly, linear differential or inte-

gral equations are applicable. The step from a

continuous functional description to a discretisation is

not that big. By such a transcription, the result is a large

number of linear algebraic equations. Thereby, the

power of linear algebra can be released.

Although the original target for the finite element

method was the static strength of elastic structures, it

possesses all the features required to solve sound and

vibration problems. The basis for the FE method

(although formulation is more adequate) is the varia-

tion principle for energies, often encountered in the

literature as Hamilton’s principle.

In a first case, the analysis concerns a fluid volume,V,

with rigid boundaries such that no energy is transported

across. Following Hamilton’s principle, the function to

minimise reads

L ¼ U � T ¼ 1

2

ð ð ð
V

rc2ðdiv xÞ2dV � 1

2

ð ð ð
V

r
@x
@t

� �2

dV;

(3.1)

where U is the potential energy and T the kinetic.

In Eq. (3.1), moreover, r is the density of the fluid,

c, the wavespeed and x, the displacement vector.

Equation (3.1) can be rewritten in terms of the pressure

leading to,

L ¼ 1

2

ð ð ð
V

p2

rc2
� grad pð Þ2

ro2

 !
dV: (3.2)

It should be noted that in Eqs. (3.1) and (3.2), there

are no restrictions on c and r to be constant but they

can vary spatially. For a single frequency, the volume,

V, can be subdivided into element volumes, Vn, such

that the function to minimise is turned into,

L ¼
XN
n¼1

ð
Vn

p2n
2rc2

� grad pnð Þ2
2ro2

" #
dVn; (3.3)

In this form, pn designates the pressure in the ele-

ment volume, Vn. Many recipes on how to divide the

volume have been suggested, rectangular,

tetrahedrical, wedge shaped and curved. In most

cases the choice is dependent on the domain of the

problem but personal taste also plays a role. The

standard works on FEM by Zienkiewicz [Zienkiewicz,

1977] and Bathe and Wilson [Bathe & Wilson, 1976]

as well as [Bathe, 1982] and [Huebner, 1975] consti-

tute excellent sources of reference for the selection of

element shapes. Also the handbooks to commercially

available FE codes usually furnish this guidance. Once

the element selection is made and the original volume

is subdivided, the discretised space contains a great

number of coupling points at which the pressure, in the

present case, must be made continuous. This is done

by the values at the nodes, see Fig. 3.1. With the nodal

values denoted pV, a relation between the continuous

pressure function, pn(x,y,z), within the element, n, and

 

Fig. 3.1 FE mesh for an intersection of two ducts of differing cross-sections
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those nodal values can be designed. This design is

termed the shape function which is an interpolating

relationship, say anv(x,y,z), chosen in such a way that

the pressure in an element can be described by,

pnðx; y; zÞ ¼
X
n

annðx; y; zÞPn: (3.4)

Although the summation in Eq. (3.4) is extended over

all nodal points v, there are only a few terms that are non-

zero since anv(x,y,z) is zero outside the element n. The

non-zero ones refer to the values inside or at the bound-

ary of an element. It is thus clear that the shape function

must be chosen such that the nodal values equal the

physical pressures p at the points (xv,yv,zv).
Used in the standard codes are a variety of shape

functions, ranging from the simplest, linear to the more

elaborate sinusoidal. The shape function is also related

to the element size in that a low-order element such as

the linear can only approximate a small spatial region of

the physical problem whilst a high-order one can encom-

pass a larger region. Typically, six linear elements are

required per wavelength and it must be assured that its

size is significantly smaller than any other dimension of

the problem such as, for instance, the source region. It is

furthermore to be noted that elements must be chosen

such that the conditions at discontinuities are correctly

described. As a prominent example, one may take the

flexural wave field at a discontinuity where in order to

fulfil equilibriumof forces, the shape function has to be of

at least third order (F / @3x @x3
�

). Whenever an ‘exact’

solution exists for a spatial domain, this domain is set off

as a substructure with an element covering the entire

domain. This is, for example, the case in a duct in the

plane wave region and the FE procedure incorporates

these extended substructures.

With Eq. (3.4) introduced in the discretised version

of the function to minimise,

L ¼ 1

2r

X
n

1

c2

ð
Vn

X
n

Pnannðx; y; zÞ
" #2

dVn

8<
:

� 1

o2

ð
Vn

X
n

Pngrad annðx; y; zÞ
" #2

dVn

9=
;

: (3.5)

For transparency in the presentation of the method,

the selection of element type and the inherent choice

of shape functions is suppressed in the following.

With the function – the Lagrangian – expressed in

terms of the finite number of nodal values, Pv, the next

step in the procedure is tominimise Eq. (3.5)which is the

same as finding, ∂L/∂Pv ¼ 0 for each nodal point , v. In

this way, the following linear set of equations

Lagrange’s equations is established,

X
n

X
n0

Pn0
1

c2

ð
Vn

anvann0dVn

�

� 1

o2

ð
Vn

grad anngrad ann0dVn

�
¼ 0;

where the nodal sound pressures, Pv, form the

unknowns. With a matrix formalism, the matrix of

coefficients is sparse implying that even for thousands

of unknowns, the solution is rather straightforward.

The above procedure can easily be extended to

include also sound sources and sinks supplying and

extracting energy to and from the field, respectively.

The Lagrangian in Eq. (3.1) is then only augmented by

an external work function,

W ¼ �
ð
S

pxdS:

This added function simply describes the energy

flowing in or out of the fluid domain through an area

S over which the displacement x is known.

For most problems encountered in engineering

practice, there are boundary conditions associated, i.

e. physical, prescribed constraints at the boundary of

the domain studied. For the fluid domain considered so

far, either the values Pv at some or all nodal points are

prescribed or, which is equally common, differences

of adjacent nodal values establishing derivatives such

as, for example, the velocity. The specific boundary

condition called the Sommerfeldt’s radiation condi-

tion, which is suitable for large fluid domains, is

inconveniently handled with standard finite elements.

For such cases, the so-called infinite element has been

proposed [Lysmer and Kuhlemeyer] cf. [Bettes].

To shed some light on the use of FE in conjunction

with vibration, the axial vibration of a rod, see Fig. 3.2,

can be considered. Hamilton’s principle requires that,

ðt2
t1

dðU � TÞ þ dWf gdt ¼ 0; (3.6)
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where, again, U and T are the potential and kinetic

energies, respectively, andW is the external work, e.g.

supplied by the force. The symbol d stands for the first
variation which for most cases encountered in engi-

neering practice leads to the above-mentioned

minimisation of the integrand. With u, in this case,

denoting the cross-sectional displacement, positive in

the positive x-direction, the kinetic energy reads,

T ¼ 1

2

ðL
0

rS
@u

dt

� �2

dx;

and the potential energy can be written as,

U ¼ 1

2

ðL
0

ES
@u

dx

� �2

dx;

where E is the Young’s modulus of the material. The

virtual work supplied by the force, dW, is obtained as,

dW ¼ Fduðx ¼ LÞ:

Upon subdividing the rod in a number of small

elements – the finite elements – therewill be two degrees

of freedom for each one. Therefore, let the displacement

of any point along the element be given by,

uðxÞ ¼ uð0Þw1ðxÞ þ uðlÞw2ðxÞ: (3.7)

Here the element length is denoted l and wr

(r 2 [1,2]) are the shape functions. Upon assuming

that the displacement over the element can be

described by a linear relation,

wðxÞ ¼ a0 þ a1x;

it is seen that the shape functions must fulfil

w1(0)¼w2(l)¼1 and w1(l)¼w2(0)¼0. These two

conditions readily leads to the shape functions

w1ðxÞ ¼ 1� x l;w2ðxÞ ¼= x l= ;

respectively. This results in unity weighting of each

degree of freedom at its nodal point. Thus, having the

displacement along an arbitrary element, the kinetic

energy of an element is given by,

Te ¼ 1

2
rS
ðl
0

duðxÞ
dt

� �2

dx

¼ 1

2
rS
ðl
0

duð0Þ
dt

w1ðxÞ þ duðlÞ
dt

w2ðxÞ
� �2

dx:

Similarly, the element’s potential energy is

obtained as,

Ue ¼ 1

2
ES

ðl
0

u0ðxÞ2dx

¼ 1

2
ES

ðl
0

uð0Þw1
0ðxÞ þ uðlÞw2

0ðxÞð Þ2dx:

Although there are no derivatives involved than

degrees of freedom in the example with an axially

vibrating rod, it must be observed that the choice of

shape function should accommodate continuity at each

node in derivatives up to one order less than the

highest order involved in the energy expressions.

With expressions for the energies of an element, the

system energy or, directly, the Lagrangian is straight-

forwardly obtained by summation as shown above in

Eq. (3.5). Upon substituting the element energies,

expressed through a set of independent degrees of

freedom say, qi, and its time derivatives, _qi, i.e., the

nodal values into Eq. (3.6) the Lagrange’s equations

are obtained,

d

dt

@T

@ _qi

� �
þ @D

@ _qi
þ @U

@qi
¼ fi: (3.8)

Therein, D is a dissipative function which can

account for any energy loss associated with internal

F(t)
S

x=0 x=L

Fig. 3.2 Axially vibrating rod and its FE-mesh
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non-conservative forces and fi represents the general-

ised forces defined as the work done for a unit dis-

placement qi. For the qith degree of freedom, the

instantaneous rate of energy loss is,

Di ¼ D _q2i :

To prepare for the computations, the equations

involved in the FE analysis are usually matrix

formulated. For the rod, the set of degrees of freedom

for an element can be written as a column vector,

qf gTe¼ uð0Þ uðlÞf g;

which means that Eq. (3.7) becomes,

uðxÞ ¼ Wf gT qf ge;

where {W}T ¼ {w1 w2} is the column vector for the

nodal weighting factors. Thus, the element energies

can now be rewritten as,

Te ¼ 1

2
_qf gTe M½ �e _qf ge;

whereby the ‘mass’ matrix for the element is given by,

M½ �e ¼ rS
ðl
0

Wf gT Wf gdx;

and

Ue ¼ 1

2
qf gTe K½ �e qf ge;

in which the ‘stiffness’ matrix is defined by,

K½ �e ¼ ES

ðl
0

@2

@x2
Wf gT @2

@x2
Wf gdx:

With the often simple expressions for the shape

functions, the integrations for the mass and stiffness

matrices are easily evaluated. It should be noted that

the terms mass and stiffness in conjunction with the

matrices, are only partially correct since all elements

will necessarily have physically appropriate

dimensions.

Regarding boundary conditions, only those with

derivatives of up to one order less than the highest

order involved in the energy expressions must be

explicitly satisfied. This is simply done by removing

the weighting factors that do not fulfil them.

In the example with the rod, the boundary condition

at the origin is automatically fulfilled. Also the work

done by applied forces or force distributions must be

taken into account. This is done by integrating any

force distribution multiplied by the displacement over

the elements, i.e.

fe ¼
ðl
0

FðxÞwðxÞdx ¼
ðl
0

FðxÞ Wf gTe qf gedx:

Any dissipation may be introduced in the same way

but this also involves a selection of model for the

dissipative mechanism, e.g. [Lazan] and [Nashif et al.].

Once all element matrices are developed, the sys-

tem matrices are obtained by means of summation as

described for the acoustic case above. In the matrix

formulation, this means that a topology matrix is

introduced, linking the degrees of freedom of the

element to those of the system globally. Since each

element for the rod only has two degrees of freedom,

the topology matrix will be of the form,

c½ �e ¼
� � � 0

� � � 0

1 0

0 1

0 � � �
0 � � �

� �
;

such that the element displacements are given by

qf ge ¼ ½c�e qif g.
With this introduction, the kinetic energy of the

system is obtained from

T ¼ 1

2
_qif gT M½ � _qif g;

where now, the ‘mass’ matrix is modified to include

the topology

M½ � ¼
XN
e¼1

c½ �Te M½ �e c½ �e:

Similarly, the potential energy is expressed as,

U ¼ 1

2
qif gT K½ � qif g;

with the global ‘stiffness’ matrix given by

K½ � ¼
XN
e¼1

c½ �Te K½ �e c½ �e:
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For both the mass and the stiffness matrix, the

summation, of course, ranges over all the N elements.

If it is assumed that the dissipative mechanism can

be modelled by a linear viscous model, application of

the Lagarnge’s equation results in 2N coupled

equations of motion,

M½ � €qif g þ C½ � _qif g þ K½ � qif g ¼ fif g;

for which there are numerous computational routines

[Bishop et al., Gourlay and Watson, Jennings].

3.3 Integral Equations

For linear radiation and scattering problems, the

Kirchoff–Helmholtz equation establishes a general

description of a sound field containing sources in a

closed or unbounded space. Restricting the discussion

to harmonic analyses, the equation for the sound pres-

sure reads,

pðrÞ ¼ 1

4p

ð
V

Q
ejk r�rQj j
r� rQ
		 		 dV � jor

4p

�
ð
S

vSn
ejk r�rSnj j

r� rSnj j dSþ
1

4p

�
ð
S

pS
@

@n

ejk r�rSnj j

r� rSnj j dS; (3.9)

for a point r in the space. In this expression, Q
represents the source strength of an enclosed source

at position rQwhich must have the feature that they are

acoustically transparent. vS is the velocity at the sur-

face S with normal vector n and pS the pressure at that

surface.

Usually, when the radiation from a surface is con-

sidered, its velocity field is known or computed sepa-

rately. Unknown and to be determined are the

pressures at the receiver position and at the surface.

For a scattering problem, similarly, the source strength

Q or the amplitude of the incoming wave as well as the

boundary conditions at the scatterer are considered

known and the pressures are the quantities sought.

The boundary conditions at the scatterer are com-

monly given by the impedance of its surface, which

must be locally reacting, i.e. the dynamics of a point (a

small area) on the surface is not influenced by those of

the adjacent ones. For non-locally reacting boundaries,

the complexity of the problem grows markedly.

Irrespective of the type of problem, the numerical

procedure for the solution of the integral equation

implied involves a discretisation of the surface in

elements, as done in an FE analysis. In contrast, how-

ever, the fluid space remains a single, continuous

subsystem. Both interior and exterior problems are

treated in the same way with a single closed surface

although the conditions at the outer part of the surface

are different, see Fig. 3.3.

Also when scattering is considered, the investigated

domain is enclosed by a surface but in this case the

surface must be branched out to encompass also

the scatterer, see Fig. 3.4. From a discretisation of

the bounding surface, the associated integrals in

Eq. (3.9) are rewritten as,

pðrÞ ¼ 1

4p

ð
V

Q
ejk r�rQj j
r� rQ
		 		 dV � jor

4p

�
X
n

vSnn

ð
Sn

ejk r�rSnj j

r� rSnj j dSn þ
1

4p

�
X
n

pSn

ð
Sn

@

@n

ejk r�rSnj j

r� rSnj j dSn;

which means that the surface integrals are replaced by

sums of integrals over surface elements – the boundary

elements [Brebbia] – which are so small that the sur-

face velocity as well as pressure can be approximated

as constant and hence removed from the integration.

Upon computing the integrals, this is straightfor-

ward for observation points inside the continuous

domain but when points on the surface are considered

a singularity arises as r ! rSv . In such a case the

principal value of the integrals must be taken which

means that an arbitrarily small surface around this

point is omitted. With the element integrals calculated

and denoted Ivrnð rr � rn
		 		Þ and Iprnð rr � rn

		 		Þ, respec-
tively, the linear set of equations to solve is,

pðrrÞ ¼ 1

4p

ð
V

Q
ejk rr�rQj j
rr � rQ
		 		 dV � jor

4p

�
X
n

v?Sn I
v
rnð rr � rn
		 		Þ þ 1

4p

�
X
n

pSn I
p
rnð rr � rn
		 		Þ:
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This expression can now be used twice, once to

solve for the unknown pressures at the surface

elements and then to compute the pressure at the

observation point. In the first step, r equals n and the

resulting pressures are subsequently substituted back

into the sums in the second step.

For cases where the radiators or scatterers have

dimensions bigger than the wavelength, it is necessary

to modify the procedure. This is so since another

singularity arises as the frequency approaches an

eigenfrequency of the radiator or scatterer volume.

Two primary modified procedures have been proposed

and are employed in commercially available codes.

The first [Schenk] takes into account a few additional

points at which the pressure vanishes such as at points

outside the computational domain but interior to the

radiator or scatterer. Thereby an over determined sys-

tem of equations is obtained which then is solved in the

least square sense [Press et al.]. As long as the extra

calculation points are not situated on nodal lines of the

‘interior modes’, the procedure furnishes unique

results. Alternatively, the second approach [Burton

and Miller] can be employed, which combines

Eq. (3.9) and its normal derivative, giving the normal

pressure gradient. For the latter is noted [Filippi], how-

ever, that the differentiated form gives rise to strong

singularities associated with the Green’s functions.

For most codes of the boundary element method

(BEM), see, e.g. [SYSNOISE Reference Manual],

the surface velocity distribution over an element

need not be constant but can be prescribed through

higher order functions as is the case in an FE analysis.

Furthermore and in contrast to the FE analysis, the

matrix established is small but is far from sparsely

occupied.

S
p

vn

rn

S

rn

p

vn

a

b

Fig. 3.3 (a) Interior sound

radiation (b) exterior.sound

radiation

rigid

p(r)

Sn

Outer part

Inner part

Branching part

Fig. 3.4 Scattering
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In situations where the fluid-structure interaction

is of primary concern, some codes allow fully

coupled computations, see e.g., [SYSNOISE Refer-

ence Manual]. Alternatively, the combination of FE

analysis for the structural part and BE analysis for the

fluid domain can be employed [Zienkiewicz, ANSYS

Theory Reference].

3.4 Statistical Methods

In this section will be outlined an introduction to a

framework for the analysis of complex built-up struc-

tural and fluid systems. This framework, denoted sta-

tistical energy analysis – SEA for short – was

developed in the 1960s, to a great extent to clarify

and handle structural acoustics problems in conjunc-

tion with space-craft problems. Since then the formal-

ism has been successfully applied in many other areas

of engineering such as ships, buildings, aircrafts and

cars. Perhaps the most prominent text on this topic is

that by Lyon [Lyon 1975] which gives a valuable

description of the framework by explaining each

word in its name. The explanations are cited here:

“Statistical emphasises that the systems being studied are

presumed to be drawn from statistical populations having

known distributions of their dynamical parameters.

Energy denotes the primary variable of interest. Other

dynamic variables such as displacement, pressure, etc are

found from energy of vibrations. The term Analysis is

used to emphasise that SEA is a framework of study

rather than a particular technique.”

Hence, the statistical philosophy introduced in SEA

must be seen as a compilation of methods or ways to

study structural acoustic questions where basic knowl-

edge must not be set aside for a routine scheme.

Apart from the textbook mentioned above or it’s

later edition [Lyon and DeJong], a few other references

can be given which either exemplify the use of SEA in

engineering practice [Hsu et al.] or bring out the

limitations for the framework [Fahy]. A rather compre-

hensive and advanced discussion of SEA is given in

[Plunt] where the objects under study are ships.

The natural area of operation for SEA is the analy-

sis of the high frequency behaviour of complex

structures. Usually the analysis involves coupling

between two or more simply identifiable but complex

structural and/or fluid systems. In this context, high

frequencies refer to the frequency region where the

system under consideration possesses a large number

of eigenfrequencies in a limited frequency band.

It is of course justified to ask why introduce a statis-

tical point of view for the analysis of the dynamics of

systems that are normally considered to be rather deter-

ministic. The answer lies in the many difficulties relat-

ing to the application of numerical or semi-analytical

methods for complex systems having a large number of

eigenfrequencies in the frequency range of interest.

Among those we may list:

• Uncertainties in the input data (e.g. boundary

conditions)

• Unknown excitation (e.g. excitation points are not

well defined or specified)

• Variations in the fabrication (e.g. two cars of the

same type will not be identical)

Since the designer often wants to make predictions

early at the design stage when details of the structural

configuration are missing or incomplete, a simple

‘macroscopic’ analysis is motivated. One of the

advantages with SEA is namely the representation of

the structural and fluid systems. These are represented

by overall geometrical and material properties from

which characteristics in the dynamic state can be

derived such as average modal densities:

nðoÞ ¼ lim
Do!0

Nðoþ DoÞ � NðoÞ
Do

;

where N(o) is the number of eigenfrequencies up to

the angular frequency o, average modal damping

� ¼ Wd

2pUrev
;

where Wd is the energy lost during one period of oscil-

lation and Urev is the reversible potential energy during

the same period, the latter of which is based on the

average modal energies and average coupling data.
The coupling between structural and/or fluid members

of the systems – the subsystems – leads to energy flows

between them in order to maintain an energy balance in

the presence of dissipative losses. In turn, the dynamic

field variables, of interest to the engineer, are obtained

as spatial and temporal averages which are directly

related to the total energy of the subsystem.

The most obvious disadvantage with SEA is that

the energy quantities obtained for the different

subsystems are statistical estimates of the true energy
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and accordingly involve some uncertainty. Usually the

uncertainty will be less pronounced at high frequencies

where the number of resonant eigenfrequencies

included is high for all subsystems. This means that

there will be a low frequency limit in practice but no

principle limitation exists as long as the subsystems

have resonant eigenfrequencies.

The subsystems in SEA are presumed to be finite,

linear elastic structures or fluid cavities which can be

described by their uncoupled eigenfrequencies,

eigenfunctions (mode shapes) and losses. It is assumed

that each eigenfunction can be modelled by a simple

oscillator – a mass-spring system – and that the inter-

action between two multi-modal subsystems can be

represented by the coupling between two sets of

oscillators, see Fig. 3.5.

No attempt will be made in this section to fully

compile all the theoretical considerations underlying

SEA, but the most necessary fundamentals required

for the understanding of the procedure will be given.

In SEA, the complex system under study may be

subdivided into a number of subsystems. Some can be

directly excited by sources whereas others are indi-

rectly excited through different couplings to the for-

mer ones (junctions, discontinuities, transfer from one

medium to another). Accordingly, a basic question in

SEA is how to subdivide the system into subsystems.

This division can be intuitively made at the boundaries

of the different structural and fluid members. How-

ever, it is very important to bear in mind that for

complex systems, there will be different wave types

present which realise different groups of modes. This

implies that in addition to the previously mentioned

structural or fluid subsystems a subdivision must be

undertaken also with respect to these groups of modes.

Hence, of a physical structural element two or more

subsystems may have to be formed where one involves

only flexural motion, another only different in-plane

longitudinal waves and a third only in plane transverse

waves.

The interaction between two simple oscillators

which are assumed to be linear and coupled by linear,

non-dissipative elements( no energy lost at the

connecting boundaries) constitute the fundamental

component of an SEAmodel, from which some impor-

tant theorems in SEA can be deduced. To summarise it

is appropriate to start from the basic equation,

P0
21 ¼ BðE1 � E2Þ: (3.10)

Consider the coupled system in Fig. 3.5 where, if

the energies in the two subsystems are E1 and E2, the

net energy flow between them is found from Eq. (3.10)

above. In this equation, B is a function of the coupling

strength. This coupling is solely governed by the

properties of the subsystems and the eventual coupling

elements.

From this equation it can be stated:

• The energy flow is proportional to the actual

energies of the two subsystems

• The coupling function or proportionality is positive

definite and symmetric in the system parameters;

therefore the system is reciprocal and the energy

flows from the subsystem with the higher energy to

the one with the lower

• If only one subsystem is directly excited, the

highest possible energy for the indirectly driven

susbsystem is that of the first

As can be noted, the analogy with thermodynamics

is not far away. Thus the picture with an energy flow

between a hot body and a cold one in contact may be

helpful although it should not be taken too literally.
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Πσα

Total energy flow
Π12

Fig. 3.5 Illustration of

interaction and coupling

between multi-modal systems.

After [Lyon]
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Consider again the model in Fig. 3.5. The basic

assumptions when SEA is used in conjunction with

such a coupling problem can be cited from [Lyon]:

“1. Each mode is assumed to have a natural frequency

oia that is uniformly probable over the frequency

interval Do. This means that each subsystem is a

member of a population of systems that are gener-

ally physically similar, but different enough to

have randomly distributed parameters. The

assumption is based on the fact that nominally

identical structures or acoustical spaces will have

uncertainties in modal parameter, particularly at

higher frequencies.

2. We assume that every mode in a subsystem is

equally energetic and that its amplitudes

YiaðtÞ ¼
Ð
riyiciadxi=Mi are incoherent, that is,

YiaYib

 �

t
¼ dab Yia

2

 �

:

This assumption requires that we select mode

groups for which this should be approximately

correct, at least, and is an important guide to

proper SEA modelling. It also implies that the

excitation functions are drawn from random

populations of functions that have certain

similarities (such as equal frequency and wave

number spectra) but are individually incoherent.”

(In the expressions cited the following notation is

used:

ri – is the density distribution of subsystem i
yi – is the physical response quantity for subsys-

tem i

cia – is the eigenfunction associated with the ath

eigenfrequency of subsystem i

xi – is the local spatial co-ordinate for subsystem i

Mi – is the total mass of subsystem i
Yia – is the modal response quantity (generalised

response) for mode a and subsystem i
< >t – denotes temporal average

d – Kroneckar delta)

Based upon the conditions cited, the energy flow

from system 1 to system 2 in Fig. 3.5 can be derived in

analogy with Eq. (3.10), if an average value for the

many, generally different coupling parameters Bsa

replaces B and E1 and E2 are replaced by the respective

average modal energies Em
1 and Em

2

P0
21 ¼ Bsah iN1N2 Em

1 � Em
2

� 
: (3.11)

In the above equation, < Bsa > denotes the aver-

age modal coupling and N1, N2 the number of modes

(eigenfunctions) in the two subsystems, respectively.

The average modal energies are defined by

Em
i ¼ Etot

i

nðoÞDo ; (3.12)

where n(o) is the average modal density introduced

above and Etot
i is the total vibrational energy of sub-

system i.

Since the energy flow between the subsystems,

from one specific subsystem seen, can be interpreted

as a loss of energy, the formalism can be developed by

defining a coupling loss factor as

�21 ¼ Bsah iN2=o; (3.13a)

which says that the loss from system 1 is proportional

to the number of modes in system 2, i.e. how many

energy reservoirs there are available in system 2. Since

the complete system is reciprocal, we can similarly

define

�12 ¼ Bsah iN1=o; (3.13b)

and from the two relations in Eq. (13) the reciprocity

relation

�12N2 ¼ �21N1; (3.14)

can be deduced.

Introducing Eq. (3.13a) in Eq. (3.11) yields

P0
21 ¼ o�21N1 Em

1 � Em
2

� 
; (3.15)

which in turn shows that the energy flow will be from

the subsystem with the higher average modal energy to

that with the lower.

Equation (3.15) constitutes the fundamental rela-

tion in any SEA calculation. The diagram in Fig. 3.6

symbolises the general situation in which Eq. (3.15) is

to be applied.

From the diagram in Fig. 3.6, one may see that not

only does a flow between the two subsystems exist but

also there may be both independent inflow Pi;in and

outflowPi;diss, to and from each subsystem. Hence the

average energy quantities sought for the prediction of
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the average response of a subsystem must be solved

from a system of linear equations.

A number of questions arise concerning the sub-

division of a physical system into different, coupled

subsystems. A basic feature of a subsystem must be

that its response is determined by resonant modes.

It is consequently not meaningful nor appropriate

to apply an SEA approach to a system (or subsys-

tem) below its fundamental eigenfrequency. How-

ever, coupling via non-resonant elements may be

admitted.

The sources of input power and the groups

of eigenfunctions to which they are coupled must be

identified. Moreover, the different groups of eigenfunctions

with similar properties must be selected and

represented by separate subsystems. As mentioned

previously, these considerations usually mean that

one physical part of the system must be represented

by several SEA subsystems.

The junctions between the subsystems must be

assigned correct coupling loss factors. Very often the

junctions are chosen to coincide with the geometrical

boundaries of the physical parts but this is not always

necessary or approriate. A comprehensive discussion of

the considerations involved in SEA modelling can be

found in [Plunt] where also some valuable hints on how

to practically proceed from a physical object to an SEA

model are outlined.

The average modal density introduced previously

will usually be estimated with sufficient accuracy

from closed form expressions for elementary fluid

and structural elements such as beams, plates,

cylinders, cavities etc. Compilations of such

expressions are found in many text books, e.g.

[Lyon] and [Cremer et al.]. It must be emphasised,

however, that the closed form expressions normally

are equivalent to the asymptote found at high

frequencies. Therefore, the actual modal density, in

the low and mid-frequency regions, may be different

from the one predicted. At low frequencies, where the

number of modes in the frequency interval (band) of

interest is small, the estimates can be improved by

measurements on the system if a sample of it exists

and methods for such investigations are sketched in

[Lyon and DeJong].

If, in Eq. (3.14), the average modal density is

introduced, the reciprocity relation becomes

�21n1 ¼ �12n2;

and the basic energy flow can be rewritten as

P0
21 ¼ o�21Do n1E

m
1 � n2

�12
�21

Em
2

� �
:

In addition to the energy flow due to the coupling

between subsystems also the energy flow out from the

system under consideration – the dissipation – must be

taken into account. This energy loss can be due to e.g.

internal losses (conversion into heat) or to radiation or

coupling to connected systems not included in the

SEA model. The dissipation is represented by an inter-

nal loss factor, �ii, for each subsystem i.
Unfortunately, reliable prediction methods for the

dissipation are not available today and the internal loss

factors, therefore, either must be measured or rely

upon experience. Theories exist for different kinds of

mechanisms leading to losses but so far they are only

applicable under rather specific and restrictive

conditions. Moreover, experience may give the right

order of magnitude in an overall sense but frequency

trends are hard to foresee. This means that

measurements rather often is what remains and a few

experimental techniques are described in [C&H] and

[Plunt 1991] [Cremer et al.].

The description of the coupling is as shown above

formalised by using coupling loss factors. Often these

loss factors can be estimated theoretically whereby the

duality of junction properties for infinite subsystems

and statistical ensembles of finite subsystems is

utilised [Lyon].

Π2, inΠ1, in

Π21

Π2, dissΠ1, diss

E1, tot
E2, tot

N1 N2

Fig. 3.6 Illustration of energy flows to, from and in between

two coupled subsystems
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In principle three different types of junctions can be

distinguished:

• Fluid cavity to fluid cavity (e.g. coupling through a

partition wall)

• Structural element to fluid cavity (e.g. panel to

cavity)

• Structural element to structural element (e.g. wall

to floor).

For the first-type of junction, using the transmission

efficiency t, the coupling loss factor can be derived to be

�21 ¼
tc1S
4oV1

; (3.16)

where c1 is the longitudinal wave speed of the fluid, S
is the area of the partition and V1 the volume of the

sending space.

The coupling loss factor for the second type of

junction is related to the real part of the impedance Z

which the structure sees looking into the fluid space.

This leads to the ratio

�fs ¼
Re½Z�
oMs

; (3.17)

which hence implies a comparison of the input fluid

impedance and the mass impedance of the structure.

For the specific case of a surface coupling,

Eq. (3.17) can be explicitly written as

�fs ¼
2rf cfs

om
; (3.18)

where the radiation efficiency, s, of the structure has

been introduced. rf, cf denotes the density and wave

speed of the fluid and m is the structural mass per unit

area.

Theoretical expressions for the input impedance

(often designated radiation impedance) and the radia-

tion efficiency have been derived for a variety of

structures in contact with air or water and are readily

found in the acoustic literature [Cremer et al., Junger

and Feit, Heckl].

The coupling loss factor for the third type of cou-

pling can be derived in a number of ways. The most

appropriate manner depends on the specific junction

but often use is made of the infinite systems,

associated with the actual structural elements. The

most frequent classes of structural coupling are

point-like (contact areas of dimensions smaller than

the wave-length of the governing wave), line- or strip-

like (one-dimensional coupling) and surface coupling.

For point-like coupling, the mobilities of the struc-

tural elements can be used and compilations of ordi-

nary point mobilities are given in e.g. [Cremer et al.].

With respect to line or strip connections, the cou-

pling loss factor can be derived from the transmission

efficiencies related to the associated infinite systems

[Cremer et al.]. Thereby, the coupling loss factor is

obtained from

�21 ¼
cg1L

2oS1
t21; (3.19)

where t21 denotes the transmission efficiency from

element 1 to element 2, cg1 is the group velocity for

waves in element 1 (the group velocity introduced here

is the velocity with which the power is transferred

which generally is different from the phase speed or

ordinary wave speed, for dispersive waves), S1 the

area of subsystem 1 and L the length of the line

interface. Moreover, the reciprocity relation obtained

for normal incidence, t12 ¼ t21, is not valid in the case
of ‘random’ incidence but is replaced by

k1t21 ¼ k2t12;

where k1 and k2 are the wave numbers for the two

structural elements respectively. The coupling of, for

instance, plates over surfaces generally is more cumber-

some to handle. Theoretical studies of waves in layered

media describe the features of this class of coupling but

it is beyond the scope here to further expand on the

pertinent results. For most of the commercially avail-

able codes the different junctions are catalogued and the

associated coupling loss factors compiled.

The origin of wave propagation or, in the SEA

philosophy, energy flow is of course input from one

or more external sources. From an SEA point of view

one may therefore consider the input power as pre-

scribed although all questions relating to transmission

are far from answered.

The basic energy balance Eq. (3.15) is valid for two

coupled, multi-modal systems when the underlying

assumptions are fulfilled. The normal situation how-

ever, is that a lot more than two subsystems are

involved. The block diagram in Fig. 3.7 illustrates a

general situation. As is seen from the figure, the gen-

eral case includes many external source inputs as well
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as dissipation from all subsystems. Intuitively, it seems

to be a straightforward task to generalise the two-

subsystem case to N subsystems and obtain a system

of N linear equations and indeed there are no formal

difficulties. There is, however, a physical implication

that must be taken into account before doing so.

This implication is rather clearly demonstrated by

considering the system in Fig. 3.8. In the two-subsys-

tem case previously discussed, e.g. the two horizon-

tally connected plates in Fig. 3.8 with the vertical plate

excluded, there is no ambiguity as to what is meant by

the coupling loss factor. With respect to the three-plate

system the question arises: Should the rest of the sys-

tem be connected or disconnected when one specific

junction is considered? Obviously, it should make a

difference when we are seeking the coupling loss fac-

tor at the L-junction if the horizontal plate consists of

one or two elements (compare Eq. (3.19) with S1 being

either the area of one- or two-plate elements). We may,

therefore, conclude that in order to proceed straight-

forwardly from the two-subsystem case to that with N

subsystems, the coupling losses at all junctions

(connections between subsystems) must be small.

This is equivalent to the prescription of weak coupling

between the different subsystems. Consequently, the

existence of adjoining subsystems must not markedly

affect the properties of the eigenfunctions of a subsys-

tem (in a statistical sense).

At a first sight, the above-mentioned condition may

seem rather drastic but comparisons made between

SEA predictions and experimental results show that

the condition of weak coupling does not impose

Π2, inΠ1, in

Π21

Π1, diss
Π2, diss

E1, tot
E2, tot

N1 N2

ΠN, in

ΠN, diss

EN, tot

NN

Π

Π3, diss

13

E3, tot

N 3

ΠN1

ΠN3

Π23

Π3, in

Fig. 3.7 Block diagram of an

SEA model with several

subsystems. After [Lyon]

Plate 3

Plate 2
Plate 1

Fig. 3.8 A three plate-element system. After [Plunt]
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serious estimation errors if the complexity of the com-

plete system is large. Statistically the latter finding is

acceptable since for large complex systems a

‘randomisation’ of the interaction between subsystems

can take place.

In this section, it is appropriate with a warning

concerning the fact that some confusion exists in the

literature with respect to the concept of weak coupling.

Sometimes, the concept of weak coupling is used in

connection with the assumption

�ji � �ii;

which implies that the internal losses exceed the cou-

pling losses of the subsystem. Clearly, this is rather

different from the condition that the eigenfunctions

(modes) of a subsystem should be little affected by

the presence of adjoining subsystems.

For the specific case of two equal plates with no

discontinuity in between, there is also no reason not to

treat them as a single subsystem. Nevertheless, the

condition of weak coupling discussed proves the state-

ment that SEA is rather a compilation of methods

where basic knowledge in structural acoustics is

required for judging the applicability of the different

assumptions made in an analysis.

On the basis of the weak coupling condition being

sufficiently well fulfilled, the generalisation of the

energy balance equation becomes
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(3.20)

where �toti includes all the types of losses from a

subsystem, i.e.

ntoti ¼ �ii þ
XN
j

�ji;

is the outflow from the ith subsystem.

The loss factor matrix is symmetric and positive defi-

nite fxgt½A�fxg> 0; every fxg� 
which means that

the solution of Eq. (3.20) can be established by means

of standard computer routines. If, in addition, some

systematics is introduced in the numbering of the

subsystems the loss factor matrix can be made banded

(the elements are clustered around the main diagonal)

which greatly facilitate the numerical handling.

From the solution of Eq. (3.20), a number of aver-

age modal energies are obtained. By multiplying with

the actual number of modes in the frequency band of

interest the total energy of the subsystem within that

band is estimated.

The spatial average, mean square response of a

structural element is proportional to the kinetic

energy. Therefore, with the notations of this chapter,

the response estimates sought can be written as

~v2i

 � ¼ Ei=Mi (3.21)

where Mi is the total mass of the ith subsystem. Simi-

larly for a fluid space or subsystem the response

estimates are given by the spatial average, mean

square pressure as

~p2i

 � ¼ Eiric

2
i

Vi
: (3.22)

From Eqs. (3.21) and (3.22) it is evident that no

information concerning the response field within a

subsystem is obtained. Rather, the distribution of the

response among the subsystems is revealed. It is

important to bear in mind the aims of an SEA, previ-

ously cited, when interpreting the results. Thus, the

predictions finally obtained through Eqs. (3.21) and

(3.22) are merely statistical estimates with an inevita-

ble variance and not exact results from a calculation

regarding a fully specified physical system. With these

underlinings in mind, SEA has proven very valuable in

most branches of noise and vibration control.

3.5 Asymptotic Methods

Instead of considering a system as drawn from a pop-

ulation of similar systems and applying a statistical

reasoning, the asymptotic methods such as asymptotic

modal analysis (AMA) [Dowell] and the mean value
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method (MVM) [Skudrzyk] approaches the acoustic

or dynamic behaviour of a given system from the

multi-resonant range. Hereby is addressed the

Helmholtz number range in which determinstic

methods such as FEM struggle.

In asymptotic modal analysis forms the modal

decomposition of the dynamic behaviour of a subsys-

tem the basis for the analysis. The external excitation,

moreover, is assumed to be multiple random point

forces or point sound sources, be it a directly or an

indirectly driven subsystem, since, for a large number

of modes, the excitation applied to the subsystem

tends to be spatially incoherent. A second ingredient

in the AMA is the approximation of the modal sums by

integrals. In principle, therefore, the AMA delivers the

same spatially averaged response as an SEA So far

developed, AMA is not complete as method due to the

lack of methodology to couple the acoustics or dynam-

ics of different subsystems and thus cannot provide

any insight into the behaviour of a complete system.

Also in the MVM, the basis is the modal decompo-

sition of the dynamic behaviour and the summation

implied is replaced by an integral. From this integral,

the mean value of the response is computed which is

equal to the response of the infinite system that

corresponds to the finite subsystem considered. The

infinite system response is demonstrated equal to the

geometric mean of adjacent resonance maxima and

anti-resonance minima, hence not only just a high

frequency asymptote but also the value the response

at low and intermediate frequencies tends to when the

dissipation is large. The MVM further involves the

upper and lower envelopes to the response thus

establishing bandwidth for the response fluctuations,

see also [Langley]. Like AMA, the MVM is not com-

plete as it inherently devices no means to couple

subsystems but gives only the asymptotic behaviour

of a subsystem. Attempts have, however, been made to

extend it [Girard and Defosse] where the potential is

highlighted but no general methodology is presented.
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The Effects of Sound on Humans 4
C. Maschke and U. Widmann

4.1 Physiological Aspects

4.1.1 The Ear

Anatomically, the ear is divided into the outer ear,

middle ear and inner ear (Fig. 4.1). The outer ear

comprises the auricle and the ear canal. A thin mem-

brane called the eardrum separates the outer ear

from the middle ear.

The middle ear is an air-filled chamber containing

three tiny bones called the ossicles (hammer, anvil and

stirrup), which conduct sound. The air pressure in the

middle ear must be adapted to changes in the outside

air pressure. This is the purpose of the Eustachian

tubes, which connect the middle ear to the nasal cavity.

Swallowing and yawning are two ways in which the

pressure is equalised. The handle of the hammer is

attached to the eardrum and conducts sound vibrations

of the eardrum to the anvil and the stirrup, which is

attached to the oval window of the inner ear. The

ossicles are attached to two muscles that tighten the

eardrum and the stirrup. They can reduce the conduc-

tion of sound by means of the acoustic reflex.

Movements of the oval window are transferred to the

lymph fluid in the inner ear (cochlea). The inner ear is a

coil of two and a half turns, divided into three chambers

called scalae (Fig. 4.2). The scala vestibuli, the scala

tympani and the scala media are separated by the basilar

membrane and Reissner’s membrane, respectively. The

scala media is filled with endolymph. The two other

scalae, which meet at the top of the cochlea

(helicotrema), contain perilymph. The perilymph

mostly contains sodium ions, while the endolymph

contains potassium ions. These different concentrations

of ions acts as a battery for the bioelectrical processes

that take place in the sensory cells.

Located on the basilar membrane is the organ of

Corti, in which sensory cells called hair cells are

embedded. They consist of the cell body and sensory

hairs called stereocilia. When movements of the lymph

fluid deflect the basilar membrane, the stereocilia

move sideways, sending chemical messengers known

as neurotransmitters into the synaptic cleft. If the

concentration of neurotransmitters is sufficient, bio-

electrical impulses called spikes are fired in the adjacent

nerve cells. The number of spikes fired per unit of time

in the auditory pathway determines the perceived

loudness (e.g. [1]).

Depending on the frequency of the sounds and

on the damping properties of membrane, the wave

movements in the inner ear peak at different points

on the basilar membrane. Travelling waves triggered

by high frequencies peak near the oval window. Lower

frequencies peak near the end of the coil. This trans-

formation of frequency into location enables us to

detect differences in pitch [2].

However, the physical properties of the basilar

membrane alone do not explain the auditory system’s

high resolution of frequencies. Current research

indicates that active processes take place in the

cochlea. Experiments by Brownell [3] showed that
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the outer hair cells are able to contract in the kilohertz

range and thus amplify the deflection of the basilar

membrane in a small area.

4.1.2 The Auditory Pathway

The auditory pathway comprises nerve fibres that

transmit neural impulses from the inner ear to the

auditory cortex (afferent auditory pathway) and

nerve fibres that transmit impulses from higher

processing levels to lower ones and back to the inner

ear (efferent auditory pathway).

The afferent auditory pathway is especially impor-

tant for the extraaural affect of sound. Nerve fibres

branch from the afferent auditory pathway to various

processing levels, thus providing direct transitions to

other functional systems. This is the direct way of

sound activation.

The afferent pathway is shown in very simplified

form along with its processing levels and the

transitions to other functional systems in Fig. 4.3.

The first stage of processing after the inner ear (1) is

the cochlear nucleus (2). The auditory pathway divides

here and leads to various areas of the brain.

One cord leads to the lateral superior olive (3). The

main cord leads to the olive on the opposite side to the

stimulated ear (contralateral side). A third cord leaves

Fig. 4.1 Anatomy of the outer, middle and inner ear (after: [4])

Table 4.1 Stimuli and sensations

Dominant stimuli Cognitive parameters

Sound pressure level (dB) Loudness (sone)

Loudness level (phon)

Frequency (Hz) Critical band rate (Bark)

Ratio pitch (mel)

Degree of modulation (%) Roughness (asper)

Modulation frequency (Hz)

Frequency (Hz) Sharpness (acum)

Degree of modulation (%) Fluctuation strength (vacil)

Modulation frequency (Hz)

Spectral components (Pa) Pitch strength

Tonality (tu)

Impulse duration (s) Subjective duration of

impetus (IU)

Sound pressure level (dB)

Frequency (Hz)

Density (dasy)

The left column shows dominant physical parameters (stimuli),

in the right column the psycho-acoustic hearing sensation are

listed, (proposed) units in brackets
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the auditory pathway and ends in the reticular forma-

tion. This is a formation of cells that stretches from the

spinal cord to the midbrain. The reticular formation

controls the activation state and the sleep/waking

cycle.

The auditory pathway continues via the lateral lem-

niscus to the inferior colliculus (4). This is where the

resolution of frequency and intensity takes place. The

sound is localised and reflexes may be triggered. The

auditory cortex (6) is the final stage of the afferent

pathway. It is reached via the medial geniculate body

(5) and is responsible for conscious perception of

sound events.

In the medial geniculate body, there are direct

branches from the auditory pathway to the amygdala

and the hypothalamus. The amygdala is characterised

by its unusual learning capacity as regards aversive

aural stimulation (fear conditioning). If the stimulus is

frequently repeated, the amygdala can alter so that the

entire organism reacts sensitively to aversive noises

[7]. The final stage then consists of a very fast and

coarse processing pattern, which reacts to known

Fig. 4.2 Schematic drawing of the middle and inner ear (after [4])

Level of neural
processing

Decoding of
intensity
frequency,
sound localisation

Concious
perception

Connection to other
physiological systems

amygdala
hypothalamus

formatio
retikularis

Reflexes

Perception
thresholds

12

3

4

5
6

Fig. 4.3 Afferent pathway (after [5]) and stages of processing
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acoustic stimuli such as aeroplane noise by acting

directly on vegetative and hormonal functional units

and emotional regions. This is known as conditioning.

It must be added that this reaction pattern is almost

fully active while asleep.

4.2 Perception

Auditory perception is the specific effect of a sound

event, which is also called an auditory event. It

can be divided into perception components called

dimensions, which are perhaps comparable with the

four taste sensations: bitter, sweet, salty and sour.

The dominant perception components of pitch and

loudness are well researched [8], but these do not fully

describe an auditory event. Components of auditory

perception other than pitch and loudness often used to

be described collectively as timbre [9–11]. Nowadays,

other psychoacoustic dimensions are defined, includ-

ing sharpness [12–14], roughness [15, 16] and fluctua-

tion strength [8]. The human hearing apparatus can

process these auditory sensations individually of each

other. Function models have been developed that can

be used to derive the main perception component from

the physical characteristics of the auditory event.

However, perception is also affected to a significant

degree by the circumstances and the emotions

associated with a noise. Generally speaking, the afore-

mentioned psychoacoustic parameters cannot satisfac-

torily explain the ‘pleasantness’ of a sound [17].

Recently, many studies have therefore dealt with

the recording of the acoustic quality of defined sound

events or sound fields, such as alarm signals and vehi-

cle interiors. The results of these studies should lead to

optimisation of sound immissions in terms of accep-

tance and effect. The study of product sound quality

has become particularly established in the automobile

industry [18–20].

Its primary aim is for unbiased customers to asso-

ciate sound with important criteria such as the reliabil-

ity and value of the product. Improving spoken

communication (for example, inside the vehicle) is

another important development aim of sound design.

Speech quality essentially depends on the level and

spectrum of both speech and noise disturbance.

However, articulation, hearing capacity, eye contact

between the speaker and the listener and echoes inside

the space also play a part.

4.2.1 General Psychoacoustic Approaches

The perception dimensions described in this section

are connected by a perception function with one or

more acoustic components of the stimulus. With the

exception of density, they are all derived from the

work of the ‘Munich school’ of Zwicker and Fastl

[6, 8], and were identified in auditory experiments.

Interested readers can find more detailed descriptions

in [12–15, 21–24, 92].

4.2.1.1 Loudness
The perception of loudness depends on the sound

level, the frequency and the bandwidth of the sound

event, as well as on masking effects.

For tones or narrow-band noises, human perception

of loudness can be taken into account when setting the

level by correcting the measurements using curves of

the same loudness. This frequency-evaluated level is

called the loudness level Ls and is measured in units

called phones (e.g. DIN 1318 [25]). Broadband noises

require auditory experiments to determine the loud-

ness level. During the experiment, the loudness level is

given a numerical value that is identical to the

sound pressure level of an equally loud 1 kHz tone

(see Chap. 5).

Above 40 phones, a 10-phone increase in the loud-

ness level is roughly equivalent to a doubling of the

perceived loudness. If 40 phones ¼ 1, then 50 phones

is 2, 60 phones is 4, 70 is 8 and so on. This loudness

scale is called the loudness N and it is measured in

units called sones (Fig. 4.4).

In addition to the sound pressure level and the

frequency, the loudness also depends on the band-

width of the signal. Thus, an increase in the bandwidth

leads to an increase in loudness, if the frequency range

of the sound event exceeds the critical band. The

critical bands (DfG)can be approached relatively well

above 500 Hz using one-third octave bands.

The loudness of a tone or a noise can be reduced by

a second event of the same loudness (attenuation) or

only the louder sound event is perceived (masking). In

order to investigate factors determining masking, the

masking threshold is measured. The masking thresh-

old states the sound pressure level that the test sound

(normally a sine tone) must have in order to be per-

ceived as well as the disturbance sound, in other

words, so that it can just be heard (Fig. 4.5).
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In order to determine the loudness of a sound event

from its physical characteristics, critical bands,

masking and attenuation must be taken into account.

One technique that takes comprehensive account of

the way the human auditory system works for station-

ary noises is Zwicker’s loudness calculation method

[81, 82, 95]. The German standard DIN 45631 [26] for

PCs contains a current version of the loudness calcu-

lation [97]. Widmann [27] provides C source code for

further use.

The loudness model must be expanded for non-

stationary sounds [96] because temporal masking

effects, particularly post-masking [28] must be taken

into account.

Current loudness models for non-stationary sounds

differ most significantly in the way post-masking is

simulated ([29]; Fastl and Schmid 2001) [83, 84].

Standardisation in this area is not yet complete.

4.2.1.2 Pitch
Besides the level, pitch perception of sinusoidal tones

depends most on the frequency. Using experiments

with pure tones, the following perception function

can be determined (Fig. 4.6). For a 125 Hz tone, the

ratio pitch H is defined as 125 mel.

Up to around 1 kHz, a doubling of the frequency is

perceived as a doubling of the pitch. Above that,

greater increases are necessary for a perceived dou-

bling of the pitch.

Complex sounds with multiple spectral pitches

could be perceived by the auditory system with an

additional pitch. This interesting phenomenon is

called virtual pitch [6].

4.2.1.3 Pitch Strength
Pitch strength, referred to by some authors as tonality

[24], is the perception of the pitch of a sound.

A sinusoidal tone is perceived with high tonality.

Other signals, such as sounds or high-pass noise, are

perceived less tonally, or hardly at all. It has not yet

been possible to formulate a generally applicable func-

tion model for this perception dimension. Only for

simple sounds are there regulations for determining

the tonality of noises (e.g., the German standard DIN

45681[30]). This is why no unit has yet been assigned

for tonality.

Fig. 4.4 Loudness function

of a 1 kHz tone (solid line).
Above 40 dB an increase of

10 dB corresponds to a

doubling in loudness. Below

40 dB smaller/tiny differences

in sound pressure level

correspond to a loudness

doubling (after [6], p. 81)

Fig.4.5 Level of test tones just masked by critical band-wide

noise with centre frequency of 1 kHz with level LG. Below
maximum, the masked threshold climbs very steeply and than

towards higher frequencies the level-dependant non linear

spread of the upper masking slope is depicted. (reference: [6],

p. 41)
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Generally speaking, the strength of complex sounds

can only be derived from auditory experiments.

4.2.1.4 Sharpness
The sharpness of a sound event depends on its fre-

quency composition (Fig. 4.7). Fundamentally, the

sharpness of a signal is the higher the more high

frequencies it contains. Narrow-band noise (Df � DfG)
with a mean frequency of 1 kHz and a sound pressure

level of 60 dB is defined as having a sharpness of

1 acum.

The sharpness of broader-band sounds depends on

the band limit at the low frequency and, more severely

on that at the higher frequency. Whether the spectrum

has a continuous course or is composed of lines has

hardly any effect on the sharpness. The results show

that the factor that most affects sharpness of a sound is

the distribution of its spectral envelope.

Sharpness can be especially useful in sound design

because it is possible to reduce the sharpness of sounds

by mixing in low-frequency sound components.

Although this slightly increases the loudness, the timbre

is often preferable due to the decreased sharpness [20].

Several analytical models have been suggested for

sharpness ([13, 14]; Aures 1984; [8]) and are now

available in current simulations.

4.2.1.5 Tonality
For measuring tonality according to Aures [15, 21],

two components are extracted from the amplitude

spectrum of a signal. One of them contains all the

tonal, i.e., narrow-band components, and the other,

the noise components. The difference between the

overall level of the two spectra in dB is used as a

measure for tonality, after the pitch and masking phe-

nomena are corrected. Tonality is believed to be

connected to the sensory pleasantness of a sound that

Aures [15], decomposes into four qualities: roughness,

sharpness, tonality and loudness.

4.2.1.6 Roughness
Roughness is a perception dimension that occurs

most often with frequency-modulated and amplitude-

modulated sounds.

Fig. 4.7 Sharpness of narrow-band noise (solid), low pass

filtered noise (dotted) and high pass fildered noise (dashed) as
a function of centre frequency (fm), the upper frequency bandary
(fgo) and the lower frequency bandary (fgu) (reference: [6], p. 84)

Fig.4.6 Ratio pitch as a

function of frequency

(reference: [6], p. 58),

Depicted is the function for a

given frequency f1/2 (Ordinate
scale) which yields to a

doubling in pitch sensation.

The dashed line shows the
ratio pitch H in mel
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For a l kHz tone with a level of 60 dB, amplitude

modulated with a modulation frequency of 70 Hz and

a degree of modulation of 1, a roughness of 1 asper is

defined.

The perceived roughness of modulated tones is

highly dependent on the carrier frequency, the modu-

lation frequency and the degree of modulation (see

Fig. 4.8). It is less dependent on the sound pressure

level. The sound pressure level has to be increased by

circa 40 dB in order to double the roughness. Fre-

quency modulation leads to higher perceived rough-

ness than amplitude modulation.

4.2.1.7 Fluctuation Strength
Sound signals with a temporally fluctuating enve-

lope, such as amplitude- or frequency-modulated

sounds, with a maximum modulation frequency of

20 Hz, are perceived without roughness, but with

fluctuation instead. A 1 kHz tone with a sound

pressure level of 60 dB, amplitude-modulated with

a degree of modulation of 1 and a modulation fre-

quency of 4 Hz is therefore assigned a fluctuation

strength of 1 vacil [8]. A modulation frequency of

4 Hz results in the maximum fluctuation strength,

both for amplitude modulation and frequency modu-

lation (see Fig. 4.9).

Perception of fluctuation strength is especially

important in terms of the unpleasantness of sounds. It

is especially strong in alarm signals, which for their

purpose must be loud, sharp and tonal (Figs. 4.10 and

4.11).

Due to the temporal masking effects, there are

masking period patterns for modulated sounds. The

modulation depth of the masking period pattern plays

a crucial part in the explanation of auditory sensations

such as fluctuation strength and roughness (see

Sect. 4.2.1.6) [16, 32–34].

Masking period patterns are particularly important

in practice, because the non-linear diversification of

Fig. 4.8 Roughness R

(reference: [6], Sp 107).

Roughness of an amplitude

modulated tone as a function

of degree of modulation m and

the modulation fmod. The

centre frequency fm varied

Fig. 4.9 Fluctuation strenght

of an amplitude-modulated

broad-band noise (a), an

amplitude modulated tone (b)

and a frequency modulated

tone (c) as a function of

modulation frequency. The

centre frequency fm is varied

(reference: [8], p. 223)
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the upper masking edge produces periodic changes

in low-frequency sound components, especially at

medium and high frequencies. Thus, low-frequency

sounds (for example, speech) can modulate periodi-

cally as sound disturbance, thus impairing spoken

communication. Other examples include ‘booming’

noises that can occur at certain speeds and opening

angles of car windows and sunroofs.

4.2.1.8 Other Psychoacoustic Perception
Dimensions

A study by Heldmann [22] defines the psychoacoustic

perception dimension of impetus. The suggested unit

is IU (impetus unit). One impetus unit is assigned to a

1-kHz tone pulse with an impulse duration of 20 ms

and an impulse level of 73 dB; the 20 ms time-window

(envelop) is delimited by Gaussian flanks of 3.5 ms

width.

Density was defined as a psychoacoustic perception

dimension by Guirao and Stevens [35]. They identified

a positive connection between density and both the

frequency and the sound pressure level. The suggested

unit is the ‘dasy’, the Greek word for density.

According to this study, a l kHz tone with a sound

pressure level of 40 dB has a density of 1 dasy. There

is not yet a recognised calculation method for this

perception factor.

4.2.2 Specific Psychological Approaches

One way of investigating dimensions of perception in

defined situations is to use psychologically oriented

Fig. 4.11 Extra aural

reaction lines (reference: [31])

Fig. 4.10 Localization as a function of the distance of the

sound source at different ways of articulation

76 C. Maschke and U. Widmann



approaches. Besides research into fundamentals,

sound quality of commercial product is in the fore-

ground, as shown in recent works by Kuwano et al.

[36, 37] and Namba et al. [38]. The investigation

method used is often a ‘semantic differential’

(Hashimoto 1996; [37, 39]). The results then take the

form of noise attributes such as luxury and power.

4.2.2.1 Semantic Differential
In this type of experiment, subjects must rate noises on

a scale between two opposite adjectives (such as sharp

and dull). Seven-stage scales are mostly used. The

evaluation of the experiments, performed with at

least ten pairs of adjectives, employs dimension

analyses (factor- or cluster analysis); the components

(factors) are identified and the nontrivial variations in

the data set are explained.

A fundamental problem of this method is connecting

the identified factors with the stimulus parameters of

the noises.

The first experiments on noise perception using

the semantic differential were performed in 1958 by

Solomon [40]. In recent years, many studies have

recorded the acoustic quality of individual sound

events and sound fields, for example, warning signals

or car interiors [91].

4.2.3 Localisation

The auditory system is able to identify the place of

origin of an auditory event. This is called localisation.

Generally speaking, the direction information is

derived from the differences in the level and frequency

of sound pressure distribution in the left and right ears.

There are three main types of localisation:

– Localisation on the horizontal plane

– Localisation on the medial plane

– Localisation and diffusion of the auditory event;

auditory distance perception.

Familiarity with the sound event is very important

for auditory distance perception. With speech, the per-

ceived distance to the auditory event corresponds well

to the distance of the sound source. With unusual types

of speech (such as whispering) there are already signif-

icant discrepancies (see Fig. 4.10). A more detailed

description of localisation can be found in [41].

If two sound events merge into a single auditory

event, the perceived location of the auditory event is

determined by the sound that reaches the ear first.

Cremer calls this effect the law of the first wave

front [42]. Without this property of the auditory sys-

tem, acoustic orientation in the interior would be

almost impossible.

4.3 Health Hazards Associated
with Noise

High sound pressure levels can damage the hearing and

cause dangerous neurovegetative reaction patterns.

However, noise is not just a physical stimulus, but

also an individual experience. Insufficient handling

can also lead to inadequate reaction patterns and ulti-

mately to regulatory disorders. Regulatory disorders

can be considered as adverse effects constituting a

transitional stage from health to illness.

Including individual experience takes into consider-

ation the fact that the human organism is a biopsycho-

social unit [43]. Consequently, health impairments are

not only physically demonstrable injuries but also

functional disorders of psychological and biological

processes that cannot be separated from each other.

Impairments of psychobiological regulation often mani-

fest themselves as somatoform disorders [44]. These

include the reflection of disorders in mental and psy-

chological processes (such as stress, chronic noise

effects, suppressed emotions, permanent anger, frequent

rage, social and temporal conflicts, helplessness, despair

and inability to combat problems), and physical comp-

laints (such as headaches, backache, exhaustion, diges-

tive disorders, cardiovascular disorders, asthma, skin

disorders and impotence).

4.3.1 Aural Disorders

Deafness, communication problems and tinnitus

are the most striking hearing disorders caused by

noise.

If the human ear is subjected to sound of suffi-

ciently high intensity, increased metabolic processes

take place that are difficult to compensate. If excessive

sound intensity or duration causes a physiologically
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excessive metabolic process, the hair cells show signs

of fatigue, which can cause temporary or permanent

damage. Consequently, following subjection to sound

and depending on its intensity and duration, the sound

receptors become less sensitive, which manifests

itself in a temporary increase in the auditory threshold.

The difference between the auditory threshold before

and after exposure is called the TTS (temporary

threshold shift).

A reduction in hearing ability with age is known as

age-related deafness, and the medical term for this is

presbycusis. Age-related deafness is a gradual process,

which generally begins in Western industrial societies

at the age of about 30 years.

4.3.1.1 Communication Problems
Speech perception is a very sensitive indicator of the

disturbing effect of noise. The extent to which com-

munication sound is masked by disruptive sound is

measured using special methods such as the articula-

tion index or the speech interference index (SII). The

disturbance not only depends on the level difference

and the frequency spectra of the two sounds but also

on the clarity of articulation, the information content

of the text and the listener’s prior understanding of it,

the possibility of visual contact and the acoustic

conditions of the surrounding space [45]. Children

and grown-ups with deficient hearing are much more

impaired in their speech perception than people with

normal hearing [90]. Broadband ambient noise

hardly affects speech perception at all if the noise

disturbance level is at least 10 dB(A) below the

speech level [90].

4.3.1.2 Hearing Impairment (Noise-induced
Deafness)

Constant or frequent exposure to high-intensity sound

can lead to an irreversible shift in the auditory thresh-

old (deafness, noise-induced permanent threshold

shift: NIPTS). The hearing impairment is measured

as the difference between the auditory threshold of

the damaged ear and the normal auditory threshold

(see [46, 47]). If the loss of hearing exceeds a specified

value, it is classified as a hearing impairment or

noise-induced deafness. The German [48] defines

deafness as an audio-measurable loss of hearing in

the inner ear if the reduction in hearing exceeds

40 dB at 3,000 Hz.

Noise-induced deafness is still (one of the most

frequent recognised occupational illnesses. Not only

must noise at work be taken into account but also that

at leisure times, visiting discos or listening to personal

stereos. Considering the actual sound levels in discos

and exposure times young adults experience, it is to be

expected that after 10 years, around 10% of young

people today will suffer a loss of hearing of at least

10 dB(A) [49]. Since 40-year-old men can already

expect an age-related loss of hearing, also of 10 dB,

10% of 40-year-olds can expect to suffer a hearing loss

of 20 dB or more, which significantly impairs

communication.

Besides gradual, noise-induced loss of hearing,

short-term excess noise at extreme sound intensities

can also cause deafness. Toy guns, blank guns and

fireworks deserve particular mention in this context.

The peak level is sometimes well above the damage

threshold for single events, Lpeak ¼ 140 dB.

Hearing loss must be considered as a serious social

handicap. Difficulty in understanding speech first

becomes apparent in loud environments (self-service

restaurants, parties, loud events), and later in situations

such as church services, theatre performances and

public meetings. People with impaired hearing can

partially compensate by lip reading and thus remain

unaware of their shortcoming.

However, loss of hearing is not only caused by

excessive exposure to noise. Illnesses, ototoxic drugs,

hereditary factors and inflammation of the middle ear

during childhood can also cause deafness.

4.3.1.3 Tinnitus
Many people suffer from tinnitus, a ringing in the ears

that can be extremely unpleasant. According to two

studies by the American National Center for Health

Statistics, tinnitus is suffered by 32% of the popula-

tion, including 2% with serious cases. Similar data has

been collected in the United Kingdom [50]. Tinnitus

can often occur in a previously healthy ear as a result

of excessive acoustic exposure, in connection with

sudden deafness, and is generally a sign for at least a

temporary loss of hearing. The causes of tinnitus are

not fully known, and explanations range from vascular

deficiency and damage to the hair cells in the inner ear

to disorders of the superior auditory pathway [51].

Tinnitus occurs more frequently in times of stress.

Drugs to promote the circulation are usually pre-

scribed, but these normally only provide temporary
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relief or none at all [50]. In recent years, there have

been increasing attempts to counter tinnitus using

psychophysiological methods. Attempts have also

been made using temporary maskers (for example,

noise transmitted through earpieces) to desensitise

the perception process.

4.3.2 Extraaural Impairment

Parallel to the specific effects of sound on perception,

it can also have a non-specific effect on the human

body. These processes initially take place in order to

adapt the organism to altered situations. Consequently,

vegetative reactions in the peripheral circulatory sys-

tem can be measured, such as decreased galvanic skin

resistance, skin temperature and finger pulse ampli-

tude, or changes in heartbeat frequency [52–54] or

change concentrations of stress hormones such as

adrenalin and cortisol in bodily fluids (see Fig. 4.11).

The pathogenetic concept, which associates noise

effects with health risks, is derived from known stress

models. Medically speaking, there is a distinction

between eustress and distress. Eustress is the type of

stress that enhances performance and health, while dis-

tress is a type of stress with pathological manifestations.

Eustress is generally temporary. Long-term stress or

frequent short-term psychobiological distress can

cause functional disorders. Consequently, it cannot be

said that there is a specific extraaural noise-induced

illness. However, noise acts as a stress factor and

promotes illnesses where stress is a contributory factor,

e.g., cardiovascular disorders and also mental disorders

(neuroses).

4.3.2.1 Sleep and the Consequences
of Sleeping Disturbances

Sleep is not a state of general muscular, sensory,

vegetative and mental relaxation, but instead has a

very complex dynamic. The characteristic features

of human sleep are periods, dynamics, altered motor

and sensory functions, as well as an altered state of

consciousness. Using recordings from electroence-

phalograms (EEG), electromyograms (EMG) and

electrooculograms (EOG), sleep can be divided into

four non-REM phases as well as REM sleep (named

after the rapid eye movements that occur during this

phase). The length of the various sleep phases during a

night’s sleep largely depend on age. REM accounts for

up to 60% of newborn babies’ sleep, but falls to

around 20% in adults.

The period from the onset of sleep until REM sleep

is called REM latency and the intervals between REM

phases are known as sleep cycles.

Figure 4.12 shows the sleep cycles of a young,

healthy subject, as well as the concentrations of

plasma cortisol and growth hormones during the night.

The most important periods of regeneration are

stages III and IV of non-REM sleep (delta sleep), as

well as REM sleep. Delta sleep (deep sleep) is for

physical regeneration, while REM sleep (dream

sleep) is for mental and emotional regeneration, as

well as for the continuing process of individual

learning, by transferring data from the short term to

the long-term memory.

As well as the biological component of sleep, the

psychological aspect must also be taken into account.

Any disturbance to night-time sleep is experienced as

something unpleasant, a violation of our intimacy.

Waking up during night-time sleep is an unpleasant

experience and evokes negative emotional conditions.

Effects of Noise on Sleep

Sleep disorders are very serious complaints. Disorders

caused by noise can be divided into primary and sec-

ondary reactions, according to the time they occur.

Primary reactions include brief changes on the EEG

(arousal), flattening of the current depth of sleep

(phase changes) or even waking up, fragmented

sleep, changes in the distributions of sleep phases,

increased latency periods (especially sleep onset

latency), shortening of the overall duration of sleep,

increased duration of periods of high muscular tension

(movements), but also vegetative reactions such as

changes in breathing rate, hormone secretion and

peripheral circulation.

Secondary reactions are reversible impairments of

general well-being after waking. These include

impairment of the physical and mental condition,

experience of sleep, well-being, performance and

concentration.

Disturbance of sleep caused by noise is associated

with changes to physiological factors. The sensitivity

of indicator systems decreases in the following order:

EEG, vegetative-hormonal system (heart rate, periph-

eral circulation, hormone secretion) and motor system

behaviour. Frequent or continuous sound stimuli dur-

ing sleep activate the nervous system, manifesting
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itself in the EEG during intermittent noise as

fragmented sleep (disturbed sleep cycles), or as super-

ficial sleep in the case of more or less constant noise.

Both types of noise shorten deep sleep (stages III and

IV) and sometimes REM phases, and disrupt the

periods of sleep. As well as stimulation processes of

the central nervous system, changes to the secretion of

hormones are a characteristic of sleep disorders.

Stress-oriented studies into traffic noise [56–59] indi-

cate that traffic noise affects nocturnal cortisol secre-

tion. At the same time, the quality of sleep and the test

subjects’ well-being on waking deteriorated.

Sound-induced activation of the nervous system

can even lead to waking up. Apart from the physical

characteristics of noise disturbance – especially

discontinuity – its content is also important in terms

of its effect on the sleeper. The auditory system’s

alarm function can wake the sleeper even in the case

of slight noises if they contain information that is

unfamiliar or indicates danger (see Sect. 4.3.3). Con-

versely, accustomisation to chronically familiar noises

can go so far that the sleeper wakes when they do not

occur (for example, when a train normally scheduled

to pass by is cancelled). With less unusual noises, the

number of sleepers who wake up only rises signifi-

cantly above a level of 40 dB(A). Children are espe-

cially good at sleeping through noises with sound

levels above 90 dB (A). The waking effect not only

depends on the sound level but also on the deviation

from the background noise level.

Frequent disturbance of physiologically prog-

rammed functions must always be regarded as

unhealthy. This also applies to awakenings. Noise-

induced waking periods must be classified as abnormal

and a health risk in the long term. However, a general

disruption to physiological functions can also be seen

Fig. 4.12 Typical sleep cycles of a young, healthy adult and the nightly behaviour of the plasma-cortisol concentration and the

growth hormones (reference: [55])
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below the awakening threshold. It therefore makes

little sense to derive a healthy level for the protection

of sleep solely from a mean experimental awakening

threshold.

According to the recommendations of the World

Health Organization [5], an equivalent continuous

nightly sound level of Leq,indoor ¼ 30 dB(A) and a

maximum level of Lmax,indoor ¼ 45 dB(A) should not

be exceeded, if sleeping disorders are to be prevented.

Comparable recommendations have also been issued

by the interdisciplinary committee on the effects of

noise at the German Federal Environment Ministry

[88]. The committee believes that an equivalent con-

tinuous nightly sound level of 30 dB(A) at the

sleeper’s ear and a maximum level below 40 dB(A)

are largely sufficient to prevent sleeping disorders.

These guidelines not only protect the average person

from noise-induced sleeping disorders but also guar-

antee a nocturnal ambient quality that is also suitable

for people who are more sensitive to noise.

Performance impairments are the most serious and

frequently cited effects of noise. Any mental perfor-

mance or physical task requiring special concentration

can be impaired at an average sound level as low

as 45 dB(A) [60]. This impairment is worsened by

any kind of peculiarity of the noise stimulus, such as

intermittent, unpredictable noise, irregular sound

level fluctuations, high-frequency components or par-

ticular tone and information content (for example,

speech).

4.3.2.2 Impaired Concentration
and Performance

In many situations of exposure, noise-induced

deterioration in performance is compensated by

increased effort, such as additional concentration,

so that the performance may even increase tempo-

rarily. However, many studies have shown that noise

can have an affect beyond the period of exposure,

which may manifest itself in the form of increased

fatigue or reduced ability to concentrate and to

work [89].

4.3.3 Annoyance

Noise is not merely the action of a physical stimulus,

but also an experience. The experience of noise and the

associated alteration of functions can become

permanently ingrained as annoyance in the human

memory. Annoyance therefore means the expression

of negative emotions in connection with particular

stimuli from a person’s external and internal envi-

ronment. Annoyance manifests itself in emotions

such as discomfort, fear, insecurity, anger, uncer-

tainty, a feeling of restricted freedom, irritability or

defencelessness.

The evaluation of annoyance includes not only

noise-related variables (mediators) but also variables

called moderators, which refer to the individual or

group exposed to noise. As a conscious perception

process, annoyance also manifests itself in changes

to the vegetative and hormonal regulation process

[61–63]. Intense, continuous annoyance must be clas-

sified as a health risk.

Functional relationships between annoyance and

noise exposure have been studied many times around

the world, and have been summarised, for example, in

a meta-analysis by Miedema [64]. He investigated

traffic noise (air, road and rail traffic) and stationary

sources (industry, marshalling yards and shooting

ranges). The relationship between exposure and effect

can be seen in Fig. 4.13.

Fig. 4.13 Percentage of strongly annoyed people as a function

of Ldn: Dots belonging to the same study are visualised by a

solid line (A aircraft, H highway, O other road traffic, R railway,

I impulse sources). The synthesis curve of Schulz [65] is

depicted as a dotted line (reference: [64])
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Immission values derived from these

exposure–effect relationships are fundamentally dif-

ferent from environmental medical or hygienic

thresholds and limits for non-sensory environmental

factors. While pollutant hygiene experts use the

NOAEL (no observable adverse effect level), ADI

(acceptable daily intake), MIC (maximum immission

concentration) and similar exposure-related factors to

attempt to establish ‘zero risks’ and individual

biological acceptance, noise prevention is limited to

the statistical evaluation of annoyance assessments.

The aim of protection is to sensibly minimise the

number of people exposed and the intensity of annoy-

ance [66].

Generally speaking, a 10–15% range of very sensi-

tive people is seen as a nominal threshold for noise-

induced annoyance, since the number of very sensitive

people in the population is also between 10 and 15%

[67] (Fig. 4.14).

The German Federal Immissions Law defines

annoyance as a ‘damaging environmental influ-

ence’ if it is ‘substantial’. In an attempt to develop

environmental physical criteria for the seriousness of

annoyance, residents affected by traffic noise were

asked what they considered to be ‘substantial’, with

an annoyance situation being classified as serious if

the percentage of residents classing it as such was

more than 25%. The proposal made by H€ormann

[69] is in a similar region: if more than 25% are strong

annoyed, then immediate action is necessary, between

10 and 25%, long-term action is needed, and at 10% or

less, no immission protection measures need be

initiated.

4.3.4 Cardiovascular Illnesses

Noise affects the neuroendocrine system either

directly via processes of the central nervous system

or indirectly through subjective experience (distur-

bance, annoyance). This in turn affects metabolic pro-

cesses and the regulation of essential bodily functions.

These include blood pressure, cardiac activity, blood

lipids (cholesterol, triglycerides, free fatty acids),

Fig. 4.14 Effect mechanism

of the noise induced

cardiovascular risk (reference:

[68])
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blood glucose levels and haemostatic factors (such as

fibrinogen) that affect the blood flow (plasma viscos-

ity) [70]. Since these are classical (endogenic) risk

factors for cardiovascular disease, noise is regarded

as an (exogenic) risk factor for the development of

high blood pressure and heart disease including arte-

riosclerosis and myocardial infarction [48].

According to older studies, it is to be feared that

residents of areas with daytime traffic noise immission

levels of more than 65 dB(A) have a higher risk of

heart disease, namely in the region of 20–30% [71].

Newer epidemiological studies reveal that the nightly

noise exposure is related to health impairments more

narrowly than the noise exposure on the day ([57];

Maschke et al. 2003, garup 2008).

4.4 Non-acoustic Factors (Moderators)

Because noise is a psychophysical stimulus, the effects

of noise cannot be explained by the intensity of the

noise, i.e., the sound level, alone. Population studies

show, for example, that no more than a third of the

variation between annoyance assessments in field

conditions can be explained by the equivalent conti-

nuous sound level [72]. An increase in the pre-

diction of individual reactions to exposure using

psychoacoustically motivated noise indicators was

proved in complex acoustic situations, for example,

after noise-reduction measures were taken or in Alpine

regions [73].

The individual differences can be further clarified

using the concept of non-acoustic factors. Noise

researchers now believe that situational, personal and

social factors influence the effect of noise pollution

without themselves being significantly affected by it.

One of the most important situational moderator

variables is the time of day when noise pollution

occurs. Results of international field experiments

show that people who live near noise sources want

quiet mainly at night, in the late evening and at week-

ends (especially Sundays), and that their annoyance at

a noise source increases when it is not only active

during the day but also in the evening and at night.

Thus, Fields [74] draws the conclusion from a major

American study that a 24-h day can be roughly divided

into four periods of different sensitivity: night (mid-

night to 5 a.m.), day (9 a.m–4 p.m.) and two transi-

tional periods. He justifies this division primarily with

people’s different intended activities at various times

of day. Hecht et al. [75] reached similar results. They

processed the daily courses of various body functions

published during the last 35 years, and came to the

conclusion that the human organism reacts most sen-

sitively to noise at night and during the transitional

period between day and night.

One of the most important personal moderator

variables is the individual’s sensitivity to noise.

McKennell [76] was able to demonstrate that people

who describe themselves as sensitive to noise react

much more strongly to aeroplane noise than those

who describe themselves as less sensitive.

Demographic variable such as age, sex, education

and house ownership, on the other hand, generally

have no systematic influence on the effects of noise.

The only exceptions are slight effects reported when

the noise pollution changes [77].

Even if personal and social factors can rarely be

clearly separated from each other, Guski [78, 79]

suggests devoting special attention to factors that are

of a social nature and therefore affect whole groups of

people. These factors play a central part in the develop-

ment of reactions to noise exposure. The main ones are

– General assessment of a noise source

– Trust in those responsible for noise protection

– History of exposure to the noise

– Expectations of residents

Great importance should be placed on these factors

when taking action to reduce noise or when building or

expanding noise-intensive projects such as airports.

This must be done positively. Distrust of the responsi-

ble authorities and institutes among residents affected

by noise, for example, also generates distrust of

planned or implemented noise-protection measures.

Regardless of the physical success of the protective

measures, annoyance can still remain at a high level.

However, increased acceptance of a noise source can-

not replace sound engineering or control measures.
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Noise Emission Assessment 5
G. H€ubner and E. Schorer

5.1 Basic Description
and Standardisation

The acoustical efficiency of machines varies in the

range of 10�9 to 10�5. This means even high power

machines generate sound powers of a few Watts only.

Due to the high sensitivity of the human ear however,

such low sound powers create close to the machine

loudnesses higher than 100 phon (64 sone). Conse-

quently, the assessment of machinery noise emission

requires relations to these subjective properties.

5.1.1 Basic Physical Quantities

5.1.1.1 Introduction
The sound emission of machines and equipment is

described by the sound power totally radiated into

the surrounding environment. This sound power is

weighted by human perception quantities and

expressed on a level scale. The main emission quantity

for machines1 is characterized by the A-weighted

sound power level.

The sound power of machines practically, indepen-

dent of the acoustical properties of the relevant

environmental properties, qualifies the sound power

as an intrinsic quantity of the machine. Earlier

descriptions of machine noise emission using sound

pressure levels are functions of the measurement dis-

tance and depend in addition on the acoustical envi-

ronmental quality.

For certain problems, the sound power information

is necessary but not sufficient, these require additional

data such as:

1. The distribution of the sound power as a function of

frequency (octave, third-octave or FFT band

spectra).

2. The time history for noises with heavy time

fluctuations, e.g., by giving relevant data of the

relevant maxima and minima.

3. The spatial variation of the sound power, e.g., by

giving its directivity, especially if this variation is

significant.

These additional data supplement the sound power

that is based only on temporal and spatial averages.

Sound power data, completed by such information,

enable the solution of the following problems:

(a) Comparison of the noise emission of machines of

the same and of different types and sizes.

(b) The noise emission comparison within given pre-

scribed limit data.

(c) The (approximate) calculation of the machine’s

sound pressure levels relevant for a given distance

and environment.

(d) The sound power of several machines or of differ-

ent parts of one machine by adding up various

noncorrelated partial powers.

(e) The determination of the noises caused by one or

several machines and transmitted through walls,

ceilings, windows or hoods.
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(f) The development of noise-controlled machines.

For some groups of machines, it is usual to declare

the sound emission by sound pressure quantities, too,

e.g., by the so-called emission sound pressure level for

moving sound sources (vehicles) or for very large

(“noncompact”) industrial plants. Such a noise decla-

ration requires well-defined environmental conditions,

measurement distances, and positions as well as

operating and mounting conditions. In general, such

emission data do not allow to calculate precise sound

pressure values in other distances and positions and

cannot be added with a reasonable uncertainty. Sound

pressure measurements on a single position or as a

mean value yielded from measurements on a line

around the machine contours correspond to a sectional

part of the relevant sound power only.

5.1.1.2 Sound Power, Sound Power Level,
A-Weighted Sound Power, Sound
Power in Frequency Bands

The sound power P of a machine is given by the sound

energy per second radiated into the environment under

prescribed operating and mounting conditions.

The sound power level LW is defined by

LW ¼ 10 lg
P

P0

dB; (5.1)

with P0 ¼ 10�12 W.

In general, the sound power of a machine covers all

audible frequency components between 16 Hz and

16 kHz. Approximating the characteristics of the

human ear, the sound power frequency components

are weighted according to the A-weighting curve (see

Sect. 2.3.2) yielding the so-called A-weighted sound

power PA, respectively, the A-weighted sound power

level

LWA ¼ 10 lg
PA

P0

dB: (5.2)

The (unweighted) sound power can be expressed

in frequency bands using relevant filter systems such

as octave, third octave, or narrow band devices.

For these sound power spectra, the reference value

P0 ¼ 10�12 W is used too.

5.1.1.2.1 Sound Power Description for Sound

Sources Under Free-Field Conditions

The sound power P of a machine operating under free-

field conditions is determined by sound field quantities

effective on a surface S enveloping the machine (see

Fig. 5.1) following

P ¼
ðð
�
S

pvt � dS ¼
ðð
�
S

IndS; (5.3)

where p(t) and the vector v(t) are the instantaneous

values of sound pressure and sound velocity at any

enveloping surface S position. dS is the vectorial sur-

face element of S and the scalar product v � dS indicates
the projection of v to the dS-direction, which is the v-

component vn perpendicular to the surface S being of

interest only (see Fig. 5.2). The bar over the product pvt

indicates the time averaging where this product

prescribes the sound intensity vector

I ¼ pvt; (5.4)

and In is its component perpendicular to S, respec-

tively, In is the I-component in the dS-direction. So In
describes the sound energy passing per second the

surface element dS per area unit.

If the surface S can be situated in an adequately

large distance (far field) from the source (see Sect.

5.1.2.2.2), the sound intensity component In can be

approximated by

In � 1

pc
~p2; (5.5)

Fig. 5.1 Examples for

measurement surfaces using

the enveloping surface

method. a Sound source with a

spherical acoustic emission; b

Sound source on a reflecting

plane
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and consequently we have an approximated sound

power

P �
ðð
�
S

1

pc
~p2 � dS: (5.6)

The relevant level quantities follow as

LW � Lp þ LS þ K0; (5.7)

where Lp is the level of the square of the rms sound

pressure averaged over S:

Lp ¼ 10 lg
~p2

S

p20
dB; (5.8)

called measurement surface sound pressure level with

p0
2 ¼ 2� 10�5

� �2
Pa2;

and LS is the measurement surface index

LS ¼ 10 lg
S

S0
dB, (5.9)

with S0 ¼ 1 m2, and finally, K0 expresses a certain

meteorological correction

K0 ¼ �10 lg
rc
rcð Þ0

dB; (5.10)

using the reference value rcð Þ0 ¼ 400 Ns/m3.

The correction K0 takes into consideration the devi-

ation of the characteristic acoustical impedance rc
under different meteorological conditions relevant

for the actual measurement situation in relation to

400 Ns/m3.

For air with temperature Y in Celsius and static

pressure B in kPa, we have

K0 ¼ �10 lg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
313:51

273þY

r
� B

101:325

" #
dB: (5.11)

For temperatures Y and static pressures B existing

in usual climates, the Eq. (5.11) yielded K0j j< 1 dB

excluding greater geographic heights H such as

H > 1,000 m (see Sect. 5.1.2.2.2 too).

The sound power according to Eq. (5.7) is related to

the meteorological condition relevant for the measure-

ment and varies with measurement distance and shape

of the measurement surface.

In the far field, the level of the A-weighted sound

power LWA can be expressed analogously to Eq. (5.7) by

LWA � �LpA þ LS þ K0: (5.12)

The exact value of the sound power LW is deter-

mined by measuring the mean value of the intensity

components In taken over S

�LI ¼ 10 lg
�ISn
I0
dB; (5.13)

with I0 ¼ 10�12 W/m2 and followed by

LW ¼ �LI þ LS; (5.14)

where this LW is the true sound power generated under

the actual meteorological condition at the time of

the measurement. This quantity is independent of the

measurement distance – near field or far field – and of

the shape of the enveloping measurement surface (for

more details, see Sect. 5.1.2.2.6).

5.1.1.2.2 Sound Power Description for Sound

Sources Under Approximate Free

Field Conditions in the Presence

of Parasitic Noises

Frequently the measurement of the sound power of a

machine under practical environmental conditions

must be carried out under nonideal conditions such

as given by a free field disturbed by reflections and

in the presence of background noises. In these cases,

the previous equations must be modified or larger

measurement uncertainties must be tolerated Eq. (5.7).

Under such practical conditions, the best results can

be expected from the sound intensity method

according to Eq. (5.14) requiring a minimum of

modification.

In such nonideal conditions, the sound intensity In;S
at any position on the measurement surface is the total

Fig. 5.2 Sound power flow

through a surface element.

Sound velocity v and vectorial

surface element dS
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sum of the intensities In;Q; In;par; In;int designating the

perpendicular intensity components caused by the

source under test, by parasite noises (reflections and

background noises) and by interaction effects:

In;S ¼ In;Q þ In;par þ In;int: (5.15)

The interaction component In,int can be neglected

for parasitic noises being not correlated with the sound

of the source under test. Under the condition of sta-

tionary noises and of negligible sound absorption

within S, we have

ðð
�
S

In;S � dS ¼
ðð
�
S

In;Q � dS ¼ P; (5.16)

because

ðð
�
S

In;par � dS ¼ 0: (5.17)

Equation (5.17) follows from the energy law for

acoustical fields, it describes the balance of the para-

sitic sound, which incidences into the measuring sur-

face on one side and leaves the measurement surface

in the opposite direction (see Fig. 5.3).

Regarding the approximate sound power determi-

nation using sound pressure squared measurements

according to Eqs. (5.6) and (5.7) for nonideal measure-

ment conditions Eq. (5.15) is replaced by

~p2S ¼ ~p2Q þ ~p2par þ ~p2int; (5.18)

where the resulting rms the sound pressure square ~p2S
is the sum of the relevant sound pressure ~p2Q radiated

from the source under test and the sound pressures

caused by the parasitic noise and interaction effects.

Assuming a neglected interaction component ~p2int,
too, it must be stated that the enveloping integral over

~p2par does not vanish due to the always positive sign of

~p2par at each position on S

ðð
�
S

1

rc
~p2par � dS 6¼ 0; (5.19)

leading to the basic difference to Eq. (5.16) so that

ðð
�
S

1

rc
~p2S � dS 6¼ P: (5.20)

The quantity determined by
ÐÐ�
S

1
rc ~p

2
S � dS is

contaminated by the parasitic noises and requires rele-

vant corrections. This is a general disadvantage of the

sound pressure method in comparison with the inten-

sity method. The latter method compensates the para-

sitic noises automatically both for the parasitic noises

In;back caused by background noises from other

disturbing sound sources and by diffuse components

In;dif from room reflections, which are compensated at

each single measurement position on S, too.

In;dif ¼ 1

T

ðT
0

p � vnð Þdif � dt ¼ 0: (5.21)

Consequently, the sound power of machines

installed under practical conditions for stationary

noises can be determined by intensity measurement

directly without any corrections in general.

5.1.1.2.3 Sound Power Description for Sound

Sources Under Reverberant

Conditions

The sound power level LW of a sound source mounted

in a reverberant room qualified according to ISO

37412 is determined by

Fig. 5.3 Typical sound field

situation under practical noise

measurement conditions

2 The [1–32] lists the international ISO and IEC Standards

relevant for Sect. 5.1 together with its full titles.
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LW ¼ Lm þ 10 lg
A

1 m2
� 6þ K0 þ K01 þ K02

� �
dB,

(5.22)

in which Lm is the level of the spatial and temporal

average of the squared sound pressure pðtÞ2 measured

in the qualified parts of the reverberant room and A is

the equivalent absorption area (see ISO 3741, Chaps. 9

and 11). The value of K0 is determined by Eq. (5.11)

too. The so-called “Waterhouse-Term” is given by

K01 ¼ 10 lg 1þ SR � c
8Vfm

� �
andK02 ¼ �4:34

A

SR
;

(5.23)

where SR is the area of walls, ceiling and floor, and V
the volume of the reverberant room, fm is the center

frequency of the relevant band width and c the sound

velocity in the medium (air) during the measurement.

The Waterhouse-Term takes into consideration that

the diffuse fields near the source and walls are not

ideally established. These spatial sections are to be

excluded from the measurement positions. For most

frequencies, the positive value of K01 covers generally

a range up to 2 dB.

Absorption area A and correction K01 are frequency

dependent. Therefore, the equations are related to one

specific band mid-frequency and the overall sound

power and the A-weighted are to be calculated as the

source of all band sound powers unweighted or A-

weighted.

Equation (5.22) describes the sound power level

under meteorological conditions relevant for the

measurement.

5.1.1.2.4 Sound Power Description for a Sound

Source Radiating Its Structure Borne

Noise into the Surrounding Air

If a machine radiates the airborne sound power totally

or partially by structure-borne vibrations of its outer

surface, this relevant portion can be determined by

LW ¼ �Lv þ 10 lg
S1
m2

þ 10 lg sþ 10 lg
rc
rcð Þ0

� �
dB,

(5.24)

where �Lv is the level of the averaged perpendicular

outer surface vibration velocity squared component vn,
related to v0

2 ¼ 5 � 10�8
� �2

m2=s2

�Lv ¼ 10 1g
~v2n

S1

v20
dB; (5.25)

and S1 is the area of the outer surface of the machine,

and finally s describes the sound radiation factor of the

machine.

For common machine types, the value of s is more

or less unknown, but in most cases s � 1 can be

assumed. Therefore, the relationship

LW � �Lv þ 10 lg
S1
m2

þ 10 lg
rc

400 Ns
m3

" #
dB, (5.26)

sets an upper limit for the sound power caused by

structure-borne vibrations. This may be a very helpful

tool for a distinction between noises caused by the

vibration of the machine’s outer surface together

with a measured total sound power.

5.1.1.3 Measurement Surface Sound
Pressure Level and Measurement
Surface Index

As described in Sect. 5.1.1.2.1, the measurement sur-

face sound pressure level

Lp
S ¼ 10 lg

~p2
S

p20
dB, (5.8)

is calculated from the rms sound pressure squared ~p2

taken and averaged over the measurement surface S

and measured under ideal free-field conditions.

Under nonideal conditions, the measured rms

sound pressure squared ~p2
� �0

, respectively, its level

L0p
S ¼ 10 lg

~p2
� �0S
p20

dB; (5.27)

must be corrected accordingly

Lp
S ¼ L0p

S � K1 � K2; (5.28)

where the corrections K1 andK2 require additional

measurements as described in detail in ISO 3744 and

ISO 3746 [1–33]. In general, the values of K1 andK2

are positive, so that Lp
S � L0p

S
.

The determination of K1 andK2 includes additional

uncertainties. Therefore, in the frame of the total

uncertainties being prescribed by the relevant mea-

surement standard, the amounts of the corrections are
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limited, e.g., for a class 2 sound power measurement

according to ISO 3744, it is not allowed to use values

K1 andK2 exceeding 1.3 dB, respectively, 4 dB. By

this rule, the field of application of this standard is

limited, too. In measurements in 1 m distance carried

out under usual environmental conditions K2-values

vary in the range of 2–5 dB. Consequently, such

measurements can often be qualified as class 3 only

indicating greater uncertainties (ISO 3746).

The measurement of the surface sound pressure

level �Lp together with its measurement surface area

index LS prescribes the sound power of a machine

under meteorological condition with K0 ¼ 0 with the

same approximation as LW for the A-weighted sound

power level by Eq. (5.12).

LWA � �LpA þ LS: (5.29)

For sound pressure determined sound powers a

parallelepiped, hemisphere or sphere usually is pre-

scribed by machinery-specific standards and measure-

ment distances of 1 m are preferred.

5.1.1.4 Additional Data Describing Noises
Varying in Time and Space

In cases where

(a) The noise fluctuates in time within a larger span

(b) The noise quantities show strong variations over

the measurement surface especially under free-

field conditions

The description of the noise emission of a machine

by using the sound power should be complemented.

For fluctuations in time a distinction must be

between short time variation such as for punch

machines, for shooting noises, or for specific house-

hold appliances and long-term variations existing, e.g.

in practical situations of traffic noises or for several

situations at the work places regarded over one work

day.

In the first case of the short time variations (for

Dt<1 s), the measured data depends significantly on

the speed of the measurement equipment indication

where its response is described as “slow”, “fast” or by

“impulse”.

The difference of measurements carried out for

both “slow” and “impulse” settings gives an informa-

tion of the noise “impulsiveness” (see Sect. 2.3.1).

For long-term varying noises, it is recommended to

subdivide the total duration of interest into smaller

sections typical for working cycles and to determine

for each of these sections the relevant mean values

separately, where the “fast” indication is preferred (see

Fig. 5.4c). An assessment of the noise of the total

duration can be calculated by averaging the working

cycles data.

If under free-field conditions, the difference on the

measurement surface between maximum and mini-

mum sound pressure level is greater than 10 dB, it is

usual to call this sound radiation directional. But

under practical machine installations, this difference

Fig. 5.4 Noise emission

varying with time. a Impulsive

noise of a punch machine; b

Same impulsive noise

measured with different

writing speeds of the level

recorder; c Noise emissions

during a working cycle
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in typical rooms is smoothed by the effects of room

reflections if sound pressure measurements are used.

Sound intensity measurements can help in these cases

if the measurement surface is free from noise coming

directly from sound sources outside the measurement

surface of the machine under test.

Situations of sound sources with high directivity

are usual, e.g., for large machine sets consisting of

several single machines and for in-line loudspeakers

at high frequencies.

5.1.1.5 Emission Sound Pressure Level
If work places are situated in a fixed position near a

machine, e.g., as an operating place, a so-called emis-

sion sound pressure level is defined by the A-weighted-

sound pressure level LpA taken under free field

conditions and a well defined operating condition

(ISO11200 series). According to this definition the

actual immission sound pressure level at the working

location under usual environmental conditions deviates

significantly from this free-field emission sound pres-

sure level in general where unfortunately the actual

immission value is higher than the free-field one. In

so far the emission sound pressure level is an artificial

quantity. Furthermore, the machinery specific relevant

standards prescribe the emission sound pressure level

under certain operating and mounting conditions,

which may deviate from these conditions under true

working situations. In several cases, these standardized

conditions are chosen primarily under the consideration

of a good reproducibility of the measurement result but

seldom for the maximum sound radiation.

Consequently, sound pressure measurements taken

under practical environmental conditions must be

corrected to approximate the free-field emission

sound pressure level. The international standardization

takes this into consideration and offers several

methods to determine such corrections which are

described by five parts of ISO 11200 (ISO

11201–11205, [1–32])

ISO 11200 gives general advice for the problem and

for handling the other parts.

ISO 11201 describes a precision method assuming

exact free-field conditions. The result yielded by

this method is the reference method for all other

parts and needs no correction.

ISO 11202 describes a “survey”-method, that is a

method determining a result with a low effort but

with higher uncertainty.

ISO 11203 gives advice how to determine LpA as a

mean value around the machine calculated from the

given relevant A-weighted sound power level being

related to the adequate working distance. This

information is useful in cases where the operator

usually moves around or if a machinery specific

working position cannot be defined. The measure-

ment uncertainty in this case is assumed the same as

indicated by sound power uncertainty class having

used.

ISO 112043 demands the greatest effort compared

with all other methods but provides a class 2 mea-

surement uncertainty. The great effort of this

method is caused by several additional

measurements and calculations.

ISO 11205 is the newest part of the 11200 series using

the intensity measurement technique. Thereby, the

A-weighted total intensity vector I is determined by

the measurement of its 3 A-weighted orthogonal

intensity components. This method gives a very

good approximation for the emission sound pres-

sure level by LpA � 10 lg
IAj j
I0
dB. This was shown by

an article issued for EuroNoise, M€unchen 1998 [33]

and by a paper presented at Internoise 99, Fort

Lauderdale, 1999 [34]. The great advantage of

this method is the low effort for the measurements

under practical environmental conditions not

requiring any correction.

5.1.1.6 Further Emission Quantities
Before the standardized sound power measurement

procedures were developed and established the so-

called “radius referred sound pressure level”, LRm
was used describing the sound emission of machines.

Under correct measurement conditions, these

quantities are approximate sound power levels LW as

given by Eq. (5.7) but being related to reference values

different from 10�12 W. For a hemispherical sound

radiation, the LRm is given by

LRm ¼ LW � 8 dB� 20 lg
R

m
dB; (5.30)

3 See especially [33, 34].
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where R is the reference radius of an equivalent hemi-

spherical measurement surface. For the distances

R ¼ 1 m, 3 m or 10 m the LRm are systematically

smaller values than LW.

At present, the noise emission of moving sources,

especially of railbound vehicles and motor vehicles is

still determined by a sound pressure level measured at

a certain distance of 25 m or at 7.5 m during the

passing. But for construction vehicles and moving

construction machines, the sound power level charac-

terization is already used.

The tonality of a machinery noise often is regarded

as an additional characteristic for a good noise-con-

trolled machine. This quality can be described by

measuring the relevant third-octave band spectrum

and estimating the elevation between the level of the

frequency band containing the tone to the two adjacent

band levels. Such an elevation of 5 dB and more at

frequencies higher than 300 Hz indicates the presence

of an audible tone. Some machinery specific measure-

ments procedures require an additional charge to the

sound power level if a tonal noise is identified.

The directivity of the noise radiation of a machine

can be described by the difference DL calculated from

the maximum and minimum value of Lp, respectively,

LpA detected over the total measurement surface under

free field conditions.

Finally, a directivity Di for each individual i-th

measurement position is defined by the difference of

the sound pressure level measured under free-field

conditions at the i-th position Lpi related to the aver-

aged sound power level for the same measurement

surface �Lp, preferably for such surfaces with a hemi-

spherical shape

Di ¼ Lpi � �Lp: (5.31)

5.1.2 Measurement Procedures4

for Emission Quantities

5.1.2.1 Introduction
In general, the main goal of measuring the sound emis-

sion of a machine is the determination of its sound

power levels. Yet, some additional characteristics will

be obtained by these measurements automatically.

Four different groups of procedures to determine the

sound power using airborne sound quantities are

standardized:

(a) The enveloping surface sound pressure method for

measuring the rms sound pressure values under

free-field or approximate free-field conditions

(see Sect. 5.1.2.2.2 and ISO 3744, ISO 3745, ISO

3746 [1–32]).

(b) The enveloping surface sound intensity method

for measuring the time averaged sound intensity

component perpendicular to the total measure-

ment surface (see Sect. 5.1.2.2.5) This procedure

can be applied in (nearly) any environment (“in

situ”) i.e., the whole range from free field to rever-

berant conditions (ISO 9614 part 1, 2 and 3

[1–32]).

(c) The reverberant field procedure to be carried out in

a qualified reverberant room (see Sect. 5.1.2.2.3,

ISO 3741 [1–32]).

(d) The comparison procedure requires the use of a

calibrated reference sound source having a known

sound power level. This procedure can be applied

under any environmental conditions (“in situ”) but

requires low background noise levels and some

specific spatial positions and source dimension

must be regarded (ISO 3747 [1–32]).

The standardized sound power measurement

procedures distinguish two groups of requirements:

frame documents and machinery-specific test codes.

(a) Frame documents ISO 3740-, ISO 9614-, and ISO

7849-series [1–32] covering general acoustical

requirements for all kinds of stationary machines

and include in detail

1. Definitions and terminology

2. Qualification criteria for the measurement

environment

3. Microphone and source array

4. Quality of measurement equipment

5. Calculation procedure for sound power

determination

6. Information to be recorded

4A summary of issues giving explanations, fundamentals, rele-

vant investigations, and data for the measurement methods of

noise emission quantities being presented by the relevant inter-

national standards both for sound pressure and for sound inten-

sity methods is listed under references [35–73].
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(b) Machinery-specific documents including

1. Definition of the machinery family under test

2. Mounting and operating conditions prescribed

for the sound emission test

3. Selection of the most appropriate frame

documents procedure

4. Selection of a prescribed shape and distance of

the measurement surface for the sound pressure

procedure

5. Additional quantities, if relevant (e.g., directiv-

ity, tonality, impulsiveness, extreme variations

in time. . .)

6. Local definition of the work place if emission

sound pressure level is to be determined

5.1.2.2 Frame Measurement Procedures
5.1.2.2.5 General

ISO 3740 [1–32] gives a general overview and advice

for handling the procedures of the ISO 3740 series.

Table 5.1 gives an overview for the different fields of

application for the ISO 3740 series frame documents.

The frame measurement documents distinguish three

classes of uncertainty: Precision (class 1), engineering

(class 2), and survey (class 3). At the beginning of all

these documents, the upper limits for the procedures

uncertainty in function of the band mid-frequencies

and for the A-weighted sound power levels are given

in a table. These uncertainties are expressed by the

standard deviations of reproducibility and related to

the acoustical frame procedure only. Uncertainties

caused by the machinery-specific variations of mount-

ing and operating must be taken into consideration

additionally.

The precision method having the smallest measure-

ment uncertainties requires a significantly higher num-

ber of measurement positions, higher environmental

quality, and stability of the sound radiation and for the

measurement effort compared, with the class 2 and 3

procedures having greater measurement uncertainties.

The higher these requests certain acoustical “boundary

conditions” exclude the application of the one or the

other procedure (see Table 5.2).

5.1.2.2.6 Sound Pressure Enveloping Surface

Measurement Under Approximated

Free Field Conditions

The sound power level LW, A-weighted or in fre-

quency bands, using rms sound pressure squared mea-

surement on an surface enveloping the machine, is

determined under approximated free-field conditions

by (see Eq. (5.7) and ISO 3744, ISO 3745, ISO 3746

[1–31])

LW ¼ �Lp þ LS þ K0; (5.32)

where �Lp is the measurement surface sound pressure

level determined under exact free-field conditions.

Regarding the sound pressure levels L
0
pi being

measured under the nonideal environmental

conditions, a correction according to Eq. (5.28) must

be determined by additional measurements

Lp ¼ L0
p � K1 � K2: (5.33)

The value of the corrections K1 and K2 decides on

the adequacy of the sound field in respect to the

Table 5.1 ISO Sound pressure standard documents for noise emission measurements

Environment

Entirely anechoic laboratory

room ISO 3745

Free-field above reflecting

plane (semi-anechoic)

ISO 3746 ISO 3744 ISO 3745

Large room or open air ISO 3746 ISO 3744

Environment difficult to

record

ISO 3746

Special reverberation room ISO 3743

Laboratory reverberation

room

ISO 3741

ISO 3742

Control class(survey)

accuracy class 3

Operation class

(engineering)accuracy

class 2

Precision class(precision/

laboratory)accuracy class 1
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requirements of a sufficient good free-field approxi-

mation and a sufficient background noise difference.

The measurement surface sound pressure is the

spatial average of the measured rms sound pressure

squared for all measurement positions of the

enveloping measurement surface being corrected

according to K1 and K2. These microphone positions

cover this surface uniformly and completely but can be

positioned on one part of the total surface only if a

relevant sound field symmetry exists.

For a class 2 measurement, the number N of micro-

phone locations is sufficient if the difference between

the maximum and the minimum of the sound pressure

levels L
0
pi in dB measured on S is smaller than N.

Otherwise, the number N must be increased.

In general, the measurement surface follows

approximately the machine’s outer contour in a fixed

distance. Practical reasons require simple measure-

ment shapes such as parallelepiped, hemisphere, or

sphere. A measurement distance of 1 m is preferred

usually (see Fig. 5.5).

If each microphone position is correlated with the

same portion of Si ¼ S=N of the measurement surface

S, the L
0
pi is calculated as

L0
p ¼ 10 lg

1

N

XN
i¼1

100:1�L
0
pi

" #
dB: (5.34)

For a nonuniform distribution of the microphone

array, we have

Table 5.2 Connection of sound pressure measuring methods with measured variables and requirements on the environment

Enveloping surface method Reverberation room method

Measurement with reference sound

source

Determinable

quantities

Measuring surface sound pressure
level, measuring surface measure,
sound power level as A-weighted (1
value indication) and as spectrum of

the band levels of different

bandwidths, standard emission

value at the workplace

Sound power level as spectrum of

band levels of different bandwidths;

A-weighted total levels by

calculation from band levels

Sound power level as for
reverberation room method,

measuring surface sound pressure
level and measuring surface
measure in anechoic room as for

enveloping surface method

Nondeterminable

quantities

Measuring surface sound pressure

level, measuring surface measure,

standard (local distribution of sound

radiation) maximum and minimum

values for very variable noises,

emission value at the workplace

In reverberant rooms: like

reverberation room method,

otherwise: like enveloping surface

method, emission value at the

workplace

Permissible types

of noise

All types of noise, also impulsive

and tonal

Preferably stationary noise, for

tonal noise the measurement is

more difficult

In reverberant rooms: like

reverberation room method,

otherwise: like enveloping surface

method

Non-permissible

types of noise

Impulsive noises, for tonal noises

the measurement is less difficult

In reverberant rooms: like

reverberation room method,

otherwise: like enveloping surface

method

Requirements on

the environment

In the area of the measuring surface;

“free” sound field. Special criteria

have to be fulfilled. Realized by:

1. All-round anechoic rooms

2. Anechoic rooms with reflecting

floor or

3. Very large room for installation

of machinery with low

extraneous noise levels

The reverberation field must be

within the measurement volume.

Special requirements have to be

fulfilled. Realised by: standard

“reverberation room” (usually room

volume > 200 m, stipulated range

for the sound absorption

coefficients depending on the

frequency etc.)

No restrictions, apart from

extraneous noise levels which are

not too high compared with the

sound pressure levels of the

reference sound source at the

measuring position

Restrictions on

the dimension of

the sound source

In the open: no, in anechoic rooms:

volume of the source < 1% volume

of the room

Volume of the sound

source < 0.5–1% volume of the

reverberation room

For sources with the dimension

>2 m, the measurement is more

difficult owing to more reference

sound source positions
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L0
p ¼ 10 lg

1

S

XN
i¼1

Si � 100:1�L
0
pi

" #
dB: (5.35)

If the difference max/min of the L
0
pi along S is

smaller than 5 dB, Eq. (5.34) can be replaced by the

simple arithmetic mean of the level quantities L
0
pi.

In general, the time averaging is taken by the mea-

surement equipment automatically. But integration

time must be regarded adequately in relation to the

time history of the noise. The measurement equipment

has to fulfill the requirements of IEC 60651, IEC

61672, IEC 60942, IEC 61094, IEC 60804, and IEC

60942 [1–32] for calibration.

The measurement surface area index LS is deter-

mined according to Eq. (5.9) for the specifically cho-

sen measurement shape.

The background noise correction K1 is calculated by

K1 ¼ �10 lg 1� 10�0:1DL� �
dB; (5.36)

where DL ¼ L0
p � L00

p is the difference between the

levels of the averaged rms sound pressure square

determined for a measurement of the machinery

noise together with background noise L0
p and for the

background noise alone L00p when switching off the

machine under test. For a class 2 measurement, values

of K1 � 1:3 dB are allowed.

The environment correction K2 can be determined

according to three different procedures (see ISO 3744,

[1–32])

(a) By an absolute comparison test using a calibrated

reference sound source

(b) By a relative comparison test with a small test

sound source

(c) By the determination of the equivalent sound

absorption area A of the relevant room. A can be

determined by reverberation time measurement or

estimating by tabulated absorption data. For a

class 2 measurement, K2 is limited to 4 dB.

The procedure (c) can be applied in closed rooms

only and (a) and (b) in closed rooms and in the open

landscape. The amount of K2 gives a criterion for the

adequacy of the sound field situation on the chosen

measurement surface in respect to the requirements of

an approximate free field.

Determining K2 for the same room according to the

three procedures will yield values that differ in gen-

eral. Furthermore, the procedure (c) yields same K2 if

in the same room the sound source is located in the

middle of the room or close to a wall or to a large

reflecting object, which in general is not correct.

The characteristics of the reference sound source

used for the absolute comparison tests are standar-

dized by ISO 6926–2 [1–32]. This source should be

situated (see ISO 3747 [1–32]) at the same location

and measured on the same measurement surface S as

the machine under test. If the machine cannot be

moved, the reference source should be placed as

close as possible to (on or besides) the machine. In

order to calculate the amount of the correction K2

according to procedure (a) the uncorrected sound pres-

sure level, L0
p of the reference sound source must be

determined for the actual measurement surface S,
when switching off the machine under test and for

sufficient low background noise level.

Then K2 is given by

K2 ¼ L0
p þ 10 lg

S

m2
dB� LW;cal; (5.37)

Fig. 5.5 Measurement

surface for the noise

measurement on a machine
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whereby LW,cal is the sound power level of the refer-

ence sound source calibrated under free-field

conditions for the same measurement surface (same

distance and same surface shape) carried out in fre-

quency bands. The sound power LW,cal of the reference

sound source calibrated by its manufacturer or by

other institutes generally is related to a hemispherical

measurement surface for one certain radius. Conse-

quently, the use of such LW,cal-values yields erroneous

K2-values by Eq. (5.37) if other measurement surfaces

are relevant.

The relative comparison test, also called “two

surfaces test”, requires a small sound source with a

stable sound radiation to be located in the same way as

described before. During this test the machine under

test is switched off and removed. At first, the uncor-

rected L0
p is determined for the artificial source on the

same measurement surface S as is the actual machine.

Then another L
0
p1 is determined for the test source for a

different measurement surface S1 being geometrically

similar to S but having a different measurement dis-

tance. The difference

DL ¼ L
0
p1 � L0

p; (5.38)

together with the ratio S/S1 gives information about the

K2 value. For a semi-reverberant sound field (see

Fig. 5.6) the actual K2 on S can be calculated as

K2 ¼ 10 lg
S1=S� 1

1�M
dB with M ¼ 100:1�DL: (5.39)

More details to this method are given under

[35–53].

The reverberant time method yields a mean K2-

value related to the entire measurement room. There-

fore, the K2 of this method cannot distinguish between

different positions in the relevant room and conse-

quently allows only a rough K2-determination. For a

semi-reverberant sound field

K2 ¼ 10 lg 1þ 4S

A

� �
dB, (5.40)

whereby A is determined by measuring the reverbera-

tion time T in seconds and with A=m2 ¼ 0:16 � V=m3

T=s
(see Chap. 11) and V the room volume expressed in m

(see Fig. 5.7). Usually, the absorption area A and,

consequently, the environment correction K2 is fre-

quency dependent, which requires its determination

at all band mid-frequencies in the entire range of the

audible frequencies in general (Table 5.3).

Any true qualification of the sound field under in

situ conditions is related to that location in the room

and the measurement distance only where the mea-

surement surface being used is situated. Smaller

K2-values result from measurement surfaces closer to

the machine.

Uncertainty of Sound Power Determinated In Situ

According to Sound Pressure Enveloping Surface

Method

The sound power determined according to the sound

pressure squared method based on Eq. (5.32) deviates

from the true sound power of the sound source

Fig. 5.6 Environmental correction K2 of the semi-reverberant

sound field with the absorption area A ¼ 100 m2, D�L0p ¼ f ðSÞ:
Measurement surface sound pressure level versus measurement

surface area S, SH : Reverberant area

Fig. 5.7 Environmental correction K2 of a semi-reverberant

sound field
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systematically as well as randomly caused by several

influences. These deviations depend on the different

measurement parameters, e.g. on the measurement

distance, the shape of the measurement surface, the

number and the array of measurement positions, the

level of the background noise, the environmental

influences and on the radiation pattern of the sound

field emitted by the machine.

An error analysis by which the total measurement

uncertainty Dtot is split up in to five partial errors gives

the opportunity to relate the causes for errors to mea-

surement and source parameters (see [35–53], espe-

cially JASA 54, No. 4).

Dtot ¼ D0 � D1 � D2 � D3 � D4; (5.41)

here D0 is caused by variation of the radiated sound

power of the machine to be tested. Reasons for this

may be a change in the machine’s noise generation

caused, e.g., by changes of the machine temperature or

by uncontrolled variations of meteorological influences.

Obviously, this is no true measurement uncertainty but

is included in the finally determined sound power result.

D1 the near field error, is defined as the difference

between the results of the two sound power procedures

described by Eqs. (5.7) and (5.14). Following a deci-

sion of ISO/TC43 Acoustics, the sound power deter-

mined by the intensity measurement Eq. (5.14) is

regarded as the true sound power. The sound power

determined according to the sound pressure squared

method Eq. (5.7) deviates due to two effects: the so-

called angle error and the impedance error (see

Fig. 5.8). The reasons are, on the one hand, the use

of approximating the intensity as Ij j 	 1
rc ~p

2 and, on

the other hand, taking Ij j instead of the component In
perpendicular to the measurement surface (angle

error). The near field error can be reduced by choosing

a large measurement distance and by taking a more

convenient shape of the measurement surface.

D2 the finity error caused by the limited number N
of measurement positions, related to the infinite num-

ber of positions theoretically required by the integral

of the Eqs. (5.3) and (5.6).

D3 the environmental error caused by the

uncertainties in determining the corrections K1 and K2.

D4 the real measurement error caused by instru-

mentation quality, handling the instrumentation, and

handling the measurement procedure.

These partial errors were investigated in detail

[35–53] and yield the following knowledges:

(a) The sound power determined by sound pressure

squared measurements is greater than the true

sound power determined by sound intensity

measurements.

(b) This difference remains below 5 dB, for

frequencies higher than 100 Hz and measurement

distances larger than 0.25 m. Under these

conditions, a majority of machines show such

LWA-differences smaller than 2 dB.

(c) If the shape of the measurement surface follows

the contour of the outer machine, the error D1 can

be minimized.

(d) Smaller and medium sized machines often have

directivities similar to spherical sources between

zero and first order.

(e) For higher frequencies (f > 4 kHz), the sound

power uncertainty is more influenced by the

microphone diameter than by most of the other

parameters. Microphones with diameters � ½”

should be preferred.

(f) If the ratio A/S > 10 [see Eq. (5.40)], the error

caused by an uncertain K2 is < 1 dB.

Table 5.3 Qualification according to ISO

Class Qualification

Precision class

(Accuracy class 1)

Precision/Laboratory

For the free field (“anechoic”) K2b1 dB K1b1:3 dB

For the free field above the reflecting surface

(“semi-anechoic”)

K2b1:5 dB K1b1:3 dB

Operation class

(Accuracy class 2)

Engineering

Approximated free field above the reflecting surface K2Ab2 dB K1Ab1:3 dB

Control class

(Accuracy class 3)

Survey

K2Ab7 dB K1Ab3 dB
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5.1.2.2.7 Measurements in Reverberation

Rooms

The sound power of a machine can be determined in a

reverberant room, which is qualified according to ISO

3741 [1–31] for a class 1 measurement following

Eq. (5.22). Expressing A by A=m2 ¼ 0:16 � V=m3

T=s and

introducing Eq. (5.23), we have

LW ¼ Lpm þ �10 lg
T

s
þ 10 lg

V

m3

�

þ10 lg 1þ SR � c
8Vfm

� �
� 4:34

A

SR

�10 lg
B

101:325 kPa

�
dB: (5.42)

As explained in Sect. 5.1.1.2.3, the Lpm is the level

of the sound pressure squared averaged over time and

space. The spatial averaging can be carried out in the

measurement room either by a discrete array of the

microphones or along several (circular or spiral) paths

by an automatically moved microphone. The number

of microphone positions, respectively, the length and

diameter of the circular paths depends on

(a) The quality of the reverberant room;

(b) The spectral distribution of the machine noise.

Noises with tonal components require greater

effort, e.g., by using higher numbers of microphone

positions and by additional source locations;

(c) The measurement uncertainties required

The number of microphone and source positions is

determined by an initial measurement by which for six

different microphone positions the standard deviation

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

5

X6
i¼1

Lpi � Lpm
� �2

vuut ; (5.43)

must be determined. As an example, a tonal compo-

nent yields s ¼ 5.57 dB for an ideal diffuse field

[35–53]. Noises with tonal components create in ISO

3741-qualified reverberant rooms standard deviations

s up to 15 dB. Depending on the value of s, three

different noise characters are distinguished

Range I: s � 1:5 dB: broad band noise

Range II: 1:5 dB < s � 3 dB: noise with some nar-

row band components

Range III: s> 3 dB: noise with significant tonal

components

This assessment includes both the quality of the

actual reverberant room and the noise characteristics.

This resulting quality can be improved by using the so-

called moving vanes by which the spatial maximum

and minimum of Lpi are smoothed by a sound field

mixture [35–53]. By this procedure, the s-values,

respectively, its range number can be reduced.

For Range II the number of required microphone

positions N depending on the band mid frequencies fm
are between N ¼ 6–15 (see Table 5 of ISO 3741) and

the number of source positions NS for class 1
measurements are given by

NS 
 K0

2
0:79

T=s

A=m2

� �
1; 000

fm=Hz

� �2

þ 1

N

( )
; (5.44)

baFig. 5.8 Near field error D1.

a Impedance error for

measurement surfaces

oriented to the source surface;

b Angle error for

measurement surfaces not

oriented to the source surface
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where the constant K0 is prescribed by ISO 3741

between 5 and 25 [1].

For situation of Range III, the corresponding

positions of microphones and source must be signifi-

cantly increased compared with those for the ranges

I and II.

The length l of the path of a continuously moved

microphone is given by

l ¼ N � lm
2
; (5.45)

where lm is the wavelength of the band mid-frequency

fm. All these requirements for N and NS are given to

guarantee sound power levels of class 1 (precision)

quality.

Reverberant Measurement According Class 2

These measurements following ISO 3743 [1] are car-

ried out in a specifically designed “reverberant room”

having a constant reverberation time between 500 Hz

and 8 kHz within a given tolerance

T ¼ KT � TN; (5.46)

where

KT ¼ 1þ 257

fm � V1
3

and 0:5 s � TN � 1:0 s; (5.47)

This procedure gives the advantage to determine

LpA,i, respectively, LWA directly, means without mea-

suring band levels as necessary for the class 1.

The class 2 reverberant room is qualified by one

single test where the sound power of a test source is

measured twice, one time in this room and second in a

class 1 reverberant room. The difference between both

results must not exceed 3–5 dB depending on the

frequency band. The numbers N and NS are determined

from measured standard deviations similar to the class

1 procedure.

For a longer period in the past, this method was

preferred for determining the sound power levels of

household appliances.

Sound Power Determination in Reverberant Rooms:

Uncertainties and Some General Rules

The relevant ISO standards (ISO 3741, ISO 3743)

prescribing the determination of the sound power of

sound sources in reverberant rooms give uncertainty

values expressed by upper limits of standard

deviations of reproducibility as function of the

frequencies. For the class 1 procedure (precision),

these standard deviations are between 0.5 and 3.0 dB

and for the engineering procedure between 1.5 and

3.0 dB. The ISO standard gives several directions

and rules which, are summarized below:

(a) Only stationary noises are allowed. Hence, impul-

sive noises are excluded at present, but newer

developments may open the door for such noise

classes, too;

(b) The volume of the sources under test should not

exceed 1% of the room’s volume V;

(c) The minimum of the room volume V depends on

the lowest frequency fmin to be measured. For fmin

¼ 100 Hz a Vmin must exceed 200 m3;

(d) Certain edge ratios of the room dimension are

required. The mean absorption coefficient should

be in the range of 6–16%;

(e) The background noise level in any relevant fre-

quency band should be at least 6 dB, if possible

12 dB below the levels of the noise from the source

under test;

(f) The measurement equipment should fulfil the

requirements of relevant IEC standards [22–32].

5.1.2.2.8 Sound Power Measurement With the

Help of a Calibrated Reference Sound

Source (Absolute Comparison Test)

For this procedure, a qualified measurement environ-

ment is not necessary. It can be carried out under “in

situ” condition.

The characteristics of the reference sound source are

prescribed by ISO 6926–2 [10]. The main requirements

for usable reference sound sources are:

(a) A broad band noise radiation;

(b) Directivity Di � 3 dB;

(c) A time-constant noise radiation. Variation in time

should be limited by � 0:5 dB;

(d) Its size should not be greater than 0.5 m in each

direction;

(e) Its sound power level should be as high as

possible;

(f) Its sound power should be calibrated in frequency

bands by a recognized institute.

At first, the uncorrected surface sound pressure

level L0p of the machine under test is determined on

the chosen measurement surface S. After that, the
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machine is removed from its location and the refer-

ence sound source be installed at the former place of

the machine. Then the uncorrected surface sound pres-

sure level L0p;RSS of the reference sound source on the

same measurement surface S as used for the machine

is determined. When determining L0p and L
0
p;RSS, the

background noise influences should be negligible or

corrected if possible. Then

LW ¼ LW;RSS þ L0
p � L

0
p;RSS; (5.48)

where LW;RSS is the sound power from the reference

sound source calibrated for the same measurement

surface as used for this comparison test. According

to the different spectra of the machine under test and

the reference sound source, the measurements

according to Eq. (5.48) must be carried out for each

frequency band of interest, generally in octave or one-

third octave bands. A warning must be expressed with

respect to the LW;RSS-value being given by the refer-

ence sound source manufacturer, which is generally

related to a hemispherical calibration (see Sect.

5.1.2.2.2: K2-determination).

If the machine cannot be removed from its location,

the measurement of the reference sound source should

be carried out for an “equivalent location” near the

machine or the reference sound source is installed next

to the machine (“juxtaposition method”). Such

locations change the calibrated sound power of the

reference sound source and consequently yield a

slightly falsified LW-result. For larger machines of a

length exceeding 2 m, the measurements are to be

carried out for several reference sound source

positions besides and above the machine and a rele-

vant mean value should be determined.

5.1.2.2.9 Sound Intensity Measurements5

The sound power of a machine using the sound inten-

sity technique is determined according to ISO 9614

part 1, 2, or 3 [13–15]. The procedure is very similar to

that for the pressure squared procedure according to

ISO 3745, ISO 3744, ISO3746 but instead of determin-

ing the field quantity 1
rc ~p

2 the sound intensity compo-

nent In ¼ p:vn
t perpendicular to the enveloping

measurement surface S has to be determined on S.
Then

LW ¼ LIn þ LS; (5.49)

where LIn is the level of the spatial mean of the In-

component taken over the measurement surface S and

LS is the surface area index as defined by Eq. (5.9).

The intensity method to determine the sound power

of a machine has several great advantages compared

with the sound pressure squared method. These main

aspects are:

(a) The intensity method according to Eq. (5.49)

yields a more precise value of the machine’s

sound power by eliminating the near field error

automatically.

(b) The influence of parasitic noise caused by both

undesirable environmental sound reflections and

background noise from other sound sources is

eliminated automatically, too. Relevant

corrections are not necessary.

(c) The intensity measurements do not require specific

measurement room qualifications and, conse-

quently, can be carried out “in situ” where

machines are installed usually. However, the

ideal laboratory situations as given by semi-

anechoic and reverberant rooms are covered by

this technique, too (see Fig. 5.9).

The handling of the sound intensity procedure and

the requirements for the sound intensity measurement

equipment are prescribed by ISO 9614, parts 1, 2 and 3

[13–15]. Following these prescriptions, a certain upper

limit for the sound power’s uncertainty is guaranteed.

There ISO standards give rules, e.g., for the number of

measurement positions N for a discrete probe array,

for the measurement distance d, for the required

dynamic of the instrumentation set, and for the moving

speed of the relevant scanning procedures.

The large field of application of the intensity pro-

cedure covering very different acoustical situations

requires, in turn, very different measurement

parameters. In order to guarantee certain upper limits

for the yielded sound power level, it is necessary to

adjust these measurement parameters to the acoustical

situations according to the specific measurement.

According to a proposal of G. H€ubner [56–69], this
adjustment, which later was established as a part of

ISO 9614, should be carried out in two steps as follows

(see Fig. 5.10):5 For more information see [1–32] and especially [56–69].
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(a) By an initial measurement on the chosen measure-

ment surface, the relevant acoustical situation

must be determined by certain data, called sound

field indicators, which describe the relevant sound

field situation objectively.

(b) Then these field indicators are introduced in so-

called “criteria” for testing the adequacy of the

chosen measurement parameters, such as the num-

ber N of probe positions, dynamics of the mea-

surement equipment in relation to the actual sound

field “dynamics” etc. If one or several of these

criteria are not fulfilled, the field indicators give

directions as to which of the measurement

parameters should be changed and in which direc-

tion this is to be done. With the new measurement

parameters, the initial measurement has to be

repeated until the criteria are met. After having

carried out these parameter adjustments, the final

set of measurement parameters is determined and

the sound power can be presented within a well-

defined range of uncertainty.

The background of this parameter adjustment was

published in several papers [56–69]. Details for its

handling are prescribed by ISO 9614. Some informa-

tion should be given as follows:

The number N of probe positions is determined by

statistical laws describing the spread of randomly

distributed measured values, by its confidence limits

r in relation to its mean value LIn . Assuming statisti-

cal independence of these measured data, the follow-

ing formula is used

Nmin ¼ C � F2
4; (5.50)

Fig. 5.10 Flow chart of a

sound power measurement

using the sound intensity

method

a bFig. 5.9 Application range of

measurement methods for

sound power determination. a

Comparisons of p2- and In –
method; b Application range

of p2- and In – enveloping

surface methods
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where

C ¼ t�2 � 1� 10�0:1r1
� ��2

(5.51)

which guarantees

�LIn;mess �r1 � �LIn;true � �LIn;mess þr2; (5.52)

where t* for the Gaussian distribution is equal to 1.96

requiring a 95% confidence level and the indicator

F4 ¼ 1

Inj j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N � 1

XN
i¼1

In;i � �In
� �2

vuut (5.53)

describes the spread of the measured data as the rele-

vant coefficient of variations. Then the criterion for a

sufficient number N of probe positions is given by

NrNmin: (5.54)

One numerical example:

For r1 ¼ 3:0 dB and t* ¼ 2.0 yields C ¼ 16 and

for situations where direct background noise can be

excluded, F4 is smaller than one and we have finally

Nmin ¼ 16. More practical data are issued under

[56–69].

A further important check is the test of the ade-

quacy of the measurement set. Independently from the

actual acoustical situation, the measurement set has to

fulfill IEC 61043, IEC 62370 [31, 32]. In addition to

this general requirement, a further indicator F3 is

introduced and must be determined by the initial mea-

surement, too.

F3 ¼ �Lp � �LIn � 10 lg
rc

400 NS
m3

dB: (5.55)

This indicator is given by the level difference of the

surface average of the ~p2 and Inmeasured on the actual

measurement surface S and “corrected” by K0 (for

more details of this criterion, see under [56–69]).

Then the criterion of the instrumentation set adequacy

is given by

LDrF3 þ K; (5.56)

where for class 2 measurements K ¼ 10 dB and the

so-called instrumentation dynamic is expressed by

LD ¼ �10 lg
In;res
		 		
1
rc ~p

2
res

� sgnIn;res: (5.57)

The In;res describes the residual intensity detected

by the instrumentation set in the specific situation

where for a sound pressure squared ~p2res 6¼ 0 the inten-

sity In;res should be zero. A measured value In;res 6¼ 0

indicates for such a situation a certain insufficiency of

the measurement set. Such a specific acoustical situa-

tion is given in an ideal reverberant field or for a plane

wave when the intensity probe is orientated perpendic-

ular to the direction of its propagation. In practice, the

frequency-dependent LD is given by the manufacturer

of the measurement set and can be determined by a

specific calibrator.

5.1.2.2.10 Noise Declaration and Comparison

of Noise Emission Data6

Noise emission data are required for comparing noise

emitted by different products, for assessing noise

emission against noise limits, for planning workshop

noise levels, as well as for checking noise reduction

achievements. Declared noise emission data are based

on sound power or emission sound pressure levels L,

as determined from measurements. As long as these

values are yielded by different measurement

procedures (previous chapters) and under different

operating and meteorological conditions, their com-

parison and verification makes several requirements.

Such requirements, dealing primarily with the

handling of the procedures’ uncertainty by means of

the international standard ISO 4871 “Acoustics-Dec-

laration and verification of noise emission data of

machinery and equipment” completed by the imple-

mentation of a meteorologically standardized noise

power level. (see e.g. ISO 3745 and ISO 9614.)

The noise emission declaration is given by the

manufacturer or the supplier in technical documents

or other literature concerning the products. According

to ISO 4871, these declared data Ld have the form

either of

• A single number or of

• A dual number noise emission value.

6 For more information see [1–32] and especially [70–73]
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Both alternative values inform about the uncer-

tainty K* of the measurement uncertainty expressed

in decibels and stated as

Ld ¼ Lþ K�; (5.58)

where Ld may be given as a single number of the sum

of both terms or given separately by two numbers.

The measured value L can be obtained from one

individual machine or as the mean value L

representing the “noise quality” of a batch of a

machine family manufactured according to the same

technical specification.

The K* should take into account the uncertainty

with respect to the accuracy of the relevant measure-

ment method considering reproducibility. For batches

K* includes the standard deviation of production as

well. If no prior knowledge is available, the uncer-

tainty K*, in decibel, may be determined as follows

K�r1:5 � sM; (5.59)

with sM ¼ 2:5 dB for an engineering grade measure-

ment procedure, which is based on 5% risk of rejec-

tion. More details for determining K* are given by ISO

7574 “Acoustics-Statistical7 methods for determining

and verifying stated noise emission values of machin-

ery and equipment” part 1, 2, 4.

The declared noise emission value Ld for a single

machine is verified either by L1 � Ld or by
L1 � Lþ K�ð Þ, where L1 is the noise emission value

measured for the verification one time on the relevant

machine, initiated by the user or his representative.

The declared noise emission value Ld for a batch of

machines, having measured L1 on one machine of the

relevant family only, the whole batch is verified either

by Ld � L1ð Þr3 dB or by Ld þ K�ð Þ � L1½ r3 dB.
For more details, references are given to ISO 4871

and especially to ISO 7574.

The sound power levels defined in Sects. 5.1.1

and 5.1.2 are related to the actual meteorolo-

gical conditions during the measurement (static pres-

sure B1 and temperature Y1). If this sound power

is designated P1, another result P2 can be expected

if the same machine is measured once more under

different meteorological conditions B2 and Y2. Such

a deviation required a meteorological normalized
sound power level LW,N. ISO TC43 defines norma-

lized meteorological conditions as YN ¼ 23�C
corresponding to T1 ¼ 273 K + 23 K ¼ 296 K and

BN ¼ 1:0132� 105 Pa. These values correspond to

rc ¼ 411Ns/m3.

Consequently, a formula is applied to convert the

values LW,1 or LW,2 to the normalised one LW,N. The

different noise generation mechanisms – airborne

sound caused by a vibrating machine’s outer surface

and/or noise caused aerodynamically – are governed

by different physical laws. As a compromise applica-

ble for a certain limited (Y, B range, the following

formula was defined by ISO TC 43

DLW ¼ �10 lg
B

B0

dBþ 15 lg
T

T1
dB; (5.60)

and finally

LW;N ¼ LW þ DLW : (5.61)

For comparison of the sound power levels of

machines as well as for acoustical planning, the use

of normalized sound power levels related to a

normalized meteorological condition is essential.

5.1.2.3 Machinery Specific Emission
Test Codes

The basis of modern noise emission measurement

standards are one or several of the frame documents

of this series ISO 3740, ISO 7849, ISO 9614, or ISO

11200. For application on a specific family of

machines, these frame documents require certain

essential supplements which are represented by noise

test codes covering the following aspects:

(a) A precise definition of the relevant family of

machinery;

(b) The operation and mounting condition which

should be used for the emission measurement;

(c) The shape of the measurement surface and the

measurement distance to be used in general;

(d) The selection of the basic measurement

procedures (i.e. frame documents applicable for

this kind of machinery);

(e) If relevant, an indication dealing with tonality and

impulsiveness.

7 The following tests based on statistical laws exclude bias

occurring due to the use of measurement procedures different

from declaration and verification.
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A small selection of such machinery specific noise

test codes being available and issued by ISO and IEC

is given as examples:

Rotating electrical machines, e.g. by ISO 1680

Transformers and reactors

Combustion engines

Compressors

Construction site machines

Electrical switch gears

Heating equipments

Office machines

Turbines

Cooling equipments

Lawn mowers

Household appliances

Pneumatic tools

Machine tools, driver pneumatically and electrically

Pumps

5.2 Measurement of Noise Emissions
In Situ

Acoustic measurements of larger machines and plants

are usually carried out locally at the installation or in

machine test facilities but hardly in special acoustic

test rooms. Such measurements, however, are often

affected by environmental conditions that are not

ideal from the acoustical point of view, because unde-

sired sound reflections and high background noise

levels at the measuring position are difficult to control,

and so are variable meteorological conditions. Still, a

number of reasons can make these so-called “in-situ”

measurements seem the desirable or only possible

methods.

For the acoustic acceptance test of a new or

modified machine, it is preferable to carry out the

measurements at the final installation, if the mounting

and connection of the machine to surrounding equip-

ment at the installation location cannot be adequately

simulated at the manufacturer, if, for example, the

connection of the machine to the foundation in

the test lab of the manufacturer is less solid than in

the final one. Besides that, the manufacturer often

cannot operate the machines with the required load.

Finally, the interaction of several machines connected

to each other in the final operation, can result in a

completely new type of noise emission different

from the sum of the individual emissions.

A common task in the planning of noise control

measures for industrial plants is the acoustic analysis

of a larger plant, where the sound power levels of the

individual aggregates have to be determined during full

plant operation. In this case, the in-situ situation is

given by the task, and the setting of special operating

conditions, which would simplify the measurements (e.

g., shutdown of strong disturbing noise sources or con-

tinuous operation of the unit to be measured, which

normally runs intermittently or process-controlled), is

not possible.

Before an acoustic measurement of an aggregate,

which is part of a larger system, can be carried out, the

operating conditions and the operating duration of the

unit must be determined. In addition to the pertinent

information from the plant operator, an understanding

of the technical processes within the plant will be

required, at least to such an extent that the task of the

aggregate in that process is definitely known. Only

with this knowledge, it is possible, for example, to

predict the sound emission of a machine at load

conditions different from the measured ones.

If owing to a high background noise level, a

restricted measuring accuracy must be expected, mul-

tiple measuring methods can be used for a sound

source. For example, in addition to an enveloping

surface measurement of a centrifugal fan, an airborne

noise measurement at the cooling air outlet of the fan

motor and a structure-borne sound measurement of the

console and the spiral casing of the fan can be carried

out in order to determine the sound power levels of

these sound sources separately and thus check the

plausibility of the total measuring result.

For sound sources with an unsteady operating noise

or intermittent operation, Sect. 5.1.1.4 should be

observed. In case that very short-term sound events –

especially those which are not easily reproducible – are

to be evaluated, it is recommended to record the mea-

suring signals by means of a (preferably digital) storage

medium for a later analysis of the data in the laboratory.

5.2.1 Practical Aspects in the Application
of Existing Measuring Methods

5.2.1.1 Airborne Sound Measurements
with Omnidirectional Microphones

Today, the standard measuring microphone for Class 1

sound level meters is a ½-inch condenser microphone
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with free-field equalization and a sensitivity of 50 mV/

Pa (see Chap. 2). It is a pressure-responsive receiver

with a spherical response pattern. Besides the classical

condenser microphones which require a polarization

voltage, pre-polarized microphone cartridges are com-

mon which, utilizing electret field generation, do not

need an external polarization voltage. One-inch

microphones are used for the measurement of very

low sound levels <30 dB, where an extremely low

inherent noise of the microphone is essential. For

measurements of extremely high frequencies (ultra-

sound up to 200 kHz) or at extremely high sound

levels (up to 180 dB), 1/4 or 1/8 inch microphones

have to be used.

When they are exposed to sound from the front in

the free sound field, microphones for sound level

measurements according to IEC 60651 [22] must

have an even frequency response. This is achieved by

the so-called free-field equalization of the microphone,

which results in a frequency-proportional damping of

the microphone membrane by means of an appropriate

perforation in the counter electrode of the microphone

(see Chap. 2, Fig. 2.2a). As for the mechanic mem-

brane resonance, this attenuation also compensates for

the level increase caused by the disturbance of the

sound field (“pressure boost action”) by the micro-

phone membrane itself at wave lengths in the range

of the microphone diameter. For sound exposure from

the side or the rear, such a level increase does not

occur. In this case, the free-field compensation of the

microphone results in a decrease of the frequency

response toward higher frequencies, i.e., at very high

frequencies the microphone response characteristic is

not any longer isotropical, but peaks toward the front

(see Chap. 2, Fig. 2.2c). For a ½-inch microphone, the

free-field equalization starts at frequencies above

2 kHz, the maximum attenuation for sound coming

from the back depends on the microphone make, but

is normally less than 10 dB at 20 kHz. In the

manufacturer’s test certificate of each microphone car-

tridge, the free-field equalization is stated as the differ-

ence between free-field frequency response and

calibration grid frequency response. For measurements

of sound sources with strong high pitched spectral

components, the directional sound reception of the

free-field microphone must be taken into account in

order to avoid measuring errors owing to directivity.

For omnidirectional sound measurements, e.g. in the

reverberation room, diffuse-field corrected micro-

phone cartridges are available.

Due to its principle of operation, the transverse

sensitivity of a condenser microphone is very low to

extraneous environmental impacts, such as tempera-

ture differences, vibrations, and above all magnetic

fields. Thus, sound measurements with a condenser

microphone can be carried out without any problem,

for example, in very strong magnetic fields such as in

Magnetic Resonance Tomographs.

In principle, the high-impedance input of the

microphone preamplifier is a very sensitive receptor

of electric stray fields, but normally this input is suffi-

ciently shielded by the microphone cartridge directly

screwed onto it. However, for sound measurements in

very strong electric alternating field, e.g., near electric

arc furnaces or inside or close to large electric

machines, it is recommended to measure besides the

sound also the electrostatically caused background

noise level by replacing the microphone cartridge on

the preamplifier by a dummy capacitor (capacity and

casing equivalent to the microphone) at the measuring

location and thus check the electric noise immunity of

the entire measuring chain.

Attenuators consisting of a capacitive voltage

divider, which are screwed between microphone car-

tridge and preamplifier, are impermeable to the

DC-polarization voltage and thus only work in combi-

nation with a pre-polarized microphones. Besides, it

has to be taken into account that such attenuators only

increase the level range of the sound level meter, but

not that of the microphone, i.e., the maximum permis-

sible sound level of the microphone cartridge defi-

nitely determines the maximum measurable sound

pressure level.

In order to reduce turbulence noise caused by air

flow at the microphone, measurements in the open or

near air flow, e.g., at an intake or outlet, must always

be carried out with a wind screen. The usual ball-

shaped wind screen, which consists of a suitable

porous plastic foam, has a diameter of 100 mm and

causes negligible additional damping, see Fig. 5.12.

Weatherproof (outdoor) microphones for use in

long-term measuring stations differ from the usual

½-inch measuring microphones by a rain cap, which

drains off water from above to the side of the cap, and

a reinforced wind screen with protection spikes

against birds. Moreover, they are usually equipped
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with a remote calibration device, an electric heating

for the cartridge and the pre-amplifier and a line driver

circuit for the transmission of the measuring signals

over the required distance. Weatherproof microphones

are either equalized for sound incidence from above

(application for aircraft noise) or for lateral sound

incidence (general environmental measurements).

For measurements of sound emission of wind

turbines (WTGS) according to IEC 61400–11 [Chaet.

20, 157], the installation of the microphone at ground

level on a sound-reflecting plane of specified size

(interfacial microphone) with a special hemispherical

wind screen is required. A second wind guard, e.g.,

consisting of a hemispherical wire frame with a plastic

foam layer is needed in order to obtain a sufficient

signal-to-noise ratio at high wind speeds and low

frequencies. When using such a windscreen arrange-

ment, the frequency response of the system must be

recorded.

5.2.1.2 Airborne Sound Measurements with
Directional Microphones

The preferred direction for sound reception of direc-

tional microphones is from front. Thus, an improve-

ment of the signal-to-background noise ratio is

possible in the free sound field, if the sound to be

measured and the disturbing sound comes from differ-

ent directions. Directional microphones for acoustic

measurements with large measuring distances must

have directivities as high as possible. Tubular direc-

tional microphones such as the MKH 815 or MKH 816

made by Sennheiser Electronic GmbH & Co. KG,

Germany, proofed to be very effective. They consist

of a condenser pressure-gradient receiver in an RF-

circuit fitted to a directional tube, which works

according to the interference principle [74]. These

microphones, designed for broadcasting and TV-

sound recordings from greater distances, have a lobar

response pattern, see Fig. 5.11. Power supply is made

through the microphone cable by means of phantom

power supply.

As shown in Fig. 5.11, the directivity depends on

the frequency. In the 8 kHz octave, the frontal aperture

angle for a level decreases to �3 dB is �15� and rises

continually toward lower frequencies to up to �60� at
the 125 Hz octave centre frequency. The attenuation

for sound coming from the rear (180 � 30�) is 25 dB

in the 8 kHz octave, 20 dB between the 4 kHz and

500 Hz octave, and then drops to only 5 dB in the

63 Hz octave.

The transfer factor of a tubular directional micro-

phone depends on frequency, with decreasing sensitiv-

ity toward lower frequencies. Thus, for evaluating

sound level measurements with a directional micro-

phone, the results must be corrected with regard to the

frequency response. The correction factor is deter-

mined in 1/3-octave bands or in octave bands by

simultaneous measurement of a test noise with a direc-

tional microphone and a calibrated microphone with

omnidirectional characteristic in the free sound field.

The frequency response correction function of the

directional microphones is the difference of the results

Fig. 5.11 Directional

response pattern of the

directional microphone MKH

816, manufactured by Fa.

Sennheiser electronic,

measured with octave-band

noise. 0� corresponds to
frontal sound incidence, the

directivity is axially

symmetric (lobe)
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obtained with omnidirectional and with directional

microphone, respectively. It must be individually

determined for each directional microphone.

In the open, tubular directional microphones are

very sensitive to wind and, thus, they can be used

there only with a wind screen. A wind screening basket

with or without a cover made of long-haired polyester

fleece may be very effective for news-reporting work in

the open. However, due to its bulkiness and its rather

high additional attenuation at high frequencies – see

Fig. 5.12 – it is considered impracticable for sound level

measurements. A plastic foam wind screen with little

additional attenuation, which is pulled over the micro-

phone, is more suitable. For the determination of the

frequency correction function of the directional micro-

phone, the wind screen must also be taken into account.

By means of directional microphones, a better

source separation can be achieved, e.g., for sound

emission measurements of individual aggregates in

the open or for sound measurements at points of inter-

est within residential areas. For a plausibility check of

the results, omnidirectional measurements should be

carried out in parallel. In practice, especially for the

measuring methods described in Sects. 5.2.3.1 and

5.2.3.2 for determining the sound emission of exten-

sive sound sources, the use of a directional microphone

is required in order to avoid the noise from disturbing

sources sometimes in the immediate vicinity.

However, for continuous measurements in the open

directional microphones are not suitable as they are

not weather proof and temperature resistant.

For the localization of individual sound sources,

e.g., of a motor vehicle (rolling noise, driving noise,

exhaust noise, flow noise) a distinctly higher resolu-

tion is required than that provided by a tubular direc-

tional microphone. In this case, microphone arrays can

be applied: The sound field is scanned by several

microphones, which are arranged in regular specific

distances and their output signals are added up. The

sound reaching the microphone array frontally is

reinforced as it has the same phase angle, the sound

coming from the side is reduced because of its differ-

ent phase angle or even extinguished. This results in a

main directional lobe for sound incidence from the

0� direction and in less distinct side lobes for other

sound incidence angles [75]. The directivity index

10 lg G2 (’) of microphone array (N individual

microphones) in distance d depending on the angle ’

between the incidence of the sound and of the array

normal is defined as follows:

10 lgG2 ’ð Þ ¼ 10 lg
sin N p d sin ’ð Þ=lð Þ
N sin p d sin ’ð Þ=lð Þ
� �2

: (5.62)

A directivity only exists for wavelengths l > 2d.
Depending on the geometric arrangement of the

Fig. 5.12 Deviation of the

sound pressure level received

by a ½-inch condenser

microphone with

omnidirectional response

pattern (O. Mic) and a

directional microphone

MKH 816 (D. Mic) caused by

wind screens, measured with
1/3-octave band noise
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microphones in a row or in a cross or spiral (see

Figs. 5.13 and 5.14), a one-dimensional (directional

plane) or a two-dimensional focus of the transfer func-

tion results. The shape of the side lobes can be

influenced by the geometric arrangement of the

microphones and by the use of weighting functions

in the signal processing (Dolph-Chebyschev, [75]).

If the time delay between the microphones for a

sound incidence direction of ’ 6¼ 0 is compensated in

the evaluation, the array behaves like rotated physi-

cally by the angle ’. Thus, the direction of maximum

sensitivity can be changed in the calculation, i.e. the

focus can be changed without moving the microphone

arrangement. A stationary sound source arrangement

can now be scanned by changing the main reception

direction step by step. For the measurement of moving

sound sources, e.g., a passing vehicle, this method can

be used to “follow” the sound source in order to

obtain, for example, a longer averaging time [76].

5.2.1.3 Sound Pressure Measurements
with Pressure Transducers

Sound pressure level measurements in pipelines and

vessels, which are under high pressure or contain a

medium different from air and may, therefore, not be

opened, cannot be measured with standard

microphones. Such measurements can be carried out

with piezoelectric pressure transducers up to static

pressures of 200 bar and temperatures of 200�C (or

even higher when adapters for liquid-cooling are

used), if it is possible to install the necessary threaded

hole in the wall of the pipe before the measurements.

A disadvantage is the comparatively low sensitivity of

such pressure sensors. Normally only sound pressure

levels of > 100 dB can be measured.

Owing to the flush position of the pressure sensor in

the pipe wall, a correction of the measuring result is

required, as for the determination of the sound power

level in a pipe the average sound pressure level for the

pipe cross-sectional area has to be determined. The

Fig. 5.13 Vertical linear microphone array applied in the pass-

by noise measurement of rail vehicles

Fig. 5.14 Cross-shaped microphone array
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sound power level LWi in the pipe can be calculated

according to Sect. 21.2.2. In case of a sound pressure

measurement at a flush wall position, the correction

factor Kd can also be estimated as follows:

Kd ¼ 0 for koa<1:5

Kd ¼ �7 lg
2koaffiffiffi

3
p � 1

koa

� �
for koar1:5: (5.63)

ko ¼ 2pf/c is the wave number of the medium in

the pipe, a is the radius of the pipe. Correction factors

for pipes filled with air at ambient temperature calcu-

lated in this way are shown in Table 5.4.

For lower frequencies and for pipe diameters small

compared to the wavelength (koa < 1.5), the measure-

ment results with the sensors installed in the wall

widely correspond to measurements in the reverbera-

tion room if the reflections at the pipe end are consid-

ered. For koa 
 1.5 and taking into account, the

recommended correction factor between the measure-

ments with flush-mounted sensors in the pipe wall and

the measurements in the reverberation room, for a pipe

with a nominal width of 400 mm (sound exposure of

the channel from the front side) a difference in the

sound power levels of � 3 dB at max. results.

5.2.1.4 Structure-Borne Sound
Measurements

5.2.1.4.11 Acceleration Measurements

The acceleration sensor used most frequently and

available in a huge number of special models consists

of a piezoelectric transducer installed between a seis-

mic mass and the sensor basis, see Fig. 2.4. Owing to

the piezoelectric effect, in case of vibrations the

alternating force acting upon the transducer between

the seismic mass leads to a charge transfer. This

charge transfer can be picked off at the output

terminals. Therefore, piezoelectric acceleration

sensors are charge sources. Before further signal

processing, their output signal must be conditioned

by a charge amplifier [77].

The charge amplifiers required for each accelera-

tion sensor can often lead to a complex and confusing

measuring set-up, especially in multichannel measure-

ments. Therefore, apart from the conventional charge-

type accelerometers today acceleration sensors with

on-board charge amplifiers are commonly used,

which are supplied with a constant current via the

signal line. Such sensors can be directly connected to

measuring instruments with a corresponding supply.

A seismic acceleration sensor consists of a spring-

mass system tuned to the upper end of the transfer

frequency range. Depending on the size of the sensor,

the natural resonance fres of such a sensor is normally

far above 10 kHz. The useful frequency range ends at

approx. 30% of fres, provided that an amplitude devia-

tion of the linear frequency response of 10% is per-

missible. The attachment of the sensor to the

measuring object is another spring-mass system

which shifts the eigenfrequency of the whole arrange-

ment toward lower frequencies (see Fig. 5.15). There-

fore, the attachment method must be selected

according to the measuring task.

For measurements of low-frequency vibrations up

to approx. 1 kHz at measuring positions with very

intense accelerations at high frequencies, e.g., the

wheel set bearings of a rail vehicle, the acceleration

sensor can be installed on a mechanical low-pass filter.

This low-pass filter is a screw base with an elastic

isolating layer, which is installed between the structure

and the sensor and which reduces disturbing

high-frequency vibrations in order to avoid overload

of the sensor and the following electronic systems [77].

Table 5.4 Correction factors in dB for the determination of the average sound pressure level in pipes filled with air (t ¼ 20�C)
from measurements with flush mounted pressure transducers depending on octave centre frequency and nominal width of the pipe

Nominal width 63 Hz 125 Hz 250 Hz 500 Hz 1,000 Hz 2,000 Hz 4,000 Hz 8,000 Hz

DN 100 0 0 0 0 0 �1.4 �4.2 �6.4

DN 200 0 0 0 0 �1.4 �4.2 �6.4 �8.6

DN 300 0 0 0 0 �3.1 �5.5 �7.7 �9.8

DN 400 0 0 0 �1.4 �4.2 �6.4 �8.6 �10.7

DN 500 0 0 0 �2.4 �4.9 �7.1 �9.3 �11.4

DN 600 0 0 0 �3.1 �5.5 �7.7 �9.8 �11.9

DN 800 0 0 0 �4.2 �6.4 �8.6 �10.7 �12.8

DN 1000 0 0 0 �4.9 �7.1 �9.3 �11.4 �13.5
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Especially for measurements at light or soft

structures, the retroactive effect from the sensor mass

to the vibrating structure has to be taken into account.

The measuring error DL owing to the attenuation of

the structure by the sensor mass can be estimated by

rearranging Eq. (5.6) as follows:

DL ¼ 10 lg 1þ 2pf �Mð Þ2
2:3 � cL � r � h2ð Þ2

 !
dB; (5.64)

with f frequency, Hz

M sensor mass in kg

cL longitudinal wave velocity in the plate material,

m/s

r density of the plate, kg/m

h thickness of the plate, m

Not for each measuring task a sensor with a suffi-

ciently small mass is available. In this case, a fre-

quency-depending correction of the measuring

results by up to 6 dB is admissible according to the

above equation.

Owing to the required firm connection, the acceler-

ation sensor quickly takes on the temperature of the

structure to be investigated. Therefore, for vibration

measurements at very cold or hot parts, the permissi-

ble operating temperature range of the sensor has to be

observed. Because of temperature dependence of the

parameters, the specified lowest temperature for com-

mon acceleration sensors is usually specified to about

�70�C. The upper limit temperature for common

charge types is determined by the piezoelectric

transducer material and usually is at approx. 250�C.
For higher temperatures, an irreversible change in the

sensitivity of the piezoelectric elements will occur.

For measurements at very hot structures, water- or

air-cooled mounting adaptors are required [77]. Spe-

cial high-temperature sensors are available for

temperatures up to 400�C.
For acceleration sensors with on-board charge

amplifiers, the upper limit temperature is not determined

by the piezoelectric sensor element, but by the electronic

semiconductor components, and is at about 125�C.
The cross sensitivity of piezoelectric acceleration

sensors to disturbances such as magnetic fields, radio-

activity, humidity, or high sound levels is specified in

the data sheet of the sensor and is normally small

enough so that under common technical measuring

conditions the measured results are reliable. However,

before carrying out measurements under extreme mea-

suring conditions (e.g., in the presence of ionizing

radiation or very strong magnetic fields), the expected

interference should be estimated by means of the

specified cross sensitivity, the lowest measurable

acceleration and the remaining dynamic range should

be estimated beforehand.

5.2.1.4.12 Noncontact Vibration Measuring

Methods

By means of laser vibrometers, a noncontact and thus

completely nonreactive vibration measurement can be

carried out, see also Sect. 2.2.3. Measurements, e.g., at

hot components or components under high voltage can

Fig. 5.15 Mounted

resonance frequency of the

accelerometer B&K 4370

obtained using several

mounting techniques (acc. to

Br€uel & Kjaer information)
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be carried out safely and simply with a laser

vibrometer. Unlike accelerometers, laser vibrometers

do not measure an absolute quantity of motion, but the

velocity difference of the laser light source and the

measuring object. That means that it cannot be taken

from the measuring result, if the vibrometer or the

measuring object has moved. In practice, this is not a

problem as long as the vibrometer head can be

mounted on a static basis (foundation, laboratory

floor). However, for example for measurements on

vehicles special attention is required. If necessary,

the motion of the vibrometer in the measuring direc-

tion can be cancelled out by means of an additional

accelerometer measurement on the mounting surface

of the vibrometer and superposition of the output

signals of vibrometer and accelerometer in proper

phase relation.

5.2.2 In-Situ Measurement of the Noise
Emission of Individual Sound
Sources

5.2.2.1 Machines
As explained above and shown in Fig. 5.9, for the

determination of the sound power of machines under

common environmental conditions the enveloping

surface method according to ISO 9614, which works

with sound intensity measurements (see Sect.

5.1.2.2.5), can be used and in most cases is also suffi-

ciently accurate.

In contrast, for the enveloping surface sound pres-

sure method, the determination of the correction

factors K1 und K2 under in-situ conditions is required

(see Sect. 5.1.2.2.2). Considering the numerical values

of these correction factors, it will be decided if the

determination of the sound power by means of sound

pressure measurements is actually possible regarding

the acoustic conditions at the measuring position and

the acceptable measurement uncertainties (see

Fig. 5.9). Many rooms for the installation of machin-

ery have an acoustic “retroactive effect of the room,”

which leads to K2 values (environmental correction)

between 2 and 5 dB(A) at a measuring distance of 1 m,

so that in view of the K2-criterion alone the class

2 measurement (engineering grade) must be cancelled;

results obtained then correspond to the rather inexact

class 3. If the background noise level is relatively high

compared with the noise of the machine to be

measured (criterion K1, see Sect. 5.1.2.2.2), the

sound pressure measurement is not allowed even

according to accuracy class 3.

If K1 and K2 values are obtained which are only a

little above the stated limits, they can be reduced –

possibly sufficiently – by:

(a) Reducing the measuring surface S, i.e., by

choosing smaller (but d 
 0.25 m) measuring

distances d
(b) Extending the sound absorptive surface of the

measuring room

(c) Screening/(partial) enclosure of the background

noise sources, if they cannot be completely

switched off

The correction of the measuring results owing to

reflections and extraneous noise is a principle in the

determination of the sound power level. However, it

also enables a clear separation of the machine noise

emission the manufacturer is responsible for, and

influences those are responsible for, who design the

acoustic environment of the machine and the acoustic

properties of the rooms where the machines are

installed.

5.2.2.2 Measurements at Openings,
Chimneys, Pipes, and Ducts

In addition to enveloping surface measurements, noise

measurements with an omnidirectional microphone at

openings without or with only very low air flow veloc-

ity can be carried out immediately at the opening

surface, if required by the background noise level

situation. In this case, sound field correction values

according to Fig. 5.16 must be applied.

When measuring the sound emission of flue gas

outlets, the measuring microphone must be held out

of the gas flow in order to avoid the generation of

disturbing sound due to turbulence at the microphone.

For exhaust-gas pipes of vehicles, the so-called “Q

point” is often specified as standard measuring posi-

tion (ISO 3095) [1], see Fig. 5.17. The microphone is

held at a distance of 0.86 m above the opening and at a

distance of 0.5 m from the outside of the pipe, which

corresponds to a distance of 1 m between the edge of

the opening and the microphone, see Fig. 5.17.

In order to calculate the sound power level of the

exhaust gas opening from this measurement, normally

the hemisphere surface 2pr2 is required. The radius r

can be calculated depending on the diameter DR of the

exhaust-gas pipe as follows:
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r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DR=m

2
þ 0:5

� �2

þ 0:74

s
m: (5.65)

Due to their restricted accessibility, the sound emis-

sion of chimney openings can rarely be determined by

a direct measurement. It can be calculated from the

sound power level determined at the chimney base

according to the method described in VDI 3733,

Appendix D [78] – e.g., by measurement with a hot-

gas probe according to Fig. 5.18.

In general, the sound power level LWi in the interior

of a channel or a pipeline can be calculated from the

average sound pressure level �L of the channel cross

section, the cross-sectional area S in m2, the character-

istic sound impedance of the flow medium and, if

necessary, a correction factor Kd according to

(20.38). The correction factor Kd for higher modes in

the pipe depends on the respective measuring method,

see also Sect. 5.2.1.3.

LPAi

K= + 3dB

K= 0 dB
2

1

K= –3dB

K= 0dB

D

3

4

r

r

D

5
K = 0dB

K = 0dB
6

a b

c
r

Fig. 5.16 Sound field corrections for measurements with an

omnidirectional microphone. a Determination of the diffuse

sound pressure level in a room by measurement inside the

room (2) or in the semi-diffuse sound field (1) of an orifice in

the room’s boundary surface. b Determination of the sound

power level of a pipe vent radiating sound into the open by

measurement of the sound pressure level in the free field (4) on

an enveloping surface (S4 ¼ 2pr2, r 
 D) or in the semi-diffuse

sound field (3) of the orifice (S3 ¼ D2p/4). c Determination of

the sound power level radiated by an acoustically lined duct vent

by measurement of the sound pressure level in the free field (6)

on an enveloping surface (S6 ¼ 2pr2, r
D) or in the free sound
field (5) of the orifice (S5 ¼ D2p/4).

1

2

DR

0.5m

3

30°

0.
86

m

1m

r

Fig. 5.17 ‘Q point’ microphone position (3) for the determina-

tion of the sound emission of a flue gas duct (2) outside the gas

flow (1). The radius r of the enveloping surface depends on the

pipe diameter DR and can be calculated according to Eq. (5.65)
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In order to determine the sound power level in a

pipe, the sound pressure level within the pipe can be

measured with a standard microphone if the pipe is

filled with air and nearly pressureless, if there is no

flow or only with a very low velocity (approx.<5 m/s)

and if the temperature in the pipe permits such a

measurement. For the measurement, an opening

(blind flange, sensor stud or similar) of at least the

microphone diameter must be available in the pipe

wall, so that the microphone can be placed in the

interior. During the measurements, any remaining

opening has to be covered with cloth or the like to

avoid flow noise caused by air flowing in or out.

In channels with flow turbulent pressure, fluctua-

tion occurs at the microphone (pseudo sound), which

can falsify the measuring results considerably. In order

to reduce these turbulent pressure fluctuations, the

microphone can be equipped with a turbulence screen

(Friedrich probe) [79]. This screen consists of a metal

pipe with a length of 540 mm and an interior diameter

of 13 mm which has at one side a slot 400 mm long

and 1 mm wide, covered with a flow resistance

consisting of a four-layer metal fabric (Z ¼ 1c–3c).
The entire probe including the microphone is placed in

the channel. For in-situ measurements, an opening

with a diameter of approx. 100 mm in the pipe wall

and a fixture for adjusting the probe in the pipe from

the outside is required. As a rule, permanent measur-

ing installations in test stands have installed probe

fixtures. At the front (in the direction of the sound

source), the Friedrich probe ends in a nose cone, the

far end holds a ½ inch microphone with preamplifier.

This microphone screen recommended in ISO 5136

[80] can be applied in measuring channels with a

diameter range of 0.15 m � DR � 2.0 m for flow

velocities up to 30 m/s. The sound pressure levels Lpi
received with the microphone screen have to be offset

against the combined frequency correction:

C ¼ C1 þ C2 þ C3 þ C4; (5.66)

with:

C1 free field correction of the microphone in dB;

C2 frequency response correction of the micro-

phone screen in dB;

C3 flow velocity frequency response correction in

dB;

C4 modal frequency response correction in dB.

The transfer constant C2 of the microphone screen

can be determined experimentally according to the

method for directional microphones explained in ISO

5136, see Sect. 5.2.1.2. For the determination of the

remaining correction factors, we would like to refer to

the standard [80].

The main application of the Friedrich probe are

noise measurements at fans. However, the application

is restricted to flow velocities � 30 m/s and pipe

diameters 
 150 mm. These restrictions can be over-

come by using the wall slot probe according to a

proposal of M. Hubert [81]. In this case, the

Fig. 5.18 This heat-protected microphone probe (with hand

heat shield, on-board thermometer and extension rod) is

equipped with a standard ½-inch condenser microphone and is

suited for short-term measurements inside flue gas ducts or

similar piping with gas temperatures up to 600�C
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microphone including the tube attachment is outside

of the pipe. In this way, the flow area is not blocked

and, so, the subsequent disturbance of the flow and

sound field is avoided. When using the Hubert probe,

frequency response corrections must be made just as

for the Friedrich probe. However, a decisive disadvan-

tage of the Hubert probe is the required slit of

400 � 1 mm in the pipe wall, which practically

restricts the use of the Hubert probe to stationary test

stands.

With both the Friedrich probe and the Hubert

probe, standardized measurements can be carried out

only in channels with a circular cross-section, made of

sheet steel of a thickness of at least 4 mm or of other

material of corresponding weight per unit area and

stiffness, so that the inner walls are sufficiently

sound reflecting. The channel extensions to either

side of the probe location must be at least four channel

diameters or a length of at least one half the wave-

length long (center frequency of the lowest frequency

band of interest), and furthermore, the channel must be

terminated anechoically: see [80].

Short-time measurements in nearly pressureless

hot-gas channels, like the flue gas channels and heat-

recovery boilers of gas turbine plants, can be carried

out using heat-protected microphone probes according

to Fig. 5.18. For such measurements, an orifice or

blind flange of at least 50 mm diameter must be avail-

able at the measuring position [82].

The sound emission of pipelines and channels can

be determined from the inner sound power taking into

account the transmission loss of the pipe wall and the

attenuation along the pipe, see Sect. 20.2 and

VDI 3733, Appendix B [78]. The sound emission of

pneumatic conveyer pipelines for solid media is a

special case (see Sect. 20.11) because of the collisions

of particles with the pipe wall. Such a pipeline is in

fact a line sound source with many incoherent individ-

ual sound sources. Figure 5.19 shows the situation for

a sound measurement of such a pipe with an omnidi-

rectional microphone.

With P0, the sound power per length unit of the

conveyor pipe for solid media, P0dx is the sound

power of the pipe length dx. The sound pressure

level measured with an omnidirectional microphone

at an infinite pipe is:

p2 ¼
ðþ1

�1

P0dx
4pr2

¼ P0

4p

ðþ1

�1

dx

d2 þ x2
: (5.67)

By evaluating the integral and taking the logarithm,

the following simple equation results for the sound

power level per length unit, LW´, of the conveyor

pipe for solid media:

LW0 ¼ Lp þ 10 1g 2pd=mð Þ � 2 dB/m: (5.68)

This is valid on the condition that the investigated

pipe section is much longer than the measuring dis-

tance and that there is no sound reflecting surface

closer than ten times d. In practice, the measuring

distance d should be about twice the pipe diameter D.

5.2.3 Measurements of the Noise
Emission of Extensive Sound
Sources

It is often very difficult and in many cases not even

possible to measure the sound pressure level caused by

an industrial plant or a part of an industrial plant in the

adjacent residential areas, as the noise of the plant and

the extraneous noise cannot be separated. The extra-

neous noise can be caused by traffic, by other indus-

trial plants or by other parts of the same industrial

plant. These difficulties can be avoided by initially

determining the sound emission of the plant and then

calculating the sound pressure level at a point of inter-

est – the sound immission – by means of a sound

propagation calculation (see Chap. 7).

In theory, the sound power of an industrial plant

can be determined in the same way as for individual

machines by using the enveloping surface method. An

assumed enveloping surface is put around the plant

and the sound pressure level is measured at many

points that are evenly distributed on this assumed

surface. However, this would require much time and

energy, especially regarding elevated measuring

positions above the plant.

D

d dX

X

r

Fig. 5.19 Sound measurement at a conveyor pipeline for bulk

material with an omnidirectional microphone
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Therefore, measuring methods were developed

which enable the determination of the immission-rele-

vant sound power level of extensive industrial plants

with reduced effort. Two of these methods – the “win-

dow” method and the “perimeter path” method – are

based on the consideration that for the sound

immission in the environment of the plant only the

sound power emitted approximately horizontally or

in a small angle of elevation is important. Therefore,

measuring positions at the edge of the plant are suffi-

cient and measurements above the plant are not neces-

sary. The sound propagation situation between an

industrial plant and an immission position for down-

wind conditions is shown schematically in Fig. 5.20.

Assuming an average wind speed gradient of 7
m=s
m

independent from height, the sound rays are circular

paths with a radius of curvature of a ¼ 5,000 m. The

elevation angle b of the sound ray emitted from the

industrial plant can be calculated from the average

height of the plant, the height of the immission posi-

tion above the plant and the distance between plant

and immission position. It will normally be 2–10

degrees.

Figure 5.20 shows typical microphone positions for

different measuring methods. For the ‘fence measure-

ment,’ the measuring position is mostly near the

ground, the distance to the plant is not exactly defined

(Fig. 5.20, measuring points ‘F’). For the ‘window’

method, usually the measuring positions are at greater

distances to the plant and at greater heights than those

in the ‘perimeter path’ method (Fig. 5.20, measuring

points ‘W’ and ‘P’).

The ‘fence measurement’ is not a defined method

with fixed rules, but describes the occasionally used

enveloping surface method for the determination of

the sound power level of individual machines to large

plants in a very simplified form: At a few or only one

easily accessible measuring position (i.e., which is

near the ground) on an assumed enveloping surface

around the plant the sound pressure level is measured

with a hand-held sound level meter. The measuring

height is usually approx. 1.2 m. The sound power level

of the plant can be calculated as the sum of the

measured sound pressure level and the surface index

of the assumed enveloping surface. The term ‘fence

measurement’ results from the occasional desire to be

able to measure at the fence of industrial plants and to

conclude from those measuring results on the sound

immision of parts of the plant or even the whole plant.

The factory fence is a measuring position of special

interest, as here measurements can be carried out in a

public area at any time and even without knowledge

and/or consent of the operating company.

As the layout of the fence in relation to the plant is

not generally defined, there may be very different

measuring positions and various errors may occur,

therefore. Regarding measuring positions near a

plant, the sound emission of upper plant components,

which is essential for sound immision, usually cannot

be recorded as the measuring position near the ground

is in a ‘sound shadow’, screened by the plant itself. An

average sound power determined by such a measure-

ment would possibly be considerably lower than the

actual sound power. On the other hand, also errors

with a positive sign can occur for measurements near

the plant if essential individual sound sources are in

the vicinity of the measuring position.

But also fence measuring positions near the ground

which are at a larger distance to the plant are not

suitable for evaluating the sound immission as there

are normally remarkable sources of error. On the one

hand, owing to the small measuring height only the

sound propagation near the ground is recorded. The

attenuation of this sound with distance is larger than

that at a greater height. On the other hand, the share of

background noise by road traffic or other plants can

already be very high at these measuring positions.

Therefore, ‘fence’ measuring positions can be used

Fig. 5.20 Sound emission of

an industrial plant under

down-wind conditions;

microphone positions for a

‘fence’ measurement (F), for

the ‘perimeter path’ method

(P) and for the ‘window’

method (W)
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only to get a general idea and not for determining the

immission-relevant sound power level of a plant [83].

5.2.3.1 Window Method
Figure 5.21 gives an overview of the ‘window

method’, which goes back to a proposal by Meurers

[84]. The principle of this method is to measure only

sound that leaves the plant in direction to the

immission position through an assumed ‘window’ in

the enveloping surface around the plant. The sound

pressure level is measured at three positions in the

window and the results are averaged energetically.

The measuring distance from the edge of the plant

should be about 15% the average extension of the

plant.

Apart from the areal expansion and the average

building height h0 of the plant, the measuring height

H also depends on the distance D2 between measuring

position and immission position of interest. This

means that for testing several immission positions at

different distances from the plant, more than one mea-

surement at different microphone heights must be

carried out.

The measuring surface area S corresponds to twice

the area SM enclosed by the measuring line s plus the

circumferential surface h0�s. The immission-relevant

sound power level is the sum of the energetic average

value of the three measured sound pressure levels, the

measuring surface area index and a correction factor K
for correction of the geometric near field error (K ¼
�2 dB for measurements with an omnidirectional

microphone) or the near field error and the directivity

of the microphone (K ¼ �2 dB + 1 dB ¼ �1 dB for

measurements with a directional microphone). A cor-

rection for the (small) measuring error owing to

absorption by air is not intended. The window method

can only be applied if the distance to the immission

position is large compared to the size of the plant and

if the ratio of length to width of the plant footprint is

not very large (c/b � 4).

The evaluation of the measurements can be carried

out comparatively easy and does not require a

computer.

An important disadvantage of the window method is

that the measuring position depends on the respective

immission position, i.e., for each immission position

an individual measurement with the corresponding

measuring height and distance is required. Moreover,

for large plants large measuring distances and heights

are required, which sometimes are not accessible.

Fig. 5.21 ‘Window’

measurement method
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Therefore, the window method is hardly ever used in

practice, but the more universal perimeter path method

is preferred.

5.2.3.2 Perimeter Path Method
Figure 5.22 shows the conditions for the perimeter

path method according to St€uber and Fritz [85]. The

measuring path around the plant is chosen in a way

that the average distance �R between the plant border-

line and the measuring path is approx. 5% of the

average extension of the plant, but at least 5 m. Then

measuring positions are chosen on the measuring path

in the distance d, with

d � 2 �R: (5.69)

The measuring height H1 should be chosen

according to the following rule:

H1 ¼ h0 þ 0:025
ffiffiffiffiffiffi
Sm

p
; (5.70)

whereby h0 is the characteristic average building

height of the plant and Sm is the area enclosed by the

measuring path.

The measuring height is independent of the dis-

tance to the immission position. For extremely high

plants, a second microphone height H2 can be chosen

in order to increase the measuring accuracy. If the

plant has noise sources which are located very high

above the characteristic height of the plant so that they

cannot be recorded by the measurement along the

measuring path, the sound power levels of such

sound sources should be recorded separately by use

of a suitable method and the results should then be

added to those of the perimeter path method.

The measurement of the sound pressure level is

normally carried out by means of a directional micro-

phone positioned horizontally toward the plant which

can be moved from measuring position to measuring

position along the measuring path by means of a

mobile tripod, see Fig. 5.23. Measurement and evalu-

ation are carried out in octave bandwidths.

The immission-relevant octave sound power level

of the plant is determined according to

LW ¼ �Lp þ DLS þ DLF þ DLM þ DLa; (5.71)

with �Lp energetic average of all sound pressure levels

measured along the measuring path, in dB

DLS measuring surface area index, in dB

DLF near field correction, in dB

DLM correction for the frequency response of the

microphone, in dB

DLa air absorption factor, in dB

The individual correction factors can be calculated

as follows:

DLS ¼ 10 lg
2Sm þ h0l

S0

� �
dB, (5.72)

in this equation, l is the length of the measuring path in

m and S0 is the reference area 1 m2

DLF ¼ lg
�R

4
ffiffiffiffiffi
Sp

p dB, (5.73)

with the plant area Sp.

DLM: The microphone correction is 0 dB for omni-

directional microphones. For directional microphones,

a frequency-dependent correction factor according to

Sect. 5.2.1.2 has to be applied.

DLa ¼ 0; 5a
ffiffiffiffiffiffi
Sm

p
dB, (5.74)

typical values for the air absorption factor a are given

in Sect. 7.3.

The A-weighted total sound power level of the

plant LWA can be calculated by summation of the

octave bands according to the following equation:

LWA ¼ 10 lg
X

100:1 LWjþCjð Þ
 �
dB, (5.75)

whereby Cj is the correction factor for A-weighting of

the jth octave band.

An efficient evaluation of measurements according

to the perimeter path method can be made with com-

puter support. By separately evaluating the sound

pressure levels measured at the measuring lines 1–8

(see Fig. 5.22), apart from the immission-relevant

sound power level also an eventual horizontal direc-

tional effect of the plant can be detected in the form of

a directivity factor for each of the sectors 1–4.

The perimeter path method is a measuring method

that can be used universally for plants with horizontal

extensions from 10 m to approx. 300 m. Regarding

both the footprint of the plant and the direction and

distance of the immission positions of interest, there
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are no restrictions regarding the use of the method. An

investigation of the achievable accuracy in [85] shows

that the down-wind average levels in the vicinity of

industrial plants with many individual sound sources

can be calculated with an accuracy of � 2 dB(A) from

the sound emission values determined with the perim-

eter path method. Just as for the window method, there

is a larger measurement uncertainty for plants with

only a few sound sources and a significant horizontal

directivity. For the perimeter path method, the noise of

the plant has to be constant over time.

The perimeter path method is a standard method

described in ISO 8297 [86] of Grade 2 accuracy.

5.2.3.3 Approximation Method
For very quiet open plants like refineries or petro-

chemical plants, measurements outside of the plant

to determine the immission-relevant sound power

level (e.g., by means of the perimeter path method)

may not always be possible as extraneous noise

from adjacent plants would govern the sound level

measured. In this case, the immission-relevant

Fig. 5.22 ‘Perimeter path’

measurement method
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A-weighted sound power level of the open-air plant

can be estimated approximately from the average A-

weighted sound pressure level within the plant.

LWA ¼ �LpA � 9 dBþ 10 lg
Sp þ 2h0U

S0

� �
dB, (5.76)

with �LpA average A-weighted sound pressure level in

the plant: Starting at the border of the plant, the A-

weighted sound pressure levels are measured at

positions which are distributed evenly over the plant

area Sp in a height of approx. 1.5 m above the ground

and in a scanning pattern of 5–10 m. The distance to

the individual sound sources determining the level

must constantly be larger than 2 m. In principle, no

measurements are carried out in elevated locations and

in closed or partly closed buildings. �LpA is the ener-

getic average of all measuring values.

Sp plant area in m
2; the plant area is defined as built-

up area of a production plant or an auxiliary plant

including development areas (roads, intermediate stor-

age areas, and pipe lines) of the plant, but without the

boundary areas (see Fig. 5.22).

S0 reference area 1 m2

h0 characteristic height of the plant in m, see

Sect. 5.2.3.2.

U circumference of the plant in m, i. e., length of

the borderline around the plant area Sp.
The sound power level of the individual sound

sources determining the level, which are situated

above the densely built-up area, have to be determined

separately and added to the sound power level of the

plant determined from the average A-weighted sound

pressure level.

According to an investigation of 21 different plants

[87], the immission-relevant sound power level of

Fig. 5.23 Application of the

‘perimeter path’ method for

the determination of the

immission-relevant sound

power level of a

petrochemical plant
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typical production and auxiliary plants of refineries

and petrochemical plants can be determined with the

method described above with an accuracy of � 3 dB

(A) (95% confidence interval).
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Sound Propagation Outdoors 6
L. Schreiber and T. Beckenbauer

6.1 Preliminary Remarks

The sound pressure produced by a sound source out-

doors at a location in the vicinity (point of sound

immission, receiver point) depends on the properties

of the sound source (sound power spectrum, directiv-

ity), the geometry of the sound field (relative position

of receiver point and sound source to each other, to the

ground and to obstacles in the sound field), on ground

effects, and on meteorological conditions.

For simple cases, the sound propagation has been

investigated repeatedly by means of numerical

methods as discussed in Chap. 3 (see for example

[1]). On account of the long computation times, these

methods are rarely used for sound immission progno-

sis. Moreover, in practice, frequently a multitude of

sound sources have to be considered and the boundary

conditions can be described only approximately, for

instance, concerning industrial plants and traffic

facilities. Furthermore, wind speed, wind direction,

temperature, air humidity, atmospheric air pressure,

turbulence, and natural cover are subject to continuous

temporal and local fluctuations. Therefore, statements

on sound immissions that can be expected from a

sound source can only be based on statistics. The

variations will also grow with the distance between

sound source and receiver. In such cases, relatively

simple calculation methods, which result from a

combination of measuring experience and idealizing

modeling, prove of value.

In the following, all effects influencing sound prop-

agation will be described at first. Subsequently, it will

be shown in which way the interaction of these effects

is to be taken into account in calculating the sound

immission. Unless otherwise noted, the following

simplifying assumptions are applied:

(a) Linearity: The nonlinear members of the wave

Eq. (1.32) can be disregarded. This assumption is

always met except for the close proximity of

extremely strong sound sources.

(b) Nearly plane sound waves: Sound pressure p and

sound velocity v of a wave are connected to each

other according to the equation

pðtÞ ¼ rcvðtÞ; (6.1)

where rc is the characteristic impedance of air. As v

is the velocity component in propagation direction,

this requirement is always fulfilled except for the

close proximity of a sound source (see Sect. 1.4).

(c) Incoherence: Unless otherwise stated, it is assumed

that for the superposition of multiple sound waves i

with their effective sound pressures pi the resulting

effective sound pressure is

pres ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiX

p2i

q
; (6.2)

and, consequently, the resulting sound pressure

level is

Lres ¼ 10 lg
X

100:1Li dB: (6.3)

Concerning broadband noise or noise averaged

over time, this assumption is met in most cases.
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(d) Permanent noise: The description is based on

power-oriented considerations and time means

of the sound pressure square. Therefore, the

conclusions are true only for stationary

conditions and not for single short sound events

(impulses). For sound sources with time-variant

sound power levels and for unsteadily distributed

impulses (e.g., noise from shooting ranges) they

are true on an time average.

(e) Point sound sources: The following discussions

are confined to point sound sources at first. All

sound sources can be regarded as such if

dimensions of the sound source are small with

respect to the distance between the sound source

and the receiver point. Spacious sound sources are

regarded as being built up of point sound sources.

6.2 Lossless Sound Propagation

Increasing the distance to the sound source yields an

increase of the surface S the sound power P is

distributed on in outdoor conditions. Assuming an

unobstructed sound propagation vertically with S
sound intensity

I ¼ dP

dS
; (6.4)

decreases continuously as does the sound pressure in a

lossless medium depending on the distance to the

source.

6.2.1 Unlimited Sound Field

In a lossless, homogenous medium, a sound point

source in the origin produces at a distance d the

sound pressure square

p2ðd; ’; #Þ ¼ rc
d2

� dPð’; #Þ
dO

; (6.5)

whereby dP (’,#) / dO is the sound power radiated per

solid angle unit in the direction ’, #. The total sound

power radiated by the sound source is

P ¼
ð4p
0

dP
dO

dO: (6.6)

Concerning an omnidirectional sound source, the

sound pressure square is then

p2ðdÞ ¼ Prc
4pd2

; (6.7)

and the sound pressure level

LpðdÞ ¼ LP � 20 lg
d

d0
þ 11

� �
dB; (6.8)

with d0 ¼ 1 m and LP sound power level of the sound

source.

The difference

Adiv ¼ 20 lg
d

d0
þ 11

� �
dB; (6.9)

between sound power level and sound pressure level is

given in Fig. 6.1. In order to distinguish from addi-

tional attenuations (level reductions) caused by losses

during sound propagation, this is called “attenuation of

sound due to geometrical divergence” (ISO 9613–2

[2]), “level reduction due to geometry,” or “level

reduction by divergence.”

Fig. 6.1 Difference between sound power level LP and sound

pressure level Lp of an omnidirectional sound source as a func-

tion of distance for lossless sound propagation. Sound radiation

only in the upper half space (sound source on the ground)

reduces the values by about 3 dB
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In the case of a directional sound source, the total

sound power in Eqs. (6.7) and (6.8) has to be replaced

by the sound power

P’;# ¼ 4p
dPð’; #Þ

dO
; (6.10)

that is, the power of an omnidirectional sound source

which in the direction (’, #) produces the same sound

pressure as the directional sound source.

In the following, only omnidirectional sources are

discussed at first.

6.2.2 Sound Source Over Ground,
Reflection

When a sound source S with sound power P is located

over plane ground showing the sound absorption coef-

ficient agr and the reflection coefficient rgr ¼ 1 � agr
both direct sound and sound reflected at the ground

reach the receiver point. The reflected sound thereby

appears to come from a mirror sound source S0 with
the sound power rgrP (Fig. 6.2); the sound pressure

rises correspondingly.

When the vertical distance of the sound source

from the ground is small compared to the horizontal

distance, the sound source is treated as emitting from

the ground. Original and mirror sound sources are

nearly equidistant from the receiver point. It is thereby

assumed that rgr � 1. Sound power is then radiated

only in the upper half space and the sound pressure

level is 3 dB higher than in Eq. (6.8). At low

frequencies, however, original sound source and

mirror sound source can no longer be taken as inco-

herent (see Sect. 6.4.1).

The increase of sound level by reflection has also to

be taken into account if there are other surfaces (walls,

buildings, and large objects) in the proximity of sound

source or receiver. Specular reflection can always be

applied in calculations if the reflecting surfaces and

their radii of curvature are large compared to the

wavelength.

In the example shown in Fig. 6.3, there is another

house wall behind the receiver. Original sound source

S and the first mirror sound source S1 are reflected

along the wall. The sound pressure square at the

receiver point is twice as high as in the example in

Fig. 6.2, thus yielding a further increase of the sound

pressure level by (approximately) 3 dB.

The increase of the sound level by reflection is of

particular importance if sound is reflected into a sound

shadow (see Sect. 6.2.3), i.e., into an area which is

shielded from sound coming directly from the sound

source.

6.2.3 Screening by Barriers

Behind a barrier impervious to sound (wall, row of

houses, and hill), which is large with respect to wave-

length, a sound shadow is formed due to the fact that

the impinging sound wave is restrained from

propagating and, as far as it is not absorbed, it will be

reflected in other directions. However, the shadow

forming is not total because a part of the sound wave

will be diffracted at the edges of the obstacle (Fig. 6.4).

The sound pressure in the shadow zone can be

calculated by means of the diffraction theory (see,

for example, [3, 4]). A barrier impervious to sound

with a long straight diffraction edge normal to the

sound propagation direction produces a level reduc-

tion of the point source, the barrier attenuation of

Dz ¼ 20 lg

ffiffiffiffiffiffiffiffiffi
2pN

p

tanðhÞ ffiffiffiffiffiffiffiffiffi
2pN

p þ 5

 !
dB; (6.11)

at the receiver point compared to a freely propagating

sound wave. Here, N is the Fresnel number:

N ¼ � 2

l
ðaþ b� dÞ; (6.12)

Fig. 6.2 Reflection of a sound source at the ground or at a

different (plane) surface

6 Sound Propagation Outdoors 127



where l is the wavelength, a + b the shortest path

between sound source and receiver over the top edge

of the barrier, d the distance sound source–receiver

point, and h the distance between the diffraction edge

and the line SR (see Fig. 6.5).

Equation (6.11) applies for N � �0.2.

Unless the line sound source–receiver is subtended

(i.e., if the sound source can be seen from the

receiver’s point of view) the negative algebraic sign

has to be applied in Eq. (6.12).

For small Fresnel numbers, the values measured by

Maekawa [5] and given in Fig. 6.5 deviate slightly

from those resulting from Eq. (6.12).

In practice, severe deviations from values calcu-

lated by means of Eq. (6.11) or determined from

Fig. 6.5 for small shadow angles (# in Fig. 6.5) can

be frequently found. These are causes of meteorologi-

cal and ground effects.

The barrier attenuation in the sound shadow close

to the diffraction edge can be slightly increased

through sound-absorbing top pieces [6–8]. Field

measurements along sound barriers with such pieces

atop show that noise reductions cannot be expected of

more than 1 dB close to the border of the shadow and

at distances greater than 50 m [9, 10].

6.2.4 Diffuse Scattering

Small barriers do not form pronounced shadows but

scatter the impinging sound wave diffusely, i.e., reflect

it at a great number of angles.

If there is a great deal of barriers between sound

source and receiver – for example, natural cover (see

Sect. 6.4.2) or machines and pipes of a petrochemical

plant – this scattering produces an additional level

reduction (excess attenuation) [11]. Even in air diffuse

scattering can occur due to inhomogeneities which can

cause an additional level reduction in free-field

conditions. However, if sound energy reaches the

shadow zone by scattering, a level increase is the

consequence.

6.3 Excess Attenuation by Absorption
(Dissipation) of Air

Thermal conductivity and viscosity of air cause losses

during sound propagation which are summarized

under the term “classical absorption” [12]. However,

these losses are marginal compared to the “molecular

absorption” which is due to relaxation processes of the

air molecules.

Fig. 6.3 The original sound

source as well as the mirrored

sound source are reflected at

the wall of the house behind

the receiver. The sound

pressure level at the receiver

increases another 3 dB in

comparison to the situation

shown in Fig. 6.2

Fig. 6.4 Behind a barrier

impervious to sound, a sound

shadow is formed only by

parts of the sound diffracted at

the edge of the barrier
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The level reduction by dissipation is proportional to

the path covered. It depends on relative humidity and

to a great extent on frequency (see Fig. 6.6). At

frequencies below 100 Hz, it is virtually negligible.

Analytical formulas for the calculation of the attenua-

tion coefficient (excess attenuation per pathlength

unit) can be found in [14].

For calculations of the sound propagation of noise of

airborne aircraft, the aircraft industry takes a little higher

values [15] which are derived from field measurements.

The influence of fog, rain, and snowfall on sound

propagation is unimportant. Only for extremely dense

(artificial) fog, laboratory experiments showed a sig-

nificant excess attenuation [16], whereas field

measurements did not yield a statistically significant

excess attenuation [17, 18]. When the auditory range

of sound sources during foggy weather or a snow

cover sometimes seems to be wider than normal,

this might be due to the lower background noise

level.

Fig. 6.5 Level reduction

compared to free-field

conditions as a function of the

Fresnel number N for a large

barrier vertical with the line

sound source and receiver (see

Maekawa [5])

Fig. 6.6 Attenuation coefficient of air as a function of temperature for six different frequencies, parameter is the relative humidity [13]
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6.4 Influence of Ground Conditions,
Natural Cover, and Buildings
on the Sound Propagation

Sound propagation near to the ground is affected by a

number of influences which all cause a more or less

severe attenuation additional to the air absorption.

This excess attenuation is not proportional to the dis-

tance between source and receiver.

6.4.1 Excess Attenuation During Sound
Propagation Over Ground
and Natural Cover

In case the sound source is located above ground, the

sound reflected from ground interferes with the direct

sound at the receiver (see Fig. 6.2). If the path differ-

ence is small, original and mirror sound source cannot

be regarded as being incoherent and the phase differ-

ence between the two is relevant. At very low

frequencies, the sound pressures are thus adding in-

phase and the sound pressure level is up to 6 dB higher

than in the incoherence case. In contrast to this, at

higher frequencies, a phase shift occurs during reflec-

tion at very shallow angles. This means that in a certain

frequency range the reflected sound could cancel the

direct sound almost completely instead of amplifying

it. The position of this frequency range depends on (1)

the height above ground of both the sound source and

the receiver, (2) the distance between the two, and (3)

ground conditions and natural cover [19–24]. Fig-

ure 6.7 demonstrates this phenomenon by means of a

measurement performed above sandy ground.

At larger distances from the sound source, the ray

reflected from ground is attenuated by absorption and

scattering to such an extent that a constant excess atten-

uation of 3 dB can be added to the calculated sound

pressure level due to a spherical wave propagation.

6.4.2 Excess Attenuation During Sound
Propagation Through Natural Cover

Sound is scattered multiply during propagation

through natural cover (wood and scrub). Parts of the

scattered sound energy get lost by absorption on the

ground or in the leaves of trees which is related to the

effect that sound energy is scattered heavenward. For

this reason, excess attenuation for sound propagation

through the wood is greater than open air. However,

close to the sound source, the sound pressure level

may even be greater due to reflection (see Fig. 6.8).

Details about excess attenuation during sound prop-

agation through natural cover given in literature

diverge quite a bit [25–30]. However, excess attenua-

tion is lower than commonly assumed. In order to

achieve a clearly perceptible level reduction (at least

5 dB), a very deep planting (at least 50 m) with dense

foliation is required. During the leafless season, the

level reduction by deciduous woodland is marginal.

Because scattering plays an important role for the

excess attenuation in woods, it is definitely not quite

correct to base calculations on a damping which is pro-

portional to the length of the path. However, most of the

authors still specify an excess attenuation in dB/m.

According to Hoover ([28], quoted in [31]), it is accept-

able to calculate with

awood ¼ 0:01
f

1Hz

� �1=3

dB/m, (6.13)

as an average for various woods.

Fig. 6.7 Reduction of the sound level measured for different

distances between receiver and source related to the distance of

5 m. Measurement conditions: sandy ground, sound propagation

in the direction of the wind, sound source, and receiver 5 m

above ground
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6.4.3 Excess Attenuation by Buildings

In terrain covered with single buildings, the A-

weighted sound pressure level of traffic or industrial

noise decreases as an average by 10–15 dB in addition

to the level decrease for free sound propagation. The

dependency on distance is related to the building

density.

6.5 Influence of Inhomogeneities of Air

At large distances from the sound source measured

sound levels can considerably deviate downward or

even upward from those which could be expected

theoretically. Then the level reduction due to geome-

try, the dissipation in air, and the ground absorption is

underestimated or overrated. This is attributed to the

fact that air is not a homogeneous motionless medium.

6.5.1 Wind-Speed Gradient

The strongest influence on sound propagation out-

doors can be expected from the wind direction. The

common experience points out that sound propagates

further on downwind condition than it does on head-

wind condition.

This is due to the fact that the motion of air at the

ground is slowed down by friction and obstacles and

that the wind speed, therefore, increases with the

height above ground. As the sound propagation veloc-

ity relative to the ground is composed of the sound

speed in the motionless air and the air speed, sound

waves are propagating faster with increasing height on

downwind condition and slower on headwind condi-

tion. Therefore, the sound rays are diffracted toward

the ground on downwind condition and are diffracted

off the ground on headwind condition. This is shown

in an exaggerated manner in Fig. 6.9. Due to the

diffraction toward the ground, excess attenuation by

natural cover and buildings as well as screening by

barriers can be compensated on the whole or in part.

Contrary to this, on downwind condition, a

shadowing zone is formed (Fig. 6.9) which is not

reached by direct sound at all. In the case of constant

wind-speed gradient c0 ¼ dc/dz (z is the height above

ground), the sound rays form catenary curves [32]

which can be approximated by arcs of a circle with

the radius

R ¼ c0
c0 cos’

: (6.14)

where ’ is the angle between the direction sound

source–receiver point and the direction where the

wind is blowing from. For example, a wind-speed

gradient of 0.1 m/s per m height difference results in

a radius of curvature of about 3.4 km. The distance xs
of the shadow border for a receiver in the height zR
from a sound source at the height zS is approximately

xs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2c0

c0 cos’

s ffiffiffiffiffi
zR

p þ ffiffiffiffi
zS

pð Þ: (6.15)

For a receiver at 5 m height, the shadow zone of a

sound source located also at 5 m height above ground

begins at a distance of approximately 370 m from the

sound source, given that the wind-speed gradient is

0.1 m/s per m.

Generally, the shadow zone is not well defined.

There is a transient zone where the excess attenuation

decreases more or less rapidly with distance

depending on the angle of the wind direction. In the

shadow zone, the excess attenuation can be up to

30 dB.

Fig. 6.8 Energy equivalent mean level normalized to the den-

sity of vehicles as a function of the distance to highways (aver-

aged over a large number of measurements) measured in the

plane in open terrain and in wood, microphone height 4 m
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Generally, the wind-speed gradient depends on

height. In Fig. 6.10, some characteristic runs of the

curve are shown.

6.5.2 Temperature Gradient

Because the sound speed is proportional to the square

root of the absolute temperature, sound propagation is

also affected by thermal layering in the atmosphere.

During clear nights when cooling of the ground by

thermal radiation temperature inversion is frequently

observed, temperature, and, thus also, sound speed,

increase with height and the sound waves are refracted

toward the ground, which is comparable with the sound

propagation on downwind condition. During the day,

when the ground is heated up by solarization, tempera-

ture above ground decreases with increasing height.

The sound rays are refracted upward and (at still air) a

circular shadow border is formed around the sound

source. Independent from the propagation direction,

no sound rays reach the ground if the sound source is

beyond a certain distance. Figure 6.11 shows two diur-

nal cycles of the temperature gradient at ground level.

6.5.3 Turbulence

During gusty wind, which means turbulent atmo-

sphere, there also occurs an additional excess attenua-

tion in wind direction which is unsteady and causes

fluctuations of the sound level which increase with

distance.

6.6 Sound Immission Calculation

6.6.1 Preliminary Remarks

For all types of facilities (industry, business, traffic,

sports and recreation, and shooting ranges),

precalculations of the sound immissions expected

from these sound sources (sound immission predic-

tion) and of the noise protection measures required

Fig. 6.9 Refraction of the sound waves and forming of a sound shadow by increase of wind speed with height (wind-speed

gradient)

Fig. 6.10 Mean decrease of the wind-speed gradient as a func-

tion of height [18]
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are a demand in the framework of planning permission

processes. In many cases, measurements of the sound

immission have to be replaced by calculations on the

whole or in part, because the noise from the facility

cannot be measured at the point of sound immission

due to excessive background noise. In order to pursue

a consistent approach for such calculations, adequate

methods have been defined in many administrative

regulations, standards, and directives. Normally, the

equivalent continuous noise level (mean level) Leq has

to be calculated at first. Based on this quantity, the

noise rating level Lr is calculated by applying various

noise character penalties or reliefs (see Chap. 6). In

this chapter, only the calculation of the mean level

according to ISO 9613–2 [2] is discussed without

going into further details. Its application is stipulated

in most of the regulations and directives.

6.6.2 Calculation According to ISO
9613–2

For the calculations, sound sources whose dimensions

are small with respect to the distance d from the

receiver point are considered point sources. Bigger

sound sources are divided into smaller part sound

sources. One has to take into account that the distance

d has always to be referred to the center of the (part)

sound source.

Calculations are carried out in octave bands.

The equivalent continuous downwind octave-band

sound pressure level LfT(DW) which occurs at a

receiver point on downwind condition is calculated

for each sound source and its mirror sound source

according to

LfTðDWÞ ¼ LW þ Dc � A; (6.16)

where LW is the octave-band sound power level of the

sound source, Dc ¼ DI + DO the directivity correc-

tion, and A the octave-band attenuation during the

sound propagation from the sound source to the

receiver point.

The directivity index DI specifies the difference in

dB by which the sound pressure level of the sound

source during free sound propagation in the direction

of the receiver point is higher than that of an omnidi-

rectional sound source with same sound power.

Examples for directional sound sources are railway

trains and openings of funnels. DI is a function of the

radiation direction and the frequency. The directivity

index of an omnidirectional sound source is 0 dB for

all directions. However, the majority of sound sources

radiates almost omnidirectional and DI is set to 0 dB.

The index DO ¼ 10lg(4p/O) dB is taken into

account if a sound source which is supposed to be

omnidirectional but radiates due to its location only

in the solid angle O instead of 4p. For example, if it is

located at ground level, then O ¼ 2p and DO ¼ 3 dB

(as a rule). If it is located in addition in front of a wall,

then DO ¼ 6 dB.

The attenuation term A is composed of several

attenuations:

A ¼ Adiv þ Aatm þ Agr þ Abar þ Amisc: (6.17)

Several attenuations are discussed as follows:

– Adiv ¼ 20 lg d
1m þ 11

� �
dB, geometrical divergence.

– Aatm ¼ ad=1; 000, atmospheric absorption, with a
absorption coefficient of the air in dB/km.

– Agr ¼ 4:8dB� 2hm
d 17þ 300m

d

� �
dB � 0 dB, ground

effect, with hm mean height of the sound propaga-

tion path above ground. The value thus calculated

Fig. 6.11 Temperature gradient during the course of a day

(averaged) for a layer of 7–17 m above ground for June and

January [18]
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holds only if the A-weighted sound level must be

calculated and if the sound propagates over mainly

sound-absorbing ground and the sound is not a

tone. Otherwise, Agr has to be calculated separately

for each octave band according to a more complex

method, which is also defined in the standard.

Based on this method, Agr already implies the

sound reflected at the ground and DO is set to zero.

– Abar ¼ Dz � Agr � 0 dB, screening; herein, the bar-

rier attenuation Dz for diffraction over a single

barrier edge is

Dz ¼ 10 lg 3þ C2

l
zKmet

� �
dB< 20 dB; (6.18)

where C2 ¼ 20 or (only if the ground reflections

are taken into account separately by means of mir-

ror sound sources) C2 ¼ 40 and the pathlength

difference

z ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dss þ dsrð Þ2 þ a2

q
� d; (6.19)

where dss is the distance from the source to the

(first) diffraction edge, dsr the distance from the

(second) diffraction edge to the receiver point, a
the component distance between source and

receiver point running parallel to the barrier edge

and

Kmet ¼ exp � 1

2; 000

ffiffiffiffiffiffiffiffiffiffiffiffiffi
dssdsrd

2z

r !
for z> 0; (6.20)

a correction factor for meteorological effects.

– Amisc, additional types of attenuation.

The total equivalent continuous A-weighted down-

wind sound pressure level is obtained by summing the

octave-band sound pressure levels according to

Eq. (6.16) for each octave band:

LATðDWÞ ¼ 10lg

�
X8
j¼1

10 LfTðjÞþAf ðjÞð Þ=10dB
( )

dB; (6.21)

where

j is an index indicating the eight standard octave-

band midband frequencies from 63 Hz to 8 kHz.

Af denotes the standard A-weighting according to

IEC 61672–1 [33].

Concerning this, the standard contains details for

the calculation of the excess attenuations caused by

natural cover, industrial terrain, and terrain covered

with buildings.

The long-term mean level LAT(LT) – averaged over

several months or 1 year, which means different meteo-

rological conditions – is calculated based on the equiva-

lent sound pressure level for downwind according to

LATðLTÞ ¼ LATðDWÞ � Cmet: (6.22)

The meteorological correction Cmet is set to zero for

distances up to dp ¼ 10 [(hr + hs)/1 m] or else it is

Cmet ¼ C0 1� 10
hr þ hs
dp

� �
dB: (6.23)

where hr, hs are the heights of receiver point and

source, dp the horizontal distance between source and

receiver, and C0 a constant whose value is fixed by the

local authorities or can be derived from the local prop-

agation classes statistics [34]. In most cases, one can

calculate with 2 dB for daytime and 3 dB for nighttime.

6.6.3 Limitations

The estimated accuracy of the values calculated for

LAT(LT) for broadband noise is �1 dB concerning

situations without reflections and screening and mean

rayheights hm ¼ (hr + hs)/2 between 5 and 30 m; oth-

erwise, it is �3 dB. The specification of an upper

distance limit for the validity is omitted. For distances

beyond 1 km, only spare experiences are available.

The standard does not apply to air traffic noise and

pressure waves through blastings. For the latter, results

of measurements of the sound propagation in wooded

terrain and over water across distances of up to 10 km

are available [35]. According to this investigation, the

sound level decreases by approximately 15 dB with

every doubling of the distance in the range from 1 to

10 km. By contrast, the decrease is not more than

about 5 dB across water surfaces. Over expanses of
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water, multiple reflections at the surface during wind

and temperature inversion cause higher sound levels

than calculated for all types of noise.
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Sound Insulation in Buildings 7
K. G€osele and E. Schr€oder

Sound insulation between the different rooms inside a

building or to the outside is a very complex problem.

First, the airborne sound insulation of ceilings, walls,

doors and windows is important. Second, a sufficient

structure-borne sound insulation, also called impact

sound insulation, for the ceilings, has to be provided

especially. Finally, the service equipment should be

sufficiently quiet.

These three problems will be discussed in the

following.

7.1 Airborne Sound Insulation

7.1.1 Characteristics

The airborne sound insulation of a building element is

its ability to prevent that airborne sound power inci-

dent upon the building element that is transmitted to

the adjacent rooms. The airborne sound insulation

between two rooms usually depends on the design of

the separating building elements (partition, ceiling,

etc.) between them. Their insulating performance is

described by the sound reduction index R, also called

transmission loss TL, defined as

TL ¼ R ¼ �10 lg
W2

W1

dB; (7.1)

where W1 is the sound power incident upon the build-

ing element and W2 is that transmitted to the adjacent

room. If sound transmission does not only take place

via the separating building element, but also partly

via flanking elements – as is usually the case for

buildings – the apparent sound reduction index R0 is
applied [44, 61]. The apostrophe means that sound

transmission does not only take place via the

separating partition itself but also via flanking

elements and other flanking paths:

R0 ¼ �10 lg
Wtot

W1

dB; (7.2)

Wtot is the total sound power transmitted to the

adjacent room, which consists of the transmitted

sound power both of the separating component W2

and of the flanking components and other possible

transmission paths (e.g., air ducts).

If this definition is applied to the sound transmis-

sion between two rooms via a separating building

element and diffuse sound fields are assumed, the

following equation is valid:

R0 ¼ L1 � L2 þ 10 lg Ss=A dB: (7.3)

In this equation, L1 is the sound pressure level in the
source room, L2 is the sound pressure level in the

receiving room, Ss is the surface of the separating

building element and A is the equivalent sound absorp-

tion area of the receiving room.

For a rough estimate of R0 for a furnished small

living room, the logarithmic term in Eq. (7.3) may be

neglected.
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In some cases, it is not possible or not practical to

apply definition Eq. (7.3). For example, it is not possi-

ble if the sound incident and sound radiating surface

do not share a common surface of the separating

building element, as it is the case, e.g., when the

rooms are staggered. In this case, the so-called

normalised level difference Dn is used:

Dn ¼ L1 � L2 þ 10 lgA0=A dB: (7.4)

Dn is a sound level difference, which is free of the

randomness of the interior decoration of a room, as it

refers to a certain equivalent sound absorption area A0

of the receiving room.

The reference equivalent sound absorption area A0

usually has a size of 10 m [44]. This value approxi-

mately corresponds to the equivalent sound absorption

area of a furnished small living room.

However, in individual cases, e.g., in a large hall, it

may be reasonable to use another value A0, which is

adapted to the stated, desired sound absorption in the

room.

The normalised level difference is also stated for

measurements of small components at the test stand

(surface <1 m2), e.g., outdoor air intakes, transfer air

devices, roller shutter housings, etc., and is then called

element normalised level difference Dn,e [49]. Further-

more, it is used to describe sound transmission from

one room to another via flanking elements [58–60], and

is then called normalised flanking level differenceDn,f.

The sound reduction index and the normalised level

difference are independent from the measuring direc-

tion, i.e., independent from which room is chosen as

source or receiving room.

Another quantity to characterise sound insulation

between rooms based on the reverberation time T is

the standardised level difference DnT according to

DnT ¼ L1 � L2 þ 10 lgT=T0 dB: (7.5)

Here, for living rooms, the measured reverberation

time T refers to a reference reverberation time in the

receiving room of T0 ¼ 0.5 s, which is equivalent to

A0 ¼ 0.32 V. It is assumed that furnished living rooms

have a reverberation time of 0.5 s, nearly independent

from volume and frequency. If the reverberation times

of source and receiving room are different from each

other, the standardised level difference depends on the

direction of sound transmission.

The sound insulation depends on the frequency. For

a simple characterisation, the following single number

quantities are used and the values are calculated over

the frequency range from 100 Hz up to 3,150 Hz:

– Weighted sound reduction index Rw or R0
w (com-

parison with an curve of reference values) [64]

– Average sound reduction index R or Rm (linear

averaging over the above-mentioned frequency

range, if R is plotted over a logarithmic frequency

scale)

Of these parameters, only the weighted sound

reduction index Rw or R0
w are still in use. In order to

determine the single number values, a reference curve

B is moved in steps of 1 dB compared with the

measured values, as long as the sum of the negative

deviations compared with the shifted reference curve

Bv is as large as possible in the individual one-third-

octave bands, but not larger than 32 dB (see Fig. 7.1).

The R-value of this shifted reference curve Bv at

500 Hz is the weighted sound reduction index Rw;

see also [1, 54].

This method, which may seem like a random

method at first sight, takes into consideration the vary-

ing sensitivity of the human ear to different

frequencies according to the A-weighting and the

noise spectrum of typical noise in living rooms in the

frequency range of 100 Hz up to 3,150 Hz [2].

Fig. 7.1 Definition of the sound reduction index Rw or R0
w. B

reference curve, Bv shifted reference curve, M measured values

and U unfavourable deviations of M compared with Bv
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Recently, two other noise spectra that represent

certain types were used with the aim to obtain a single

number value for judging the insulation efficiency.

This enables an assessment of sound insulation, e.g.,

of one building component for different types of noise

(e.g., traffic noise and music). The characterisation of

sound insulation regarding these types of noise can be

made with so-called spectrum adaptation terms, which

have to be added to the weighted sound reduction

index and can be stated for example as follows:

R0
w(C; Ctr) ¼ 42 (0; �5) dB.

Also, an extended frequency range up to 50 Hz and/

or up to 5,000 Hz can be considered, which is stated in

the form of an index to the spectrum adaptation term

(e.g., C100�5;000) (Table 7.1).

7.1.2 Measurements

The measurements can be carried out in the test stand

or in existing buildings. In accordance with the

Eqs. (7.3)–(7.5), airborne sound is generated in one

of the two rooms and the sound pressure levels L1 and

L2 are measured, usually in one-third-octave bands.

The reverberation times T (in s) are determined for

the same frequency bands and the equivalent sound

absorption areas A ¼ 0.16 V T�1 are determined from

the reverberation times assuming a diffuse sound field

(V is the volume of the receiving room in m). The

source sound can be a broadband noise (sine sweep,

pink or white noise) or a noise with one-third-octave

or octave bandwidth. In buildings, the measurements

are carried out in the frequency range of 100 Hz up to

3,150 Hz; in test stands in the frequency range of

100 Hz up to 5,000 Hz, by extending the frequency

range from 50 to 5,000 Hz, additional information can

be obtained.

More detailed information is given in the standards

ISO 140 [41–53]. A survey measurement method,

which can be applied in rooms up to 150 m3, is

described in [57].

7.1.3 Behaviour of Single Partitions

7.1.3.1 Basic Behaviour
For open porous walls, e.g., walls made of unrendered

pumice concrete, sound transmission can occur via the

narrow air ducts inside the wall. In this case, the sound

insulation is usually very small and is determined by

the flow resistance of the wall material. By means of

an air-tight layer, e.g., plaster, applied to the wall, this

transmission path can be suppressed, furthermore it

suffices to seal only to one side of the wall. The air-

tight wall will still be excited to bending vibrations,

which in turn send sound radiation into the adjacent

room. Nevertheless, sealing both sides of the wall will

better the sound insulation.

The isolation behaviour of homogeneous plates

becomes particularly clear when the product of the

sound reduction index R and wall thickness is plotted

versus the frequency of the exciting radiation. Here,

the three areas A, B and C can be distinguished (see

Fig. 7.2):

Table 7.1 Spectrum adaptation term for different noise sources [56]

Noise source Type of noise sources Spectrum

adaptation term

A-weighted

pink noise

Living activities (talking, music and radio) Children playingRailway traffic at medium and high

speedHighway road traffic > 80 km h�1Jet aircraft at a short distanceFactories emitting mainly

medium and high frequency noise

C

Urban road

traffic noise

spectrum

Urban road trafficRail traffic with low speedsAircraft, propeller drivenJet aircraft at a large

distanceDisco musicFactories emitting mainly low and medium frequency noise

Ctr

Fig. 7.2 Different areas A, B and C in the course of the sound

reduction index R depending on the product of frequency and

thickness of the plate
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Area A For low frequencies, the factor which is

most important for R is the mass per unit area m00 of
the plate. According to Heckl [3], the transmission loss

R can be calculated as follows:

R ¼ 20 lg
pf m00

rc
� 3

� �
dB; (7.6)

(r density of air and c sound velocity in air)

Area B In a second area, a resonance-like dip of

sound insulation occurs with a minimum near the

critical frequency fc. According to Cremer [4], this

critical frequency can be calculated as follows:

fc ¼ c2

2p

ffiffiffiffiffiffi
m00

B0

r
; (7.7)

fc � 6:4� 104

h

ffiffiffiffiffi
rP
E

r
Hz: (7.8)

In this equation, B0 is the bending stiffness (per unit
of width) of the plate (in N m), h is the thickness of the

plate (in m), rP is the density of the plate material (in

kg m�3) and E is the Young’s modulus (in N m�2).

Above all, the depth of the minimum depends on

the ratio l/lc (l length of the plate and lc wavelength of
airborne sound at the critical frequency) and on the

material damping of the plate. For thick plates, l/lc is
comparatively small. The distinct minimum

degenerates and becomes nearly flat; see Fig. 7.5 and

[5, 6].

Area C The third area runs above the limiting

frequency in a straight line, with a slope of 25 dB per

frequency decade. The sound reduction index can be

calculated according to Heckl [3], in accordance with

practical results [7], as:

R ¼ 20 lg
pf m00

rc
þ 10 lg

2�

p
f

fc

� �
dB: (7.9)

In this equation, sound insulation also depends on

the total loss factor � of the plate; the higher �, the

higher is the transmission loss. The total loss factor

consists of the energy loss at the boundaries, due to

material damping and due to acoustical radiation.

For the sound insulation behaviour, the location of

the critical frequency is important. Some values for the

critical frequency of different plates and walls are

stated in Fig. 7.3. If possible, they will be shifted to

the upper frequency limit or, if this is not possible,

to the lower frequency limit. An essential parameter

for the critical frequency is the thickness of the com-

ponent. However, for the same thickness the critical

frequency can also be influenced by the choice of

material, depending on whether the ratio rP/E is

large (rubber and lead sheet) or small (glass and

steel sheet).
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Fig. 7.3 Critical frequency

for plates made of different

materials, depending on the

thickness of the plate
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7.1.3.2 Behaviour of Existing Partitions
The airborne sound insulation index R0

w of single

monolithic partitions is shown in Fig. 7.4 as a function

of its mass per unit aream00. Despite the influence of the
Young’s modulus, for common building materials Rw

only depends on the mass per unit area, as the ratio rP/E
in Eq. (7.8) is very similar for most building materials.

Only for extremely flexible materials (rubber and

lead sheet) or rigid materials (wood), this rule is not

valid [5]. Owing to the dominating influence of themass

per unit area on Rw, this is called “mass law” for single-

layer plates. Thismass lawwas stated first byBerger [8].

The frequency dependency of R0 for nearly homo-

geneous partitions with a mass per unit area of more

than 30 kg m�2 is shown in Fig. 7.5. At low

frequencies, R0 hardly depends on the frequency

[5, 6], but will then increase above the critical fre-

quency by 25 dB per frequency decade.

There are several deviations from this law.

Larger cavities in walls and ceilings can lead to

resonances of the created shell elements and to a

deterioration of sound insulation. For more details,

see [5]. Therefore, in such a case the mass law is

only valid in a restricted way.

Smaller cavities: If the openings are arranged in an

acoustically unfavourable way (staggered openings),

this leads to a strong reduction of the Young’s modu-

lus of the wall perpendicular to its surface and thus to

disturbing thickness resonances of the wall with a

decrease in the transmission loss by approximately

10 dB and more [9, 10]. For higher frequencies, the

individual limiting elements of the cavities can show

resonances, which according to Heckl [11] can lead to

a deterioration of the sound insulation.

Multilayered walls: Above all those with coverings

made of materials of medium stiffness (rigid foam plate

and wood–wool fibreboards), can behave more

unfavourably than expected with regard to their mass

per unit area. An example is shown in Fig. 7.6. This

effect, which is surprising at first, can be explained by

resonances of the outer layers (masses) and the interme-

diate layer (spring), together with the wall itself (mass).

Actually, these aremulti-layer partitions according to

Sect. 7.1.4 but are dimensioned in an unfavourable way.

7.1.4 Behaviour of Double-Layer
Partitions

7.1.4.1 Basic Behaviour
From the acoustic point of view, double-layer

partitions are made of two solid panels separated by

a soft resilient intermediate layer, usually an air layer,

if possible damped with a sound-absorbing material.

The behaviour of such a construction can be explained

approximately by the oscillating system shown in

Fig. 7.7, where two masses are connected by a spring.

The basic course of the sound reduction index R

depending on the frequency is shown in Fig. 7.7 in

comparison with the sound insulation by a single

Fig. 7.4 Dependency of the apparent sound reduction index

R0
w of single-layer monolithic partitions from the mass per unit

area m00 of common building materials with standard flanking

paths

Fig. 7.5 Idealised frequency course of the sound transmission

index R0 of homogeneous single-layer walls
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layer. At low frequencies, the double-layer construc-

tion with intermediate layer brings no improvement in

the sound insulation, whereas at the resonance fre-

quency fres, a considerable deterioration of sound insu-
lation occurs. According to the mass–spring–mass

model shown in Fig. 7.7, fres
1 results as follows:

– If the shells are connected with each other via an

intermediate layer across the entire surface,

fres � 190

ffiffiffiffiffiffi
s00

m00

r
; (7.10)

– For air as intermediate layer (filled with sound-

absorbing material, see Sect. 7.1.4.2),

fres � 190

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:11

d � m00

r
Hz � 65ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d � m00p Hz: (7.11)

In these equations, m00 ¼ m00
1 � m00

2= m00
1 þ m00

2ð Þ;
m00

1 andm
00
2 are the masses per unit area of the two

layers (in kg m�2), d is the thickness of the air layer

(in m) and s00 is the dynamic stiffness of the interme-

diate layer (in MN m�3).

Above fres, the sound insulation strongly increases

with the frequency. The increase DR compared with

the sound reduction index of a single layer can be

described as follows:

DR ¼ 40 lg f=fresð ÞdB; f > fres: (7.12)

This improvement – calculated according to the

idealised model shown in Fig. 7.7 – is only valid for

a restricted frequency range. For high frequencies, the

critical frequency fc of the layers becomes very dis-

tinct and leads to a relative sound insulation minimum.

Besides, for high frequencies (f > c/(4d)) the stiffness

a bFig. 7.6 Deterioration of

sound insulation of single-

shell walls by plaster on

insulating layers of

unfavourable stiffness

(resonance effect)

Fig. 7.7 Principle course of the sound insulation R of a single-

layer and a double-layer partition made of thin flexible plates

depending on the frequency f

1 The resonance frequency fres results from a modified mass-

spring-mass model for the calculation of sound insulation of

double-layer constructions [12]. The relations given in (21.10)

and (21.11) are valid for thin, flexible layers.
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of the intermediate air layer increases, which limits the

increase in sound insulation.

These influences can be taken into account by an

enhanced model, which accounts for the actual

conditions [12]. In this case, the following equation

for the sound reduction index R of a double-layer

partition (without structure-borne connections and

gap filled with sound-absorbing material) results:

R ¼ R1 þ R2 þ 20 lg
4pf � d

c
dB for

f > fres and f <
c

4d
;

(7.13)

R ¼ R1 þ R2 þ 6dB for f >
c

4d
; (7.14)

R1 and R2 transmission loss of the first or second

layer,

c sound velocity in air (in m s�1), and

d distance of the layers (in m).

There is usually a satisfactory correspondence

between calculation and measurement for the

investigated double-layer partitions; see Fig. 7.8 for

a double-layer partition with flexible layers and

Fig. 7.9 for a double-layer partition with rigid layers.

In the latter case, there are deviations above 500 Hz,

which are caused by (a few) sound bridges.

Sometimes, deviations may also occur at low

frequencies. The reason for such deviations may be

the correspondence of the plate resonances of both

wall layers. Figure 7.10 gives a rough overview of the

sound insulation of double-layer partitions with

sound-absorbing material in the cavity and without

structure-borne connections.

7.1.4.2 Design of the Intermediate Layer
In order to calculate the resonance frequency fres, not only
the mass per unit area of the layers but also the dynamic

stiffness s00 of the intermediate layer must be known.

When the layers are connected by an intermediate

layer, obviously the dynamic stiffness of the intermediate

layermust be used for the calculation. Values of common

materials are given in Table 7.6. Besides, it is important

to know whether the intermediate layer is glued to the

outer layers on both sides or only on one side (influence

of contact stiffness).Multiple intermediate layerswithout

adhesive reduce the dynamic stiffness because of the

additional contact stiffness between the layers.

The most important intermediate layer for double-

layer constructions is air without a fixed connection of

the layers via the intermediate layer. Air has the lowest

possible stiffness s00, if the material in the cavity has a

Fig. 7.8 Comparison of measurement a and calculation b for a

double-layer wall made of thin flexible plates at the test stand

(without flanking paths)

Fig. 7.9 Comparison of measurement a and calculation b for a

double-layer partition wall of a house with solid shells on site.

Wall shells: 175 mm cellular concrete, distance of the shells:

40 mm (with mineral fibre boards)
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flow resistance of at least r ¼ 5 kPa s m�2, which is

usually realised in the form of a flexible porous

absorber, e.g., mineral fibre or open-cell foam. In this

case, dynamic stiffness is

s00 ¼ 0:11

d
MN �m�3; (7.15)

with d (in m) being the thickness of the air layer.

Without a flow resistance in the air cavity, an

essentially higher stiffness of the air layer leads to

cavity resonances with little damping; see Fig. 7.11.

According to Meyer [13], this imperfection of an

undamped air layer can be partly alleviated by a so-

called edge damping (¼ installation of a porous mate-

rial at the edge of the cavity), but cannot be completely

removed [14].

7.1.4.3 Sound Bridges
For practical reasons, in many cases fixed connections

between the layers of a construction are required. They

act as sound bridges and reduce the sound insulation of

a construction at higher frequencies. The connections

are the more harmful, the more rigid the layers, i.e., the

lower the layers’ limiting frequency. This can go to

such lengths that such double-layer constructions (e.g.,

made of gypsum, pumice or cellular concrete boards

with a thickness of 50 mm up to 100 mm) with several

sound bridges are much more unfavourable than a

single layer of the same mass. For thin, flexible plates

with a comparatively high critical frequency, however,

the influence of sound bridges is lower. According to

Heckl [15], individual point bridges are less disturbing

than line bridges. Besides, the disturbing effect of a

connection also depends on its stiffness.

7.1.4.4 Importance of Flexible Layers
The bending stiffness of the layers is very important

regarding the sound insulation of double-layer

Fig. 7.10 Overview of the achievable airborne sound insula-

tion index Rw of double-layer walls (with separate shells)

depending on the mass per unit area m00 of the whole wall and

the distance of the shells d

Table 7.6 Dynamic stiffness of insulating layers (values aver-

aged and rounded)

Insulating material Thickness

(mm)

Dynamic

stiffness

s00 (MN m�3)

Mineral fibre boards 10 20

Mineral fibre boards 20 10

Coconut fibre mats 12 40

Granulated cork mats 7 150

Polystyrene rigid foam boards,

depending on the manufacturer

15 10–200

Wood wool lightweight building

boards

25 200

Cork boards 10 500

Sand filling 25 300

Fig. 7.11 Example for improving the sound reduction index R0

of a double-layer wall by inserting a “flow resistance” in the

cavity
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constructions. This can be explained by the different

radiation behaviour of layers below and above their

critical frequency, if free bending waves are excited.

Such excitations are caused by airborne sound, but,

above all, by sound bridges or fixed connections with

the side walls. For this reason, a critical frequency fc of
the layers which is as high as possible is aimed at

(“flexible” layers). Conversely, a sufficiently high

mass per unit area of the layers is required, so that

for a restricted distance of the layers the resonance

frequency fres according to Sect. 7.1.4.1 is not too high.

Both conditions can be fulfilled when the layers are

weighed down at the inside with a suitable material

(Fig. 7.12), so that an increase of the mass per unit area

and no significant increase of the bending stiffness

result. Tests have shown that it is very favourable if

the material also has a high material damping. Practi-

cal use: Gluing of individual pieces of plate made of

brick, concrete, sheet steel, or sheet lead or heavy

layers made of plastic onto the layers.

The use of two thin plates is more favourable than

the use of one thick plate, as the two plates have a

higher critical frequency for the same mass and, in

case of materials with low internal damping, also

higher total damping.

7.1.4.5 Double Walls in Practice
Double walls made of rigid layers, which are self-

supporting, e.g., made of gypsum or cellular concrete

plates with a thickness of 60 mm up to 100 mm, have

an airborne sound reduction index between 47 and

50 dB. In the middle of the frequency range of interest,

they have a resonance dip in the sound insulation

curve, which is caused by the critical frequency. By

an increase of structure-borne sound insulation of the

layers, the sound insulation can be improved, e.g., by

connecting the layers to the flanking partitions with

bitumen strips or by weighing down the wall layers at

the inside with loose sand [16].

With flexible layers, usually chipboards or gypsum

boards, the values stated in Table 7.2 can be achieved

[17]. In case of connecting the layers with stands, an

increase of sound insulation by means of higher struc-

ture-borne sound damping and/or insulation of the

stands is possible. This can be achieved, e.g., by spe-

cial supports or by damping the stands with insulating

boards [18] (Table 7.2).

7.1.4.6 Acoustical Linings
It is often the task to improve airborne sound insula-

tion of existing massive walls. This can be achieved by

so-called acoustical linings, i.e., light, flexible layers

(e.g., chipboard, gypsum plasterboard or plaster),

which are fixed to the wall by means of a supporting

frame with a total thickness of at least 50 mm. The

possible improvement becomes lesser with an increas-

ing mass per unit area of the massive wall. Typical

values for the weighted sound reduction improvement
Fig. 7.12 Improving the sound insulation of double-layer wall

panels by weighing them down with B

Table 7.2 Airborne sound insulation of gypsum plasterboard walls with flexible layers

Wall construction shells Connection between

the layers

Distance of

the shells

(mm)

Total wall

thickness

(mm)

m00 per layer
(kg m�2)

Weighted

sound

reduction

index

Rw
a (dB)

Chipboards, gypsum

plaster boards

Via wooden studs 60–80 80–100 approx. 8.5 37–39

Gypsum plaster boards,

1 layer per shell

Via common metal studs CW 50 � 0.6 50 75 8.5 39

Gypsum plaster boards,

1 layer per shell

Via common metal studs CW 100 � 0.6 100 125 8.5 41

Gypsum plaster boards,

2 layers per shell

Via common metal studs CW 50 � 0.6 50 100 17 46

Gypsum plaster boards,

2 layers per shell

No connection (staggered metal studs

CW 50 � 0.6)

105 155 17 58

aRw without considering flanking paths, e.g., flanking partitions.
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index DRw with different substructures are given in

Table 7.3.

The improvement of the sound insulation for

substructures with a connection to the wall is usually

lower than for free-standing substructures or compos-

ite boards, which are only fixed punctually to the wall.

Examples are shown in Fig. 7.13. Measured values for

different coverings on direct and flanking partitions

are stated in [19, 61]. Laboratory measurements of

acoustical linings can be executed according to [52].

During construction, the achievable improvement

by means of acoustical linings is often limited to

distinctly lower values than shown in Table 7.3,

owing to the sound transmission via flanking building

elements (see Sect. 7.1.5).

7.1.4.7 Windows
In connection with single and double walls, windows

also have to be discussed. For them, the described

basic laws are valid as for other separating elements.

However, leakages are a great problem, especially for

highly sound-insulating windows (see Sect. 7.1.6).

Typical weighted airborne sound reduction indices of

functioning windows are:

Tilted window Rw ¼ 10–12 dB

Old window without sealings in the rabbets Rw ¼ 20–28 dB

Single window with normal double glazing Rw ¼ 32–34 dB

Single window with heavy double glazing Rw ¼ 38–40 dB

Single window with highly sound-insulating

laminated sheet glass

Rw ¼ 44–47 dB

Linked casement with double frames Rw ¼ 37–40 dB

Highly sound-insulating linked casement

with double frame

Rw ¼ 45 dB

Box-type window, depending on glazing

and frame

Rw ¼ 45–60 dB

For highly sound-insulating windows (Rw > 45

dB), it is possible that more sound is transmitted via

the frame than via the panes. In this case, a separation

(decoupling) of frame and panes with regard to struc-

ture-borne sound is required. Calculated values for

sound insulation of windows are stated in [39].

For double façades, the following improvement of

sound insulation by means of the outside façade can be

achieved, depending on the size of the supply and

Table 7.3 Example for acoustical linings and typical weighted sound reduction improvement indices DRw

Lining made of two layers with approx. m00 ¼ 7 kg m�2 each Weighted sound reduction improvement index DRw

Supporting construction with a depth of at least 50 mm and damped

cavity

Light solid walls approx.

m00 ¼ 120 kg m�2
Heavy solid walls approx.

m00 ¼ 400 kg m�2

Detached wooden or metal studs in front of the wall (no contact to wall) 18 dB 12 dB

Sandwich panels made of a gypsum plaster board and a resilient

insulating layer (e.g., mineral fibre boards), which are glued to the wall

16 dB 11 dB

Minimum values for detached linings with a resonance frequency of

fres � 80 Hz according to [63]

16 dB 7 dB

Fig. 7.13 Example for

improving the airborne sound

insulation of a lightweight

wall by means of an acoustical

lining

146 K. G€osele and E. Schr€oder



waste air openings and the absorbing lining of the

space in between:

For closed windows of the inner façade DRw ¼ 3–11 dB

For tilted windows of the inner façade DRw ¼ 6–14 dB

7.1.5 Flanking Sound Transmission
in Solid Buildings

With suitable double-layer partitions or ceilings, very

high sound insulation can be achieved in the labora-

tory (e.g., Rw ¼ 65 dB up to 75 dB). On site, for

terraced houses with double-layer partitions between

the individual houses such values can be achieved with

a gap running over the whole depth of the house, so

that the houses are completely decoupled. In other

buildings with continuous flanking walls and ceilings,

such high transmission losses cannot be achieved, as

apart from the transmission via a separating partition

between both rooms, there is also a transmission via

flanking partitions (see Fig. 7.14). Bending vibrations

are excited in these partitions in the source room.

These vibrations are transmitted to the flanking

partitions in the adjacent room on the right or the

left, at the top or the bottom, usually with a low

damping between about 3 and 20 dB. This transmis-

sion limits the transmission loss achievable between

adjacent rooms in common solid buildings to values of

about R0
w ¼ 50 dB up to 57 dB, in worse cases also to

lower values. More details are stated in [20].

In order to describe sound transmission via the

individual transmission paths, according to Fig. 7.14,

for each transmission path ij (e.g., Ff) a flanking sound
reduction index Rij (e.g., RFf) can be defined:

Rij ¼ �10 lg
Wij

W1

� �
dB: (7.16)

This flanking sound reduction index RFf is e.g.,

the ratio of the sound power incident W1 exiting the

separating partition with the reference area Ss and the

sound powerWFf radiated by the flanking partition f in

the receiving room, owing to the sound exiting the

flanking partition F in the source room. The flanking

sound reduction index is defined as the ratio of the

radiated sound power Wij and the sound power W1

exiting the reference surface Ss of the separating parti-
tion, in order to be able to state the contribution of the

individual transmission paths to the total transmission.

The total sound powerWtot radiated to the receiving

room results from the sum of the radiated sound power

of the n flanking partitions (paths Df and Ff) and the

separating partition (paths Dd and Fd). With the defi-

nition of the apparent sound reduction index R0

Eq. (7.3), the following equation results:

R0 ¼ �10 lg 10�
RDd
10 þ

Xn
F¼1

10�
RFd
10

 

þ
Xn
f¼1

10�
RDf
10 þ

Xn
F¼f¼1

10�
RFf
10

!
dB;

(7.17)

with RDd being the transmission loss for direct sound

transmission.

Thus, for two adjacent rooms with usually n ¼ 4

flanking walls/ceilings, 13 transmission paths result

from this equation.

The described method to calculate R0 corresponds
to the calculation model for structure-borne sound

transmission according to ISO 12354–1 [61]. Here, a

detailed model is presented for a frequency-dependent

calculation according to Eq. (7.17), as is a simplified

model, in which the single-number quantities are used

in Eq. (7.17), i.e., the weighted sound reduction index

and weighted flanking sound reduction index.

7.1.5.1 Determination of the Flanking Sound
Reduction Index

According to [61], the flanking sound reduction index

for the transmission path ij can, in general, be deter-

mined as follows for any junction and different walls

in the source and receiving room:

Rij ¼ Ri

2
þDRi þRj

2
þDRj þ �Dv;ij þ 10 lg

Ssffiffiffiffiffiffiffiffi
SiSj

p
 !

dB,

(7.18)Fig. 7.14 Airborne sound transmission paths according to [61]
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with Ri sound reduction index of the excited element i
in the source room

Rj – sound reduction index of the radiating element

j in the receiving room

DRi, DRj – sound reduction improvement index by

means of acoustical linings for the element i or j (see
Sect. 7.1.4.6)

�Dv;ij direction averaged velocity level difference at

the junction between the building components i and j
Ss – surface of the separating element

Si, Sj – surface of the element i or j

Ri and Rj are the sound reduction indices for direct

sound transmission. The direction averaged velocity

level difference �Dv;ij describes the decrease of the

bending vibrations when crossing the junction

between element i and j.

The acoustic data should mainly result from test

stand measurements, but calculations are also possi-

ble. The values Ri, Rj and �Dv;ij have to be converted

into values on site (in situ). The different installation

conditions at the test stand and on site, which are

mainly described by the loss factor, lead to different

sound reduction indices R. The adjustment is made

according to the loss factors measured (or assumed)

at the test stand and expected on site. The loss factors

are determined from measurements of structure-borne

sound reverberation times. For solid building

elements, this method has proved successful above

the critical frequency [7]. The value �Dv;ij is determined

from the vibration reduction index Kij, taking into

consideration the junction length lij between the

elements i and j (common edge length) and their

damping characteristics (equivalent absorption

lengths) in situ.

The kind of junction has a great influence on the

flanking sound insulation: is it a double-T junction or a

T-junction, is the connection rigid or a soft intermedi-

ate layer; it also depends on the mass ratio between the

elements. The vibration reduction indices for several

building elements are stated in [61].

This approach has also been applied to determine

flanking sound insulation for building elements with

critical frequencies in or above the frequency range

of interest, e.g., for wood panelling etc. Because of

the different behaviour of these elements regarding

the bending radiation of either forced (in case of

direct sound transmission) or of free (in case of

flanking sound transmission) bending waves, there

are significant deviations between measurement and

calculation. Further problems occur because of the

uncertainty of the kind of the actual junction (rigid

junction, without connection, or anything in between).

These problems were often solved by transferring the

different behaviour of the partitions in the case of

flanking transmission compared to direct transmission

to the vibration reduction index. Unfortunately, these

approaches assume laboratory measurements and the

vibration reduction index loses physical significance.

7.1.5.2 Simplified Determination of Flanking
Sound Insulation

The above-described detailed calculation to determine

the sound reduction index from the direct and the

flanking sound reduction index can be simplified tak-

ing into consideration the actual condition in solid

construction, as shown in the following.

In solid construction, an approximate calculation

of the flanking sound transmission index RFf (also

RL) can be carried out according to Eq. (7.18). In

this calculation, it is assumed that the flanking

partitions in the source and the receiving room

are identical and the surface of the separating

partition is equal to the surface of each flanking

partition [21]:

RFf � Rf þ �Dv;Ff ; (7.19)

Rf is the sound transmission index of the flanking

partition for direct sound transmission (an approxi-

mate value can be taken from Fig. 7.15); �Dv;Ff can be

calculated according to [21] for a rigid connection

between flanking components and separating

components as follows:

�Dv;Ff ¼ 20l g
m00

t

m00
f

þ 12

� �
dB, (7.20)

with m00
t being the mass per unit area of the separating

partition and m00
f the mass per unit area of the flanking

partition. Equation (7.20) is only valid for a cross

junction; for a T-junction, only 9 dB are assessed

instead of 12 dB.

Dv is nearly independent of the frequency. Thus, it

is possible to apply the relation Eq. (7.19) immediately

on the weighted sound transmission index RFf,w or Rf,w,

which simplifies the calculation considerably.
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The flanking sound transmission indices RFd, RDf

and RFf have nearly the same value. The expected

improvement of the sound insulation of a wall with

one acoustical lining, which can be achieved with a

second acoustical lining on the other side of the wall,

can be derived by the calculation methods above. As

with a second acoustical lining, RDf is cancelled, and

which has nearly the same value as RFf, the transmis-

sion loss R0
w is only improved by 3 dB at the most. The

same is valid for ceilings with a suspended ceiling and

a floating floor.

7.1.5.3 Influence of the Mass Per Unit Area
of Flanking Partitions

The flanking sound insulation in solid constructions

with rigid junctions depends on two quantities:

• On the mass per unit area of the flanking walls and

• On the separation of ceiling or wall

In general, there is the opinion that for a high

flanking sound insulation the mass of the flanking

partition, especially, should be as high as possible.

However, calculation shows that this is not the case.

Figure 7.16 renders this dependence according to the

calculations in Eqs. (7.20) and (7.21). In the range

between m00
f ¼ 100 kg m�2 and 400 kg m�2, which

is the range of interest in civil engineering, the depen-

dence increases by only 3 dB. This surprisingly low

influence is due to the fact, that although for light

flanking walls the vibrations of the walls are very

large, for the same separating ceiling the velocity

level difference at the junction Dv is larger than for

heavier flanking walls. Both opposing influences lead

to the fact that the flanking sound insulation only

depends on m00
f in a small way. In contrast, the mass

per unit area m00
t of the separating ceiling has much

more influence. For the above variation of 1–4, a

difference of RFf,w of 12 dB would result. It follows

for solid constructions with rigid junctions of the

partitions: The flanking partitions should not be

heavy, but the separating partition, i.e., the separating

ceilings and walls of a flat, respectively.

7.1.5.4 Simplified Determination of R0
w

The results of the previous section can be roughly

summarised as follows: Owing to the existence of the

flanking walls of a ceiling with floating floor, the

airborne sound insulation deteriorates by approxi-

mately 15–20 dB. However, the amount of this deteri-

oration is influenced by m00
f only in a small way. On

account of this small influence of the mass per unit

area m00
f, the calculation of R0

w can be simplified. A

linear averaging of the values m00
f of flanking

partitions to a value m00
f, average can be made:

Fig. 7.15 Influence of a

flexible suspended ceiling on

the sound reduction index of a

concrete slab with floating

floor in the ceiling test stand

with flanking paths

Fig. 7.16 Little dependence of the weighted flanking sound

reduction index RFf,w from the mass per unit area m00
f of the

flanking wall in solid buildings
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m00
f;average ¼

Pn
i¼1

m00
fi

n
(7.21)

where m00
fi is the mass per unit area of the individual

flanking partitions (e.g., n ¼ 4 walls).

Then, for this value m00
f, average, RFf,w, valid for all

four walls, will be determined by using the

simplifications for the calculation of flanking sound

insulation indices according to Sect. 7.1.5.2. The cal-

culation method was used in DIN 4109, supplement 1

[38]. For about 50 ceilings and separating walls

investigated during construction, these calculated

values were compared with measured values, and the

resulting deviations are shown in Fig. 7.17.

Two things can be derived:

(a) The calculated values do not show any systematic

deviations from the measured values.

(b) The deviations are tolerable, considering the

extremely simplified calculation and the measure-

ment inaccuracies on the construction site.

7.1.5.5 Special Cases
The above calculation refers to the case when walls

and ceilings are solidly built and connected rigidly.

This was largely the case for constructions in the past.

In recent years, however, other solutions have been

applied – above all for outer walls. One possibility is

that solid separating walls between two flats are only

loosely connected to the outer walls with a so-called

blunt joint, and thus, there is no rigid connection. This

leads to an essentially reduced flanking insulation in

the horizontal direction. Another novelty is that the

flanking walls are fitted with a lining, which leads to a

resonance in the middle of the frequency range of

interest; see Fig. 7.18.

In the past decade, resonances inside certain outer

walls made of perforated brick caused a reduced

flanking insulation. This is shown in an example in

Fig. 7.19, where the flanking sound reduction index

RFf of a certain vertically perforated brick wall is

compared to the calculated values for a solid wall of

similar mass. In general, it can be said that, for the

above-mentioned reasons, the flanking transmission of

such outer walls determines the achievable sound

Fig. 7.17 Frequency distribution of the deviation of the air-

borne sound insulation index R0
w calculated according to

DIN 4109, amendment 1 [38] and measured on site (measured

values by Lang, Eisenberg, Schulze and G€osele)

Fig. 7.18 Influence of a

suitable and unsuitable wall

covering on the flanking sound

insulation (sound insulation

between two rooms, one of top

of the other, with concrete

ceiling and floating floor)
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insulation R0
w to a large extent. Also in these special

cases, a very simple additional calculation can be

applied.

7.1.5.6 Potential Improvements
(a) Increase of the mass per unit area of the flanking

walls.

The above comments show that a certain increase

of the mass per unit area of the walls (apart from

the separating wall to the adjacent flat) does not

lead to an essential improvement in flanking insu-

lation. If an improvement is intended by changing

the mass, this must be done for the separating

walls and ceilings. Here, an increase of the thick-

ness of the concrete ceiling from 150 to 300 mm,

raises from R0
w ¼ 55–61 dB.

(b) Acoustical lining of the flanking walls.

Another possibility is to add an acoustical lining to

the flanking walls. An example is shown in

Fig. 7.18. However, note the limit, as the lining

becomes ineffective near its resonance frequency

(approximately 100 Hz) and even counterproduc-

tive at the resonance frequency. Above all, the

main argument against such linings is the high

efforts and the reduction of living space.

(c) Structure-borne sound insulation.

Another method is a structure-borne sound insula-

tion by additional measures inside the walls. The

effect of such measures is shown in Fig. 7.20 for

very old timber framing walls where, for a mass

per unit area of about 150–200 kg m�2, by means

of friction between individual parts of the filling an

improvement of RL of about 15–25 dB was

achieved.

7.1.6 Leakages

For certain building elements, such as doors and

windows, and also for constructions where e.g., the

walls are built from individually removable plates, the

airborne sound insulation is decisively influenced by

sound transmission via joints and other leakages.

There are only a few quantitative documents on that

subject.

7.1.6.1 Simple Slits
In the following, the sound reduction index of a slit is

the sound reduction index RST of an (assumed) high

sound insulating partition with a size of 1 m and with a

slit with a length of 1 m. Sufficiently below the reso-

nance frequency fres of the slit, according to Gomperts

[23] the following equation is valid:

RST ¼ 20 lg l=bþ 10 lg f=f0 � 3½ �dB; (7.22)

Terms: see Fig. 7.21; f0 ¼ 100 Hz.

Thus, the sound insulation is better, the deeper the

slit (higher inertia). Conversely, each slit has very

disturbing resonances as soon as the length (including

the so-called end correction) is equal to l/2, l , . . . ; see

Fig. 7.19 Reduced flanking sound transmission index RFf of an

acoustically unfavourable outer brick wall according to

measurements of GSA Limburg [22]. (a) 300 mm vertically

perforated bricks (b) calculation for a solid homogeneous wall

(without any cavities) of the same mass
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Fig. 7.21 for f > 0.5 fres. This reduced sound insula-

tion occurring at higher frequencies is the more dis-

tinct and, in the frequency range of interest, the deeper

the joint [24]. Resonances often reduce sound insula-

tion of untight windows and doors.

7.1.6.2 Sealing Materials
For sealing slits, either so-called lip-seals or strips

made of foam are used. For low contact forces, the

lip-seals are more favourable. However, they have the

disadvantage in that they do not perfectly adapt to any

individual unevenness of the surface.

Only strips made of foam have an essential sealing

effect, if the specific airflow resistance r (according to

EN 29053 [67]) is sufficiently high. For frequencies

below the resonance frequency fres, the transmission

loss RST of the slit results as follows:

RST ¼ 20l g
lr

br0
þ 10l g

f

f0
� 1

� �
dB: (7.23)

Reference value r0 ¼ 10 Pa s m�1.

Common open-cell foams have only very small flow

resistances (below 100 Pa s m�1), as long as they are

not strongly compressed. As soon as they are com-

pressed, their insulation increases strongly (Fig. 7.22).

7.1.6.3 Acoustic Filters
A high sound insulation for existing open slits can be

achieved by coupling cavities to the slit [24, 25]; see

Fig. 7.23. Thus, an acoustic filter results. The reso-

nance frequency fres1 of that filter can be calculated as

follows:

fres1 ¼ 1:1� 104
ffiffiffiffi
b

lS

r
Hz: (7.24)

Fig. 7.20 Longitudinal

transmission loss RL of half-

timbered walls. (a) filled with

bricks, approx. 70 years old

(b) with different filling

materials, more than 100 years

old (range of dispersion for

five different buildings)

Fig. 7.21 Slit sound insulation of different width b. Length of

the slit 1 m
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Above this resonance, the improvement of the insu-

lation compared with a simple slit begins. This basic

principle can also be advantageously applied in other

forms, e.g., in the form of multiple-stage filters [25].

Such arrangements have the advantage of a higher

insulation, above all concerning high frequencies,

which are particularly disturbing with regard to slits.

7.2 Impact Sound Insulation

7.2.1 Characterisation and Measurement
of Ceilings

In residential buildings, hotels, hospitals, etc., often

disturbing impact sound is produced by, e.g., walking

on ceilings, moving chairs or operating kitchen

appliances. This can be explained by the fact that

massive ceilings (without any special measures) can

be excited to strong bending vibrations even by low

forces. Impact sound insulation, the ceiling to be tested

is excited with a usually electrically operated standard

tapping machine (see Fig. 7.24). The sound level L in

the room below this ceiling is measured for each one-

third octave band. It is converted to a room with an

equivalent sound absorption area of A0 ¼ 10 m2 as

follows:

L0n ¼ Lþ 10l gA=A0dB, (7.25)

with A being the equivalent sound absorption area of

the receiving room and L0n being the normalised

impact sound pressure level in buildings, according

to [47] (see Fig. 7.25). For measurements with an

additional transmission of the impact sound via the

flanking partitions, as in most buildings, Ln is provided

with an apostrophe L0n. In the test stand, the impact

sound pressure level is measured without sound trans-

mission via the flanking partitions, according to [46],

and is called Ln.
Another quantity to characterise the impact sound

insulation of ceilings on site is the standardised impact

sound pressure level L0nT [47]:

L0nT ¼ L� 10l g
T

T0
dB: (7.26)

Fig. 7.22 Slit sound

insulation of a slit sealed with

an open-cell foam, depending

on the compression of the

foam

Fig. 7.23 Influence of a

cavity connected to the slit on

the slit sound insulation RST of

a slit with a width of 2 mm
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For living spaces, the measured reverberation

time T refers to a reference reverberation time of

T0 ¼ 0.5 s in the receiving room.

The impact sound insulation depends on the fre-

quency. In order to gain a single number quantity, the

reference curve B (Fig. 7.25) is used, which is shifted

in vertical direction as long as the sum of the exceed-

ing U is as high as possible compared with the shifted

reference curve but not larger than 32 dB. The

standardised impact sound pressure level of the shifted

reference curve at 500 Hz is then used as a single

number quantity and called the weighted impact

sound pressure level L0n,w.
The excitation of a ceiling with a standard tapping

machine, whose steel hammers create impulsive

strokes, corresponds to the noise of hard objects of

hammers of the same mass (m ¼ 500 g) falling onto

the ceiling, similar a knocking noise. The noise of

walking on the ceiling is usually of lower frequency,

as the cushioning of the shoes has a similar effect as a

(slightly) elastic surface layer. However, such a layer

reduces the high frequencies; see Sect. 7.2.4. In order

to judge the measured levels created by a standard

tapping machine on a ceiling with respect to the exci-

tation by a footfall, the spectrum adaptation value CI

was introduced [55]. The sum of CI and the weighted

normalised impact sound pressure level is then propor-

tional to the unweighted linear impact sound level.2 It

can be stated in addition to the weighted impact sound

pressure level, e.g., L0n,w (CI) ¼ 53(�3) dB. For

effective floor coverings on heavy solid ceilings, CI

is nil, for ceilings with low-frequent peaks such as

wooden beam ceilings CI is a positive value (up to

Fig. 7.24 Standard tapping

machine to determine the

impact sound insulation of

ceilings and measuring set-up

Fig. 7.25 Normalised impact sound pressure level of a ceiling

and determination of the “weighted normalised impact sound pres-

sure levelL0n,w” by shifting the reference curveB toBv.Mmeasured

values; U unfavourable deviations ofM compared with Bv

2 Investigations have shown that for footfall, the unweighted

linear impact sound level rather corresponds to the A-weighted

overall level than to the impact sound pressure level. L0n,w + CI

can thus be regarded as an index for the impact sound insulation

concerning footfall.
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2 dB), whereas for concrete slabs CI is a negative value

(down to �14 dB).

Examples for the resulting values are given in the

following:

Weighted impact sound

pressure level L0n,w [dB]

Common concrete slab (without

covering)

73–83

Maximum permissible value for

dwellings in apartment houses,

according to German standard [38]

53

Increased noise control for

dwellings in apartment houses,

according to German guideline

[40]

46

Very high noise control for

dwellings in apartment houses,

according to German guideline

[40]

39

For characterising ceilings without floor covering

(“bare concrete slab”), another index is introduced.

With this index, the potential improvement of the

impact sound insulation of a ceiling by means of a

floor covering is taken into account. Two ceilings,

which, as bare concrete slabs, have the same

standardised impact sound pressure level, can behave

in a different way after applying the same floor cover-

ing. This is considered with the equivalent weighted

impact sound pressure level Ln,eq,0,w, according to [55].

7.2.2 Characterisation of Floor Coverings

The impact noise insulation of solid ceilings is mainly

improved by suitable floor coverings, e.g., so-called

floating floors, raised floors and hollow floors as well

as flexible coverings. The insulation effect is

characterised by measuring the normalised impact

sound pressure level of a ceiling without (Ln,0) and

with (Ln) the floor covering to be tested versus the

frequency. The difference

DL ¼ Ln;0 � Ln; (7.27)

is called improvement of impact sound insulation or

reduction of impact sound pressure level of a floor

covering; see Fig. 7.26. From the reduction of impact

sound pressure level depending on the frequency in the

range of 100 Hz up to 3,150 Hz, a single number

quantity is calculated [55], which is called weighted

impact sound improvement index DLw. It describes the
reduction of the weighted impact sound pressure level

of a reference floor (stated in [55]), if the floor cover-

ing is applied. The range for common floor coverings

is as follows (Table 7.4):

From the equivalent weighted impact sound pres-

sure level of bare concrete slab – see Sects. 7.2.1 and

7.2.3 as well as Fig. 7.28 – and the weighted impact

sound improvement index DLw of a floor covering, the

weighted impact sound pressure level L0n,w of a fin-

ished ceiling can be calculated with sufficient accu-

racy by subtraction:

L0n;w ¼ Ln;eq;0;w � DLw: (7.28)

More details on this subject are stated in [26].

Also for impact sound insulation, a spectrum adap-

tation value CI, D can be stated. A single-number

quantity DLlin for the unweighted linear impact

sound pressure level can be calculated as follows:

DLlin ¼ DLw + CI, D [55].

Fig. 7.26 Definition of

reduction of impact sound

pressure level DL of floor

coverings
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7.2.3 Behaviour of Ceilings Without Floor
Covering

The impact sound behaviour of single-layer homoge-

neous floor plates was calculated by Cremer [27].

Accordingly, the normalised impact sound pressure

level Ln increases with the frequency by 5 dB per

frequency decade. A doubling of the floor thickness

leads to a reduction of Ln by about 10 dB. Figure 7.27

shows the corresponding values.

Both homogeneous and not homogeneous single-

layer solid floors approximately follow a “mass law”

including impact noise control, which is shown in

Fig. 7.28, as equivalent weighted impact sound pres-

sure level versus the mass per unit area of the floor.

However, from this behaviour, it cannot be

concluded that the mass per unit area of the floor is

the only determining quantity regarding its impact

noise insulation. As in case of the airborne sound

insulation, bending stiffness is important in the same

way. As long as the same material is used for floors,

i.e., common concrete, the mass, which is easy to

determine, can be used as characterising quantity.

However, there are two cases where such a

simplification is no longer valid: for coffered ceilings

with distinct ribs and for lightweight floors made of a

much lighter material than common concrete. An

example for coffered ceilings is shown in Fig. 7.29,

where an impact sound transmission reduced by about

10 dB compared to a homogeneous ceiling plate of the

same mass results for a coffered ceiling, owing to the

increased bending stiffness of the ribs for the deci-

sively low and middle frequencies. The other devia-

tion from the mass law occurs for cellular concrete

ceilings and also for thick wooden plates, which owing

their smaller density and thus higher thickness com-

pared with a ceiling of the same mass made of com-

mon concrete, have a smaller normalised impact sound

level in agreement with the theory of Cremer [27].

The impact sound insulation of floors can also be

improved by a suspended ceiling. However, this

improvement is limited since, besides direct sound

transmission, there will also be a transmission of ceil-

ing vibrations to the flanking walls, if these are solid;

see Fig. 7.30. Thus, the normalised impact sound

Table 7.4 Typical values of

the weighted reduction of

impact sound pressure level of

floor coverings

Weighted reduction of impact

sound pressure level DLw
Low impact sound reduction 0–10 dB

Moderate impact sound reduction (but sufficient for especially

heavy solid ceilings and moderate demands)

10–18 dB

Mean impact sound reduction 19–23 dB

Very high impact sound reduction (usually achievable by means

of thick carpets and floating floors)

24–35 dB

Fig. 7.27 Normalised impact sound pressure level of

reinforced bare concrete slabs depending on their thickness

Fig. 7.28 Equivalent weighted impact sound pressure level of

solid single-layer ceilings depending on their mass per unit area
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pressure level is, at best, reduced by a suspended

ceiling to the values stated in Fig. 7.30. Experience

shows that such suspended ceilings are only suitable

for light solid floors, provided the walls are solid.

If light walls made of flexible layers are used

in buildings with frame constructions, the flanking

transmission is highly reduced and the restricted

effect, as shown in Fig. 7.30, does not occur. Here,

suspended ceilings designed in the right way (airtight,

with mineral wool or similar material in the cavity)

lead to considerable improvements in impact sound

insulation, so that they can replace a floating floor on

the upper side of the floor to a great extent.

7.2.4 Behaviour of Flexible Coverings

Flexible coverings are impact sound insulating owing

to the elastic layer, with the spring being arranged

between the mass of the impacting hammer (or the

feet) and the floor. The lower the effective dynamic

stiffness of the covering, the better is its insulation; see

Cremer [27]. Especially effective are carpets. Com-

mon flexible coverings such as linoleum, coverings

made of plastic or parquet have only a slightly

insulating effect. However, this effect can be improved

essentially by a padding of a thickness of only a few

millimetres (made of cork, plastic foam, felt or similar

material). Weighted impact sound insulation values for

different coverings are given in Table 7.5.

7.2.5 Behaviour of Floating Floors

Solid slabs of any type, which are directly applied to

the bare floor, do not lead to any considerable

improvement in impact sound insulation. Only when

the solid slab is applied to a resilient insulating layer is

a large insulating effect achieved.

According to Cremer [28], the insulating effect

starts above a resonance frequency fres of the floating

floor, which can be calculated as follows:

fres ¼ 160

ffiffiffiffiffiffiffiffi
s00

m00
e

r
; (7.29)

with s00 being the dynamic stiffness of the insulating

layer [66] (in MN m�3) and me
00 being the mass per

unit area of the floating floor (in kg m�2).

Fig. 7.29 Example for the more favourable impact sound

behaviour of a concrete slab braced with ribs in the form of a

coffered ceiling (b) compared with a concrete slab of the same

mass, but without ribs (a)

Fig. 7.30 Normalised impact sound pressure level of a solid ceiling to be achieved at best by a suspended ceiling in solid buildings
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Thus, according to [28], the following impact

sound reduction DL results:

DL ¼ 40 lg ðf=fresÞ dB: (7.30)

Equation (7.30) was derived by Cremer for an

infinitely extended floating floor, where only the trans-

mission near the tapping machine is considered. This

assumption is fulfilled for floating floors with a large

loss factor (Fig. 7.31). For floating floors with a small

loss factor, above the critical frequency, the transmis-

sion takes place via bending waves of the complete

floating slab, so that Eq. (7.30) is not valid any longer

(Fig. 7.32).

The dynamic stiffness s00 of the insulating layers is

the sum of the structural stiffness and air stiffness

according to Eq. (7.15). Here, it is assumed that the

insulating layer consists of a material with a suffi-

ciently high flow resistance.

An overview of the dynamic stiffness of common

insulation materials is given in Table 7.6. The rela-

tionship between the dynamic stiffness s00 of the

insulating layer and the weighted impact sound

improvement index DLw for common floating floors

is shown in Fig. 7.33.

Rigid connections between a floating floor and the

bare floor or the side walls – so-called sound bridges –

deteriorate the insulation effect to a great extent. This

can be shown, e.g., by the following measured values:

Table 7.5 Weighted reduction of impact sound pressure level

of common floor coverings

Floor construction DLw in dB

Flexible coverings

Linoleum, PVC coating without padding 3–7

Linoleum on cork layer with a thickness of 2 mm 15

Laminate on soft wooden fibre boards with a

thickness of 7 mm

18

PVC coating with felt with a thickness of 3 mm 15–19

Needle felt coating 18–22

Carpet, thick design 25–35

Floating cement floors

On corrugated cardboard 18

On rigid foam boards, stiff approx. 18

On rigid foam boards, soft approx. 25

On mineral fibre boards 27–33

Hollow floors

Without floor covering 10–15

Without floor covering, with impact sound

decoupling of the pedestals

20–31

With carpet 21–28

Raised floors

Without floor covering 12–18

With carpet 25–29

Fig. 7.31 Reduction of

impact sound pressure level

DL by a dry floating floor and

an anhydrite floating floor on a

thin impact sound insulation

158 K. G€osele and E. Schr€oder



Weighted normalised impact sound

pressure level

Without sound bridge 52 dB

One sound bridge 63 dB

Ten sound bridges 70 dB

Ceiling without

floating floor

80 dB

The effect of sound bridges can be calculated

according to Cremer [29]. The measurements agree

very well with the calculation [30]. Sound bridges

between floating floor and bare floor have a stronger

effect than those between floating floor and walls,

especially at high frequencies. This defect can be

remedied by using a flexible floor covering or, in

case of a solid floor covering, by putting a thin

insulating layer (e.g., felt board) under the floor

covering.

7.2.6 Behaviour of Common Solid Floors
with Floating Floors

The frequency distribution of the weighted normalised

impact sound pressure level in Fig. 7.34 shows the

impact sound behaviour of solid concrete floors in

apartment houses in Germany, which are usually

provided with a floating floor. As “normal” for a new

building and corresponding to the average, an

weighted normalised impact sound pressure level of

about L0n,w ¼ 48 dB can be assumed.

7.2.7 Calculation of Impact Sound
Insulation

According to supplement 1 of DIN 4109 [38], the

impact sound insulation between rooms can be calcu-

lated with sufficient accuracy. Deviations on site can

normally be explained by shortcomings in the execu-

tion of the work, especially by sound bridges.

In a similar way as described in Sect. 7.1.5 for

airborne sound insulation, within the scope of the

European standardisation a method to calculate the

impact sound insulation between rooms was devel-

oped with an universally valid approach,

DIN EN ISO 12354–2 [62]. Here, the direct impact

sound transmission via the excited floor and the impact

sound transmission via the individual flanking

partitions are considered.

Fig. 7.32 Reduction of impact sound pressure level DL by

floating floors (35 mm cement floor on 15 mm mineral fibre

boards)

Fig. 7.33 Connection between the weighted reduction of

impact sound pressure level DLw of a floating floor and the

dynamic stiffness of the impact sound insulation

Fig. 7.34 Approximate frequency distribution of the weighted

normalised impact sound pressure level L0n,w for new living

space ceilings in Germany, usually with carpet. Requirement

according to the German standard DIN 4109 [38]
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7.3 Building Service Installations

Building service installations are water installations

(water supply and waste water installations), lifts,

heating systems, rubbish collection systems, garages,

etc. In the following, noise of water installations and

lift systems are discussed.

7.3.1 Water Installations

7.3.1.1 Characterisation of Noise Caused by
Armatures

One must distinguish between measurements on-site

and measurements of armatures, waterborne sound

silencers and other isolators in the laboratory.

Measurements on-site are carried out according to

ISO 10052 [57] or EN 16032 [65]. The pressure level

L when operating an armature in the nearest room

outside the respective apartment is measured.

Depending on local demands, the sound pressure

level can be frequency A- or C-weighted, time fast-

or slow-weighted, mean level or maximum level

taken. In the same way as the sound pressure level,

the measured value can be normalised to an equivalent

sound absorption area of A0 ¼ 10 m2 or a reverbera-

tion time of T0 ¼ 0.5 s.

Ln ¼ Lþ 10l g
A

A0

dB; (7.31)

LnT ¼ Lþ 10l g
T

T0
dB: (7.32)

In an installation noise test stand according to

ISO 3822 [56], above all the noise behaviour of

armatures can be determined according to a standardised

method. The result is stated as the so-called appliance

sound pressure level Lap (A-weighted). It approximately

corresponds to that noise level which would result from

operating the same armature in an existing building

under certain layout conditions [31, 32].

7.3.1.2 Noise Generation
In contrast to many different statements, the outlet

noise is always generated in the armature itself and

not in the pipe. This is even valid when the pipe causes

an unfavourable flow.

The noise generated in the armature is transmitted by

the water column within the pipe and by the pipe proper

to the walls and ceilings. Thus, waterborne sound

silencers between armature and pipe are favourable.

The noise in the armature is, in the first place,

caused by the strong contraction at the valve seat;

see Fig. 7.35. Investigations [33] showed that, with a

larger diameter of the valve seat, the noise is reduced

to a great extent so that it would be possible to build

nearly quiet armatures with a sufficiently large valve

seat (e.g., 20 mm instead of only 8 mm). In order to

avoid cavitation and limitation of the water flow, it is

necessary to install a flow resistance at the outlet of the

armature, which must be a low-noise design. Effective

are simple perforated metal sheets or small tubes [33].

The noise of the armature depends on the maximum

possible flow; see Fig. 7.36. The noise increases by

12 dB(A) when doubling the flow.

Fig. 7.35 Measures at an outlet armature, which lead to a noise reduction of approx. 20 dB(A) for the same flow rate. V larger valve

seat diameter, W larger and low-noise flow resistance at the outlet, S so-called S-connection at the pipe designed in a favourable way
with regard to flow
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For conventional armatures today, the noise problem

seems to be solved. The behaviour of modern mixers,

however, is less favourable. Above all, owing to the

quicker opening and closing processes, which are possi-

ble with these mixers, noise peaks occur. Apart from

that, nowadays, mainly complaints are made regarding

splashing and waste water noise, which is especially

disturbing and has nothing to do with armatures.

7.3.1.3 Pipe Insulation
Another possibility to reduce the propagation of arma-

ture noise is to fix the pipes with a structure-borne

sound insulation. For this purpose, there are different

types of clamp insulations, which result in sound level

reductions between 5 and 15 dB when tested in the

laboratory. However, in practice they had no or only

little effect. According to [34], these failures are

caused by other fix connections between pipe and

wall and above all between armature and wall, which

have not been considered. If connections between

armature and wall are avoided, a desired improvement

of 10–15 dB can be achieved [34].

7.3.1.4 Structure-Borne Sound Transmission
in the Building

Previously, almost exclusively noise reduction by

means of the respective armature was investigated.

The question of noise transmission within the building

structure was only considered to a minor degree. This

can be explained by the fact that, it had been assumed

originally that a transmission would take place via the

pipes and not via the building structure to the next

floor. However, thorough measurements in buildings

[35] showed that this is not the case in present

buildings, probably owing to a sound insulating effect

caused by various pipe junctions.

Independent of these findings, up to then only one

constructional regulation regarding installation noise

had been made in Germany: according to DIN 4109

[38] walls to which pipes and armatures are fixed

should have a mass per unit area of at least

220 kg m�2. This measure is very effective for the

horizontally adjacent rooms; there it becomes more

quiet. However, detailed investigations [36] showed

that for the rooms below, it is hardly important whether

the walls are heavier or lighter. As for airborne sound

transmission along the walls, this has to dowith the fact

that also here, the junction insulation between wall and

ceiling lessens when the wall is heavier. Astonishingly,

the structure-borne sound excitation of a wall on a

massive ceiling results in about the same airborne

sound level in the room diagonally below, like an

excitation of the massive ceiling (without covering)

itself. Thus, it is understandable why water pipe noise

is so disturbing. It is as if the ceiling would be directly

excited via the apartment below.

A reduced transmission in the building structure can

be achieved if the installation wall itself is designed in a

comparatively light way but heavier near the point of

excitation [37]. Figure 7.37 shows an example (model

test) of howmuch structure-borne sound transmission to

the ceiling is reduced if the point of excitation is

designed heavier than the remaining wall. This was

achieved by using heavier stones at the point of excita-

tion than for those of the remaining wall. The improve-

ment was achieved by essentially increasing the input

resistance of the wall without reducing the butt joint

insulation towards the ceiling.

With this effect of a heavier point of excitation, it

can also be explained that the installation noise on the

floor below is reduced by about 10 dB(A) if the instal-

lation wall is designed as a light post wall with gypsum

boards and not as the normal brickwork wall with a

weight of about 220 kg m�2; see Fig. 7.38. The differ-

ence can be explained by the fact that for a post wall,

the light layer is weighed down comparatively more at

the point of excitation by the wash basin or the toilet

bowl than for a brickwork wall.

In summary, it can be said that, astonishingly,

structure-borne sound excitation and transmission for

Fig. 7.36 Dependency of the armature noise from the maxi-

mum water flow rate through the armature
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installation walls and the further transmission of struc-

ture-borne sound have not been considered sufficiently

so far and that there are considerable possibilities for

improvement.

7.3.2 Lift Systems

For lift systems, disturbing noise in adjacent rooms

can, above all, be caused by structure-borne sound

transmission from the lift machine, by closing doors

as well as by airborne sound transmission from the

engine room or lift shaft. Thus, the lift machine is

mounted with a structure-borne sound insulation.

Doors can be designed in a low-noise way, e.g., by

using soft-start. In order to reduce airborne sound

transmission, constructional measures are required.

In solid buildings, according to the respective

conditions, primarily the walls of the well and the

walls of the engine room and if necessary the flanking

walls and ceilings must be designed with a high mass

per unit area. Information on noise control can be

found in the VDI regulations for lift systems with

machine room [68] and without machine room [69].
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Sound Absorbers 8
H.V. Fuchs and M. M€oser

8.1 Introduction

Sound absorption indicates the transformation of sound

energy into heat. It is, for instance, employed to design

the acoustics in rooms. The noise emitted by machinery

and plants shall be reduced before arriving at a work-

place; auditoria such as lecture rooms or concert halls

require a certain reverberation time. Such design goals

are realised by installing absorbing components at the

walls with well-defined absorption characteristics, which

are adjusted for corresponding demands. Sound

absorbers also play an important role in acoustic capsules,

ducts and screens to avoid sound immission from noise

intensive environments into the neighbourhood.

This chapter not only intends to explain the well-

known passive and reactive sound-absorbing materials

and components and their basic principles but also

unfolds a variety of innovative possibilities available

today for noise control and the design of room acous-

tics. This includes, amongst others, the description of

closed, slit and micro-perforated absorbing plates of

various materials.

Conventional silencers and sound absorbers made

of fibrous or porous materials are appropriate for the

reduction of high-frequency components of various

noise sources. Yet, in noise control and room acoustics

the actual problem often is to fight low frequencies,

which are usually difficult to reduce due to the

required large volumes of passive absorbers. The

following sections therefore refer to this problem and

offer novel solutions for it.

According to the aim of this handbook, the focus is

on practical applications rather than on theoretical

completeness. The concept, design and application of

the described sound absorbers are exemplified using

realised projects as a reference. A slightly more

detailed description of advanced sound-absorbing

technologies for various practical demands can be

found in a series of publications [1], which arose

from drafts of this contribution.

8.2 Sound Absorption for Noise Control
and Room Acoustics

Airborne sound can be transmitted to the listener’s ear

in many different ways. An incident sound wave with

sound power Pi, sound pressure pi, sound velocity vi
and frequency f hitting an obstacle, which is large

compared to the wavelength l can be partially reflected
(Pr) or scattered and diffracted, transmitted (Pt) or

conducted as structure-borne sound (Ps), but can also

be absorbed (Pa). The incident sound power Pi thus

splits into four components as shown in Fig. 8.1

Pi ¼ Pr þ Pt þ Ps þ Pa: (8.1)

If, for instance, the obstacle is a wall (or a ceiling),

where the mass per unit area m00
W is large compared to

the oscillating mass per unit area m00
A of the air
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m00
W � m00

A ¼ 1

o
pi
vi
¼ 1

o
Z0 ¼ R0l

2p
; (8.2)

using the specific impedance of air

Z0 ¼ R0c0 ¼ 408 Pa sm�1; (8.3)

(for 20�C and 105 Pa), the angular frequency o ¼ 2pf,
the density R0 ¼ 1:2 kgm�3 and the sound speed

c0 ¼ 344 m s�1 of air, only a small portion of the

sound power is transmitted or conducted. The main

part will be reflected to the source or into the room, if

not otherwise an absorbing material or component is

mounted, which absorbs a major portion of Pi, i.e. Pi is

dissipated (transformed into heat).

If such an absorber is to be characterised with

respect to its effectiveness Pt and Ps can be added to

Pa on the source side:

a ¼ Pa þ Pt þ Ps

Pi

¼ Pi � Pr

Pi

¼ 1� r: (8.4)

The value of the absorption coefficient a and the sound
power reflection coefficient r ranges between 0 and 1.

The effect of reflection can also be expressed as the

ratio of amplitudes of the reflected and the incident

sound wave, which results in the, generally complex,

sound pressure reflection factor r

r ¼ Pr

Pi
¼ p2r

p2i
¼ jrj2 ¼ 1� a: (8.5)

According to ([2], Chaps. 2–4), r can also be

deduced from the complex wall impedance W, which

completely describes the acoustic properties of a struc-

ture or a component. For normal sound incidence

using the sound pressure pW and the sound velocity

vW in front of the wall (W0 real part,W00 imaginary part

of W), the wall impedance is given by

W ¼ pW
vW

¼ W0 þ jW 00; (8.6)

r ¼ W � R0c0
W þ R0c0

; (8.7)

a ¼ 1� jrj2 ¼ 4W0R0c0
ðW0 þ R0c0Þ2 þW002 : (8.8)

Equation (8.8) is called the ‘matching law’: the

absorption coefficient reaches its maximum, when

the imaginary part of the wall impedance is zero. But

the maximum possible value of unity is reached only

if the real part of the wall impedance is equal to R0c0.
For ‘mismatched’ absorbers with partial reflection

(r < 1), the sound field in front of the reflector is

composed of a forward progressive and a reflected

wave in x-direction

p ¼ p0e
�jkx þ rp0e

jkx

¼ ð1� rÞp0ee�jkx þ rp0 e�jkx þ ejkx
� �

; (8.9)

where k ¼ o
c0
is the wave number. For matching with

r ¼ 0, only the forward progressing wave occurs with

a spatially constant level distribution. For total reflec-

tion r ¼ 1 the sound field consists of a standing wave

with a strongly fluctuating level in x-direction. Gener-

ally, the level difference L ¼ Lmax – Lmin forms a

measure of the absorption coefficient (see [3] and

Table 8.1). The extrema for a can be realised by a

smoothly plastered or tiled masonry (a � 0.01) or by a

special wall lining of an anechoic room (a � 0.99).

The absorbing surface areas Si of most of the

Fig. 8.1 Paths of the power Pi in a sound wave incident on an

absorbing obstacle

Table 8.1 Level difference DL of a plane standing wave in

front of a more or less absorbing obstacle ([3], p. 459),

corresponding absorption coefficient a and magnitude of the

sound pressure reflection coefficient |r

a DL (dB) |r|

0.99 2 0.11

0.60 13 0.63

0.20 25 0.89

0.01 50 0.99
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sound-absorbing materials and components used in

buildings having absorption coefficients ai between
0.2 and 0.6 up to 0.8 (values for ai can be found in

tables e.g. in [4–6]) are added to result in the equiva-

lent absorption area As of all bare room surfaces (also

known as room absorption). Apart from these furni-

ture, installation objects and acoustic modules

suspended from the ceiling or standing on the floor

as single elements (Aj) as well as occupants contribute

to the equivalent absorption area AI like additionally

installed objects:

AS ¼
X
i

aiSi; AI ¼
X
j

Aj: (8.10)

The total equivalent absorption area A (m2) of the

room is then given by

A ¼ AS þ AI þ 4Vm; (8.11)

where V (m3) is the room volume andm the attenuation

of the sound wave between two reflections along its

propagation path (see Table 8.2).

At least seven different areas of application can be

defined, where sound absorption is of major

importance:

1. In front of lightly absorbing surfaces (a < 0.2), the

sound field is strongly space dependent according to

Eq. (8.9) and Table 8.1. The localisation of

sound sources is extremely difficult and the

clarity of music and the speech intelligibility are

poor. Apart from changing the architectural design

(e.g. giving planes with windows or walls additional

slant) and adding protruding or suspended reflectors,

the only improvement in these cases is the cancella-

tion of the detrimental reflections by absorption.

2. If, in contrast to that the, reverberation time T(s)

T ¼ 0:163
V

A
; (8.12)

in a theatre or a church with large volume V(m3) is

too high due to the equivalent absorption area

A(m2) according to Eq. (8.11) being too small, the

resulting speech intelligibility is poor. The designer

of room acoustics has to look for areas Si suitable

for this purpose because the absorption due to

installed objects and the audience is mostly given.

The attenuation of the sound wave between two

reflections (m) along its propagation path decreases
towards lower frequencies (Table 8.2). Thus,

large as well as small rooms demand absorbers

attenuating primarily low rather than mid and

high frequencies, which are usually absorbed by

various installation objects or the audience anyway.

3. In arenas, conference rooms or offices, restaurants,

class rooms, auditoria, etc. where many people

raise their voices simultaneously, the conversation

can be problematic, if A is not sufficiently large.

This fact can be deduced from the reverberation

radius rR(m) [7]

rR ¼ 0:14

ffiffiffiffiffiffiffiffiffiffiffi
A
nP1

Ptot

r
¼ 0:057

ffiffiffiffiffiffiffiffiffiffiffi
nP1V

nPT

r
; (8.13)

which represents the distance from the source,

where the sound pressure level of the direct sound

field is equal to that of the diffuse field, which

results from the sound power Ptot of a number of

n sources emitting P and multiple reflections. The

conditions for a single speaker with a sound power

P1 to be intelligible can be improved if the speaker

is located not in the middle of the room (directivity

index v ¼ 1) but in front of a large reflecting wall

(v ¼ 2) or close to an edge (v ¼ 4) or even in a

corner of the room (v ¼ 8). Similar improvements

can be made using loudspeakers with a large direc-

tivity index v, which are directed to certain impor-

tant areas of the room [7].

According to Eq. (8.13), it seems that with an

increasing number of speakers Ptot the introduced

absorbing area A also increases proportionally.

Experience teaches, however, that understanding

the interlocutor is more difficult the more persons

congregate and talk because the participants only

bring absorption for frequencies above 250 Hz.

When the low frequencies remain undamped and

the reverberation time for them increases, ‘boom-

ing’ noise fills the room, which sort of ‘masks’ the

Table 8.2 Damping constant m for sound propagation in

rooms (for 20 and 50% relative humidity), absorption coeffi-

cient aa under free-field conditions (for 10 and 70%) and thick-

ness of the acoustic boundary layer d at 20 for air

F (Hz) <250 500 1 k 2 k 4 k 8 k

m (10�3 m�1) <0.08 0.25 0.75 2.5 7.5 25

aa (dB) km
�1 <1 2 4 8 20 50

d (mm) >95 67 47 34 24 17
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higher frequencies, which are so important for

intelligibility [8]. This leads to the fact that all

speakers tend to raise their voices even more,

which in turn worsens communication. To tackle

this problem (especially in small rooms), special

low frequency absorbers for frequencies down to

63 Hz need to be installed, which was proven in

several redevelopment projects–often to the sur-

prise of the users [9].

4. In small and medium sized rehearsal or lecture

rooms, a similar communication problem occurs

for conductors or teachers. Missing absorption at

low frequencies can cause a poor clarity of bass

instruments as well as human voices [10, 11],

which are important to be heard clearly by an

ensemble for a good ensemble play. Mutual hearing

between the different instruments in orchestra pits

and rehearsal rooms can be so poor that musicians

(need to) articulate their instruments louder than it

would be necessary for a good resulting overall

performance. Using appropriate sound absorbers

can improve the working conditions at these high

demand workplaces significantly as successful

improvements like in [12] show.

5. For sound sources with a given constant sound

power level LW, the averaged sound pressure level
�L in the room can be reduced using sound-absorb-

ing fittings or linings:

�L ¼ LW � 10lgAþ 6 dB : (8.14)

It is vital in that case that the frequency

characteristics of the absorption (A) is matched, as

well as possible, to the excitation spectrum of the

corresponding sound source(s) (LW). It should be

noted that room acoustic treatment has no effect

within the reverberation radius according to

Eq. (8.13). Yet, most of the investments are spent

on treatments, where according to

D�L ¼ �10 lg
A2

A1

; (8.15)

a doubling of A yields only a room level reduction

of 3 dB, while workplaces located close to loud

machinery can hardly have a benefit from these

room acoustic measures.

6. The sound pressure level Li transmitted into the

interior of a building through an exterior partition

wall is given by

Li ¼ Le � Rþ 10lgS� 10lgA; (8.16)

where Le is the external sound pressure level, R is

the sound reduction index, S is the surface area of

the partition and A is the equivalent absorption area

of the receiving room. Large partition areas Swith a
low sound reduction index R (e.g. windows and

glass facades) result in a higher interior sound pres-

sure level Li. A large weighted sound reduction

index of multiple-leaf partitions is often twined

with a low sound reduction below 100 Hz. Thus,

the low frequency portion of traffic noise, noise

from discotheques or industrial noise typically

remains as the actual disturbance, when windows

are closed. Lightweight structures with a low bend-

ing stiffness, which are used now and then in

machine and building construction, lose about

6 dB per octave of their sound reduction towards

lower frequencies according to the mass law [13]

R ¼ 20 lgm00
W þ 20 lg f � 45 dB, (8.17)

which is otherwise determined by their mass per

unit area m00
W kgm�2½ �.

7. The valid regulations, standards and measurement

procedures concerning the emission, transmission

and immission of sound in buildings generally do

not respect the frequency range below 100 Hz. For

the design of silencers for ventilation systems, it is,

on the other hand, obvious to match their maximum

damping to the given noise spectrum LW,e of the

plant or machinery. Often, the damping at higher

frequencies is overdone. The low frequency portion

of the immitted sound pressure level Li remains

high also during propagation towards large

distances s(m) according to

Li ¼ LW;e þ 10 lg n� 20 lg s�
X
i

Di � 11 dB;

(8.18)

using the directivity index v as in case 3, because all
damping elements along the propagation path s and
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additional damping due to possibly present obstacles

Di have substantially larger values for higher than

for lower frequencies. The viscothermal damping in

air, for example, for sound propagation under free-

field conditions

Da ¼ aas; (8.19)

according to Table 8.2 is more than 10 dB km�1

above 2.5 kHz, whereas it can be neglected below

250 Hz. The absorbing material used in silencers,

which needs to be mounted in ducts or exhaust

stacks, therefore must have a large absorption coef-

ficient a especially at low frequencies, in order to

achieve a high insertion loss De far below the

‘beaming frequency’ [14] according to Piening’s

equation (see also Sect. 8.10.3)

De ¼ 1:5a
U

S
l½dB�; (8.20)

with a given length l(m), the circumferential length

of the sound-absorbing lining U(m) S(m2) of the

silencer configuration.

8.3 Passive Absorbers

The absorber species with the largest market volume,

which is also used in the widest range of applications,

follows the basic principle to ideally represent a

matched resistance W for incident sound waves

according to Eq. (8.8) with a value close to

W ¼ R0c0. The absorbing material consisting of fibres

or open-pore foams is characterised by the absorber

impedance [13]

Wa ¼ R0c0

ffiffiffi
w

p
s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j

sX
oR0w

s
; (8.21)

and the complex wave number

ka ¼ o
c0

ffiffiffi
w

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j

sX
oR0w

s
: (8.22)

The parameters in Eqs. (8.21) and (8.22) are

• The porosity s, which is the ratio of the acoustically
effective air volume Vair, enclosed inside the

absorber and the total volume of the absorber Vtot

s ¼ Vair

Vtot

< 1 ; (8.23)

• The structure coefficient w, which is the ratio of the

compressed air volume Vc and the accelerated air

volume Vacc

w ¼ Vc

Vacc
� 1; (8.24)

• The flow resistance per unit lengthX (also called the

flow resistivity), which is the ratio of the pressure

difference Dp for a low-speed steady flow of veloc-

ity v through the absorbing layer of thickness Dx

X ¼ Dp
vDx

: (8.25)

For very large layer thicknesses, the wall imped-

ance W is equal to the absorber impedance Wa of the

porous medium. For small flow resistivities or high

frequencies Eqs. (8.21) and (8.8) can then be

simplified as

X � oR0 ! W ¼ R0c0

ffiffiffi
w

p
s

;

a ¼ 4

2þ sffiffi
w

p þ
ffiffi
w

p
s

:
(8.26)

For fibrous materials usually used for acoustic

purposes where s and w are close to unity W

approximates R0c0 and a approximates unity

(‘matching’). In this limiting case, a plane sound

wave would decay exponentially along the propaga-

tion direction inside the material. The sound pressure

level decreases proportionally to the propagation

direction x [15]

LðxÞ ¼ Lð0Þ � 4:35sffiffiffi
w

p Xx
R0c0

: (8.27)

For large layer thicknesses only, the matching

between air and absorber would be important.
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It would be sufficient to make X as small as possible

according to Eq. (8.26), for example, far below 750 Pa s

m�2 for 100 Hz. In the practice of noise control and

room acoustics mainly material with flow resistivities

of far more than X >7,500 Pa s m�2 are used.

For normal finite layer thicknesses, the sound

should, on the one hand, easily enter the absorber,

thus X should not be too large. On the other hand, X
should be large enough to provide enough resistance in

order to damp the waves propagating inside the

absorber. The characteristic performance parameters

for an acoustic component is the flow resistance (Xd or
this value normalised to R0c0). In general, the range

between

800<Xd< 2; 400 Pa sm�1 or

2< e ¼ Xd
R0c0

sffiffiffi
w

p < 6:
(8.28)

has turned out to be optimal. The ‘matching ratio’ e is
depicted in Fig. 8.2 as a function of X using the layer

thickness d as parameter with s � w � 1 [14]. The

slightly schematic and normalised representation in

Fig. 8.3 shows that for a layer thickness d � l large

absorption coefficients cannot be realised. For d � l/8

a � 80% for d � 42:5

f
103 mmð Þ; (8.29)

can be expected, but only for d � l/4 absorption

coefficients of a > 0.9 are obtained.

This very simple dimensioning rule for nearly all

homogeneous porous/fibrous materials used as sound

absorbers or silencers suggests an almost universal

usefulness. It should be kept in mind, however, that

the optimum X according to Fig. 8.2 for maximum

absorption at 100 Hz lies in the range between 1,600

and 4,800 Pasm�2, which is again below the flow

resistivity of usual absorption materials. Such fluffy

material would not be employed even when carefully

protected or wrapped for room acoustic purposes.

Apart from this restriction for practical realisations,

the solid or dashed curves in Fig. 8.3 may be used as

reference for passive absorbers for diffuse or normal

sound incidence for comparison even if one deals with

other materials and structures of a given thickness d.

8.3.1 Fibrous Materials

The absorbers dealt with so far are preferably and

mainly produced of artificial mineral fibres. They are

called passive because they cannot be excited by

sound waves to perform oscillations, despite their

usual small density RAb60 kgm�3. Their structure –

fragile and sensitive as it may be with respect to

mechanical stress – is usually heavy enough to be

considered as rigid when excited by arbitrary airborne

sound fields in the audible range. It can be summarised

that especially fibrous materials with a layer thickness

of 50–100 mm represent nearly perfect sound

absorbers for the frequency range above approxi-

mately 500 or 250 Hz. The required absorption in

that frequency range can be estimated fairly easily

according to Eqs. (8.10)–(8.15). To efficiently absorb

also in the kHz range, a thick woven carpet or a cloth
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Fig. 8.2 Matching ratio e as
a function of flow resistivity X
for varying layer thickness

d [13]
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wall cover of 5–10 mm thickness is sufficient with a

flow resistivity of ideally more than 105 Pasm�2.

To protect all fibrous absorbers against abrasion, a

tight fibre fleece is needed, which has also to be

matched to the optimum flow resistance according to

Eq. (8.28). Flow resistivities of different commonly

used cloth can e.g. be found in ([5], Table 4.2). Addi-

tional protection using a foil in front of the absorber

should not disturb the intrusion of the sound wave into

the absorber and therefore needs to have a mass per

unit area m00
F not too large compared to the oscillating

mass of the air according to Eq. (8.2), and it should not

be too thick (t thickness) either:

m00
F ¼ RFt � m00

A ¼ R0c0
2pf

: (8.30)

If the sound power transmission coefficient of the

foil tF ¼ Pt/Pi should have at least 80%, the mass per

unit area of the foil needs to stay small [4, 5]

m00
Fb

90

f
kgm�2
� �

: (8.31)

For f > 250 Hz this results in m00
F < 360 gm�2 but for

f > 2,500 Hz this requires m00
F < 36 gm�2. This esti-

mation is only valid if the foil is suspended freely and
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not, as commonly done, fixed between a sheet metal

and the absorber filling (see [13], Figs. 6.17 and 6.18

there). A covering of a durable cloth or fleece is

preferred, especially if the latter is laminated onto a

fibrous plate or mat.

If perforate sheets are used as covers or contact

protection, it should transmit the sound by 80% and

the effective plate thickness teff (mm) and perforation

ratio s should be chosen as [4, 5]

teff
s

	 75

f
103(mm); teff ¼ tþ 2Dt: (8.32)

In ([5], Fig. 4.11) the end corrections 2Dt can be

found, by which the plate thickness t acts enlarged

for different hole geometries. However, commonly

used coverings with a perforation ratio of s > 0.3

can still be considered as being acoustically transpar-

ent up to very high frequencies. For smaller values of

s see ([13], Fig. 6.16) and Sect. 8.6.2.

The influence of density and temperature on the

effectiveness of fibrous sound absorbers can be found

in [13, 14, 16]. It should explicitly be noted here that

even more detailed calculations of fibrous absorbing

layers with different coverings represent only a rough

estimate due to inevitable variations in the respective

manufacturing process. During the design phase,

experimental results from the impedance tube for nor-

mal sound incidence or the reverberation room for

diffuse sound incidence should always form the basis

when choosing from the variety of fibrous absorbers

available on the market. It is shown in ([1], Part 1,

Figs. 5 and 6 there) how porous/fibrous material can

absorb sound, when their flow resistance is not per-

fectly matched to that of air.

8.3.2 Open-Pore Foams

Plastic foams, whose fine skeleton structure builds

small pores in the sub-millimetre range, act in a first-

order approximation according to Eqs. (8.21)–(8.29)

similar to fibrous absorbers as shown in Fig. 8.3. For

certain soft foams, an oscillation of the material can be

observed at lower frequencies, where according to

Eq. (8.2) a substantial air mass is in motion. This

oscillation is also advantageous for sound reduction

purposes. High flexibility, easy handling, and shaping

as well as durable fixing techniques with other

materials using permanent gluing make foams an

important sound absorber in noise control and in

room acoustics; they can be located e.g. in the turning

vanes of large air ducts as aerodynamically shaped

foam parts [17].

For certain applications in room acoustics, where

legal requirements for flame retardance allow it, foams

are easier to handle, are more flexible to install and

more attractive than fibres. A durable cloth with

appropriate flow resistance is often appropriate as

cover. When covered with a perforate sheet metal,

one can even step on foam linings installed on the

floor of noise capsules or anechoic chambers [18].

As an example, Fig. 8.4 shows the absorption coeffi-

cient of a foam made of a special gypsum [19].

The trend to use organic material (e.g. sea grass,

cocos fibres, wood chips) or material from animals
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(e.g. sheep wool) as an environmentally attractive

alternative for artificial fibres has ceased after a short

boom. It can nevertheless be stated that all porous or

fibrous materials with optimum flow resistance

according to Eq. (8.28) can be used as damping mate-

rial. A filling of mineral fibres in a splitter silencer,

which is sensitive to dirt can first be covered with a

fleece or cloth and can then be mounted with a thinner

(and more expensive) layer of stainless steel wool with

a perforate sheet metal in front. A splitter enwrapped in

that way can be cleaned from dust and dirt of the fluid

with, for example, a water jet or compressed air. It is by

no means necessary to realise porosities in the mm-

range ([21], Tables 19–7), if not together with the

sound absorption the heat insulation should be

optimised because the thickness of the acoustic (vis-

cous) boundary layer d (mm) at a plane obstacle given

by

d ¼
ffiffiffiffiffiffiffiffiffi
�

R0o

r
¼ 1; 500ffiffiffi

f
p (8.33)

with the dynamic viscosity in air (Z = 0.018 kg m-1 s-1

at 20 �C) for medium and low frequencies f in Hz is

also only in the sub-millimeter range (see Table 8.2)

8.3.3 Porous Construction Materials

There are some unintended damping effects in buildings

which are caused by edges, niches and air gaps even if

these were intended to serve a different purpose like

increasing the diffusivity of a sound field. Ventilation

ducts and other installations can have a considerable

influence on the design of room acoustics. On the other

hand, there are some components at walls and ceilings,

which can deliberately serve sound-absorbing purposes

as well as static ones. These are, for instance,

components made of lightweight or porous concrete or

clay or specially shaped hollow building blocks. If their

porosity is not sealed by a closed plaster or some other

cover an absorption coefficient a close to unity can be

expected for d � l/4 even with a suboptimal flow resis-

tance Xd in such inhomogeneous porous media. As

shown in ([1], Part 1, Fig. 12), the damping decreases

for accumulated petrified lavawith w � 4, a sound speed

of c � 170 ms�1 and a thickness d ¼ 120 mm at

approximately 800 Hz corresponding to d � l/2,

whereas the second maximum occurs not before

d � 3l/4. If, however, the material is replaced by an

open cellular porous, fine structured glass foam [20], an

absorption characteristics similar to a layer of mineral

wool can be achieved after some optimisation, see

Fig. 8.5.

8.4 Reactive Absorbers in Closed
Spaces

Due to their dominating presence on the market,

passive absorbers occupy the major parts of all cited

standard textbooks on sound absorbers and silencers,

because their basic principle, calculation and applica-

tion can be described straightforwardly. The present

section, however, describes reactive absorbers, which

not only absorb incident sound waves according to

Fig. 8.1 and Eq. (8.4) but also interact with the sound

field impinging on them. This interaction can best be

observed when eigenresonances of small rooms are

damped where at least one dimension of the room is

smaller than about 5 m (Fig. 8.5).

In the frequency range between 200 and 50 Hz,

occasionally even down to 31 Hz, standing waves

(so-called ‘models’) dominate the sound field similar

to the one-dimensional case (see paragraph after

Eq. (8.9) and Table 8.1). Figure 8.6 shows the transfer

function between diagonal corners of a 5 
 4 
 3 m

rectangular room with nearly rigid walls [21]. Hardly

more than ten dominating resonances can be observed

at ([2], Chap. 8)

fnx;ny;nz ¼
c0
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nx
lx

� �2

þ ny
ly

� �2

þ nz
lz

� �2
s

;

nx; ny; nz ¼ 0; 1; 2; . . . :

(8.34)

The spatial distribution of the sound pressure level

in a plane 1.3 m above the floor for the 1,1,0-mode at

55 Hz shoes maximum differences of DL > 30 dB

between the centre of the room and the four edges. If

the minimum absorption at the walls is taken into

account using a damping constant dn for each single

mode n and calculated from the reverberation time

Tn(s) (for 60 dB) according to ([2],Chap. 9)

dn ¼ 6:91

Tn
; (8.35)
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the sound field in this reference room can be calculated

in good agreement with numerous measurements at the

lowest frequencies. Every rigid room, like asymmetri-

cally shaped sound capsules for noisy machinery, sound

studios for recording and mixing of audio productions

and reverberation rooms for the determination of the

absorption coefficient of components and the sound

power of sound sources, even ‘anechoic’ chambers

show a similar behaviour at the lowest frequencies

[22]: all sound sources actuated in the room are selec-

tively amplified at the room modes, which creates

booming noise. The sound and the radiation charac-

teristics of the source are influenced by the room.

Acoustic measurements are only possible using special

treatment, which is described in more detail in [23].

For a rectangular room with dimensions lx � ly �
lz (or a cubic room), the lowest resonance frequency is

given by

f1 ¼ c0
2lx

or f1 ¼ c0

2 3
ffiffiffiffi
V

p (8.36)

Below this limiting frequency, the room acts as a com-

pressible air volume. Above f1, the modal sound field

dominates. Even with sinusoidal excitation, it is diffi-

cult to excite the room between two resonances

according to Eq. (8.34). Above a certain limiting fre-

quency fs the interval between two resonances becomes

very small, thus making single modes difficult to dis-

tinguish. Hence, the modal density increases so that, for

example, more than 20 modes are contained in a third-

octave bandwidth. The sound field can therefore be

regarded as being uniform (or ‘diffuse’) enough so

that the standards of statistical room and building

acoustic measurements can be applied. The increase

of the total number of resonances N between 0 and f is

given by [24, 25]
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N ¼ 4p
3c30

f 3V þ p
4c20

f 2Sþ 1

8c0
fL; (8.37)

where V ¼ lxlylz (m
3) is the volume of the room, S ¼ 2

(lxly + lxlz + lylz) (m
2) the total surface area and L ¼ 4

(lx + ly + lz) (m) the total length of the edges of a

rectangular room. To evaluate the diffuseness of a

room, the numbers of modes DN in a certain frequency

band Df around a centre frequency fc (Hz), the so-called
modal density, is of interest which can be estimated by

DN ¼ 4p
c3
0

f 2c V þ p
2c2

0

fcSþ L
8c0

� �
Df : (8.38)

Usually, a constant relative bandwidth Df/fc is used
in measurements. For commonly used bandwidths, the

modal density can be calculated as

DN ¼ C3

fc
c0

� �3

V þ C2

fc
c0

� �2

Sþ C1

fc
c0

L; (8.39)

using the constants given in Table 8.3. To a first-order

approximation, Eqs. (8.38) and (8.39) are also valid for

non-rectangular rooms, though not for flat-shaped rooms.

The upper limiting frequency fs beyond which the

sound field can be regarded as diffuse is given slightly

different in [25, 26],

fs ¼ 3c0
3
ffiffiffiffi
V

p and fs ¼ 2c0
3
ffiffiffiffi
V

p : (8.40)

This uncertainty, also mentioned implicitly in ([7],

Chap. 2.5, p. 261), is indicated by the grey area in the

simplified presentation of Fig. 8.7. For rectangular

rooms which are exceptionally used in building acous-

tics laboratory measurements even the limiting

frequency according to [25] can be regarded as being

optimistic. Even measurement engineers with high

expertise do not trust their experiments in a 300 m3

reverberation chamber below 200 Hz. Suppressing

these in many respects unwanted room modes by

using, for example, passive edge absorbers known

from sound engineering (so-called bass traps) would

require a lot of volume. More compact absorbers,

which withdraw sound energy from the modal sound

field as resonance systems do not only dissipate energy

but also have a reactive effect on the sound field. Their

contribution to the sound field in the room can be

described by a second modal sound field opposite to

the original source field [21, 27]. For a calculation

of the total sound field, the exact position of these

concentrated absorbers and their (complex) wall admit-

tance W (for normal sound incidence) must be known.

The exact calculation of the space-dependent

sound field is impossible and furthermore not neces-

sary for absorbers extending over a surface area (see

Sect. 8.5.3), which shall be excited by differently
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Table 8.3 Constants for the calculation of the modal density in

a room according to Eq. (8.39) for commonly used relative

bandwidths

Df/fc C3 C2 C1

1=
ffiffiffi
2

p
(Octave) 8.89 1.11 0.087

1=3
ffiffiffi
2

p
(Third-octave) 2.96 0.37 0.029

1=12
ffiffiffi
2

p
(Twelfth-octave) 0.74 0.09 0.007
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structured pressure fields of as many room modes as

possible simultaneously. These kinds of absorbers are

also difficult to test with plane waves in the impedance

tube. It should be noted that all resonance-type

absorbers do affect not only the sound pressure level

but also the structure of the sound field close to the

absorbers and thus can also interact with each other

when mounted adjacently.

During the development of special low-frequency

absorbers and for performance comparisons of differ-

ent constructions, a measurement procedure has been

established in rooms with a very small modal density

(DN < 5 per third-octave band). The reverberation

time introduced earlier for the modal damping factor

in Eq. (8.35) is measured with sinusoidal excitation

first without (Tn,0) and then with (Tn,w) the test samples

at certain positions in the corners or edges of a room

similar to that of a reverberation chamber according to

([2], Chap. 11, p.258) at certain measurement

locations carefully chosen respecting the spatial distri-

bution of the modes ([1], Part 2, Fig. 3). Similar to the

reverberation chamber technique described in [26], an

‘effective’ absorption coefficient

ae ¼ 0:163
V

Sa
1

Tn;w
� 1

Tn;0

� �
(8.41)

can thus be derived according to [22] using the room

volume V (m3) and the surface area of the absorber S

(m2). The validation limits of this kind of technique as

described in ([1], Part 2, Sect. 5) should, however, be

kept in mind.

For slightly higher modal densities (5 < DN < 20

per third-octave band), the room can be excited with

third-octave band noise in one corner of the room and

the decay time (Tn) of all room modes can be deter-

mined in all other corners of the room in the

corresponding frequency band. Finally, the determina-

tion of as for a sufficiently large modal density

(DN > 20 per third-octave band) can be performed

similar to the standard ISO 354. Numerous investi-

gations have shown that a certain ‘basic damping’ of

the test room or reverberation chamber in at least two

corners significantly increases the repeatability and the

reproducibility in different rooms up to frequencies of

about 200 Hz [23]. It should again be noted that in the

lower frequency range, which is so important for noise

control and room acoustics, a frequency-dependent

a(f), however measured, represents a characterisation

of absorbers that can only be used with adequate

experience. Useful product benchmarks for test

rooms and the arrangement of the test samples within

them at the lower end of the frequency range can

only be set up with even stricter requirements than

those of the standards initially developed for higher

frequencies.

8.5 Panel Absorbers

Section 8.3.1 already dealt with protecting foil covers

as additional airtight layers in the context of the com-

monly used coverings against abrasion of fibrous

absorbers. Their mass per unit area should not exceed

a certain value (see Eq. (8.31)), so that the sound

penetration into the porous material is affected as little

as possible. It is described in Sect. 8.6.2 how broad-

band absorbers for mid-frequencies can be created by
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using partial coverage forming, for instance, a slit

cover in front of a densely packed porous or fibrous

material. This section treats reactive absorbers with

rigid layers, whose mass per unit area m00 is large

compared to the oscillating air mass of the incident

sound field according to Eq. (8.2). Such a large mass

can only react with the sound field if it is excitable as

part of a resonating system. The simplest case is a

plate mounted on a frame a distance d in front of a

rigid wall (Fig. 8.8). A thin layer of thickness d
consisting of a fibrous or porous damping material

should be located within the air gap, which is com-

pressed by the plate displacement. Ideally, the flow

resistance Xd of the layer should be equal to values

according to Eq. (8.28) [24]. This layer should be

mounted in such a way that it does not touch the

plate so that the plate vibration is not affected by it

but damped indirectly.

8.5.1 Foil Absorbers

If the heavy layer 1 in Fig. 8.8 has no stiffness by

itself, the incident sound wave sketched in Fig. 8.1

impinges on the wave impedance given by Eq. (8.6)

W ¼ r þWm þWS;Wm ¼ jom00 ¼ joRtt; (8.42)

using a somewhat difficult to quantify friction coeffi-

cient r (Pasm�1) [13] approximately given by r ¼ Xda/3,
the mass per unit area m00 (kg m�2) and the plate

thickness t (mm). For an air cushion with a thickness

d small compared to the quarter wavelength l/4, the
impedance can be simplified to yield

WS ¼ �jR0c0cot
od
c0

� �j
R0c

2
0

od
¼ �j

s00

o
; (8.43)

using the stiffness per unit area s00 Pam�1½ �. The stron-
gest reaction of this resonator occurs if the imaginary

part of W vanishes, which is the case at the resonance

frequency fR (Hz) with d (mm) for

fR ¼ 1

2p

ffiffiffiffiffiffi
s00

m00

r
� c0

2p

ffiffiffiffiffiffiffiffiffi
R0
m00d

r
� 1; 900ffiffiffiffiffiffiffiffiffi

m00d
p : (8.44)

Using Eq. (8.44) and normalising to R0c0, W can be

written as

W

R0c0
¼ r

R0c0
þ j

ffiffiffiffiffiffiffiffiffiffi
m00s00

p

R0c0

f

fR
� fR

f

� �

¼ r0 þ jZ0
RF: (8.45)

The normalised specific resonator resistance

Z0
R ¼ ZR

R0c0
¼

ffiffiffiffiffiffiffiffiffiffi
m00s00

p

R0c0
¼

ffiffiffiffiffiffiffi
m00

R0d

s
; (8.46)

is a function of the mass and the spring stiffness of the

resonator and multiplied by the frequency mistuning

F, it determines the absorption coefficient a for normal

sound incidence according to Eq. (8.8)

a ¼ 4r0

ðr0 þ 1Þ2 þ ðZ0
RFÞ2

¼ amax

1þ Z0
R

r0þ1
F

� �2 ;
F ¼ f

fR
� fR

f
:

(8.47)

Equation (8.47) shows three things:

1. The maximum possible absorption coefficient

aR ¼ 1 can only be realised with optimal damping

(r0 ¼ 1 or r ¼ R0c0) at the resonance frequency

(F ¼ 0 or f ¼ fR).
2. The smaller the friction resistance r0 the stronger a

decays on both sides of fR with increasing |F| inde-

pendently of the value of absorption at resonance

aR.
3. Whilst the influence of r0 on the bandwidth can only

be changed by a factor of 5 (r0 � 0:2 compared to

r0 � 1) the specific resistance ZR appearing in the

product with F represents a parameter for the

achievable broadband characteristics of such reac-

tive absorbers, which can vary by several orders of

Fig. 8.8 Classical plate resonator consisting of 1, a closed layer
of mass per unit area m00, 2, a rigid frame, 3, a closed air volume

of thickness d and 4, a loosely inserted damping layer of thick-

ness da
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magnitude. This fact is shown in Fig. 8.9 using a

frequency scale normalised to fR.

The optimum design of a mass-spring system is

achieved by choosing the right amount for the specific

resistanceZR. Themost important design rule is to choose

both m00 and s00 as small as possible, independent of fR. It

is thereby confirmed that low frequency absorbers cannot

be realised by large masses only. Not only from an

acoustic but also from a constructional point of view

should the wall distance be not too large and not too

small compared to the incident wavelength l [5]

3; 400

f
¼ l

100
< d<

l
12

¼ 28

f
103(mm): (8.48)

Very thick wall claddings are generally undesir-

able. It should be aimed to use small values for m00

and obtain small values for ZR. But this is in contrast

to the main design rule Eq. (8.44), by which conven-

tional low-frequency absorbers are usually

narrow–banded or reach a-values below 0.5. See

([4], Table7.1) for conventional plywood, chip-

board or plaster plates with or without filling in the

air gap.

The design of resonators consisting of plastic foils or

metal membranes for mid-frequencies is slightly more

convenient when several layers are used. If the

resonances of three layers of foil are spaced far

apart by choosing their mass per unit area and sepa-

ration correspondingly, then measurement and calcula-

tion according to [28] show separate a-maxima in

Fig. 8.10. If the resonances are closer together, the

absorption of the corresponding multi-layered arrange-

ment is slightly more spread than that of the single
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layers. An absorber is shown in Fig. 8.11, which absorbs

more than 60% between 200 and just above 2,000 Hz.

A foil absorber with a moulded cup structure,

described in [29], reaches approximately the

absorption represented in Fig. 8.11. In the mean-

time, this absorber was replaced by the micro-

perforated foils described in Sect. 8.9.2.
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8.5.2 Panel Resonators

In the more theoretically motivated literature, an

elastic plate resonator is described [16] where the

top plate 1 not only vibrates as a whole against the

spring of the air cushion 3 and under circumstances

against the frame 2 in Fig. 8.8 but instead also

absorbs airborne sound at the resonances of its bend-

ing waves. In [28], this complex vibration effect is

dealt with using parallel impedances of a plate

assumed as being quadratic [30]

Wmn ¼ B0Bmndmn
oL4

þ j om00Amn � B0Bmn

oL4

	 

;

m; n ¼ 1; 3; 5; . . . :

(8.49)

with the edge length L, the thickness t, the mass per

unit area m00, the bending stiffness B0

B0 ¼ Et3

12ð1� m2Þ ; (8.50)

the elastic modulus E and the Poisson ratio m (e.g.

m ¼ 0.3 for steel). The constants Amn and Bmn are

taken from [30] (see Table 8.4) for freely suspended

(thicker) or clamped (thinner) plates, respectively. The

corresponding loss factors were empirically deter-

mined by various model experiments in an impedance

tube using L ¼ 0.2 long plates to be d11 ¼ 0.3 and

d13 ¼ d31 ¼ d33 ¼ 0.1. To achieve an approximate

agreement with the calculation, the damping coeffi-

cient of the basic mode (without any damping material

at the plate or in the air gap) had to be assumed to

exceed those of the higher modes.

The eigenfrequencies, which were found experi-

mentally and theoretically in [28], using

W ¼ Wmn � j
R0c

2
0

od
;

fmn ¼ c0
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R0
m00d

1

Amn
þ B0d
R0c

2
0L

4

Bmn

Amn

� �s
;

(8.51)

are in close agreement for small (L ¼ 0.2 m) test

samples even for multiple layers of aluminium up to

a thickness of t ¼ 0.8 mm. For air gaps between d

¼ 30–50 mm, the resonances, being far above 125 Hz,

are so well separated and narrow banded that this leads

to the conclusion such plate resonators would never

have gained major importance in applied acoustics.

This is confirmed by the practical experience stated

in [4, 5], according to which the smallest plate dimen-

sion should not be chosen smaller than 0.5 m surface

area not below 0.4 m2. Only then one may hope to

benefit from the mass-spring resonance with appropri-

ate damping in the air gap, provided that the ‘clamped’

condition at the edges of each panel would at all allow

this very restricted vibration. Even then the design of

this kind of resonance absorber is considered as uncer-

tain due to a variety of influences of the fixation

between 1 and 2 in Fig. 8.8, and it is recommended

in [4, 5] to rely on experimental data in any concrete

application. A plate resonator which better reaches

low frequencies and is more broadband in character

can be designed if the structure is altered in some

essential details.

8.5.3 Compound Panel Absorbers

The compound panel absorber consists of a 0.5–3 mm

thick steel plate, which is suspended at the edges in

such a way that it can be excited to vibrate. For such

heavy plates (5<m00 < 25 kgm�2) according to

Eq. (8.44) or (8.51), if thicknesses of only 50 < d

< 100 mm are used for the frequency range 100 > f

> 50 Hz or even lower, it becomes evident without

further notice that a loose damping material in the air

gap without contact to the plate cannot produce an

optimum damping of all plate resonances, see

Eq. (8.47) and Fig. 8.9. Starting with the densely

stuffed foil absorber in ([2], Fig. 61), it can be assumed

that a compound structure of a front panel (with very

low internal damping as in steel) in an intimate con-

nection to an elastic material with high internal

damping, what does not affect the vibrations, is

Table 8.4 Constants for the calculation of the eigenfrequencies

of a quadratic plate according to Eq. (8.51) [30]

Condition A11 A13 ¼ A31 A33

Clamped 2.02 10.8 57.1

Free 1.52 13.7 123

B11 B13 ¼ B31 B33

2,640 1.9 
 105 2.8 
 106

592 1.3 
 105 3.9 
 106
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advantageous. This is best achieved when the plate

‘floats’ on an elastomeric layer covering the entire

surface area.

If, for instance, the latter according to Fig. 8.12

consists of a soft foam plate 2 (as described in

Sect. 8.3.2), which has roughly the dimensions of the

front plate 1 or even larger (as described in the appli-

cation in Sect. 8.10.2) both layers can be excited by the

sound field surrounding this compound panel in front

of a back wall 5 (or a sufficiently heavy second layer

1’ to form a baffle) to perform a multitude of always

strongly damped vibrations.

Such a universally applicable acoustic module

realises the mass-spring system according to

Sect. 8.5.1. For most applications, the demand for

additional honeycomb or other sub-structures or

frames can be dropped, since the highly damped

plate 2 replaces the air gap. The resonance frequency

of this compound system,

fd ¼ cd
2p

ffiffiffiffiffiffiffiffi
Rd
Rttd

r
¼ fR

ffiffiffiffiffi
Ed

E0

r
; (8.52)

is only slightly shifted compared to fR in Eq. (8.44) if

the speed of the strain wave cd in the damping plate is

decreased in the same order of magnitude compared

to c0 as
ffiffiffi
R

p
d
is increased compared to

ffiffiffi
R

p
0
or in

other words, if the elastic modulus of the damping

layer differs only slightly from E0 ¼ 0.14 106 Pa (for

air at 20�C) e.g. 0.1 106 E < 0.8 106 Pa for a soft

foam. Compared to the arrangement shown in

Fig. 8.8, the compound plate can vibrate more freely

in all of its own modes if the damping layer 2 takes

part in the vibration and, at the same time, acts like an

efficient damping layer attached to the vibrating

structure.

The mathematical description of free plate

vibrations of finite extent (‘Chladni’s-Figures’) is not

at all trivial (see e.g. [31–33]). Since a model for a

broadband resonator is dealt with here, the resonance

frequencies of a clamped rectangular plate may suffice

as approximation:

fmx;my
¼ p

2

ffiffiffiffiffiffi
B0

m00

r
mx

Lx

� �2

þ my

Ly

� �2
" #

¼ 0:45ctt
mx

Lx

� �2

þ my

Ly

� �2
" #

;

mx;my ¼ 1; 2; 3; . . . :

(8.53)

For a t ¼ 2 mm thick and Lx ¼ 1.5 m 
 Ly ¼ 1 m

large steel plate with a strain wave propagation speed

of ct � 5.100 ms
�1, the lowest eigenfrequency is

approximately f1,1 ¼ 6.6 Hz, which is far below the

resonance of the mass-spring according to Eq. (8.43)

of fR ¼ 48 Hz for d ¼ 100 mm. In contrast to room

resonances Eq. (8.39), the number of eigenfrequencies

in a frequency band Df according to [34]

DN ¼ 1:75
Sa
ctt

Df ; Sa¼LxLy; (8.54)

does not increase with the centre frequency. Neverthe-

less, nine eigenfrequencies result for the example

given above in the 50 Hz-octave- band and even 18

eigenfrequencies in the 100 Hz octave- band. In any

case, these are enough to supply a plate resonance for

any of the room modes according to Sect. 8.4.

4

3

2

1

4

3

2

1

5

Fig. 8.12 Compound panel

absorber (schematic): 1 freely

vibrating plate (e.g. 0.5–3 mm

steel), 2 porous damping

layer, 3 mounting bracket,

4 solid structure, 5 back plate

(e.g. 2–3 mm steel)
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Figure 8.13 shows the absorption coefficient of a

conventional plate resonator according to Fig. 8.8

consisting of a stainless steel plate (t ¼ 0.2 mm) in

front of an air gap (d ¼ 100 mm). The resonance

frequency fR � 150 Hz according to Eq. (8.44) is

only slightly shifted as expected but the absorption

coefficient increases significantly towards lower

frequencies when an optimum flow resistance X
d ¼ 1,090 or 1,740 Pa sm�1 is installed in the air gap.

Absorption coefficient measurements of compound

panel absorbers, which were cut to the cross-sectional

area of the impedance tube (1.7 
 0.65 m leaving an

air gap at the edges of 5–20 mm) are presented in ([1],

Part 2, Figs. 10–12). The excitation in the impedance

tube using plane waves is similar to that of Fig. 8.14,

where six compound panel absorbers, each of

1.5 
 1 m size, were placed parallel in pairs at oppo-

site boundaries of a rectangular room, if the effective

absorption coefficient according to Eq. (8.41) is deter-

mined at the axial modes, which are normal to the

absorbers surface areas. The results for 1 and 2.5 mm

thick and 1.5 m2 large steel plates show two broadband

maxima in the absorption coefficient between 30 and

90 Hz, which approximately confirms the expected

shift of fd from 80 to 50 Hz as well as may be expected

from the few (namely:5) contributing eigenfre-

quencies being involved. For the 0.75 m2 large com-

pound panel absorbers, this shift towards lower

frequencies cannot be observed as clearly as in the

other cases. Thus, for practical applications preferably

Sa > 1 m2 should be chosen.

These laboratory results for compound panel

absorber modules obviously show the peculiarities of

low-frequency absorbers in small rooms mentioned in

Sect. 8.4, which have to be dealt with in practice.

Nevertheless, they allow us to quantify the influence

of geometric and material parameters on the absorp-

tion coefficient of such absorbers and allow to com-

pare different products. For the transfer of new

absorber technologies into practise, it is vital to have

reverberation room data at hand as well. As usual the

test samples must be on a surface of about 12 m2 as

illustrated in Fig. 8.15. The problems discussed in

Sect. 8.4 require a test room qualified for frequencies

below 100 Hz.

Because the commonly used inclination of opposite

boundaries and of additionally installed diffusers do

not contribute to the homogenisation of the sound field

at low frequencies, only a suitable damping of the

room modes as demonstrated in [23] achieves the

desired effect.

For the measurement of the absorption coefficient,

three compound panel absorber modules at a time with

dimensions 1.5 
 1.0 
 0.1 m with 1 or 25 mm thick

compound plates in two lower corners of a 392 m3

large reverberation room were proven to yield repro-

ducible results at least down to 63 Hz (measured in

third-octave bands). Figure 8.16a shows the reverber-

ation time in the empty reverberation room when it is

damped according to Fig. 8.15 as compared to the

undamped room. The equivalent absorption area in

Fig. 8.16b shows that the damped room still fulfils

the requirements of ISO 354. Figure 8.17 shows the

results of a as-measurement using a 0.1 m high rigid

frame, which surrounds six compound panel absorber

modules arranged at a distance of 0.2 m each with a

31.5 63 125 250 500 1k 4k
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Fig. 8.13 Absorption

coefficient a, measured in the

impedance tube, of a

1.70 
 0.65 m large, 0.2 mm

thick stainless steel plate as a

solid ‘lid’ on a rigid ‘tub’ of

depth d ¼ 100 and partly

filled with mineral fibres

(50 kg m�3; X ¼2.18 
 104

Pasm�2) of varying thickness

according to Fig. 8.8; open
square da � 88; open
diamond da � 50, open
triangle da � 0 mm
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1 mm steel plate in compound with a 0.1 m thick soft

foam plate as sketched in Fig. 8.15. The absorption

coefficient in Fig. 8.17 related to the grey absorber

sample surface area marked in Fig. 8.15 (9 m2 in this

case) shows a broadband efficiency around the reso-

nance frequency 63 < fd < 125 Hz and a ‘tail’ falling

off slowly towards the kHz-range, which can be

explained by the edges in this arrangement, which are

open to approximately 60%. For thicker steel plates, the

maximum is shifted to frequency ranges where the

reverberation room is no longer usable for a-
measurements below 63 Hz even when damped as

described.

Application examples of this sound absorber,

meanwhile universally used in room acoustics, can

be found in [10, 12, 35, 36]. Due to their smooth

surface which can be varnished or laminated, the com-

pound panel absorber modules often fulfil the user’s

demands and architectural design. They can be used as

pinboards, whiteboards, projection or mirror surfaces

which also justifies their minor space requirement

[37]. Due to their relatively small thickness, com-

pound panel absorber modules can also be ‘hidden’

behind acoustically transparent linings, ceilings or

floors [38]. Thus, low-frequency absorbers for the

manifold problems in room and building acoustics
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Fig. 8.14 (a) Arrangement of

six compound panel absorbers

and b,c corresponding

effective absorption

coefficient ae measured at the

lowest axial modes [22] with

d ¼ 100 mm; open square
Lx ¼ 1.5 m; Ly ¼ 1.0 m;

t ¼ 1.0 mm; down triangle
Lx ¼ 1.0 m; Ly ¼ 0.75 m;

t ¼ 1.0 mm; filled square
Lx ¼ 1.5 m; t ¼2.5 mm; filled
down triangle Lx ¼ 1.0 m;

Ly ¼ 0.75 m; t ¼ 2.5 mm
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according to Sect. 8.2) can be used in a robust and

practicable way.

8.6 Perforated Panel Absorbers

The behaviour of perforated or slitted panels used as

acoustically transparent facing shells for covering and

protection is discussed in Sect. 8.3.1, where the effec-

tive plate thickness teff and the perforation ratio s
according to Eq. (8.32) should not exceed certain

limits to facilitate the sound entrance into the porous

material as the actual sound absorber.

Here, only reactive absorbers are of interest, where

the mass in the holes or slits of differently perforated

plates or membranes is not small compared to the mass

of the air according to Eq. (8.2) but may still be excited

by an incident sound wave. Such a mass, which can

also be enlarged by the oscillating air near the holes,

can only interact with the sound field if it is excited

as part of a resonance system, similar to the plate

resonator. The simplest form is given by a suitably

perforated plate mounted at a distance d in front of a

rigid wall (Fig. 8.18) and supported by a frame struc-

ture, which acoustically encloses the air cushion

behind the plate. In contrast to the plate resonator

(Fig. 8.8), the damping of this ‘air-in-air’-oscillator

can be obtained not only by a loose filling of the air

gap using damping material but also, and even more

effectively, by spanning an optimum flow resistance

according to Eq. (8.28) closely in front of or behind the

holes using, for instance, fibre fleece or cloth.

8.6.1 Perforate Surface Absorbers

These absorbers can again be described using

Eqs. (8.44)–(8.47), where r0 stands for the dimension-

less flow resistance normalised by R0c0 (r
0 ¼ Xd=R0c0

for a given flow resistivity X) and m00 is understood

as the acoustic mass m00
H (SH total surface area of the

holes) transformed to the absorbers surface area SA

7,75m
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8,
46
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7,
86

 m
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2,
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m 2,
48

m

1,76 m3,20 m
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m
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1,
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2,
5

1,0

0,2 m

Fig. 8.15 Measurement of

the absorption coefficient in a

reverberation room damped

with six compound panel

absorbers in its two lower

corners

184 H.V. Fuchs and M. M€oser



a

31.5 63 125 250 500 1k Hz 4k
0

5

10

s

20

R
ev

er
be

ra
tio

n 
tim

e 
T

Frequency f

b

31.5 63 125 250 500 1k Hz 4k
0

5

10

20

A
bs

or
pt

io
n 

ar
ea

 A

Frequency f

m2

Fig. 8.16 (a) Reverberation

time T and (b) equivalent

absorption area A in a

reverberation room

(V ¼ 392 m3) open diamond
without and open square with
damping in its two lower

corners according to Fig. 8.15.

For comparison: open triangle
maximum allowed absorption

area according to ISO 354
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Fig. 8.17 Absorption

coefficient as of compound

panel absorbers

(1.5 
 1 
 0.1 m, 1 mm

steel), measured in the

reverberation room according

to Fig. 8.15 and normalised to

Sa ¼ 9 m2 absorption area.

For comparison: porous/

fibrous absorber of same

thickness according to Fig. 8.3

continuous line; open square
melamine resin foam, open
diamond polyester fibre fleece
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m00
H ¼ R0teff

s
with s ¼ SH

SA
: (8.55)

According to Eqs. (8.42) and (8.43), the resonance

frequency of the perforated panel absorber results in

fH ¼ c0
2p

ffiffiffiffiffiffiffiffi
s

dteff

r
¼ c0

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffi
SH

dSAteff

r

¼ c0
2p

ffiffiffiffiffiffiffiffiffi
SH
Vteff

r
;

(8.56)

or using d;teff (mm), SH; SA (cm2) and V (cm3) in

fH ¼ 54
 103
ffiffiffiffiffiffiffiffi
s

dteff

r
(Hz): (8.57)

The perforation ratio typically lies between 0.02 < s
< 0.2. If only a single concentrated hole SH carries the

excited air mass

fH ¼ 17
 103
ffiffiffiffiffiffiffiffiffi
SH
Vteff

r
(Hz); (8.58)

is obtained (V is the volume effective for the bearing

of the mass). For an estimation of teff, refer to

Sect. 8.3.1 and [5]. The specific resistance according

to Eq. (8.46) is given by

Z0
H ¼

ffiffiffiffiffiffi
teff
ds

r
: (8.59)

Similar to the plate resonator only large thicknesses

d lead to low resonance frequencies and small ZH,

whereas very small holes and thick plates result in

narrow-band low-frequency absorbers even for opti-

mum damping r0 ¼ 1. It should therefore be attempted

for this hollow chamber resonator to couple it to other

vibration mechanisms, which broaden its absorption

characteristics (the considerations in ([4], p. 141) also

tend towards that direction). In [28], a variety of hole

resonators with and without partitions subdividing

their hollow spaces are examined in good agreement

between theory and experiment when plate and cavity

resonances are correctly modelled.

It becomes apparent that for a thickness of 50 mm

the bandwidth of absorption always stays small even

for the mid-frequencies, as long as the resonances are

far apart. If they get closer together, only one of the

mechanisms dominates ([28], Fig. 4–7). But if the

Helmholtz-resonance and the first plate resonance

(fH according to Eq. (8.57) and f11,f13 according to

Eq. (8.51)) are optimally designed, spaced apart

about one octave away from each other, they do not

interact ([28], Fig. 8). A sufficient damping is needed

to ‘merge’ the single maxima to a sufficiently broad-

band absorption spectrum.

An overview over the commonly used hole

geometries is given in ([4], Fig. 41, p. 296) for relatively

thick and therefore not excitable wood or plaster plates,

where the perforated surface area can vary between

2 and 30%, the oscillating air mass in the holes between

30 and 330 gm�2 and the resonance frequency

according to Eq. (8.57) between 420 and 1,460 Hz.

Absorption characteristics measured in the reverbera-

tion room can be found in ([4], Table 7.2). Example

7.2.4 in [4] shows the difficulties to cover the frequency

range below 250 Hz with that type of Helmholtz

resonators. Evenwith a thickness of 240mm the absorp-

tion below 200 Hz decrease significantly. Perforated

panel absorbers are commonly used in room acoustics

as mid-frequency absorbers. The following section

describes a design and optimisation procedure for a

special type of board-band slit absorbers.

8.6.2 Slitted Panel Absorbers

The design of conventional Helmholtz or perfo-

rated panel absorbers is usually performed using

Eqs. (8.55)–(8.58) resulting in relatively narrow band

resonance absorbers to be verified by experiment. If a

broadband space saving mid-frequency absorber is to

a

b

c

Fig. 8.18 Typical Helmholtz resonator with (a) damping in the

air gap, (b) flow resistance behind the perforated plate, (c) flow

resistance in front of the perforated plate
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be optimised, a closer look at the mechanisms and

components of the cavity resonator described in

Sect. 8.6.1 is valuable. For its optimisation, an intimate

interaction between the oscillating air in the slits with

the porous or fibrous flow resistance behind it is advan-

tageous similar to that which takes place at the edges of

the compound panel absorber. Furthermore, the distri-

bution of the slits within the absorber surface area SA
becomes relevant not only with respect to the end

correction as part of teff according to Eq. (8.32). Finally,

the eigenfrequencies in the cavity formed between the

slitted panel and the rigid wall play an important role in

the extended resonance frequency range.

If slit width b and slit distance a are both individu-

ally chosen as design parameters rather than only a

perforation ratio s ¼ b/a (as is the case in [2, 5, 6,

13]), new possibilities for optimisations result. For the

description of the functional model of slit absorbers

the geometric (forms of the slits) and material

parameters (absorbing layer) can be identified in

Fig. 8.19. The air mass per unit area in the slits ms
00

including the corresponding end correction [5] (but

only at the front side in this case) is given similar to

that of a Helmholtz resonator described in Sect. 8.6.1

m00
S ¼ tSR0 with tS ¼ tþ Dt : (8.60)

The impedance of the absorbing layer of thickness

da with respect to the free slit surface area is given

by [13]

W ¼ sWA cothGAda: (8.61)

The impedance WA and the propagation constant GA

of the absorbing layer can be calculated using [16] as

WA ¼ R0c0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðEþ 0:86Þ � j

0:11

E

r
;GA

¼ 2p f

c0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE� 1:24Þ þ j

0:22

E

r
(8.62)

and

E ¼ R0f
X

(8.63)

for X > 7,500 Pa s m�2 with sufficient precision.

For open-cellular melamine resin foam with skeleton

oscillations, it is reasonable to include the mass per

unit volume Ra as an additional mass

E ¼ R0f
X

� j
R0

2pRa
: (8.64)

Assuming that the sound field in the absorber

propagates in the same way as it would propagate

behind a diffracting grid, the wall impedance of the

slit absorber is derived in [39] including the air mass in

the slits and the end correction as

WS ¼ 1

s

 
jom00

SþsWA cothGAda:


 þ a2

bp3
WAGA sinp

b

a

� �3
2

1
A: (8.65)

On the one hand, a resonance system is formed by

the coupling between the spring-like wall impedance

of the absorbing layer and the air mass in the slits. On

the other hand, the effective spring stiffness and

damping of the absorbing layer are increased due to

the third part of the sum in Eq. (8.65). This is the reason

for the lower resonance frequency and higher band-

width of slit absorbers compared to damped or

undamped Helmholtz resonators of the same thickness.

Figure 8.20 shows the absorption coefficient of an

absorber with different slit geometries but about the

same perforation ratio s � 0.02 calculated according

to Eqs. (8.8) and (8.65) and measured in the imped-

ance tube. In Fig. 8.21, a slit absorber with s � 0.02

with one single centred slit, on the one hand, and a

varying damping layer behind a single circumferential

slit is compared to two conventional Helmholtz

resonators with optimum damping and to the porous

absorber alone.

With respect to their practical application, these

novel slit absorbers excel by a high and broadband

absorption mainly in the mid-frequency range. They

allow space-saving constructions, special requirementsFig. 8.19 Structure of a slit absorber with parallel slits
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for the shape or the fixation of the slitted covers are not

necessary. This results in a variety of new surface

structures. The shift of the absorption maximum of the

passive absorber according to Fig. 8.21 by nearly two

octaves towards lower frequencies by only a partial

coverage comes up to meet the actual demands as

described in Sect. 8.2.

So far, the cover between the slits was assumed

to be rigid, so that no bending modes occur and

no oscillations of the cover may compress

the absorbing layer. Even more possibilities result

from the combination with other resonance principles,

for example with foils with low bending stiffness in

front of an absorbing layer according to Sect. 8.5.1 or

with plates with finite bending stiffness according

to Sect. 8.5.3. Figure 8.22, for instance, shows the

absorption coefficient for diffuse sound incidence

for a slit absorber tiled with steel plates of different

size. For larger slit distances a, the maximum of the

mass spring resonance can clearly be observed at

around 100 Hz as expected according to Eq. (8.44) or

(8.52).

The absorption coefficient results from the imped-

ance of a simple mass spring system

a
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Fig. 8.20 Absorption

coefficient a for slitted covers

(1 mm steel) with different slit

widths b and slit distances a,
but about the same perforation

ratio in front of 50 mm open

cellular melamine resin

foam (ra � 10 kg m�3;

X � 10 kPa s m�2) a shape of

different covers (front view);
b Calculation; c Measurement

(in an impedance tube

250 mm 
 250 mm)
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WP ¼ 1

1� s
jom00

P þWA cothGAdAð Þ; (8.66)

with the mass per unit area m00
P of the oscillating plate.

Here, the sound propagation behind the plate in the

homogeneous absorbing layer with relatively high

flow resistivity X � 10 k Pa s m�2 and relatively

large slit distances a ¼ 1,250 mm is neglected. The

resulting impedance due to the parallel setup of Wp

with Ws according to Eq. (8.65) is given by [28]

Wres ¼ WPWS

WP þWS

; (8.67)

which again demonstrates an impressive shift towards

lower frequencies (see Fig. 8.22) of the acoustic effi-

ciency of a porous or fibrous layer (see Sect. 8.3).

8.6.3 Membrane Absorbers

In certain applications, the use of not only fibrous

but also porous damping material such as soft foams

is forbidden due to health regulations, for hygienic

reasons, fire regulations or durability. For heating, ven-

tilation and air-conditioning as, for example, in hospitals,

senior residences or production sites requiring

supreme clean air conditions and for air-processing

plants with, for example, soils or aggressive fluids in

the flow ducts or exhaust stacks silencers completely

made of aluminium or steel have been approved,

which are hermetically sealed from the flow. The

remarkable stiffness and resistivity of these membrane

absorber modules make good use of a lightweight

honeycomb structure, upon which two relatively thin

(0.05 < t < 1mm) plates are a panned (Fig. 8.23)

one- or two-sided.

The strong subdivision of the otherwise empty cav-

ity by a honeycomb structure enables the local reac-

tion of the membrane, so that for diffuse or oblique

sound incidence (e.g. when used in a splitter silencer),

the propagation of sound in the cavity parallel to the

membrane surface is suppressed. If the distance e of

the partitions normal to the propagation direction is

given by

eb
l
8
¼ 42:5

f
103(mm); (8.68)

with f (Hz), even this fibreless absorber is always

reacting locally [2] with a wall impedance W
according to Eq. (8.6). The membrane absorber

requires only a fraction of the thickness d of a passive

absorber for maximum absorption at the lower
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Fig. 8.21 Absorption

coefficient a of slitted

absorbers with constant

perforation ratio s � 2%

consisting of a

199 
 199 
 1 mm steel

plate with a 1 mm

circumferential slit in front of

a melamine resin foam

(ra � 10 kg�3; X
10 k Pa s m�2) measured in

the impedance tube

(200 mm 
 200 mm) dashed
dotted line without cover
according to Sect. 8.3.1;

dotted line with a 4 mm slit in

the centre, calculated

according to Sect. 8.6.1 for

optimum damping r0 ¼ 1ð Þ;
dashed line same with a

32 mm hole in the centre
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frequencies but still requires larger chamber

thicknesses d to obtain a sufficiently broadband per-

formance. Thus, an approximately constant ratio e/d

between 1 and 2 also satisfies the requirements for the

static stiffness of the component. In practice, cubically

shaped chambers of, for example, LxLyd ¼ d3 ¼ V
� 1,000 cm3 for maximum absorption at 250 Hz

have succeeded.

For each cavity, the perforated membrane on the

inside, which is fixed softly on the honeycomb,

a bFig. 8.23 (a) Model of a two-

sided membrane absorber

(b) with partially unfolded

perforated and cover

membranes

a

b
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Fig. 8.22 (a) Design and

(b) absorption coefficient

as of a slit absorber with
a resilient cover (1 mm steel)

measured in the reverberation

room damped as described

in Sect. 8.5.3; continuous line
without cover

d ¼ da ¼ 50 mm open
diamonds with
312 mm 
 312 mm cover

b ¼ 15 mm; filled square with
625 mm 
 625 mm cover

b ¼ 28 mm (see photograph);

open square with
1,250 mm 
 1,250 mm cover

b ¼ 50 mm; dashed line
calculated for

1,250 mm 
 1,250 mm cover

b ¼ 50 mm
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provides a hole or a slit to create a kind of Helmholtz

resonator. The size of the hole and the chamber is

approximately tuned using Eq. (8.57) to mark a

lower limiting frequency in faint analogy to

Eq. (8.29) for passive absorbers. For circular holes

which are not smaller than 5 mm and for a membrane

thickness t usually very small compared to the hole

diameter dH, the end correction 2 t � 0.85dH
according to Sect. 8.3.1 and [5] becomes particularly

important. For V ¼ 1,000 cm3; dH ¼ 10 mm,

SH ¼ 0.78 cm2; t ¼ 0.2 mm, teff ¼ 8.7 mm using

Eq. (8.57) fH � 160 Hz is obtained and according to

Eq. (8.59) Z0H � 3.3. These parameters according to

Fig. 8.9 hint upon a relatively broadband absorber if

the damping inherent in this resonator is not too small.

For the unperforated aluminium membrane, the

first plate resonance according to Eq. (8.44) would

be approximately given by fR ¼ 258 Hz. In reality,

however, the compression of the air cushion of the

Helmholtz resonator is slightly increased by the com-

pliance of the membrane and the compression of the

same cushion activated by the plate resonator is

slightly increased by the ‘leakage’ through the hole.

This problem is dealt with in [40] experimentally and

theoretically as well. Figure 8.24 shows in good agree-

ment with a detailed calculation (including the bound-

ary conditions at the perforated membrane) that two

main maxima dominate the absorption characteristics

of the membrane absorber (still without a cover mem-

brane): fH at approximately 125 Hz and f11 at approxi-
mately 270 Hz. A side maximum can be observed at

f13 � 650 Hz.

A cylindrical silencer, which is composed of

a polygon of membrane absorbers, shows similar

characteristics in the insertion loss measured

according to ISO 7235 in Fig. 8.25. If the holes of

the perforated membranes are closed, a plate resonator

with a significantly reduced damping remains. If a

cover membrane is positioned adjacent in front of the

perforated membrane without touching it, the absorp-

tion maximum is slightly shifted towards lower

frequencies. Obviously, the additional mass couples

to this complex oscillator. Higher order modes of the

perforated membrane, however, usually disappear in

this ‘sealed’ configuration. If the cover membrane is

suspended on soft stripes, a significant improvement

of the absorption characteristics at higher frequencies

can be observed as shown in [40]. In [41], photographs

of ‘Chladny’-Figures of a f15-Mode are shown which

prove that the cover membrane can perform vibrations

similar to that of the compound panel absorber

(Sect. 8.5.3).

It is characteristic for the membrane absorber that it

works even if the cover membrane is mounted close to

the holes and thus strongly deforms the oscillating air

mass. But since the membrane absorber also works

with a larger gap and even without cover membrane in

the narrow gap between perforated membrane and

cover membrane with a correspondingly increased

friction coefficient at the wall, as can be observed in

the damping mechanism of bending waves in double-

leaf partitions [42] forced oscillations do not seem to

play an important role.

It is known that part of the damping of conven-

tional Helmholtz resonators can be caused by sharp

edges at the holes. This effect can play an even

stronger role for the extremely thin membranes

herein because the fluid particles at the whole edge
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Fig. 8.24 Absorption

coefficient a of a Helmholtz

resonator (without cover

membrane) for normal sound

incidence; continuous line
experiment; open diamond
calculation
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must pass through a 180� deflection instead of only

one or two 90� deflections as for thicker plates. The

unsteady flow in this area of discontinuities may

separate from the boundaries even for relatively low

sound velocities so that free shear layers with large

friction losses may develop. The cut-off edge effect

becomes particularly dramatic if the thickness of the

membrane is in the same order of magnitude as the

particle displacement in the hole. This can easily be

the case for strong excitation (sound pressure levels

around 100 dB) and resonance amplification (by

about 20 dB). Thus, a non-linear damping mechanism

becomes feasible even for exciting sound pressure

levels, for which the rules of linear acoustics are

still valid. This new low-frequency absorber has

found multiple applications as a silencer for high

demands [43, 44]. Applications with membrane

absorbers as wall elements in sound capsules with

high damping between 25 and 125 Hz [45] still await

attractive realisations.

8.7 Interference Silencers

The previous sections dealt with low-frequency broad-

band absorbers, which were primarily designed for

room acoustic purposes. In contrast to that, silencers

and sound capsules often have to be tuned to different,

sometimes even narrow-band noise spectra depending

on the noise source and have to withstand extreme

environmental conditions such as mechanical, chemi-

cal or thermal attacks. Here, for instance, cavity

resonators of different constructions with walls made

of highest quality stainless steel have succeeded (also

membrane absorbers according to Sect. 8.6.3). Their

performance in ducts (even without any damping mate-

rial) is based upon different interference mechanisms,

which may also result in a reflection of sound energy

back to the noise source. Usually, a number of inter-

ference silencers must be combined if their efficiency

is narrow band in character.
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Fig. 8.25 (a) View (without

cover) and (b) insertion loss

De (without cover membrane)

of a duct silencer composed of

membrane absorbers; open
square holes open; open
diamond holes closed
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8.7.1 Quarter-Wavelength Resonators

The basic principle of a purely reflecting silencer can

be described considering a simple change in cross

section of a duct according to Fig. 8.26a [15]. If the

dimensions of both cross-sectional areas S1 and S2 are

small compared to the wavelength and if Pa and Ps in

Eq. (8.4) are set to zero, using Eqs. (8.4)–(8.6) with

W ¼ R0c0m ; r ¼ m� 1

mþ 1
; m ¼ S1

S2
; (8.69)

and the wave resistance r0c0 of the medium, the

reflection coefficient r and the sound reduction index

R result in

R ¼ 1� Pt

Pi

;
Pi

Pt

¼ 1

1� R
;

R ¼ 10 lg
Pi

Pt

¼ 10 lg
1

1� r2
¼ 10 lg

ðmþ 1Þ2
4m

:

(8.70)

Thus, low frequencies as, for instance, in an air outlet

of a large wall surface or a ceiling S2 � S1ð Þ may be

strongly reflected:

R ¼ 10 lgm� 6 dB for m � 1: (8.71)

This, however, is only valid for plane wave

propagating in the parts where the cross section is

constant. If the receiving room interacts with the

duct due to its eigenresonances, the sound transmis-

sion shows corresponding troughs and (between two

resonances) peaks as shown experimentally and theo-

retically in [46].

If separated by a distance l an abrupt expansion of a

duct is followed by a likewise abrupt contraction as

sketched in Fig. 8.26b, the reflection is repeated at this

point but this time with an opposite sign which results

in [15]

R ¼ 10 lg 1þ m2 � 1

2m

� �
sin 2p

l

l

� �2
" #

; (8.72)

with maxima of the sound reduction index

Rmax � 10lgm� 6 dB for m � 1 (8.73)

at the frequencies

fn ¼ c0
4l
ð2n� 1Þ; n ¼ 1; 2; 3; . . . : (8.74)

Such an expansion chamber resonator was

investigated in [47] as a water-borne sound silencer

with m ¼ 20 (Fig. 8.27). ‘Expansion chambers’ find

but rarely applications in ventilating and exhaust

ducts.

‘Side-branches’ according to Fig. 8.26c with a

cross section comparable to that of the main duct

have more often been approved in practice as so-called

side-branch resonators. Progressive and reflected

plane wave in the side branch are superimposed to

that in the main duct at frequencies according to

Eq. (8.74) in such a way that the transmitted wave Pt

is considerably attenuated. Similar to the Helmholtz

resonator (Sect. 8.6.1), the oscillating air mass at the

duct connection causes a certain end correction of the

effective length l depending on the duct radius r

Dl � 0:6r or 0:85r; (8.75)

whether the duct terminates in free space or is

mounted in a large duct wall. In order to make these

cavity resonators applicable for a broad frequency

band, chambers of different lengths can be combined

and their walls can be lined with damping material.

a b

c d

Fig. 8.26 Basic principles of reactive interference silencers.

(a) Simple change in cross section; (b) Expansion chamber;

(c) Side branch resonators; (d) By-pass duct

8 Sound Absorbers 193



8.7.2 Half-Wavelength Resonators

The interference principle described in Sect. 8.7.1 can

also be realised using a ‘by-pass’ according to

Fig. 8.26d, which issues the incident sound power Pi

into two cross sections of the same area and

superimposes a wave with opposite sign to the

progressing wave behind the by-pass at frequencies

fn ¼ c0
2l
ð2n� 1Þ; n ¼ 1; 2; 3; . . . : (8.76)

This one-dimensional destructive interference princi-

ple is rarely realised due to the large necessary

mechanical effort.

8.7.3 Pipe Silencers

Cavities used in long wave guides as described in

Sects. 8.7.1 and 8.7.2 which remain small compared

to the wavelength are unable to influence the sound

transmission. But if they are mounted via short con-

nection pieces between a pulsating source such as a

piston pump or an internal combustion engine and a

duct system, they can act as ‘buffer volumes’ above a

mass-spring resonance, which may be easily

suppressed and provide substantial damping at higher

frequencies [24]. The development of complex reac-

tive cavity silencers, individually tuned to loud

engines or machinery act as a combination of cavities,

side-branches and perforated duct elements with often

a plurality of flow bends as, for example, sketched in

Fig. 8.28 interacting with the source and a coupled

duct system, has become a special research field in

noise control. Linear and non-linear theories as well as

numerical methods can deal with the variety of geo-

metric parameters, effects of temperature and flow on

the damping [48, 49].

These innovative silencers for the use in exhaust

stacks can do without any porous or fibrous material.

They revolutionized a specific industrial market seg-

ment [50], usually completely made of stainless steel

allowing easy cleaning on demand. The cylindrical

reactive silencers are produced with diameters of up

to 1 m, aiming at lower frequencies. They consist of

chambers co-centric to the main duct, which are

connected by a perforated metal cylinder (Fig. 8.29).

The input impedance of a single annular chamber is

given by [49]

WR ¼ R0o
2

nxpc0
þ j


 oR0teff
nxSh

� R0c0

Sc tanoc0 La þ tanoc0 Lb

� �
0
@

1
A;

(8.77)
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Fig. 8.27 Insertion loss De of

a rigid expansion chamber in a

water pipe [47] with m ¼ 20,

l ¼ 25 mm; open diamond
measurement, dashed line
calculation according to

Eq. (8.72)

Fig. 8.28 Silencer in the exhaust line of an internal combustion

engine (schematic)
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where nx denotes the number of holes in the perforated

cylinder, La and Lb are the chamber lengths,

Sc ¼ pr2a � pr2i is the cross-sectional area of the cham-

ber, t the thickness of the perforated cylinder, r is the

radius of the holes, Sh ¼ pr2 the area of the holes and
teff ¼ t + 1.7r is the effective length of the oscillating

fluid mass in the holes. The first term in Eq. (8.77)

represents the friction of the air in the holes, the

second the mass of the oscillating fluid mass in the

holes and the third represents the compliance of the

air volume enclosed in the chamber. For elongated

chambers, the silencer mainly acts as two quarter-wave

tubes with the partial lengths La and Lb according

to Fig. 8.29.

The silencer shown in Fig. 8.29a was actually

inserted in the chimney of a power plant with coal

dust burning. The burnt exhaust gases which still con-

tain residual dust even after several filters are

dissipated into the surrounds over a 40 m high chim-

ney with a diameter of 450 mm at a temperature of

180�C and 10 ms�1 flow velocity. To meet the

requirements, additional damping of up to 30 dB in

the octave bands between 63 and 250 Hz was neces-

sary. The carrier of the plant can clean the perforated

parts and annular chambers with a simple high pres-

sure steam cleaner annually as part of the regular

maintenance program.

8.8 Active Resonators

The oscillators described in Sects. 8.5–8.7 consisting

of concentrated elements (mass, spring, friction) and

modal components (vibrating plates, waveguides,

cavities) can be further enhanced and improved in

their acoustic performance by integrating electro-

mechanic actuators. Some of these innovative active –

or better activated – sound absorbers are a welcome

alternative especially of the passive and reactive

components at low frequencies due to their compact

structure and high efficiency. Equipped with low cost

electro-acoustic standard elements, which only use a

DC-source of, for example, 24 V and, depending on

the noise level to be reduced, consume no more than

8 W of electrical power, active resonators gained prac-

tical importance in noise control as series products, for

example, integrated in air-conditioning devices [51]

and ventilation systems [52].
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Fig. 8.29 (a) Longitudinal

section and (b) insertion loss

De of a cleanable reactive

silencer with six annular

chambers. Open square
measured in a test stand; open
diamond calculation
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In contrast to conventional active noise control

devices, also known as ‘anti-sound’, these active

resonators are characterised by inexpensive robust

structure without need for hard- and software usually

required in active noise control. Figure 8.30 shows an

example based on a mass-spring system, where the

coil of a cone-loudspeaker is driven by an amplifier

that receives the signals of two microphones. One

microphone detects the sound pressure in front of the

loudspeaker membrane. Its output voltage is combined

with that of the second microphone, which detects the

sound pressure behind the membrane.

In the activated mode, two sound pressure sources

take effect: the sound pressure pM, which is dominated

by the exciting sound field in front of the membrane

and detected by microphone 1 and the sound pressure

p0, which results from the amplified microphone

voltages. Microphone 2 within the box volume detects

the sound pressure pN which is amplified separately

and used for the generation of p0. According to the

basic calculation rules for such circuits, described in

more detail in [53], the impedance of the active cas-

sette results in

W ¼ 1

1þ V0

r þ joM þ 1� VN

joN

� �
; (8.78)

where r denotes the friction coefficient, M the

mass and N the compliance of the passive system.

New possibilities for tuning the impedance to the

corresponding noise spectrum using separate ampli-

fications V0 and VN arise from Eq. (8.78). By

controlling V0, the specific resistance of the resonator

defined in Sect. 8.5.1 can be actively controlled. A

smaller impedance in the range around the given

mechanical resonance band has a positive effect on

the absorption. This is shown by the straight line

compared to the dashed line in Fig. 8.31. In contrast

to that, using the amplification VN actively controls the

effective compliance of the box volume and thus the

resonance frequency of the mass-spring system. This

is also shown in Fig. 8.31 for a positive (□) and a

negative (e) value of VN in good agreement with

experiments in the impedance tube ([1], Part 4,

Fig. 9.8a). If the insertion loss of a 25 
 25 
 16 cm

silencer cassette, mounted at the side of a 25 
 25 cm

rectangular duct, is determined [52] the practical

importance of such a variability becomes apparent

(Fig. 8.32).

Of course, the amplification is limited by the

electro-acoustic stability of the control circuit. Duct

elements coupled to the active resonator can also have

an influence on its efficiency. Compared to silencer

cassettes with only one feedback path (VN ¼ 0) [51],

the absorption maximum of that depicted in Fig. 8.30

can be easily shifted by one octave without exchang-

ing mechanical components. An automated tuning in

compliance with the corresponding operation condi-

tion of the sound source using signals of simple control

elements or e.g. tacho signals can be envisaged.

An active side branch resonator according to

Sect. 8.7.1 used as a silencer for heating systems is

described in [54]. Here, an active silencer cassette

equipped with only one sensor terminates a quarter-

wave length tube. First, the impedance with a rigid

termination may be formulated for the undamped case

a b

Fig. 8.30 (a) Structure,

components and (b) Electrical

equivalent circuit of an

activated and electronically

tunable acoustic mass-spring

system
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according to Eq. (8.43). The imaginary part of the

impedance vanishes at the resonance frequencies

derived from Eq. (8.74) so that at least the requirement

for high absorption or damping is fulfilled. For the

more general case of an arbitrary termination imped-

ance WL of the cavity, the impedance at the duct

connection is given by [55]

W0 ¼
WLcos

oL
c0
þ jR0c0sin

oL
c0

j WL

R0c0
sinoLc0 þ cosoLc0

: (8.79)

The transition from Eqs. (8.79)–(8.43) is easily

comprehensible for very high impedances (rigid ter-

mination). To describe the active side branch

resonators, the impedance of the active mass-spring

system Eq. (8.78) has to be inserted into Eq. (8.79)

for WL. The result of a prototype consisting of two

side branches connected to a main duct is shown in

Fig. 8.33. By activating the control (V0 > 0), the basic

frequency of the passive side branch resonator is

shifted from 250 to 63 Hz. Thus, activation saves

substantially in length, which would be necessary

for a passive side branch resonator. Generally, active

components once again qualify for the development of

highly integrated compact low-frequency absorbers.

Their practical application is not necessarily limited

to mass-spring systems and quarter-wavelength tubes.

8.9 Micro-Perforated Absorbers

A survey of conventional materials for sound

absorbers and structures thereof was given in the pre-

vious sections. Not all but many of them employ

fibrous or porous materials which passively react to

an incident sound field (Sect. 3). On the other hand,
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Fig. 8.32 Insertion loss De

measured in a 25 
 25 cm

rectangular duct of an active

mass-spring resonator

according to Fig. 8.30 with

amplification – V0 only; open
diamond V0, VN negative;

open square V0, VN positive
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Fig. 8.31 Absorption

coefficient a of the mass-

spring system shown in

Fig. 8.30, calculated for

normal sound incidence using

Eqs. (8.6) and (8.78); dashed
line without amplification

(V0 ¼ VN ¼ 0, passive); open
diamond with amplification

(V0, VN negative); solid line
with amplification (V0); open
square with amplification (V0,

VN positive)
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several types of resonators recently gained consider-

able importance which interact differently with the

exciting sound field (Sects. 8.4–8.8). It does not matter

if the latter are excited to vibrations in plates, foils or

membranes (Sects. 8.5 and 8.8) or in air volumes of

differently shaped cavities (Sects. 8.6 and 8.7): Their

efficiency can be raised or optimised by inserting or

adding a smaller or larger amount of passive damping

material. Kurtze 35 years ago [56] was able to prove

that ceiling or wall panels made of passive layers as

thick as possible according to Sect. 8.3 and Fig. 8.34a

behind a perforated sheet with a minimum of 15%

perforation ratio could be easily and economically be

replaced by similarly perforated metal cassettes, wood

or plaster plates with a significantly thinner fleece or

cloth lining in front or behind (see Fig. 8.34b).

For a fleece cover with different flow resistances, it

is shown in Fig. 8.35 how a broad absorption maxi-

mum develops at d � l/4, a relative minimum is

passed at d � l/2 but at d � l/8 again a � 80% can

be reached for an optimum flow resistance similar

to the homogeneous passive absorber according to

Fig. 8.3 and Eq. (8.28). Thus, if the distance d is

large enough sound absorbers can be realised, espe-

cially for room-acoustic purposes, which are broad-

band even at lower frequencies. Yet, the well-known

perforation or slit design of conventional optical and
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Fig. 8.33 a Sketch and b

insertion loss De, measured in

a 13 cm exhaust tube of an

active quarter-wave side

branch resonator pair; dashed
line without and continuous
line with amplification V0

a

b

c

Fig. 8.34 Acoustic panels for walls and ceilings. (a) Perforated

plates with more than 15% perforation; cavity at least partially

filled with porous/fibrous damping material; (b) Perforated

plates as in a, but covered with a thin porous/fibrous flow

resistance; (c) Micro-perforated plates or foils with approxi-

mately 1% perforation without any damping in front of or

behind it
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protective covers still remains visible as typical for

conventional porous/fibrous absorbers if the fleece is

pointing towards the room, because a certain air flow

passage and thus soiling of the perforated cover

unavoidably occurs after some time, even when an

‘acoustic plaster’ is additionally applied on the front-

fleece.

With respect to ergonomics and hygienic, Maa

[57] brought the development of completely inno-

vative acoustic components on the way with his idea

of micro-perforated plates, which do no longer rely

on any porous or fibrous damping materials for

dissipating acoustic energy (see Fig. 8.34c). Their

acoustic efficiency can be adjusted nearly indepen-

dently of the chosen plate material, which for the

first time allows the production of transparent or

translucent sound absorbers, made for example of

acrylic glass, polycarbonate or even of plane glass

[58].

In all variants, meanwhile approved in countless

applications, the air oscillates many adjacent holes

shown in Fig. 8.36a (a, b) or slits as a mass together

with the air in the air gap (d) in front of a usually rigid

wall as spring in a faint analogy to the mass-spring

system of Helmholtz resonators described in Sect. 8.6.

Compared to conventional perforated panel absorbers

(Sect. 8.6.1) and slit absorbers (Sect. 8.6.2) [39], how-

ever, only a relatively small perforation ratio s is

chosen (preferably in the order of 1%) for micro-

perforated absorbers. Even more importantly, the

smallest dimension of the holes or slits (2r0) is always

made so small that it reaches the same order of

magnitude as the acoustic boundary layer in air (see

Fig. 8.36b and Eq. (8.33)).

For all porous absorbers, where the oscillating air is

damped by friction, the ratio of the pore dimension

normal to the oscillation direction and the size of the

boundary layer d play an important role. For cylindri-

cal holes of radius r0 (mm), the dimensionless ratio

x ¼ r0
d
¼ 0:65r0

ffiffiffi
f

p
; (8.80)

with f (Hz) enables a qualitative statement on how

effectively the friction at the walls can damp the

oscillations in the holes. For conventional perforated

panel absorbers with 2 < r0 < 25 mm, the friction
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Fig. 8.35 Absorption

coefficient aS measured in a

reverberation room of a

ceiling with perforated sheet

metal cassettes according to

Fig. 8.34a and b with

d ¼ 200 mm, continuous line
porous/fibrous absorber of

same thickness d according to

Fig. 8.3; open square 7 mm

fleece (1 kg m�2); open
diamond 5 mm fleece

(0.5 kg m�2); open triangle
0.6 mm fleeced

a

b

Fig. 8.36 Basic principle of micro-perforated absorbers: a Top

view and sectional drawing (schematic); b velocity distribution

of oscillating air in large (left) and small (right) holes or slits
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stays small with 10 < x < 500 as long as no addi-

tional damping material is located in or close to the

holes causing additional dissipation. In contrast to

that, r0 always stays in the same order of magnitude

as d for the typical hole dimensions 0:05< r0 < 5mm

of micro-perforated absorbers so that the oscillations

in the holes which are also amplified at resonance

always experience an optimum damping. For open-

cellular porous foams to obtain high frictional

damping even in the absence of resonance phenomena,

pore dimensions between 0.1 and 0.5 mm are

recommended. If the same damping model in narrow

ducts is transferred to conventional mineral fibres, as

is generally the case using Rayleigh’s model ([2],

§ 40), a friction coefficient results from the averaged

fibre diameter ([16], Table 19.7) of 4–15 mm which

considerably deviates from the optimum value of

x � 1. As a matter of fact, an effective pore radius

between 65 and 125 mm can be determined by com-

paring the Rayleigh model with experiments using real

fibrous absorbers [16]. Interestingly enough, this

results in values of 0.5 < x < 5 very similar to those

of micro-perforated absorbers.

The micro-perforation, according to the envisaged

frequency range, can thus be designed in such a way

that the ratio x remains close to unity for r0 in the sub-

millimetre-range. Using a correspondingly fine perfo-

ration (r0), the friction for the oscillations in the holes

can be tuned in such a way that no additional damping

material is required neither in front of, in nor behind

the holes or in the cavity behind them to achieve

optimum damping in a broad range of frequencies.

Using this inherent damping and a principle which is

completely defined by geometric parameters, micro-

perforated absorbers can be calculated precisely by

their design parameters and can be tuned to almost

any given sound spectrum.

For heat-conducting plates made of metal or glass

additional losses due to heat-dissipation in a thermal

boundary layer of the same order of magnitude as the

acoustic boundary layer ([7], § 30) can be identified.

Using the same geometric parameters, micro-

perforated absorbers made, for example, of glass

should show a larger inherent absorption than those

made of acrylic glass. In rough agreement with other

authors (e.g. [2]), Maa introduced additional losses

to the boundary layer coefficient x which add to the

dynamic viscosity � using the value 0.024 g�1 s�1

so that

x ¼ 0:42r0
ffiffiffi
f

p
; (8.81)

replaces Eq. (8.80) for micro-perforated components

with substantial heat-conduction.

8.9.1 Micro-Perforated Plates

The theoretical treatment of micro-perforated

absorbers and its antecedents in which Velizhanina

has played a prominent role was thoroughly expressed

in [59]. The wall impedance of a micro-perforated

plate with cylindrical holes in the approximation of

Maa [57] as shown in Fig. 8.36 according to Eq. (8.6)

and normalised to the specific impedance of air is

given by

W

r0c0
¼ r0 þ j om0 � cot

od
c0

� �
: (8.82)

Here, the term cot od/c0 in Eq. (8.82) describes

the fact that the hollow space between the perforated

plate and the wall represents strictly speaking a cav-

ity resonator for higher frequencies, in contrast to the

simple mass-spring system, which was dealt with in

Sects. 8.5.1 and 8.6.1 as a model for the resonance

absorber with concentrated elements d � lð Þ. This
would enable a maximum of the oscillation damped

with r0 for d ¼ l/4 provided that the mass per unit

area of the oscillating air in the holes m0 normalised

by R0c0 is not too large. On the other hand, cot od/c0
tends to infinity for d ¼ l/2 so that at the

corresponding frequency and higher harmonics no

oscillation and thus in the sense of this model also

no absorption occurs. For small angular frequencies

o, the approximation

cot
od
c0

� c0
od

; (8.83)

can be used and the frequency of maximum absorption

tends towards lower frequencies compared to the

rough approximation given by Eq. (8.56). The main

difference to a conventional Helmholtz resonator is

obviously given by the frequency dependent form of

r0 and m0 in Eq. (8.82) (due to the boundary layer

thickness x)
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m0 ¼ t

c0s
Km;

Km ¼ 1þ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9þ 0:5x2

p þ 1:7
r0
t
;

(8.84)

r0 ¼ 8�

R0c0

t

sr20
Kr � 0:34ð0:78Þ10�3 t

sr20
Kr;

Kr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:031x2

p
þ 0:35x

r0
t
; (8.85)

where the corresponding last term of the sum in the

multipliers Km and Kr which are characteristic for

micro-perforated absorbers can be easily identified as

an end correction which – similar as for conventional

Helmholtz resonators – increases the oscillating mass

by the ratio r0/t but loses importance for small holes

(r0 [mm]) and thick plates (t [mm])

Using the approximations Eqs. (8.83) and (8.84),

the micro-perforated absorbers can be characterised

analogous to the simple oscillator according to

Sect. 8.6.1 by their main resonance frequency

fMPA ¼ 54
 103
ffiffiffiffiffiffiffiffiffiffi
s

dtKm

r
½Hz�; (8.86)

and their normalised impedance

Z
0
MPA ¼

ffiffiffiffiffiffiffiffi
tKm

ds

r
: (8.87)

All dimensions are given in millimetre and the correc-

tion factor Km is estimated according to Eq. (8.84)

which depends on x using Eq. (8.80) or (8.81), respec-
tively, and in turn on the design frequency. Using the

ratio (r0 + 1)/ZMPA, an expression for the relative

bandwidth of the absorber can be derived according

to the model described in Sect. 8.5.1. A design tool

easy to use has thus become available to tune micro-

perforated absorbers for any given demand.

In various publications [59–65], the possibility to

absorb sound in nearly invisible holes using micro-

perforated surfaces of different materials was made

accessible for practical applications. The influence

of the geometric parameters a, b, d, t in Fig. 8.36 on

the absorption is theoretically and experimentally

described in ([1], Part 5). If the holes are chosen too

narrow, the modified Helmholtz resonator according

to Eqs. (8.84)–(8.87) is ‘overdamped’. If they are too

large additional damping material, e.g. a fleece, is

needed to provide the friction losses required for opti-

mum absorption.

Moving from normal to oblique or diffuse sound

incidence, the absorption maximum for y > 0 is

shifted towards slightly higher frequencies and is

somewhat reduced according to [57]

a ¼ 4r0 cos y

ðr0 cos yþ 1Þ2 þ om0 cos y� cot od cos yc0

� �2 :
(8.88)

The relative bandwidth in the diffuse field is but

slightly increased because not only r0 is smaller but

also ZMPA

0
. While theory and experiment are in good

agreement at normal sound incidence (<5% difference

in a(0)), it can often be observed that the theoretical

values are slightly exceeded especially for higher

frequencies in reverberation room measurements. If

the approximation according to Maa is used, one is

thus usually on the safe side. This can be quite differ-

ent if micro-perforated absorbers are used at grazing

sound incidence, for example, as resonators in splitter

silencers and if the cavity behind the perforated plate

is not sub-divided into partitions to make the lining

locally reacting. Using a convex curvature towards the

room, as depicted in ([59], Fig. 11) the bandwidth of

maximum efficiency can be increased, so that it is

possible to absorb more than 50% of the incident

sound energy over a band of more than two octaves.

If the bandwidth of a single layer of a micro-

perforated absorber is not sufficient, two or three

layers of micro-perforated plates can be combined

preferably with increasing distance in such a way

that the higher frequencies are absorbed in the upper

layers and the lower frequencies in the lower plates. A

practical example [28] with a bandwidth of four

octaves is shown in Fig. 8.37.

As was already discussed in Sect. 8.5 on plate

resonators, fairly broadband sound absorbers can also

be realised by arranging differently tuned modules

(e.g. wooden panels with varying wall distance) side

by side. If, for instance, the wall distance d of a

suspended ceiling made of micro-perforated sheet

metal elements is varied [59], some broadband effect

can be achieved. Figure 8.38 shows the influence of

the wall distance d on the absorption coefficient using
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sheet metal of thickness t ¼ 0.5 mm and hole

diameters of 0.5 mm with a perforation ratio of less

than 1%.

It was noted above that the effective air mass in the

holes is inversely proportional to the perforation ratio

s, see Eq. (8.84). By using only small values for s
and large values t to tune the absorption to low

frequencies, r0 can be increased at the same time

according to Eq. (8.85). Yet, the bandwidth will be

limited, because ZMPA

0
also increases according to

Eq. (8.87). Finally, an important limitation of this

strategy should be mentioned: if m0 in the holes is in

the same order of magnitude as the normalised mass

per unit area m00=R0c0 or even larger than that, the

designed absorber cannot be excited. That is, if

m0

m00=R0c0
¼ R0Km

Rs
< 1; (8.89)

with the density R of a micro-perforated structure with

perforation ratio s becomes a lot larger than unity, it

acts like a plate resonator as described in Sect. 8.5.2.
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Fig. 8.38 Absorption

coefficient as of a micro-

perforated suspended ceiling

with t ¼ 0.5 mm,

b ¼ 0.5 mm, a ¼ 5 mm,

measured in the reverberation

room according to ISO 354 for

different wall distances; r
d ¼ 50 mm, open diamond
100 mm, open square
200 mm, open triangle
400 mm

a
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Fig. 8.37 Absorption

coefficient a of three layers of

micro-perforated aluminium

plates calculated for normal

sound incidence [28]. For

comparison: dashed dotted
line porous/fibrous absorber of
same thickness according to

Fig. 8.3
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8.9.2 Micro-Perforated Foils

The development of a whole family of quite different

types of micro-perforated acoustic elements started in

1993, after initial drilling tests with prototypes of

aluminium, by cutting holes and slits into acrylic

glass plates using a suitable programmed single laser

beam. Hereafter, drilling plastics with a multi-spindle

machine was productive. As suspended ceiling

elements sheet metals thinner than 1 mm were

micro-perforated using punching tools shortly after

that. For the application of thin sheet metal and plastic

parts for sound attenuation in vehicles, a special slit-

ting technique followed by a roller process made it to

series production in the meantime.

Plastic foils can best be micro-perforated by hot

needles on a roller; for optimum design, a multitude

of holes with d � t is needed which amounts to about

250,000/m2. Since cavity resonances in such a struc-

ture with a perforation ratio of 1% can easily be

excited, due to the cot-term in Eq. (8.82), the main

maximum of the micro-perforated absorber (Fig. 8.39)

can be moved further towards lower frequencies for

increasing wall distance d. Moreover, a relatively

large ‘ridge’ at mid frequencies and a long ‘tail’ at

higher frequencies may be obtained. The resulting

large bandwidth of this special Helmholtz resonator

where the undamped cavity is made excitable for

incident sound waves by a micro-perforated structure

resembles that of slit absorbers in Sect. 8.6.2 if its

cavity is densely filled with damping material. Due

to the condition in Eq. (8.89), such low frequencies

can, however, only be reached by such thin foils if they

are kept in form by a supporting grid and vibrations of

the foil are thus suppressed. If, for example, the fre-

quency range between 250 and 4,000 Hz is targeted

which is the dominating band in ‘fun-pools’ or ‘bot-

tling plants’, the micro-perforated absorber variant

with two layers as shown in Fig. 8.40 offers suitable

absorption as the result of a room-acoustical treatment

under the roof area of a swimming pool clearly shows,

achieving a reduction to half the reverberation time

[65].

Transparent micro-perforated absorber foils

recommended themselves as linings or venetian blinds

especially in front of glass windows or facades [66] if

higher costs for facing shells made of acrylic glass [38,

58, 59] should forbid. Translucent, printed or coloured

micro-perforated absorber foils are suitable as a low

frequency sound-permeable cover for compound panel

absorber modules according to Sect. 8.5.3 [11]. Vari-

ous possibilities to improve noise control and acoustic

comfort are offered by spanned ceilings made of PVC

foils with a micro-perforation.

8.9.3 Micro-Perforated Structures

All micro-perforated components discussed in

Sects. 8.9.1 and 8.9.2 are always air-in-air resonators

whose thickness determines according to Eqs. (8.83)

and (8.86) not only their resonance frequencies

but also according to Eqs. (8.47) and (8.87) the band-

width of their maximum performance. Acoustically

activated foils also stand the test as mid-to-high fre-

quency absorbers in factory halls, atria and auditoria

even if they do not form enclosed cavities with a rigid
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Fig. 8.39 Absorption

coefficient a (at normal sound

incidence without heat

conduction), calculated

according to Sect. 8.1 for hole

diameter b ¼ 0.2 mm, hole

distance a ¼ 2 mm, foil

thickness t ¼ 0.2 mm, at

distances □ d ¼ 25 mm, open
triangle 50 mm, open
diamond 100 mm, filled
square 200 mm, down open
triangle 400 mm, closed filled
triangle 800 mm
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wall or ceiling. It is well known that ‘classical’ micro-

perforated absorber lose their efficiency at lower

frequencies if the aforementioned air-cushion is

acoustically not enclosed. It was at first not expected

that micro-perforated foils suspended freely in a hall,

horizontally or obliquely, can reduce the reverberation

time at least at high frequencies. The principle absorp-

tion mechanism behind this is described in [66].

If micro-perforated planar structures are

suspended vertically from a ceiling or as a

suspended ceiling simply in parallel, they show a

substantial sound absorption at high frequencies in

a diffuse field, which is again strongly influenced by

all geometric parameters of such a construction

(Fig. 8.41). The absorption is in any case higher
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Fig. 8.41 Absorption

coefficient as for diffuse sound
incidence on freely or parallel

suspended micro-perforated

foils in front of a rigid surface

measured in a frame at open
square B ¼ 170 mm, open
diamond 330 mm, open
triangle 525 mm
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Fig. 8.40 Absorption

coefficient as of a two-layered
micro-perforated foil absorber

with a wall distance of

d ¼ 100 and 130 mm; open
diamond measurement, open
square calculation for diffuse

sound incidence
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than for the same construction made of fleece or

cloth.

A substantial additional absorption in a room may

also be obtained if ventilation ducts are micro-

perforated [67]. If air leaks through the holes due to

a certain pressure in the duct and thus supporting the

ventilation of the room, the absorption is even slightly

increased. Additionally, by this the mid- and low-

frequency noise emitted by the fan and carried through

the duct by the flow can be reduced by a few dB/m. For

the external as well as for the internal damping

mechanisms, the resting or moving air in the duct

acts as a concentrically compressible air cushion,

where in one case the externally incident waves and

in the other case the approximately plane internally

progressing waves excite this substantially modified

Helmholtz resonator to oscillate and thus to absorb

sound.

Finally, micro-perforated sheet metals or foils can-

not only be used to build ducts or volumes to absorb as

much sound in their envelopes as possible. It is also

advantageous to fill silencers, which conventionally

use porous/fibrous material according to Sect. 8.3,

with micro-perforated surface structures. Instead of

very closely arranged adjacent pores and fibres in the

mm-range extremely thin micro-perforated foils which

are folded, rolled or ‘stuffed’ into the cavity may span

a sufficiently large number of a more or less uniform

distribution of holes or ducts between the partitions of

different size.

Silencers, which are completely micro-perforated

as schematically sketched in Fig. 8.42, can offer cer-

tain advantages: the large internal and external micro-

perforated structures (e.g. made of stainless steel) can

catch hard strokes or endure continuous vibrations

better than relatively brittle mineral fibres or hard

foams according to Sect. 8.3. Their nearly closed and

smooth surface is less sensitive to soiling and repel

liquids. Figure 8.42 shows the absorption coefficient

of two prototypes with 100 mm thickness measured in

an impedance tube.
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Fig. 8.42 Absorption

coefficient a measured at

normal sound-incidence of a

silencer-package consisting of

about 20 layers of micro-

perforated foils 1 with

perforated sheet metal cover 2;
continuous line folded
regularly as sketched and

dashed line folded irregularly.

For comparison: dashed
dotted line porous/fibrous
absorber of same thickness

according to Fig. 8.3
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8.10 Highly Integrated Absorbers

In the previous sections, an overview over the differ-

ent mechanisms and constructions of conventional but

also innovative market-ready sound absorbers was

given, and the various different physical damping

mechanisms served as a logical guideline for the

more fundamental explanations. The practice of

noise control and even more in room acoustic design

is to solve the task of realising a certain weighted

sound pressure level as, for example, in Eq. (8.18) or

to exactly adjust or safely keep a desired reverberation

characteristic as in Eq. (8.12). It is thus important to

achieve a given target under the given installation,

operating or usage conditions with an effective and

valuable choice or even better an optimal combination

of suitable absorbers. The expectations can be met by

the experienced designer or consultant the better the

larger the variety of absorbers he or she has to choose

from. Under the given opulence of offerings even for

innovative absorber types, however, he or she is not

able to rely only on the specifications of the manufac-

turer. The proposed measurement procedure for low

frequencies in a damped reverberation room [23] is not

commonly accepted so far. But urgent problems can-

not wait until corresponding new standards are passed.

New technologies will, no doubt, be employed even

without updated standards if they only stand the test in

practice.

To eliminate, for instance, the noise of a 3 MW fan

of an aero-acoustic wind tunnel at the test room, it is

not very wise to press the air through conventional

narrow silencer-packages stuffed with fibres. Mid and

high frequencies can be damped instead using coated

foam profiles [17], which are integrated into the turn-

ing vanes to also respect fluid dynamics (see

Sect. 8.3.2). The low frequencies can also be absorbed

without substantial pressure loss using membrane

absorbers as described in Sect. 8.6.3, which according

to Fig. 8.43 optimally guide the flow around the corner

by their smooth metallic surface along the walls and

partitions of the two 180� bends. Since the completion

of this pilot project, bent silencers of this or a similar

construction are a standard recommendation for

silencer design in order to use a hefty ‘bending

bonus’ of up to 15 dB compared to Eq. (8.20) [69].

If, for example shown in [38], a factory hall classi-

fied as a historical monument with a lot of glass and

stucco shall be converted into an open-plan office or

multi-purpose hall, suitable sound absorbers can be

mounted invisibly (Fig. 8.44) in the studs of the con-

struction under the floor, behind large projection

screens but also on the preserved crane rails and

Fig. 8.43 Bending silencer in

the corners of an aero-acoustic

wind tunnel [17, 68]: 1
Separation of air flow into

unequal ducts with the same

insertion loss and same

pressure loss, 2 wall lining

consisting of membrane

absorbers, 3 splitter silencers

with a ‘back-to-back’

arrangement of membrane

absorbers, 4 turning vanes

with profiled and absorbing

foam coating
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even in front of large windows. All that is needed is to

say goodbye to the conventional 20–100 mm thick

fibre mat usually covered by a more or less attractive

perforated cover as acoustic lining. If it is explained to

architects, building owners and users that the room

absorption can be invisibly integrated into non-bearing

components and outfits or that absorbers may them-

selves become robust construction elements [38], such

planning in due time would perhaps remove the

existing aversions against acoustic treatment in

environments hard as steel and clear as glass.

But only when the complete audible range from

30 Hz up to a few kHz- range can be completely

absorbed by one and the same thin bounding surface

(see Sect. 8.10.1), some of the doubters might be

convinced of the importance of acoustic measures at

high-demand workplaces and in communication

rooms. Using plane compact absorbers, where low

frequency absorbers according to Sect. 8.5.3 and

high-frequency absorbers according to Sect. 8.3.2

are arranged consecutively one behind the other,

even anechoic chambers for acoustic precision

measurements can be designed with minimum con-

sumption of valuable space (see Sect. 8.10.2).

Since 1996, a successful innovative noise reduction

concept is on the market [50]. It replaces the common

solution, that is, silencers installed in separate

housings in front of loud exhaust stacks, by a novel

kind of lining integrated into the exhaust stack

employing stainless steel panels to absorb the

dominating low-frequency content of the noise (see

Sect. 8.12).

8.10.1 Broadband Compact Absorbers

Figure 8.18 already showed a low-frequency absorber

designed for a broad frequency range, where free

vibrations of a ‘floating’ steel plate are combined

with the damping mechanism of a soft foam plate,

which remains accessible for sound at its edges. For

this compound panel absorber, the elastic compound

between the oscillating plate and the damping layer

plays an important role. If a second porous layer is

mounted similarly in front of the steel plate as shown

in Fig. 8.45, the latter unfolds the absorption at higher

frequencies as described in Sect. 8.3.2. With a thick-

ness of 150 mm this optimizes the absorption above

250 Hz as it can be expected using Eq. (8.28). As

exemplified in Fig. 8.46, the absorption is strongly

increased in reverberation room measurements even

over the whole frequency range of interest. Obviously,

the damping potential of this combined reactive–passive

broadband compact absorber reaches an optimum in

this configuration where the softly embedded plate can

freely vibrate.

Here, the absolute values of the measured values

are not so important. At higher frequencies, values for

a larger than 1 can be explained as is commonly

known by the conventional arrangement of diffusers

in the reverberation room, diffraction at the edges of

the test specimen but also with the usage of Sabine’s

equation given by

as ¼ 0:163
V

Sa

1

Tm
� 1

To

� �
; (8.90)

CBA CBA

BCA

MPA

CBA
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Fig. 8.44 (a) Acoustic design (with invisibly installed

absorber-modules) and b reverberation time T in a factory hall

classified as a historical monument converted into a training

centre [38]; open square original condition, open diamond
final condition
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with the room volume V (m3) the surface of the test

specimen Sa (m2) and the reverberation times Tm (s)

with and To (s) without the test specimen. In contrast

to absorption coefficients measured in the impedance

tube at normal sound incidence, a values up to 1.2 are

nothing to be worried about ([7], § 25).

The results in Fig. 8.46 show that by using a broad-

band compact absorber which is only 250 mm thick

one can cover in practice the whole audio spectrum of

interest. The influence of thicker vibrating plates (up

to 2.5 mm) on absorption cannot be quantified in such

a conditioned reverberation room as well as with the

measurement procedure using the reverberation times

at the eigenresonances of the room (see Sects. 8.4 and

8.5.3).

In the worldwide quietest aero-acoustic wind

tunnel [68], broadband compact absorbers were

integrated as wall linings at the collector and as a

double-sided silencer in the vanes (in combination

with caps of open porous soft foam) as shown in

Fig. 8.47. Additional applications of broadband com-

pact absorbers in room acoustics are described in [38].

8.10.2 Anechoic Room Linings

Originally, the compound panel absorbers and broad-

band compact absorbers described in Sects. 8.5.3 and

8.10.1 were developed to design the sound field in high-

grade listening rooms of professional audio and video

studios but also as a resource to create the room acous-

tical environment for playback of multi-channel sur-

round sound for demanding music fans [23]. In view

of their absorption characteristics shown in Fig. 8.48, it

was suggesting to create a new basis of innovative

anechoic linings for acoustic test cells [70, 71].

At low frequencies where the dimensions of

anechoic rooms are comparable to the wavelength a

non-uniformly distributed sound field as described in

Sect. 8.4 exists. The innovative broadband compact

absorber lining takes this into account by distributing

the backing resonator plates also not uniformly as

recommended by the relevant standard ISO 3745 but

placing the absorbers with the thickest plates prefera-

bly at the edges and corners of the room in contrast to

a

b

c

Fig. 8.45 Broadband compact absorber with 1–2.5 mm thick

steel plate embedded between 10 and 15 cm thick open porous

soft foam plates with a open joints b fittings covering wires,

ducts, etc., c integrated lighting elements
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Fig. 8.46 Absorption

coefficient aS of six broadband
compact absorber-modules

with 1 mm thick steel plate

measured in the reverberation

room damped as shown in

Fig. 8.15, normalised by

Sa � 11 m2
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conventional linings with mineral fibre wedges. At

these positions, the room modes can be damped most

efficiently. In certain areas, e.g., in front of doors, the

heavy vibrating plates can be omitted. Between the

broadband compact absorber modules with a preferred

surface area of larger than 1 m2, which are always

mounted at a certain distance, ducts and wiring or

other installations for the purpose of the room usage

can be comfortably integrated. Even lighting elements

can be flush-mounted in the lining at the ceiling (see

Fig. 8.45b, c).

The broadband compact absorber lining in its sim-

plest form leads to an utterly low reaction of the room

on the direct field of a broadband radiating sound

source. Its absorption coefficient at normal sound inci-

dence does not necessarily reach 99% as postulated by

the cited standard. Qualification tests on postulated

absorbers with a size in the metre range, which act at

low frequencies due to vibrating plates are difficult to

perform. It can also be doubted whether this require-

ment is sensible at all [72]. It is obviously derived

from the situation in a plane wave field (as in the

impedance tube), where the standing wave field is a

result of forward and backward progressing waves.

According to Eq. (8.8) and Table 8.1, a ripple of

only �1 dB results if the absorption coefficient is

0.99 In reality, however, spherical waves are more

likely to propagate especially in anechoic rooms of

which the amplitude is not constant, but changes con-

tinuously along the propagation path with approxi-

mately �20 lg r [73].
Yet, in some special cases, where investigations

of narrow-band radiating sources are performed, it is

sensible to combine the broadband compact absorber

lining with a structured porous absorber [74]. If the

a
1b

4b1b
33

b
6

4a1a

5 2

Fig. 8.47 Integration of broadband compact absorber-modules

into (a) the splitter silencer and (b) the wall linings of an aero-

acoustic wind tunnel of a car manufacturer [68] 1a 300 mm

thick broadband compact absorber modules 1b 250 mm thick

broadband compact absorber-modules, 2 foam bulkhead for

dampening of the cavity 3 foam profiles to optimise the guid-

ance of the flow and the insertion loss 4a 3 mm thick steel plate

4b 2 mm thick steel plate 5 concrete wall or ceiling
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Fig. 8.48 Absorption

coefficient a of differently

structured porous or fibrous

sound absorbers measured in

the impedance tube with

200 
 200 mm cross-

sectional area:

Asymmetrically structured

absorber (left): dotted line
520 mm, dashed line 650 mm,

780 mm,Wedges (right): open
triangle 680 mm, filled
triangle 1075 mm [70]
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entrance of the sound into the porous layer is facilitated

by a special shape as sketched in Fig. 8.48 the absorp-

tion coefficient of conventional absorbers can even be

outranged or the same absorption can be obtained at low

and high frequencies with significantly thinner lining.

This is achieved by the fact that these innovative asym-

metrically structured absorbers not only absorb pas-

sively according to Sect. 8.3 but interact positively

with the sound field due to their specific material

parameters.

8.10.3 Angular Stack Silencers

Pipelines and exhaust stacks are ideal wave guides as

long as they are new, i.e. when they are not soiled.

Frequently exhaust stacks are used, which contain a

thin ‘inlay’ made of high-grade material (stainless

steel), which is held by an external tube bearing the

static and dynamic loads. If these internal components

guiding the flow and the sound in the exhaust stack are

not shaped cylindrically but formed as a polygon, the

sound can excite the plane internal surface elements to

perform vibrations. The polygonally designed angular

stack silencers (Fig. 8.49) can be tuned by choosing

their geometric and material parameters in such a way

that starting in the octave band 31.5 Hz, if required, a

broadband insertion loss, matched to the excitation

spectrum of the noise source (fan), may be obtained.

Using the a values in the frequency range between 30

and 300 Hz measured in a 0.65 
 1.7 m impedance

tube [70, Sect. 5.3], the expected damping can be

Fig. 8.49 Example of a plate

arrangement in the angular

stack silencer [75]
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roughly estimated using Piening’s equation (8.20).

Meanwhile, the layout of the angular stack silencer

can quickly and effectively be done with a computer

program. The absorption coefficient of the plate

resonances is calculated by using the impedances of

their eigenvibrations Eq. (8.49):

WP ¼ 1P
m

P
n

1
Wmn

; m; n ¼ 1; 3; 5; . . . (8.91)

The transfer impedance WT takes into account the

effect of the air volume according to Eq. (8.43) and the

impedance of the termination behind the air volume

[29]. Wave resistance, thickness of the absorber and

propagation constant in the absorber are respected as

in Eq. (8.61). Using W ¼ WP + WT, the absorption

coefficient a is then calculated for normal sound inci-

dence as given in Eq. (8.8).

The sketch in Fig. 8.49 shows an arrangement of an

angular stack silencer tuned to 50–200 Hz consisting

of two plates with 0.8 and 1 mm thickness and four

plates with 0.6 mm thickness. With the aid of

Piening’s equation adapted for the angular stack

silencer of length l, the insertion loss D can be

estimated by

a
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Fig. 8.50 a Insertion loss De

and b assembly of the first

(5 m long) exhaust stack with

angular stack silencer [76]
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D ¼ 1:5l
S

X
i

niaiUi; i ¼ 1; 2; 3; . . . : (8.92)

Figure 8.50 shows the measured insertion loss of an

exhaust stack with such an integrated silencer [76]. In

the photograph, taken before the final installation, the

polygonal fitting of the exhaust stack can easily be

seen. For this relatively high damping requirement

especially at 63 and 125 Hz, the complete length of

the exhaust stack (31 m) was made good use of.

Angular stack silencers are installed along 20 m with

an inner diameter of 1.6 m and an outer diameter of

1.8 m and additional porous absorbers are installed

along 11 m of the stack length. The silencer is cleaned

two or three times a year with a water jet. Compared to

an older installation with conventional splitter

silencers, the carrier saves energy equivalent to about

30000 € per year simply because the angular stack

silencer has nearly no pressure loss.

8.11 Conclusions and Prospects

This chapter gives an overview over material

parameters and components, which enable the consult-

ing and developing engineer to design state-of-the-art

noise control and room acoustic measures. Its larger

part deals with innovative tools and building elements

for tackling acute, hitherto unsolved problems of

applied acoustics. The focus is put on airborne sound

damping at low frequencies employing absorbers with

smooth and non-abrasive, largely closed surfaces.

These are mainly a result of research and development

efforts in a group of scientists, engineers and

technicians at the Fraunhofer IBP in Stuttgart follow-

ing the philosophy laid down in [77]. Special thanks

are due to S. Zimmermann, a former member of this

team and PhD student of the authors, who translated

this chapter with a profound understanding. More

detailed reports on manifold applications of alterna-

tive absorbers and silencers in concrete building

projects are compiled in [78]. Not very surprisingly,

some novel approaches provoke resistance from

experts in the respective field of activity, see e.g. the

letters to the editor of ACTA ACUSTICA [79] on the

issue of an adequate noise abatement in open-plan

offices. Another somewhat puzzling concept deals

with more recently created novel “corner absorbers”

[80] for improving the acoustic comfort in spaces for

intense communication, e.g. restaurants, education

and conference rooms – yet another area where the

relevance of the low-frequency problem [37] has been

overlooked so far. The collaboration with numerous

industrial licensees and development partners is

deeply appreciated, who enabled the introduction of

ideas and prototypes into the market in accordance

with the strategies outlined in [81].
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Structure-Borne Sound, Insulation
and Damping 9
G. Muller

9.1 Introduction

In noise and vibration control, the most important

tasks are the minimization of the excitation and of

the propagation of sound in structures. Furthermore,

the transfer from structure-borne sound into airborne

sound – the vibration-induced radiation of sound –

should be kept as low as possible. For this purpose,

various possibilities are available:

(a) Reduction of forces, momentums, pressure,

movements, etc. that excite the structure; reduc-

tion of high frequent structure-borne sound by

avoiding quick changes in flows or loads; avoiding

of self-excitation mechanisms, e.g., stick-slip pro-

cesses; reduction of slackness; elimination of

loose parts (that can cause rattling), etc.

(b) Insulation of structure-borne sound, which means

reflection of structure-borne sound at certain

locations by means of elastic layers (springs),

changes of the transmitting medium, changes of

the dimensions in the transfer path, blocking

masses or other discontinuities.

(c) Enlargement of the distance, making use of the

fact that with increasing distance the energy is

distributed over a larger area and thus the energy

density decreases.

(d) Damping of structure-borne sound that means

transfer of vibration energy into heat, e.g., by the

use of appropriate damping materials or by fric-

tion at contact surfaces.

(e) Reduction of the radiation, e.g., by reducing the

radiating surfaces or the radiation efficiency.

(f) Active control.

Of course, for optimal results, in practical

applications the various methods have to be combined

appropriately.

As in bounded structures structure-borne sound

results from a complicated combination of different

wave types (see Sect. 1.8), it is difficult to handle the

issues related with insulation and damping of struc-

ture-borne sound in a general way. Therefore, just

some important special cases are considered in the

following.

In case of ‘compact’ bodies, e.g., compact machines,

and in case of low frequencies the structure’s

dimensions are often considerably smaller than the

wavelengths; this means that the individual structures

can be either considered as rigid masses or as massless

springs.

Beamlike or surface structures also permit

simplifications. As in these cases, at least one dimen-

sion typically is considerably smaller than the

wavelengths, it can often be assumed that the response

is determined by bending waves. Other wave types just

have to be considered in exceptional cases.

Just in the case of very high frequencies – espe-

cially in the ultrasonic range – it is necessary to con-

sider all different wave types; this case will not be
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considered in the following (we refer here to the

summarising literature [1–4] and to Chap. 21).

9.2 Insulation at Low Frequencies
(Elastic Mounts)

In practical applications, the elastic mount is one of

the most important elements for the insulation of

structure-borne sound. It consists of elastic elements

(rubber- or metal springs, soft cork, foams, etc.) that

decouple either the system of excitation (e.g. machine)

or the system, which has to be insulated from struc-

ture-borne sound (e.g., building area with high

requirements), see Fig. 9.1. By means of an elastic

mount, the force of excitation will be reduced for

frequencies 1.4 times higher than the resonant fre-

quency f0. However, elastic mounts are related with

amplifications near to the resonance frequencies. Due

to this frequency dependent behaviour, the time func-

tion of the force below the mount caused by a

knocking sound is altered. It is less abrupt and

‘smoother’ with a lower tuning frequency. However,

the total impulse transmitted via the elastic mount

remains unchanged.

The first task when designing an elastic mount is

the choice of an appropriate elasticity, determining the

tuning frequency f0 sufficiently below the frequency

range of interest. The second task is the choice of an

appropriate material for maximising the insulation and

avoiding unwanted frequency dependent minima of

the insertion loss [5–8].

9.2.1 Tuning Frequency

The stiffness s of the chosen springs and the effective

mass m of the elastically mounted system are the

decisive parameters for the insulation effect of an

elastic mount. For a simple system with one degree

of freedom, the tuning frequency is given by (see

Figs. 9.1 and 9.7):

f0 ¼ 1

2p

ffiffiffiffiffiffiffiffi
s=m

p
Hz: (9.1a)

For rotating movements (Fig. 9.1b), the tuning fre-

quency is given by:

f0 ¼ 1

2p

ffiffiffiffiffiffiffiffiffiffi
sr=Y

p
Hz, (9.1b)

(s – sum of the stiffness of the elastic elements in N/

m, m – effective mass in kg, sr – rotatory stiffness Nm/

rad, Y – moment of inertia in kgm2).

In case of plate-like structures with a mass/area m00

in kg/m2 mounted on a continuous elastic support with

a stiffness/area s00 in N/m3, the tuning frequency

results in:

f0 ¼ 1

2p

ffiffiffiffiffiffiffiffiffiffiffiffi
s00=m00

p
Hz: (9.2)

Here, the bending stiffness of the plate-like struc-

ture is neglected.

In case the isolated machine is positioned directly

on the springs and the total mass of the machine

vibrates (dynamic mass ¼ maschine’s mass), the fol-

lowing simple relationship between the tuning fre-

quency and the static deformation of the spring

elements x (see Fig. 9.2) can serve for a first estimate:

f0 ¼ 5=
ffiffiffiffiffiffiffiffiffiffiffi
x cm=

p
Hz: (9.3)

Here, the stiffness is derived from the static defor-

mation. However, it has to be considered that the

dynamic stiffness of springs often is significantly

higher than their static stiffness, so that Eq. (9.3)

often returns too low values.

Insulation of structure-borne sound by simple elastic

mounts often is not sufficient. The insulation for very

noisy machines in the vicinity of apartments or working

places can be improved by placing them on double
Fig. 9.1 Examples for elastic supports (a) vertical movement;

(b) Rotational movement
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elastic mounts. The systems thus obtained have two

tuning frequencies, which can be calculated according

to

f 2I;II ¼
1

2
f 21 þ f 22 þ f 23
� �� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f 21 þ f 22 þ f 23
� �2 � 4f 21 f

2
2

q� �
:

(9.4)

Figure 9.3 indicates the respective parameters.

9.2.2 Elastic Mounts in Practice

9.2.2.1 Stiffness
In the linear case – which can often be assumed –

stresses and strains are proportional. The spring stiff-

ness s is then given by a load independent constant

(F – load, x – deformation):

s ¼ F=x: (9.5a)

In the special case of homogenous spring elements

of cross-sectional surface S and thickness d consisting

of a single material with the Young’s modulus E, s is

given as

s ¼ ES=d: (9.5b)

Here, the Young’s modulus is assumed indepen-

dently of the load. With this assumption Eq. (9.3)

respectively Fig. 9.2 is obtained.

Often, this requirement is not fulfilled, e.g., in case

of tuning frequencies below the frequency of excita-

tion, which necessitates highly loaded spring elements.

Then the spring becomes stiffer with increasing loads,

so that non-linear spring characteristics are obtained.

In those cases, the tuning frequency is determined as

the tangent of the relevant spring characteristics the

corresponding stiffness [see Eq. (9.1a)] and given by:

s ¼ DF
Dx

: (9.5c)

Generally, the stiffness given in Eq. (9.5c) is larger

than the stiffness resulting from the total load and the

total displacement. Therefore, often the tuning fre-

quency decreases with increasing mass down to a

certain value and possibly increases again for higher

stresses. The minimal achievable tuning frequency is

given in Fig. 9.4 and Table 9.2 for some cases (for

rubber sheets bonded between steel plates this value is

approximately around 5 Hz, for compressive loads and

3 Hz for shear loads). Table 9.1 and Figs. 9.4 and 9.5

give examples for spring stiffness’ and spring

characteristics. E.g. in Table 9.11 the spring stiffness

per cm length is given for various rubber stiffness’ (in

Shore A). In case an element with B ¼ 50 mm, H
¼ 45 mm, L ¼ 120 mm and Sh A ¼ 55 is loaded

with 2,000 N (pressure load), the resulting stress

amounts 2,000/(BL) ¼ 33 N/cm2. The corresponding

spring stiffness according to Eq. (9.1a) is given by

1,160 (L/cm) � 1.4 � 106 N/m.

The characteristics of O � springs, which are often

applied at long machines or line-like structures, are

given in Fig. 9.4. Compared to punctual spring

elements, they have the advantage of providing some

load distribution. Here, the tuning frequency results

from the spring stiffness per length s0 in N/m2 and the

relevant mass per length m0 in kg/m:

f0 ¼ 1

2p

ffiffiffiffiffi
s0

m0

r
Hz: (9.6a)

Figure 9.5 shows the spring characteristics for two-

dimensional planar mounts that are applied below

foundations. Table 9.2 contains further data about

Fig. 9.2 Relation between static deflection and tuning fre-

quency considering the quotient between supported mass m
and dynamically effective mass mdyn

1 Loads above the values given in the table should not be chosen

for rubber sheets bonded between steel plates.
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stiffness. It indicates the Young’s modulus. Often the

stiffness per surface area (Young’s modulus per thick-

ness corresponding to Eq. (9.5b) is given. Table 9.2

does not contain values of the Young’s modulus for

solid rubber, which means for plates without wholes,

ribs or slubs, where the flexibility is determined by the

lateral deformation of the material. The dependency of

the stiffness on the form factor accounts for this effect

(Fig. 9.6a).

In case of a rigid contact of two non-planar bodies

the contact stiffness is relevant. Though in this case,

the deformation depends non-linearly on the acting

force (with increasing deformation the contact surface

increases), an incremental stiffness can be evaluated

according to Eq. (9.5c). It is given by [9, 10]

(Fig. 9.6b).

s ¼ 6R � E�2� �1=3
F1=3
con ¼ 2aE�;

1

R� ¼ 1

R1

þ 1

R2

;
1

E� ¼ 1� m21
E1

þ 1� m22
E2

:
(9.6b)

Fig. 9.3 Diagram for the

evaluation of tuning

frequencies for double elastic

mounts

Fig. 9.4 Characteristics of

O-springs

Curve a b c d

Width B
(cm)

3 3 10 10

Load (kN/

m)

5 10 20 30

Smallest

tuning

frequency

(Hz)

7 7 7 7

Stiffness

in the

linear

range (N/

cm2)

100 200 400 600
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Table 9.2 Young’s modulus, maximal permissible load and lowest tuning frequency of some materials (thickness between 3 and

6 cm)

Young’s modulus (N/mm2) Maximal load (N/mm2) f0 (Hz)

Mineral fibre plates 0.15–0.4 0.01 20

Coconut fibre plates 0.25–0.5 0.01 20

Plates made out of balls in foam plastic 0.3–0.6

Closed porous foams 0.45–0.7

Foamed polystyrene 0.3–3.0 0.01

Expanded polystyrene 5.0–24.0 0.05–0.25 10–25

PUR Elastomera G 0.18–0.36 0.01 17

PUR Elastomer R 0.35–0.75 0.025 12

PUR Elastomer L 0.35–1.1 0.05 12

PUR Elastomer M 1.0–2.0 0.10 12

PUR Elastomer P 2.2–3.6 0.20 12

PUR Elastomer V 4.5–6.5 0.40 12

Rubber fibre plates. 6010 BA 0.35–1.7 0.05 22

Rubber fibre plates. 6010 SH 1.0–2.5 0.1 18

Soft fibre plates 10.0 0.01 20

Mineral bound woodwool plates 6.0–17.0

Cork plates, soft 10.0 0.05 20

Cork plates, medium 15.0 0.25 20

Cark plates, stiff 30.0 1.0 20

Elastomer baringsb (without reinforcement) 50.0 2.4–5.0 < 8

aSylomer
bForm factor 2 (see Fig. 9.6a)

Table 9.1 Stiffness and tuning frequency for rubber-metal parts under loading

Dimensions (mm) Shore-hardness (Sh A) Compressional stress (N/cm2)

B H h 10 20 30 40 50

50 45 25 40 640 (18) 680 (13) 700 (11) 720 (9) 720 (8)

50 45 25 55 1,150 (24) 1,160 (17) 1,160 (14) 1,160 (12) 1,200 (11)

50 45 25 65 1,640 (29) 1,660 (21) 1,660 (17) 1,800 (15) 1,900 (14)

50 70 50 40 240 (11) 240 (7.5) 240 (6) 240 (5.5) 240 (5)

50 70 50 55 380 (14) 400 (10) 400 (8) 400 (7) 420 (6.5)

50 70 50 65 600 (17.5) 600 (12) 600 (10) 600 (8.5) 640 (8)

100 60 30 40 2,000 (22.5) 2,000 (16) 2,000 (13) 2,000 (11) 2,000 (10)

100 60 30 55 2,600 (30) 2,700 (21.5) 2,700 (18) 2,700 (15) 2,800 (14)

100 60 30 65 5,200 (36) 5,400 (26) 5,400 (21.5) 5,500 (19.5) 5,800 (17)

Dimensions (mm) Shore-hardness Sh A Shear stress (N/cm2)

B H h 5 10 20

50 45 25 40 80 (9) – –

50 45 25 55 150 (12.5) 70 (6) 60 (4)

50 45 25 65 220 (15) 150 (8.5) 120 (5.5)

50 70 50 40 30 (5.5) 24 (3.5) –

50 70 50 55 55 (7.5) 50 (5) 35 (3)

50 70 50 65 90 (9.5) 80 6.5) 70 (4)

100 60 30 40 200 (10) 170 (6.5) 140 (4)

100 60 30 55 350 (13) 320 (9) 300 (6)

100 60 30 65 520 (16) 520 (11.5) 520 (8)

Remark: The values without brackets give the stiffness in N/cm2 per cm length. The values in brackets give the tuning frequencies in

Hz, in case the compressional, resp. shear load is just caused by the weight of the isolated component
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(R1;R2 – radii of curvature of both bodies in

the contact area; one of the two radii can also be

infinite, E1; E2; m1; m2 – Young’s moduli and

Poisson values, a – radius of the contact area, Fcon –

contact force).

In the design of elastic mounts, a careful assess-

ment of the load applied to the individual elements is

crucial. That means that equally designed elements

should be positioned in equal distances from the axes

of gravity of the machine. If this is not possible,

elements with different stiffnesses can be applied.

Furthermore, all connections like, e.g., tubes and

shafts have to be decoupled by means of elastic

connecters. Especially in the case of low tuning

frequencies, this is often complicated: E.g., a tuning

frequency of 5 Hz is related with a static displacement

of 1 cm. An oscillating force that amounts to 10% of

the machinery weight leads to a movement with an

amplitude of approximately 1 mm. In case the tuning

frequency is in the vicinity of the frequency of

excitation, the oscillation might become considerably

larger (resonance case). Elastic connectors of tubes

and shafts have to withstand such amplitudes typically

relevant for fatigue, which can be even amplified due

to leverage effects.

9.2.2.2 Dynamic Mass
When applying the model of a single degree of free-

dom system [Eq. (9.1a)], it is assumed that the elasti-

cally mounted machine consists of a rigid mass in

which each point moves with the same vertical ampli-

tude or the same angle of rotation. Compact machines

like engines or machine tools fulfil this requirement in

the often most relevant low frequency range. In this

case, the mass of the machine is identical to the

dynamic mass. However, there are numerous

constructions where large static forces are transmitted

via elastic mounts, but just relatively small masses

determine the tuning frequency. The mounts can

even strut the constructions. For example, elevators

Fig. 9.5 Stress–strain

relationship for plane

supports. (a, b) Perforated

rubber plate; (c) Rubber plate

without holes

Fig. 9.6 (a) Relation

between form factor and

Young’s modulus in case of

rubber; (b) Values for the

contact stiffness according to

Eq. (9.6a)
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are acting with their total weight including the cabin

and the counterweight on the spring elements. The

tuning frequency of the elastic mount, however, is

determined by the mass, which is directly located

above the springs. The same holds in case of elastic

mounts of rails (Fig. 9.8). Also, here the spring

elements below the rails are deformed by the total

mass of the train. Due to the soft springs between

the bogie and the wagon, the tuning frequency is

determined by the mass of the wheel sets and a piece

of the track. In case of very long or large equipment

(elastically mounted beams, plates, crane runways,

printing machines or buildings), the dynamically rele-

vant mass can be considerably smaller than the total

mass. This is caused by the fact that distant parts are

not rigidly coupled (this holds for distances of above

half a wavelength of the corresponding waves). Here,

typically bending waves are considered. In engineer-

ing practice, Eq. (9.1a) still can be applied by

introducing a dynamically active mass mdyn in which

just the part of the mass is considered that shows the

vibration of the upper surface of the elastic mount. It

is difficult to calculate this value, which, in addition,

is frequency dependent. It has to be considered that

the lower limit of the tuning frequency resulting from

the static load (Fig. 9.4, Table 9.2) is then increased

by
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m=mdyn

p
.

In case the impedance of the elastically mounted

structure above the spring is known, the dynamic mass

can also be estimated by:

mdyn � Zmj j=o: (9.6c)

This formula just holds for mass impedances yet

not for spring impedances.

9.2.2.3 Special Mounts
Elastic mounts on systems that carry out rotating

movements, especially elastic shaft couplings, can be

treated similar to simple mass spring systems [Eq.

(9.1b)]. However, in practice high static loads occur

(e.g., the transmitted moment) and as frequently not

sufficient data describing the dynamic behaviour of

the torsion springs are available, the evaluation of

sr andY often is difficult. If the total vibration results

from a superposition of different types of movement,

the evaluation of one tuning frequency is not possible.

In such cases, the frequencies have to be calculated by

the methodof Finite Elements or with the help of

MDOF (multi degree of freedom systems).

Especially in the vehicle industry hydraulic,

electrodynamic or pneumatic active mounts are

used. Here actively forces are induced which are

optimised such that the amplitudes of movement or

the transmitted oscillating forces are minimised (see

Chap. 12).

9.2.3 Insulation Related with Elastic
Mounts

The simplest description of the effect of an elastic

mount is given by the level difference DLK . This

value returns the difference of the structure borne

sound´s third- or octave-band spectra above and

below the elastic mounts. The most interesting

description of the obtained insulation is given by the

insertion loss DLI. It is defined by the reduction of

the original level of structure-borne sound due to the

insertion of the elastic mounts. The ratio of the forces

that act above and below the elastic mount that means

F0=F1 respectively 20 lg F0=F1ð Þ is a further value.

All three values have their specific justification. They

must be never confounded as they can differ consider-

ably (Fig. 9.8).

For the calculation of the individual values, the

assumption of sinusoidally varying time functions

(harmonic excitation) is recommended. That means,

a spectral analysis of all values has to be carried out.

Furthermore, point impedances [11] which relate the

force of excitation F to the resulting velocity v at the

point of excitation must be introduced [see

Eq. (9.21a)]2:

Z ¼ F=v: (9.7)

In case of a pure sinusoidal (harmonic) excitation,

F and v are complex magnitudes and mostly frequency

dependent. For some cases, Z is given in Table 9.3

[11–13].

2 Analogously for rotating movements the moment impedance

can be defined as the relationship between the moment of

excitation and the corresponding angular velocity.
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The concept of impedances permits to calculate the

relationship between the oscillating forces and the

velocities of vibration (see Fig. 9.7 left hand side).

F0 � F1 ¼ Zmv0; v0 � v1ð ÞZF ¼ F1;F1

¼ Z1v1: (9.8a)

Introducing the impedance formulas for masses and

springs returns:

DLK ¼ 10 lg v20=v
2
1 dB ¼ 10 lg 1þ Z1=ZFj j2 dB

¼ 10 lg 1þ joZ1=sj j2 dB,
(9.8b)

DLI ¼ 10 lg 1þ Z1Zm
ZFðZ1 þ ZmÞ

����
����
2

dB ¼

¼ 10 lg 1� o2m

s

Z1
Z1 þ jom

����
����
2

dB,

(9.8c)

10 lg
F2
0

F2
1

dB ¼ 10 lg 1þ Zm
ZF

þ Zm
Z1

����
����
2

dB,

¼ 10 lg 1� o2m

s
þ jom

Z1

����
����
2

dB:

(9.8d)

Fig. 9.7 Definitions

regarding Eqs. (9.8a)–(9.10)

Fig. 9.8 Measurement result

at elastics supports. (a) Level

difference DLK and insertion

loss DLE for a elastically

mounted subway rail;

excitation by a passing train;

(b) Level difference DLK
insertion loss DLE for

an elastically mounted

elevator machine; excitation

by normal use
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The equations show that there can be enormous

quantitative differences between the various values.

This is especially the case (see Fig. 9.8) if

Z1j j � Zmj j, corresponding to a lightweight machine

on a heavy foundation. In this case, the elastic mount

provides a certain insertion loss. However, due to the

decoupling of the device, the machine’s vibrations

(above the springs) will increase significantly so that

we can obtain DLK � DLI.
The insertion loss of already installed elastic

mounts can be assessed by applying a force above

the mount and measuring the level difference DLK .
Then a further measurement is carried out by exciting

at the foundation in the ‘wrong’ direction. The lower

value DLK obtained returns a rough approximation for

the insertion loss (the lower value is taken separately

in each frequency band).

The equations and the figures show that the spring

stiffness should comply both conditions

s=o � Zmj j and s=o � Z1j j; that means the spring

element must be much softer than the supported

mass and it should be also softer than the supporting

structure. Furthermore, the elastic element should

have very little mass. It can be shown that above the

first spring resonance that is around

fK ¼ pf0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
m=mF

p
Hz, (9.9)

significant reductions of the insulation occur (mF –

total mass of the applied springs; f0 is given by

Eq. (9.1a)). Spring resonances can occur in case of

steel springs already around 100 Hz. The impact of

spring resonances can be reduced by introducing

damping on the spring. Rubber springs or additional

damping by applying of anti-drone coating onto steel

spring are more advantageous than viscous dampers

installed parallel to the springs.

Relationships to those for elastic mounts can be

established for double elastic mounts. Equation

(9.8a) then has to be replaced by

F0 � F1 ¼ Zmn0; n0 � n1ð ÞZF1 ¼ F1;

F1 ¼ Z1n1; n2 ¼ An1;

n2 � n3ð ÞZF2 ¼ F2;F2 ¼ Z2n3:

(9.10)

The respective definitions are given in Fig. 9.7b. A

corresponds to the change of amplitude in the interme-

diate foundation. Typically A � 1.

The level differences and the insertion loss derived

from Eq. (9.10) show the effect of both occurring

resonances (see Eq. (9.4) and Fig. 9.3). At high

frequencies, double elastic mounts show a high insu-

lation that typically is limited by bypasses (tubes,

cables, etc.) or by the transmission of airborne sound.

9.3 Insulation of Structure-Borne
Sound

9.3.1 Decrease with Distance

Similar to airborne sound, structure-borne sound is

also reduced with increasing distance between emitter

and receiver. Apart from the damping caused by the

transfer of vibration energy into heat, increasing dis-

tance is related with the fact that the energy is

distributed on an increasing surface, so that the

‘energy density’ becomes smaller. This is the reason

why one-dimensional structures (long beams, tubes,

etc.) almost show no decay with increasing distance if

no energy is deviated via mounting points, etc. Typi-

cally elastically mounted tubes transmit structure-

borne sound almost without attenuation over long

distances.

Apart from a relatively small nearfield where the

relations differ, in large two-dimensional structures

(large plates or – grids) the decay of structure-borne

sound is proportional to the circumference of an enve-

lope line. This leads to a decay of 3 dB when doubling

the distance.

Three-dimensional structures (large bodies or large

buildings) show a decrease which is inversely propor-

tional to the envelope surface, which means 6 dB when

doubling the distance (see Sect. 1.8.1).

Those rules show that it is wrong to indicate the

distance-related decay by a value given in dB/m,

which would correspond to an exponential decay. E.

g., in case of a well-compressed soil under a dynamic

force (induced by a vibrator or a machine with an

unbalanced rotating mass, etc.) even at low

frequencies (below 200 Hz) a level decrease of some

dB/m can occur, whereas in the same soil and in the

same frequency range the decrease in the vicinity of a

large source (e.g., underground train) on a large dis-

tance from the source can be significantly lower than

1 dB/m. Similar observations can be made in

buildings, where in the vicinity of the point of
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excitation the structure-borne sound is reduced around

4–6 dB per floor, whereas at a larger distance (above

the third to the fourth floor), a reduction of just 2–3 dB

per floor is observed.

9.3.2 Material Changes in the Cross-
section and Deviations

When waves hit on a discontinuity in the material or in

the dimensions of the wave guide, the energy is partly

reflected so that the transmitted energy is reduced.

This process has been investigated extensively espe-

cially for longitudinal or bending waves in beams and

plates [Eq. (9.11a)] in order to characterise their trans-

mission. The corresponding descriptive values are

defined as follows:

Transmission factor:

T ¼ n2=n1þ: (9.11a)

Transmission efficiency:

t ¼ P2=P1 ¼ m0
2c2n22

m0
1c1n21þ

����
���� ¼ T2

�� ��m0
2c2

m0
1c1

: (9.11b)

Transmission loss:

R ¼ 10 lgð1=tÞ dB: (9.11c)

The level difference at both sides of the discontinu-

ity is given by:

DL ¼ 10 lg
n21
n22

dB � R

þ 10 lg
r2S2c2
r1S1c1

þ 10 lg 2� tð Þ
� �

dB:

(9.11d)

(P1; v1þ – power respectively velocity, impinging

on the discontinuity, P2; v2 – corresponding values

radiated from the discontinuity, m0
1; c1, respectively

m0
2; c2 – mass per length and group velocity in front,

respectively behind the discontinuity).

In these definitions, it is assumed that the propaga-

tion is not further influenced or hindered. This means

behind the discontinuity, no reflections of the waves

occur. The transmission into a finite weakly damped

beam or plate will be treated in Sect. 4.4. Formulas for

the transmission efficiency t are given in Table 9.4 and
shown in Fig. 9.9 for the most important cases.

If beams or plates are interrupted by an elastic layer

or by an additional mass,3 two positions of

discontinuities lie close together; their effect will be

noted just above a lower frequency limit f < fu.
Approximate formulas for fu and the transmission

efficiency t are given in Table 9.4. The formulas do

not indicate all effects, e.g., frequencies in which t ¼
0 are not taken into account. Furthermore, the

transitions from bending waves to longitudinal waves

and vice versa, which occur in unsymmetrical or skew

arrangements, are not considered. Those phenomena

are described in the literature [11].

9.4 Damping of Structure-Borne Sound

Sound energy that is transformed into heat is not

audible any longer. Thus, the concerted installation

of damping is a very effective and largely applied

method for the attenuation of structure-borne sound.

This is done by applying appropriate materials or

constructions that transfer the sound energy – opti-

mally near to the sources – into heat.

Additional damping can be provided by applying

materials with sufficient interior damping, by friction

at contact surfaces or by adding damping materials

like high polymers or sand to weakly damped

constructions (e.g. metal constructions). As far as lin-

ear processes are considered, the damping of structure-

borne sound can be characterised by the loss factor

� ¼ Wv

2pWr
; (9.12)

(Wv – energy loss per cycle of vibration, Wr –

restituted energy per cycle of vibration)

Thus, values � > 1 are possible. There are

materials whose loss factors are relatively independent

of frequency, temperature and the type of waves (not

generally valid).

3 In case additional masses are applied, a rigid connection has to

be guaranteed. Glued or welded connections are recommended

whereas screwed connections are mostly not sufficiently stiff at

high frequencies.
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Table 9.3 Formulas for impedances

Rigid mass Z ¼ jom

Massless spring Z ¼ s=jo

Infinitely long beam, Longitudinal wave Z ¼ S
ffiffiffiffiffiffi
Er

p

Short beam, longitudinal wave rigid calmping Z ¼ �jS
ffiffiffiffiffiffi
Er

p
cot ð ffiffiffiffiffiffiffiffi

r=E
p

o=lÞ

Short beam, longitudinal wave without support Z ¼ jS
ffiffiffiffiffiffi
Er

p
tan ð ffiffiffiffiffiffiffiffi

r=E
p

o=lÞ

Infinitely long beam, bending wave Z ¼ 2rScBð1þ jÞ

Infinitely long beam, bending wave Z ¼ 1
2
rScBð1þ jÞ

Short beam, bending wave Z ¼ BK3
B

jo
1þcos hkBl cos kBl

sin kBl cos hkBl�sin hkBl cos kBl

Infinitely large plate, bending wave Z ¼ 8
ffiffiffiffiffiffiffiffiffi
Drh

p ¼ 4h2
ffiffiffiffiffiffiffiffiffiffiffi
Er=3

p

Finite plate
Z ¼ rhSp

4jo Sn
’2
nðx0 ;y0Þ

o2
nð1þj�nÞ�o2

n o�1

Infinitely large plate, ‘inplane’ movement 1
Z ¼ oð3�mÞ

16hG þ j o
8phG ð1� mÞ ln 2cL

oa þ 2 ln 2cS
oa

� 	

Elastic halfspace 1
Z � 0:19ð1� mÞ o2

G
ffiffiffiffiffi
G=

p
r
þ j 1�m

p
o
Ga

Approximate formula jZj � oml

Remark: The dimension of the impedance is Ns/m ¼ kg/s. S cross-section of the beam, SP surface area of the plate, E Young’s

modulus (in case of damped material, this value is complex, see Eq. (9.13), B bending stiffness of the beam, D bending stiffness of

the plate, h plate thickness, kB ¼ o
cB
¼ o2rS=Bð Þ, G shear modulus, m Poisson value, cL longitudinal wave velocity, cS shear wave

velocity, a radius of the exited surface ( a � lð Þ), � loss factor, ’ (x0, y0) value of the eigenfunction at the position of the excitation,
on eigenfrequency see Table 1.3,ml mass of an area, which is located at a distance of less than l=3 from the point of excitation. Here

l is the shortest wavelength (typically bending wave). It is assumed, that the local elasticity, which is represent by the imaginary part

of the formula can be neglected for an elastic half space
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Table 9.4 Transmission factors for longitudinal and bending waves

a. Longitudinal waves change in the cross-section t ¼ 4½s1=2 þ s�1=2	�2

Material change
t ¼ 4

E1R1
E2R2


 �1=2

þ E1R1
E2R2


 ��1=2
� ��2

Elastic layer t ¼ ½1þ ðf=fuÞ2	�1;mitfu � 1
p

s

S1
ffiffiffiffiffiffiffi
E1R1

p

Blocking mass
t ¼ ½1þ f=fuð Þ2	�1;with fu ¼ 1

p
S1

ffiffiffiffiffiffiffi
E1r1

p
m

b Bending waves change in the cross-section
t ¼ s�5=4þs�3=4þs3=4þs5=4

1
2
s�2þs�1=2þ1þs1=2þ1

2
s2

h i2

Material change
t ¼ 2

ffiffiffiffi
wc

p
ð1þwÞð1þcÞ

wð1þcÞ2þ2cð1þw2Þ

� �2

Corner t � 2½s�5=4 þ s5=4	�2

Intersection
t12 � 1

2
½s�5=4 þ s5=4	�2

t13 � 1

2
½1þ 2s5=2 þ s5	�1

Branches t12 � ½
ffiffiffi
2

p
s�5=4 þ s5=4=

ffiffiffi
2

p
	�2

t13 � ½2þ 2s5=2 þ s5	�1

Elastic layer t � ½1þ ðf=fuÞ3	�1

mit fu ¼ G2
F

1:8p2R1
ffiffiffiffiffiffiffiffiffiffi
E1R1

p
h1=l2F

� 1=3

¼ G2
F

2p3R1
ffiffiffiffiffiffiffiffiffiffi
E1R1

p
K1l2F

� 1=3

Blocking mass t ¼ 1 for f<0:5fs

t ¼ ½1þ f=fu	�1
for f>2fs

fs ¼ 1

2p
K1

K2

ffiffiffiffiffiffiffiffi
E1

R1
;

s
fu � 2R1S

2
1K1

ffiffiffiffiffiffiffiffiffiffi
E1R1

p
pm2

Remark: In case of plates s ¼ h2=h1; beams s ¼ S2=S1; E1; E2; r1; r2; h1; h2; S1; S2; K1; K2; c1; c2 Young’s modulus, density,

thickness, cross-sectional area, radius of inertia, group velocity at both sides of the coupling points (in case of plates K1 ¼ h1=
ffiffiffiffiffi
12

p
),

s stiffness of the intermediate layer, m mass of the blocking mass, GF shear modulus of the intermediate layer, lF length of the

intermediate layer, K radius of inertia of the blocking mass

K ¼
ffiffiffiffiffiffiffiffiffiffiffi
r2E1K2

1

r1E2K2
2

4

r
; c K2S2

K1S1
¼

ffiffiffiffiffiffiffi
E2r2
E1r1

q
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In theoretical considerations – assuming harmonic

processes with a time dependency ejot – the loss factor

can be interpreted as the imaginary part of the

corresponding Young’s modulus resp. shear-modulus.

Thus, the damping is already considered in the

corresponding equations by the stiffness parameters:

E ¼ Eð1þ j�Þ;G ¼ Gð1þ j�Þ;
B ¼ Bð1þ j�Þ: (9.13)

At the basis of these calculations, the relationship

between the loss factor and the respective measured

values as shown in Table 9.5 can be derived.

Fig. 9.9 (a) Isolation of

structure-borne sound at long

beams made out of a

homogeneous material;

above: longitudinal and

bending waves; rest: just

bending waves; (b) Insulation

of structure-borne sound

caused by elastic layers and

blocking masses for long

beams fu, see Table 9.4

Table 9.5 Relation between loss factor and other damping values

Half power band width of single resonances Df ¼ �f

Reverberation time T ¼ 2:2= �fð Þ
Log decrement L ¼ �p
Phase angle between strain and stress ’ ¼ arctan �

Q-factor Q ¼ 1=�

Level attenuation in case of longitudinal waves on very long beams D ¼ 27:2�=lL dB=mð Þ
Level attenuation in case of bending waves on very long beams D ¼ 13:6�=lB dB=mð Þ
Mean square velocity of a finite system (plate, cylinder, etc.), in case of a broadband excitation covering

several resonances
v2eff ¼ P

om�

Remark: lL longitudinal wavelength in m; lB bending wavelength in m; P inserted structure borne sound power; m total mass of the

system
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9.4.1 Loss Factor of Various Materials
and Constructions

In Table 9.6, loss factors and other important mechani-

cal data of various materials are listed. Apart from

asphalt, the listed materials show a more or less con-

stant loss factor for typical parameter variations (20 Hz

to 10 kHz;�30
C to +100
C). One has to consider that
the corresponding measurements are carried out at

homogeneous specimens and under laboratory

conditions, which means without energy dissipation to

the exterior. Furthermore, the effects of microstructural

changes are not considered. For the detection of those

effects in material research, the loss factor is as an

important measurement value. In practice, all

constructions consist of various parts that are affixed

somewhere, so that in any case friction on contact

surfaces and related dissipation of energy occurs. Due

to these inevitable losses, loss factors can hardly be

below 10�3. Bells or gongs are an exception from this.

In practical applications, the following approxi-

mate values for loss factors may be applied. The

indicated values do not consider specially designed

additional measures for damping (anti-drone coating,

filling with sand, etc.):

(a) Concrete or masonry buildings � � 10�2, fre-

quency independent;

(b) Metal constructions consisting of few thick parts

(e.g., exterior shell of a ship):

� � 3� 10�3 for f < 500Hz;

� � 10�3 for f > 1;000Hz;

(c) Metal constructions consisting of many thick and

some thin parts (e.g. engine, car)

� � 10�2:

(d) Metal constructions consisting of many thin parts

(small complicated machines):

� � 5� 10�2 for f< 500 Hz;

� � 10�2 for f>1;000 Hz:

Apart from metals and building materials, high

polymer synthetics are important. The loss factors of

these materials are typically strongly dependent on

frequency and on temperature. An example is given

in Fig. 9.10 [14]. At low temperatures and at high

frequencies, the curve show a ‘frozen condition’ with

loss factor below 10�1. For damping of structure-

borne sound, the ‘transition zone’ is more interesting,

Table 9.6 Mechanical data of some materials under normal conditions

Material Density

(kg/m3)

Young’s modulus

(kN/mm2)

Shear modulus

(kN/mm2)

Poisson

value

Longitudinal wave

velocity (m/s)

Loss factor

Aluminum 2,700 72 27 0.34 5,200 >10�4

Asphalt 1,800–2,300 7.7–21 1,900–3,200 0.05–0.3

Lead 11,300 17 6 0.43 1,250 10�3–10�2

Steel 7,800 200 77 0.31 5,100 �10-4

Fibre structures 50–150 – – – 80–300 �0.1

Glass 2,500 60 4,900 �10�3

Wood 400–800 1–5 2,000–3,000 �10�2

Copper 8,900 125 45 0.35 3,700 �2 � 10�3

Light weight concrete 1,300 3.8 1,800 �10�2

Brass 8,500 95 36 0.33 3,200 <10�3

Nickel 8,900 205 77 0.3 4,800 <10�3

Plexiglas 1,150 5.6 2,000 �2 � 10�2

Sand 1,300–1,800 – – – 100–300 0.05–0.2

Heavy concrete 2,300 26 3,500 4–8 � 10�3

Bricks 1,900–1,100 �26 2,500–3,000 �10�2

Zinc 7,100 13 5 0.33 1,350 <10�3

Tin 7,300 4.4 1.6 0.39 780 �10�3

Remark: 1kN/mm2 ¼ 109 N/m2
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in which the Young’s modulus changes quickly and

the loss factor is relatively high. For practical

applications in vibration control, the subsequent lique-

faction is not of interest.

It would be optimal to provide a high loss factor

over a large temperature range. Unfortunately, e.g., for

applications [15] at composite materials one can

observe that the higher the maximum loss factor, the

smaller the temperature ranges. A similar relationship

is observed with special alloying that can also lead to

high loss factors � � 10�2 for metals.

9.4.2 Combinations of Materials with
Large and Small Loss Factors

Materials with high permissible stresses (metals) typi-

cally show low damping, whereas materials with high

damping (e.g., high polymer in the transition zone) often

have low permissible stresses. This is the reason why

often both types of materials are combined. In practical

applications, metal plates, tubes, beams, etc. are provided

with highly damping layers made out of synthetic mate-

rial. This can be done either before the materials are

further processed (e.g., compound plates) or after they

are installed (e.g., anti-drone coating). By designing such

materials, it is necessary to consider that a maximum part

of the sound energy is introduced into the damping mate-

rial. For example, it makes little sense to apply the

damping material at a location where the amplitudes of

the induced strains are small or to apply a material with a

high loss factor, which, due to its very low Young’s

modulus, will not contain a significant part of the vibra-

tion energy. For complicated structures (bent or ripped

plates, etc.), it is not always possible to calculate the

losses resulting from a combination of the carrying struc-

ture and the damping material. However, for homoge-

nous plates and beams the relationships can be given

[16–20]. For propagating bending waves and layers

attached on one side, the loss factor can be taken from

Fig. 9.11 (valid for f<
ffiffiffiffiffiffiffiffiffiffiffiffi
r1=E1

p
E2=ð4r2d1Þ).One can see

that the product E2�2 should be very large and that the

efficiency increases approximately with the square of the

thickness ratiod2=d1. Thus stiff, thick surfaces with a

high loss factor should be applied. Typical data for a

well-designed, anti-drone coating applied to steel plates4

are E2/E1 � 3 � 10�3; E2�2 � 103 N=mm2; d2 ¼ 2d1;
� � 0:08. In compound plates (sandwich-plates)

(Fig. 9.12), the evaluation of the loss factor is slightly

more complicated. Assuming the values of Fig. 9.12, the

relationship is given by

� ¼ �2
YX

1þ ð2þ YÞX þ ð1þ YÞð1þ �22ÞX2
; (9.14)

with

1

Y
¼ E1d

3
1 þ E3d

3
3

12d213

1

E1d1
þ 1

E3d3

� 
;

X ¼ G2

k2d2

1

E1d1
þ 1

E3d3

� 
;

k2 ¼ o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12ðr1d1 þ r3d3Þ

ðE1d
3
1 þ E3d

3
3Þð1þ XY=ð1þ XÞÞ

s
: (9.15)

Fig. 9.10 Young’s modulus and loss factor of polyvinyl

chloride (freezing temperature approximately 25
C)

4 The loss factor related with the (relatively unimportant) longi-

tudinal waves in metal or compound plates with anti-drone

coating are around 0.01–0.1 of the loss factor related with

bending waves.
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Fig. 9.11 Loss factor � of a

plate with an anti-drone

coating. E1, d1 Young’s
modulus and thickness of the

plate; E2; �2; d2 Young’s
modulus (real part), loss factor

and thickness of the anti-drone

coating

Fig. 9.12 Composition of a

sandwich plate and

measurement results
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The loss factors described by these formulas typi-

cally show a frequency dependency with a relatively

large frequency range for the maximum.

As in Eq. (9.15), X depends on k2 and k2 on X

generally iterations procedures are applied with a

starting value X ¼ 0 in 2–5 consecutive iterations.

It should be mentioned that in case of d1 > d3 the

loss factor at low frequencies [Eq. (9.15)] can be

slightly increased by cutting the counter plate in

distances of approximately 20 cm (details see [21,

22]).

9.4.3 Damping at Contact Surfaces

Damping at contact surfaces (joints, etc.) is related

with the following mechanisms:

(a) Gas pumping

When the small distance d between two parallel

surfaces is changed periodically, a pumping action

on the gas between occurs. The gas velocity is of

the order of magnitude vl/d (v – relative velocity

of the contact areas, l – wavelength of the vibra-

tion, d – distance of the contact areas). In this

tangential flow, viscous losses occur, causing

damping of structure-borne sound. Gas pumping

occurs mainly in case of thin plates (e.g., double

plates). For the loss factor, the following relation-

ship [23, 24] holds:

� � or
m00

ffiffiffiffiffiffiffiffiffiffiffi
2v=o

p
ðl=2pdÞ2; (9.16)

(m00 – mass per unit area of the thicker plate; r, v –
density and kinematic viscosity of the material

between the plates,
ffiffiffiffiffiffiffiffiffiffiffi
2v=o

p
results in the acoustic

boundary layer)

(b) Friction, microslip

When two contact surfaces touch each other and

move in tangential direction, friction occurs. In

case of small amplitudes of movements, which

are typical for structure-borne sound at higher

frequencies, the so called ‘microslip’ [25]

happens. In this case, the interior of the large

number of small contact zones that form the cou-

pling is deformed elastically. Friction occurs at the

delimiters of the zones. This is the reason why the

contact zones between structures that vibrate

tangentially with respect to each behave similar

to linear shear springs with an imaginary part

given by the loss factor �. s ¼ s (1 + j�) [26],

(see Fig. 9.13).

In case of large amplitudes, which sometimes

occur at low frequencies, the structures move as

a total with respect to each other and thus create

non-linear coulomb friction [27, 28].

(c) Friction Lubricating film

A film of oil, fat or other lubricants leads to

relations similar to compound plates (see Sect. 4.2).

Instead of the complex shear modulus, the

approach G2 ¼ jon2r2 has to be taken (n2, r2 –

kinematic viscosity and density of material in the

interface).

This leads to:

� ¼ YXv

1þ ð1þ YÞX2
v

; (9.17)

with

Xv ¼ ov2r2
k2d2

1

E1d1
þ 1

E3d3

� 
;

(d) Filling Material, etc

When the vibrating structure is delimited by a fill-

ing material (e.g., sand), fibres or another medium

with high interior losses, structure-borne sound is

‘radiated’ into this medium and transformed

into heat. The achievable loss factor amounts

approximately:

� � rsdsIm Af g
m00 þ rsdsRe Af g ;

A ¼ cs
ods

tan
ods
cs

:

(9.18)

(m00 – mass per area of the vibrating plate, rs; ds –
density and thickness of the filling material, cs ¼
csð1þ j�sÞ complex wave velocity in the filling

material).

Equation (9.18) is not only valid for fillings but

also for other thick damping layers, under the

condition that the calculated loss factor according

to Eq. (9.18) is larger than the loss factor derived

from Fig. 9.11 [29].
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9.4.4 Combination of Insulation
and Damping

9.4.4.1 Attenuation of Structure-Borne
Sound by Additional Damping

Often the question arises whether an improvement of

the loss factor can also be obtained by additional

measures for damping. Here various cases shall be

distinguished:

(a) In the case, a body is excited by pure tones with

frequencies of excitation that coincide with the

system’s resonance frequencies an increase of the

loss factor from �v to �n will cause a reduction of

the level of structure-borne sound of:

DL � 20 lgð�n=�vÞdB, (9.19a)

(b) In practical applications, the pure resonance exci-

tation as described under (a) is very seldom. Very

often the excitation consists of a broadband noise

with various frequencies. If the resonant frequency

is not in the frequency range of excitation (e.g., in

case of small thick plates and low frequencies)

additional damping will not lead to a reduction,

as the level of structure-borne sound then mainly

depends on the mass and on the stiffness, but not

on the damping. However, if there is one or more

resonant frequencies in the frequency range of

excitation – which is the typical case –the levels

at the resonances will be reduced. As the reso-

nance curves become ‘wider’, the attenuation of

structure-borne sound will result in:

DL � 10 lgð�n=�vÞ dB: (9.19b)

In case of a steady state excitation (random noise),

the reduction of the level will be perceived as a

reduction of loudness. In case of an impulse exci-

tation (single knocks), it will be rather perceived

as a reduction of the duration of the noise. In

practical applications, the achievable level reduc-

tion by additionally applied damping amounts

approximately 5–10 dB. Due to altered

characteristics of the radiation (see Sect. 5), it

Fig. 9.13 Shear stiffness per

area and loss factor of the

shear stiffness for dry contact

as a functions of the pressure
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might happen that the attenuation of the structure-

borne sound is smaller than the attenuation of the

airborne sound radiated.

(c) In case plates (respectively beams, tubes, etc.) are

large enough that the number of wavelengths fit-

ting on the structure multiplied with the loss factor

�n results in a value larger than 0.2, the

observations described above are not always

valid. In this case, resonances do not dominate

the response. The structure behaves as if it was

infinitely large. This means that in case of a

localized excitation, there will be an additional

level decrease with increasing distance compared

to the undamped plate, which can be taken from

Table 9.5.

9.4.4.2 Attenuation by the Combination
of Insulation and Damping, Statistical
Energy Analysis

One of the most effective methods for the attenuation

of structure-borne sound consists of a combination of

insulation and damping. This means that at a certain

distance from the source, measures for insulation (elastic

layers, deviations, etc.) are applied. The energy is partly

reflected there. Additional damping will be provided in

the area, where multiple reflections create the highest

energy density. The idea is to concentrate the energy

related with structure-borne sound on a limited zone, in

which – very effectively – a transition into heat can be

obtained.

As in practical applications, bending waves are

very important; they shall be discussed in the follow-

ing. Figure 9.14 shows the power balance for two finite

beams under a stationary load [13, 30–32]:

Pþ P21 ¼ Pv1 þ P12;

0þ P12 ¼ Pv2 þ P21:
(9.20a)

(P – externally induced power,5 Pv1 respectively

Pv2 – power transferred into heat in the two beams, P1

respectively P2 – power arriving at the contact points,

P12 – P21 – power transferred into the adjacent

structure).

In this approach, ‘statistical conditions’ are

assumed; that means frequency bands in which at

least four resonances of the beams occur are consid-

ered. Furthermore, the level of vibration on the beams

must not vary too much lengthwise, and the beams are

not exactly equally long. Under those conditions,

Eqs. (9.20b) and (9.21a) return good approximations:

P12 ¼ tP1;P21 ¼ tP2;

Pv1 ¼ r1S1l1o�1~v
2
1;Pv2 ¼ r2S2l2o�2~v

2
2;

P1 ¼ r1S1c1~v
2
1;P2 ¼ r2S2c2~v

2
2:

(9.20b)

Therefore:

~v22
~v21

¼ r1c1S1
r2c2S2

1

1þ ol2�2=tc2

¼ m1DN2

m2DN1

1

1þ �2=�21
; (9.21a)

~v22 ¼
P

r2S2l2o �1
l1c2
l2c1

þ �2 1þ ol1�1=tc1ð Þ
h i

¼ P

m2o �1
DN1

DN2
þ �2 1þ �1=�12ð Þ

h i : (9.21b)

The first forms of Eqs. (9.21a) and (9.21b) result

directly from Eqs. (9.20a) and (9.20b). The second

form describes the generalization, which is obtained

under the application of the principle of reciprocity or

the Statistical Energy Analysis (SEA) [13, 30–32]. It is

valid for arbitrary combinations of one-, two- or three-

dimensional systems (beams, plates, volumes). Here

m1 respectively m2 describe the total mass of the

respective systems and DN1 andDN2 the number of

eigenmodes in the frequency band of excitation (see

Fig. 9.14 Definitions concerning Eqs. (9.20a) and (9.21a)

5 Under the given assumption and if the excitation is linked with

a broadband punctual load ~F(effective value the input power can
be calculated by: P ¼ ~F2Re 1=Zf g), (see Table 9.3) is valid.
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Table 1.3). The values �21 respectively �12 describe

the power transmission from system two to one,

respectively, and vice versa. In case the transmission

efficiency and the group velocities cg are known, the

following relations are valid [13]

in two dimensions:

�21 ¼
cg2Lt
poS2

; �12 ¼
cg1Lt
poS1

;

in three dimensions:

�21 ¼
cg2St
4oV2

; �12 ¼
cg1St
4oV1

; (9.22)

(S – area separating the volumes V1 andV2 L –

length of the separating line between the areas

S1 and S2).
One of the most important conclusions from

Eqs. (9.21a) and (9.21b) is based on the observation

that a measure for insulation is just effective if a

sufficient damping is available. Equation (9.21a)

shows that the level difference of structure-borne

sound depends very strongly on �2=�21 respectively

�2=t, that means on the relation between the power

loss due to damping to the transmitted power. In the

case of �21 >�2, that means if t>�2l2o=c2
insulation will not play a role.

Similarly Eq. (9.21b) shows that not only the trans-

mission efficiency but also the relation �1=t is deci-

sive. Small levels of vibrations will just occur, if the

insulation is effective (t � 1) and the damping is

high. As in problems of structure-borne sound, often

the insulation is not very high (changes of cross-

sections, etc.) it might be possible that �21 >�2. In

the case of strong coupling and small damping,

Eq. (9.21a) results in a simpler relationship

~u22
~u21

� m1DN2

m2DN1

: (9.23)

For practical applications, one can see that strongly

coupled light weighted plates might thus have higher

levels of vibrations than an adjacent heavy plate. For

practical applications, Eq. (9.23) gives an upper limit

for the value, ~u22 which can be very helpful for quick

estimations.

9.5 Radiation of Structure-Borne
Sound

Structure-borne sound would be rather unimportant

for noise and vibration control if it were not radiated.

Problems of acoustic fatigue just occur at extremely

high levels of vibration. The radiation of simple bodies

is already described in Sect. 1.6. There, also the radia-

tion efficiency s is introduced [Eq. (1.67)]. Consider-

ing airborne sound under normal conditions [11] the

sound power level Lp (re 10�12 W) and the average

velocity level are related by:

10 lgs dB ¼ Lp � Lv � 10 lg
S

m2

� 
dB: (9.24)

The radiation efficiency of compact bodies

(engines, gearboxes and pumps with thick boxes, but

not machines with light-weighted cladding) with aver-

age dimensions l is about s � 1in the frequency range

k0l > 3 or l > l0/2 and s < (k0l)
2/8 at lower

frequencies (l0 – wavelength of the surrounding

medium, typically air, k0 ¼ 2p=l0).
In plate-like structures, the relationships are more

complicated. Here, the radiation depends strongly on

lB/l0 (lB – bending wavelength). It, furthermore,

depends on the type of excitation, on its supports (e.

g., clamping at the delimiters) and on the existence of

discontinuities. The wavelengths of the bending wave

and the sound wave in air have different frequency

dependencies. For the so-called coincidence frequency

fg, the bending wavelength and the wavelength in air

are equal (lB ¼ l0). The related effects are treated in

Sect. 7.1.3 (Fig. 7.3). For radiation in water, fg is about
a factor 18 higher than in air.

At frequencies smaller than the coincidence fre-

quency, one can take the simplified, yet correct, pic-

ture of a hydrodynamic shortcut. In the vicinity of the

plates the air is not compressed, but shifted between

the wave troughs and peaks; there the sound decreases

rapidly with the distance from the radiator. As no

compression in the air occurs, no sound power is

radiated into the far field.

Sound is just radiated from areas at the border at

which ‘no neighbour’ provides the hydrodynamic

shortcut.

Some practically interesting conclusions are:
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(a) With a given average velocity, additional

stiffeners create higher radiation. This can be

derived from the fact that the ‘active’ delimiter U

results from the total delimiter of the single areas,

which means, from the delimiter of the plate plus

twice the length of the stiffeners.

(b) Generally a plate clamped at its border radiates

more sound than a freely vibrating plate, where

near to the delimiter an additional shortcut

between the front and the back is possible. An

extreme shortcut exists between front and back at

perforated plates, which radiate very little sound.

(c) In case of finite plates, excited punctually at

frequencies f < fg sound power is radiated from

the delimiters and from the point of excitation (see

Fig. 9.15). The sound power that is radiated from

the delimiters is proportional to the mean square

velocity of the plates. It thus decreases with

increasing damping. The sound power level that

is created at the point of excitation is proportional

to the square of the force of excitation and almost

independent from damping. With increasing

damping, just the radiation from the vicinity of

the point of excitation remains. This is the reason

why additional damping often results in a consid-

erable reduction of the structure-borne sound but

just a relatively small reduction of the radiated

airborne sound.

As the radiation efficiency is nearly constant for

f > fg, the sound insulation of thick walls can be

assessed by means of vibration measurements as well.

In the following, Lp1 describes the sound pressure

level in the source room, Lv2 the velocity level at the

receiving room. For f > fg, the sound insulation can be
approximated by:

R ¼ Lp1 � Lv2 � 6 dB: (9.25)

9.6 Characterization of Sources

In the scope of the Statistical Energy Analyses (SEA),

(see Chap. 3) all sources are specified by their power.

The sound power of sources of airborne sound is

relatively independent from the surroundings (see

Chap. 5). Therefore, their description can be carried

out effectively just by emitted the sound power. As in

case of structure-borne sound, the power transmission

is related to different media and various wave types

and as the power input depends on impedances, here

the description becomes much more complicated.

A frequent assessment of sources of structure-borne

sound is based on measuring the velocity of vibration,

respectively, the rotational velocity at the feet of the

source placed on very soft springs. Then the force can

Fig. 9.15 Radiation of plates.

(a) Infinitely large plate; (b)

Punctually excited large plate

with damping; (c) Clamped

plate; (d) Plate with stiffness,

like (c) here U is the

circumference of all the

individual surfaces between

the stiffeners and the

delimeter; (e) Free plate. kp ¼
2p=lB bending wave number,

mp
00 mass of the plate per area
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be calculated as F ¼ vs/jo or further values, e.g., the

transmitted sound power can be derived. However,

such a procedure requires the spring stiffness s to be

small enough so that the movements of the source at

its feet are not hindered by the foundation.

Another, also relatively simple case holds when

relatively light weighted sound sources excite heavy

structures (e.g., washing machine on a concrete floor).

In this case, the impedance (the dynamic mass) of the

source is much smaller than the impedance of the

heavy structure. Then it suffices to measure the acting

oscillating forces. This can be done either by the help

of direct measurements, or reciprocal measurements

[33] and, alternatively, by substitution procedures, as

described in [34].

In case the impedance of the sound source is neither

very large nor very small compared to the impedance

of the supporting structure, the excitation caused by

the sound source cannot be described with less than

two values. One of these values is, e.g., the vibration

velocity at the support, characterizing the excitation.

The other value is the impedance characterizing the

(passive) reaction of the supporting structure under the

exterior excitation. Possible combinations of two such

values can be found in [35], where source descriptors

and coupling functions are proposed.

A further proposal consists of describing the struc-

ture-borne sound power similar to the typical

procedures for reverberant chambers (see Chap. 2). In

this case, a large plate is the equivalent to the reverber-

ant system. The power is given by Eqs. (9.22) and

(9.20b) with P21 ¼ P12 ¼ 0. This procedure is rela-

tively simple, with the slight disadvantage that the

results can be applied only to structures whose input

impedance equals approximately that of the ‘reverber-

ant plate’.

Further investigations are necessary in order to

obtain a simple, robust and reliable procedure for the

characterization of the structure-borne sound emission

that can be broadly accepted. Further hints are given in

Chap. 22.
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Room Acoustics 10
Heinrich Kuttruff and Eckard Mommertz

The traditional task of room acoustics is to create or

formulate conditions which ensure the best possible

propagation of sound in a room from a sound source

to a listener. Thus, objects of room acoustics are in

particular assembly halls of all kinds, such as auditoria

and lecture halls, conference rooms, theaters, concert

halls or churches. Already at this point, it has to be

pointed out that these conditions essentially depend on

the question if speech or music should be transmitted; in

the first case, the criterion for transmission quality is

good speech intelligibility, in the other case, however,

the success of room-acoustical efforts depends on other

factors that cannot be quantified that easily, not least it

also depends on the hearing habits of the listeners. In any

case, absolutely “good acoustics” of a room do not exist.

In recent times, more emphasis is given to another

task of room acoustics, that has been neglected up

to now: the assessment of noise propagation in work-

rooms (factory buildings, offices etc.). This develop-

ment is based on the realization that the noise level

at a working place depends only partly on the

properties of the noise source (its sound power,

spectral composition, and directivity), but also partly

on the acoustical properties of the respective room.

The same is valid for the effective measures of

noise control in workrooms.

10.1 Basic Facts of Sound Propagation
in Rooms

10.1.1 Preliminary Remarks

Apart from simple cases, a complete, exact, and

detailed presentation of sound propagation in closed

rooms is not possible for several reasons; on the one

hand, rooms have usually complicated shapes and

varied wall designs, so that even their mathematic–

physical description is difficult and often hopelessly

complicated. On the other hand, the sound field in

a very simple room already consists of numerous

components, which must be calculated separately.

Moreover with a physically complete description of

the sound field, nothing decisive would be achieved.

Statements concerning the acoustic properties or

“acoustics” of a room are only possible if we also

know how sound fields of such a complicated spatial

and temporal structure are perceived by our sense of

hearing and transferred into subjective impressions.

Although our knowledge today in this field is still

very incomplete, we already know that the listener

can certainly not “hear” all details of sound transmis-

sion, but that a special hearing impression results from

a combination of objective facts.

Therefore, it is not only a provisional solution but it

also thoroughly corresponds to the functioning of our

sense of hearing, when for a quantitative assessment of

the acoustic properties of a room, a complete charac-

terization of the sound field is neglected in favor of

a more global approach, where special combinations

or mean values of sound field data are considered.

According to that, an important task of room acoustics
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is to define objective sound field parameters, which

correspond as clearly as possible to hearing impres-

sions that can be classified and differentiated from

each other.

Nevertheless, certain knowledge of the basic phy-

sical facts of sound propagation in rooms is necessary

for a profound understanding of problems in room

acoustics. This knowledge will be provided in the

following sections.

10.1.2 Wave Theory of Room Acoustics

The exact description of sound fields in a room is

based upon the concept of normal modes, which can

be imagined as three-dimensional standing waves.

Each of them is associated with a so-called eigen-

frequency or resonance frequency. Mathematically,

each normal mode corresponds to an eigenfunction

or characteristic function, which is a solution of the

acoustical wave equation satisfying proper boundary

conditions.

The steady state response of a room to a sinusoidal

sound excitation is composed of numerous normal

modes. However, the contribution of a particular

normal mode is only significant as long as the driving

frequency is close to the eigenfrequency associated

with it. Therefore, each contribution has the character

of a room resonance. The width of these resonance

curves is closely related to the reverberation time of

the room (see Sect. 10.1.4).

Unfortunately, only for simple room shapes the

eigenfunctions and eigenfrequencies can be calculated

and represented in a closed formula. Another difficulty

is the large number of eigenfunctions needed. Con-

sider a frequency interval from 0 to f Hertz, then the

number of eigenfrequencies in this interval is

NE � 4p
3

f

c

� �3

V; (10.1)

whereby V is room volume in m3. From this formula,

it follows that the number of eigenfrequencies per

Hertz is

dNE

df
¼ 4p

f 2

c3
V: (10.2)

At very low frequencies, the density of eigen-

frequencies is so low that the associated room reson-

ances are well separated. At higher frequencies,

however, the eigenfrequencies are so closely arranged

along the frequency axis that the resonance curves

show strong overlap. Both frequency ranges are sepa-

rated by the so-called Schroeder frequency [1]

fs ¼ 2; 000

ffiffiffiffi
T

V

r
; (10.3)

with T denoting the reverberation time, defined in

Sect. 10.1.4. By combining Eqs. (10.1) and (10.3),

one obtains the number of eigenfrequencies below

the Schroeder frequency fs, i.e. the number of well-

separated resonances

NEðf < fsÞ ¼ 850

ffiffiffiffiffi
T3

V

r
: (10.4)

(In Eqs. (10.3) and (10.4), T must be expressed in

seconds, V in m3, and f in Hz).

The contents of these equations may be illustrated

by an example: consider a room with a volume of

1,000 m3 and a reverberation time of 1 s. The total

number NE of eigenfrequencies in the range from 0 to

5,000 Hz is more than 13 million; their density at

1,000 Hz is 305 per Hertz. The Schroeder frequency

of that room is fs ¼ 63 Hz with 27 eigenfrequencies

lying below this limit.

Obviously, the typical situation in room acoustics is

that of strongly overlapping room resonances ( f > fs).
In this case, the sound pressure amplitude ~p varies in a

quasi-stochastical manner when the driving frequency

or the receiver position is changed. They follow a

Rayleigh distribution, i.e. the probability of encoun-

tering a particular pressure amplitude ~pwith the uncer-

tainty d~p is

Wð~pÞd~p ¼ 1

s2p
expð�~p2 2s2pÞ~pd~p

.
; (10.5)

sp ¼ standard deviation of the sound pressure

amplitude from the mean value. This probability

density is shown in Fig. 10.1.

Figure 10.2 shows a section of a so-called frequ-

ency curve of a room, i.e. the steady state sound

pressure level as a function of driving frequency.
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These irregular variations are due to the varying inter-

action of numerous eigenmodes that increase or

diminish according to their mutual, more or less acci-

dental phase relations. The average range of variation

of such a frequency curve is approximately 10 dB, the

average separation of adjacent maxima is [1]:

Dfh i � 4=T: (10.6)

If at time t ¼ 0 a sound source is switched off, the

decaying sound field is the sum of eigenmodes at the

eigenfrequencies fn ¼ on=2p and with the damping

constants dn:

pðtÞ ¼
X
n

Bn exp j ont� ’nð Þ � dnt½ �;t> 0: (10.7)

The coefficients Bn and the phase angles ’n depend

on the kind and position of the sound source, on the

observation point, and the spectrum of the exciting

sound signal. This decay process, called reverbera-

tion, is of central importance in room acoustics.

Often the damping constants can be replaced with-

out large errors by their mean value d, the energy

density of sound w then decays according to a simple

exponential rule:

wðtÞ ¼ w0e
�2dt; t> 0: (10.8)

Since the validity of Eqs. (10.5)–(10.8) requires that

the observation point is sufficiently separated from the

sound source, the contribution of direct sound to the

total sound pressure can be neglected (see Sect. 1.4).

10.1.3 Geometrical Room Acoustics

A less formal description of spatial sound fields

focuses on the sound ray instead of the sound wave.

The sound ray is regarded as an infinitely small part of

a spherical wave. Accordingly, the sound intensity

along a sound ray changes inversely proportional to

the square of its distance from the origin. Just like in

the field of geometrical optics, in acoustics the idea of

a ray only makes sense if the dimensions of the room

and its walls are large in comparison with the wave-

length. As there are no inhomogeneous media in room

acoustics, the propagation of sound rays is straight.

There is no noticeable refraction of sound rays; dif-

fraction is completely neglected.

The sound types dealt with in room acoustics

(speech, music, noise) nearly always have a very

broad and often also a fast-changing spectrum. If

at one point two or more sound rays, which normally

have had different ways, overlap with each other,

the different sound components can be regarded as

incoherent. This means that all phase differences can

be disregarded and the energy density at the respective

point is the sum of energy densities of the individual

components (energy addition). Therefore, geometric

room acoustics is restricted to energy propagation in

a room.

Fig. 10.1 Distribution of sound pressure amplitudes in a room

related to sP (spatial or with respect to different frequencies)

Fig. 10.2 Part of a “frequency curve” between 1,000 and

1,100 Hz, measured in a small auditorium
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10.1.3.1 Sound Reflection at Plane Surfaces,
Image Sources

If a sound ray falls on a smooth, reflecting surface, the

direction of the reflected ray can be calculated or

constructed according to the law of specular reflection.

This construction is especially easy if the reflecting

surface is plane (Fig. 10.3). In this case, after its

reflection the sound ray seems to come from a virtual

sound source Q0. Concerning the reflecting surface,

this virtual sound source is situated in a mirror image

position to the original sound source Q. The normally

incomplete reflection is considered by reducing the

intensity of the reflected ray by a fraction r ¼ 1 � a
in comparison with the intensity of the incident ray. In

this equation, a is the absorption coefficient of the

wall. If the absorption coefficient can be assumed to

be independent from the angle of incidence, the sound

power of the image sound source will be reduced

accordingly.

If there are several reflecting walls, i.e. especially in

a closed room, image sources must be constructed

for each one. In addition, each of the image sources of

first order must be reflected by other walls. Thus, image

sources of second order and, if the process is continued,

of higher order are created, which are situatedmore and

more distant from the room center. Let N denote the

total number of walls, then the total number of image

sources up to and including the kth order is

nk � N
N � 1ð Þk
N � 2

: (10.9)

However, attention has to be paid to the fact that not

all image sources are “visible” from a certain observa-

tion point, i.e. that there is no real transmission path to

the observation point from every image sound source

that can be formally constructed (see e.g. Borish [2]).

If a sound source creates a short impulse at a certain

time, this impulse reaches the observation point P later

as the direct sound. The impulses created by image

sound sources correspond to reflections and reach P
with a certain time delay according to their distance;

besides, they are weaker than the direct sound as they

are not completely reflected by the walls and their

intensity decreases inversely proportional to the

square of their delays. Figure 10.4 shows the reflec-

tions as vertical lines depending on their delay with

respect to the direct sound. Their lengths correspond

to the respective sound pressure or intensity level.

With increasing delay, the reflection follows closer

to each other and, at the same time, becomes weaker.

The diagram shown in Fig. 10.4 can be regarded

as schematized “energy impulse response” of the

examined transmission path. (Real room-impulse

responses related to the sound pressure are shown

in Figs. 10.14a and 10.20.)

In general, image sources are distributed more or

less irregularly. For geometrically simple rooms, how-

ever, a formation law can be stated for their positions

and intensities. An example is the infinite flat room

lying between parallel planes. It can be regarded as

a model for many workrooms (e.g. shallow factory

halls). Here, all image sources are on a straight line

(Fig. 10.5).

Assuming that both the original sound source Q
radiating in all directions with the sound power P

and the receiver E are in the middle between ceiling

Fig. 10.3 First and second order image sources

Fig. 10.4 Temporal distribution of reflections in a room with

plane boundary surfaces
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and floor and that both reflecting surfaces have

the same absorption coefficient a independent from

the angle of incidence, then the energy density at the

receiver is (r distance between source and receiver,

h height of the room)

w ¼ P

4pc
1

r2
þ 2

X1
n¼1

1� að Þn
r2 þ n2h2

" #
: (10.10)

In a rectangular room, the image sources create

a regular three-dimensional pattern (Fig. 10.6). Like

in the flat room, there are no “invisible” or “virtual”

image sources.

10.1.3.2 Sound Propagation in Rooms with
Diffusely Reflecting Walls

Often, walls are not plain, but have surface irregu-

larities with dimensions that are in the same order

as the wavelength. Thus, they do not reflect the inci-

dent sound in a certain direction, but rather scatter it

in all directions. This is called diffuse reflection. In the

limiting case of completely diffuse reflection, which

can be regarded as the opposite of a specular reflection

at a plane wall, the intensity of the scattered sound

is proportional to the cosine of the angle of reflec-

tion (Lambert’s law). This idealized case, like that of

a plane wall, is often a good approach to the actual

reflection conditions.

It is obvious that the concept of sound rays fails in

this case. However, this does not exclude the applica-

tion of geometric acoustical methods. For example, it

can easily be accepted that the sound energy, which

hits a wall element dS every second, consists of the

direct contribution of the sound source and of the

radiation of the other wall elements dS0 (Fig. 10.7).
If we relate this energy to the unit area, the following

equation is valid [3]

Bðr; tÞ ¼
ðð

r0ð ÞB r0; t� R

c

� �
Kðr; r0ÞdS0 þ Bd R; tð Þ;

(10.11)

thereby R is the distance between the wall elements dS
and dS0 at r and r0; as before, r is the reflection coeffi-

cient. If Lambert’s law is valid, the kernelK(r, r0) of this
integral equation for the “irradiation strength” B is:

Fig. 10.5 Image sources in a flat room with infinite horizontal

dimensions

Fig. 10.6 Image rooms and image sources of a rectangular

room. The pattern continues in the third dimension

Fig. 10.7 Energy propagation in a room with diffusely

reflecting boundaries
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Kðr; r0Þ ¼ 1

R2
cos# cos#0; (10.12)

# and #0 are the angles formed by the ray going

from r to r0 and the corresponding wall normal [4].

Equation (22.10) is often referred to as “radiosity

integral.” If the wall reflections are partly diffuse and

partly specular, the method described here can be

complemented with the image source model according

to Sect. 10.1.3.1 [5].

10.1.4 Reverberation Time and Steady
State Energy Density in Rooms
with Diffuse Sound Fields

The description of sound propagation is very simple

when a diffuse sound field in the room can be

assumed; on statistical average, at each point in the

room the same amount of energy per second is coming

from all directions. Then, the sound intensity vanishes

everywhere. Also, the energy density w is locally

constant, and the energy incident on each wall element

per second and per unit area is

B ¼ c

4
w: (10.13)

With this relation, the average number �n of

reflections per second can be derived as

�n ¼ cS

4V
; (10.14)

S being the total wall surface.

As the energy transported along the ray diminishes

at each reflection by the fraction r ¼ 1 � a, the total
energy in the room after the period t decreases to

EðtÞ ¼ E0 1� að Þ�nt

¼ E0 exp
cSt

4V
ln 1� að Þ

� �
; t> 0: (10.15)

This equation thus describes the time dependence of

the reverberation, i.e. the decay of the sound energy in

the room which was excited at the time t ¼ 0 with an

impulse or with a sound signal abruptly ending at t ¼ 0.

The so-far disregarded attenuation loss of sound

in air can also be considered in Eq. (10.15) by an

additional factor e�mct where m is the intensity-

related attenuation constant of air (see Table 10.3

in Sect. 10.3.2).

When deriving Eq. (10.15), the absorption coeffi-

cient awas assumed to be constant. Its dependency on

the angle of incidence # can be accounted for in part

by averaging

a0 ¼ 2

ðp 2=

0

að#Þ sin# cos#d#: (10.16)

Averaging over walls Si with different absorption

coefficients ai can be expressed as

�a ¼ 1

S

X
i

Siai: (10.17)

The sum

A ¼
X
i

aiSi; (10.18)

is called “equivalent sound absorption area” of the

room.

The reverberation time T is the time it takes for the

initial sound source pressure level to decay by 50 dB.

This corresponds to a decay of the energy density by

a factor of one million (see Fig. 10.8).

Including the attenuation factor e�mct and using the

value for sound velocity in air under normal conditions,

the following equation results from Eq. (10.15):

Fig. 10.8 Definition of the reverberation time T
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T ¼ 0:163
V

4mV � S � lnð1� �aÞ
s

m

� �
: (10.19)

This relation, together with Eq. (10.17), is called

Eyring’s formula. If the average absorption coefficient

�a is small compared to unity, it turns the previous

expression into the simpler Sabine´s formula

T ¼ 0:163
V

S�aþ 4mV

s

m

� �

¼ 0:163
V

Aþ 4mV

s

m

� �
: (10.20)

This is the formula usually employed in practical

calculations of reverberation. For small rooms, the

term 4 mV may be neglected.

If a steady state sound source emits the constant

power P, this leads to an equilibrium which is marked

by the equality of the power emitted and the power

absorbed by the walls. The latter portion can be

expressed in Eq. (10.13) by the stationary energy

density ws for which the following equation holds:

ws ¼ 4P

�acS
for �a � 1: (10.21)

With Z0 being the characteristic impedance of air,

the corresponding time-averaged square of the sound

pressure can be calculated as:

p2
	 
 ¼ 4Z0P

S�a
: (10.22)

Thus, energy density and sound-pressure level are

locally constant, apart from certain deviations which

are not predicted by the present theory. Partly these

deviations are due to interferences between the normal

modes described in Sect. 10.1.2. More information on

this effect can be found in [7]. Furthermore, standing

waves may occur next to a wall on account of the phase

relation between incident and reflected waves imposed

by the boundary conditions [8]. The energy density ws

according to Eq. (10.21) is just one part of the total

energy density in a room, namely that created by wall

reflections, i.e. by the reverberant field. Another part is

associated with the direct sound field of the source:

wd ¼ P

4pcr2
: (10.23)

In a certain distance, the “reverberation distance”

rh ¼ 0:057
ffiffiffiffiffiffiffiffiffi
V T=

p
; (10.24)

(rh in m, V in m3) both energy densities have the same

value. For directed sound radiation, the reverberation

distance in the main radiation direction is increased by

a factor
ffip
g with g denoting the directivity factor of

the sound source, i.e. the ratio of the maximum inten-

sity Imax to the average intensity in a certain distance r:

g ¼ 4pr2
Imax

P
: (10.25)

By applying the reverberation distance, the total

energy density w can be described by

w ¼ wd 1þ r2

r2d

� �
: (10.26)

10.2 The Subjective Effect of
Three-Dimensional Sound Fields

As described in Sect. 10.1.1, if only its sound field is

known, it is not possible to draw conclusions con-

cerning the room-acoustical qualities. For this, addi-

tional knowledge is required, like how the reflections

individually or together influence the listener’s per-

ception of sound signals.

Such knowledge can be gained by systematic

psycho-acoustic tests with synthetic sound fields

[9, 10]. A setup to create such sound fields is shown

schematically in Fig. 10.9. One or several frontal

loudspeakers create the direct sound; reflections

from any directions can be created by additional

loudspeakers, arranged accordingly with adjustable

delays and attenuators. Reverberation can be added

by passing the original signal through a reverberator,

nowadays realized by digital methods, and finally

emitted incoherently from several loudspeakers.

Another possibility of determining the subjective

effect of complex sound fields is based on the com-

parison of hearing impressions from various real or

simulated halls (see Sect. 10.3.3). The application of

factor analysis permits a separation into individual

perceptive categories and, within certain limits, also
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their assignment to objective sound field properties

in the respective rooms [11, 12].

10.2.1 Individual Reflections

A reflection must have a certain minimum intensity if

it is to be perceived beside the direct sound. This

value, which is called threshold of absolute percepti-
bility, depends on the delay between direct sound and

reflection, on the direction from which it reaches the

listener and on the type of the sound signal. For

the same direction of direct sound and reflection,

Fig. 10.10 shows the result of corresponding investi-

gations. According to that, our sense of hearing is

more sensitive to reflections regarding speech than to

reflections regarding music. With an increasing delay,

the threshold decreases. Further results can be found in

the corresponding literature [13–16]. It should only be

mentioned that reflections from lateral directions

are perceived more easily than frontal reflections or

reflections coming from above. The discrimination

threshold for reflections, i.e. the minimum level

difference which leads to a change in the hearing

impression is at best �1.5 dB. For very high or very

low reflection levels, it is higher [10].

A weak and slightly delayed reflection arriving

from the same direction as the direct sound can only

be sensed as an increase of loudness – if at all. On the

other hand, if it hits the listener from a lateral direction,

it leads to an apparent spatial extension of the sound

source. This “spatial impression” is stronger the closer

the angle between direct sound and reflection is to 90�.
In all these cases, the law of the first wave front can be

applied [17]. According to this law, the sound source is

assigned to the direction of the direct sound.

Fig. 10.9 Schematic set-up

to generate synthetic sound

fields in an anechoic room.

D direct sound, O ceiling

reflection, S side wall

reflection, N reverberation

Fig. 10.10 Threshold of

absolute perceptibility

of a single reflection as

a function of the delay for

equal direction of incidence

246 H. Kuttruff and E. Mommertz



Sufficiently intense and strongly delayed reflec-

tions are perceived as an echo, i.e. as a normally

disturbing repetition of the direct sound signal. For

speech, Fig. 10.11 shows the percentage of listeners

feeling disturbed by the reflection depending on the

delay [18]. Unexpectedly, this percentage increases

only slightly when the reflection level related to

the direct sound increases from 0 dB to +10 dB.

This fact, known as Haas effect is also important for

the design of sound reinforcement systems (see

Chap. 13). It is shown in a different way in

Fig. 10.12 with the relative reflection level as ordinate.

If the level of the reflection exceeds a critical value,

the majority of the listeners feel disturbed by the echo

[19]. If the directions of direct sound and reflection

are not equal, the disturbance can also be that the

sound is not heard from the direction of the original

sound source. Generally, for sound signals created by

music, our sense of hearing is less sensitive to echoes

than for speech [20].

The superposition of the direct sound and a slightly

delayed reflection can also be perceived as a colora-

tion. Especially unpleasant are periodic sequences of

reflections, which for larger delays are perceived

as flutter echoes. Concerning the criteria for such

disturbances, see also the corresponding literature

[21, 22].

10.2.2 Sequences of Reflections

The facts described in the above section are suitable for

the assessment of room impulse responses dominated

by a single reflection apart from direct sound. For more

complicated impulse responses consisting of many

reflections (see Fig. 10.4), the subjective effect of

each reflection depends on its embedment, so that

a separate assessment is normally not possible. Instead,

more general measures are applied which are derived

from the impulse response of the room. By means of

these measures, statements, e.g. about speech intelligi-

bility or the transparency of music can be made. Con-

sidering the incident directions of sound, also

statements about the subjective spaciousness (appar-

ent sound width) of the respective sound field are

possible. Furthermore, criteria for the occurrence of

disturbing echoes can be derived from a measured or

calculated impulse response.

10.2.2.1 Strength Factor
A first criterion, the strength factor G, serves as an

indication of how loud a sound source or performance

Fig. 10.11 Percentage of

listeners disturbed by a single

reflection as a function of time

delay. The test signal is speech

at a rate of 5.3 syllables per

second. Parameter is the level

difference between reflection

and direct sound in dB

Fig. 10.12 Relative level of a reflection which just leads to an

equal loudness perception or disturbs localization of the direct

sound (speech)
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is perceived in a room. It is defined by the energy of

the impulse response

G ¼ 10 � lg
ð1
0

gðtÞ½ �2dt
ð1
0

g10ðtÞ½ �2dt
,8<

:
9=
;: (10.27)

The function g10(t) in the denominator integral,

which serves for standardization of the power of the

sound source, is the impulse response measured in 10 m

distance from the same sound source in the free field.

10.2.2.2 Speech Intelligibility
and Transparency

The criteria described in the following are mostly

based on the often confirmed experience that mode-

rately delayed reflections mainly support direct sound.

Thus, they improve sound transmission and can be

regarded as “useful.” Although there is no clear differ-

ence between useful and “bad” reflections, the cut

is often marked by a sharp line in the time delay.

According to this, the useful and the rather disturbing

part of the energy contained in an impulse response is:

EN ¼
ðt0
0

gðtÞ½ �2dt; (10.28)

and

ES ¼
ð1
t0

gðtÞ½ �2dt: (10.29)

In these equations, g(t) is the impulse response of

the room beginning at t ¼ 0 with the direct sound, i.e.

the sound pressure at the observation point after exci-

tation of the room with an impulse of very short dura-

tion. On this basis, Thiele [23] introduced the definition

D50 ¼ EN

EN þ ES
; (10.30)

with t0 ¼ 50 ms in order to describe speech intel-

ligibility. If it exceeds the value of 0.5, a syllable

intelligibility of more than 90% can be expected. The

clarity index according to Reichardt, Abdel Alim

and Schmidt [24]

C ¼ 10 lg
EN

ES

� �
dB (10.31)

with t0 ¼ 80 ms (in literature, often called C80), on the

other hand, characterizes the transparency of music

performances; values in the range of �3 dB up to 0 dB

are regarded as favorable for symphonic music.

Lochner and Burger [25] were the first to use

a continuous transition from useful and detrimental

reflections. All the more, this applies to the centre

time introduced by K€urer [26]:

ts ¼

Ð1
0

gðtÞ½ �2tdt
Ð1
0

gðtÞ½ �2dt
: (10.32)

With low values of the centre time, a high speech

intelligibility or transparency for music performances

can be expected.

Less clear is the relation between the impulse

response and the modulation transfer function (MTF)

introduced by Houtgast and Steeneken [27]. The mod-

ulation transfer function is defined as follows: a sound

source emits a sinusoidally modulated power to the

room:

PðtÞ ¼ P0ð1þ cos OtÞ: (10.33)

The reverberation of the room as well as possibly

existing disturbing noise lead to a smoothing of

the intensity variations at the point of observation by

a factor m (and also to a delay by the time t0):

IðtÞ ¼ I0f1þ m cos½Oðt� t0Þ�g (10.34)

This factor, which depends on the modulation fre-

quency O, but also on the type of the sound signal, is

the modulation transfer function. For white noise as

exciting signal, it can directly be calculated from the

impulse response [28]:

mðOÞ ¼
ð1
0

gðtÞ½ �2e jOtdt

ð1
0

gðtÞ½ �2dt
,������

������: (10.35)

By means of a comparatively complicated evalua-

tion, a single number criterion is determined from the
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modulation transfer function, the speech transmission
index (STI), which correlates very well with speech

intelligibility. Also, the rapid speech transmission
index (RASTI) is important in practice, which is deter-

mined in an abbreviated evaluation procedure and is

described in more detail in Sect. 10.5.

10.2.2.3 Spatial Impression
As already mentioned in Sect. 10.2.1, a reflection that

is slightly delayed contributes the more to the subjec-

tive impression of spaciousness, the more it arrives

from lateral directions. This is especially important for

concert halls. According to Barron [29], who carried

out the first systematic investigations regarding this

subject, this does not only apply to an individual

reflection, but to all reflections with delays between

5 and 80 ms. Accordingly, the lateral efficiency
which is defined by the following equation

LFC ¼

Ð80ms

5ms

gðtÞ½ �2 cos ydt
Ð80ms

0

gðtÞ½ �2dt
; (10.36)

can be used to describe the impression of spaciousness

connected with the respective sound field. In this

equation, the angle of incidence of a certain part of

energy is described by the angle y between the inci-

dence direction and the axis connecting both ears (see

Fig. 10.13). For an alternative definition of the lateral

efficiency, which is called LF, the numerator in

Eq. (10.36) contains the square of the cosine function.

In contrast to LFC, LF can be measured directly using

a microphone with gradient characteristics.

Most important for the spatial impression is the

fact that reflections coming from the sides create dif-

ferent sound signals at both ears. The difference can

be characterized by a short-term cross correlation

function:

’rl ¼

Ðt0
0

grðtÞglðtÞdt

Ðt0
0

grðtÞ½ �2dt Ðt0
0

glðtÞ½ �2dt
� �1 2=

; (10.37)

with t0 ¼ 100 ms. Here, gr(t) and gl(t) are the impulse

responses occurring at both ears of the listener. The

maximum of this function in the interval |t| < 1 ms is

called Interaural Cross Correlation, IACC [30]. The

smaller this maximum, the higher is the perceived

spaciousness of the corresponding sound field. Apart

from this quantity, different versions of the IACC are

used occasionally.

More recently, it has been suspected that the

impression of spaciousness consists at least of two

components, that is the “apparent source width”

(ASW) that is described by the above-mentioned mea-

sures and the “listener envelopment.” [31] According

to Bradley and Soulodre [32], the latter is charac-

terized best by the lateral energy contained in the

later parts of the impulse response:

LG1
80 ¼ 10log10

Ð1
80ms

gðtÞ cos y½ �2dt
Ð1s

0

g10ðtÞ½ �2dt

2
6664

3
7775: (10.38)

In this equation again, g10 is the impulse response

measured in the free field in 10 m distance.

10.2.2.4 Echoes
Disturbing echoes can be detected very well by the echo

criterion of Dietsch und Kraak [33]. It can be deter-

mined from the energy impulse response as follows – at

first, the build-up function of the centre time

tsðtÞ ¼

Ðt
0

gðtÞj jntdt
Ðt
0

gðtÞj jndt
: (10.39)

is calculated with the exponent n (see Table 10.1). (For

n ¼ 2 and t ¼ 1 this formula provides the centre

time defined in Eq. (10.32).) With this function, the
Fig. 10.13 Illustration for the definition of the lateral energy

fraction
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difference quotient Dts/Dt is calculated. In Fig. 10.14,

the necessary steps are shown with an example. If the

maximum value of the difference quotient exceeds a

certain value, which also depends on whether music or

speech is concerned, a perceptible echo must be

expected. Table 10.1 shows the critical maximum

values of the difference quotient for speech and

music as well as the recommended values of the expo-

nent n and the time interval Dt, both resulting from

extensive listening tests. Moreover, experience shows

that it is sufficient to limit the bandwidth of the test

signal to one or two octaves.

10.2.3 Reverberation

The most characteristic acoustic feature of a room

probably is its reverberation, i.e. the gradual sound

decay after the sudden stop of a sound source or after

an impulse-like sound. As both the whole sound power

and the spectral content of the signal change contin-

uously during speech and music performances, the

hearing impression of the listener depends on the

kind and duration of the reverberation of the room.

Sabine [34] was the first who clearly recognized

these facts. Moreover, he not only described the rever-

beration quantitatively but also investigated its depen-

dence on characteristics of the room (size, absorption),

and thus is rightly considered to be the pioneer of

modern room acoustics.

Whether the reverberation of a room, for which the

relations mentioned in Sect. 10.1.4 are valid, has a

positive or negative effect, mainly depends on its dura-

tion, on the frequency dependence of the reverberation

time, and the kind of use. Moreover, the size of a room

plays a certain role as one instinctively expects a longer

reverberation in larger rooms than in smaller rooms and

considerable deviations from these expectations lead to

unusual or perhaps even unnatural sensations.

The optimum reverberation time for a certain kind

of performance and room size can only be determined

empirically, i.e. by means of specific listening tests or

opinions on existing halls. Early results of such listen-

ing tests for speech were already published in 1925

(see [35]). However, the general opinion on optimum

reverberation times nowadays goes back to surveys

carried out among visitors, musicians, music critics,

and the like. As in this case, also the differences

in judgment and personal taste play an important

Fig. 10.14 Echo criteria of Dietsch and Kraak. a First 400 ms

of measured room impulse response; b corresponding build-up

function for n ¼ 2; c difference quotient with Dt ¼ 5 ms

Table 10.1 Characteristic data for the echo criterion according

to Dietsch and Kraak [32]

Type of

signal

Exponent

n
Time

difference

Dt (ms)

(Dts/
Dt)critical

Bandwidth of

test signal (Hz)

Speech 2/3 9 1.0 700. . .1,400

Music 1 14 1.8 700. . .2,800
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role, it is no wonder that only ranges of favorable

reverberation times can be determined, but no distinct

optimum values. Moreover, the subjective ability

to distinguish different reverberation times is not

more than 5% [36], so that it does not make sense to

determine the reverberation time of large rooms more

exactly than to 0.05–0.l s. The ranges of reverberation

time, which are favorable for different performances

and room types, are stated in Sect. 10.4.

The description of the sound decay by the reverbe-

ration time of course only makes sense if the decay

process is approximately exponential, see Eq. (10.15).

According to Atal, Schroeder and Sessler [37], in all

other cases the early decay determines how the rever-

beration of speech or music is perceived by the listener.

This insight led to the introduction of the Early Decay

Time, EDT by Jordan [38]: The Early Decay Time is

six times the duration of the sound level decrease by

10 dB after having switched off the sound source.

10.3 Room-Acoustical Planning
Methods

The aim of each room-acoustical design is to get

a picture of the acoustical characteristics of the

planned room (sound distribution, reverberation time,

etc.). Moreover, possible acoustical shortcomings

should be recognized at an early planning stage and

appropriate measures be developed to avoid them. For

this, different planning instruments can be used which

are described in the following.

10.3.1 Graphical Construction of Sound
Rays

It is possible to obtain a general idea of the sound

supply and also of the potential echo risk by simple

geometric-acoustic considerations, especially by the

graphic construction of sound paths in a room.

The construction of sound paths is especially easy if

the room is limited by plane, specularly reflecting

surfaces. With the help of image sources (see

Sect. 10.1.3.1), it is possible to determine all first-

order sound reflections from those walls which are

perpendicular to the plane of the drawing. However,

in case of multiple reflections, this method becomes

rather involved, and in case of curved surfaces it fails

completely. Here, for each single sound ray the normal

at the point of incidence must be determined.

If ri is the total length of a ray leading from the

sound source to the receiver and the length of the

shortest connecting line between the two points, then

the delay of the respective reflection compared with

the direct sound is given by

ti ¼ ðri � r0Þ=c; (10.40)

whereas the level difference is at least

DL ¼ 20 lgðri=r0Þ: (10.41)

The latter equation, which only considers the level

decrease due to spherical wave propagation, is only

valid for reflections at surfaces that are plane and

smooth in terms of the wave length. If the room shapes

are more complicated, the graphic illustration of sound

paths may become intricate, as in this case methods of

descriptive geometry must be applied. Here, the sound

transmission should be investigated by means of room

models (Sect. 10.3.4) or by mathematical simulation

(Sect. 10.3.3). This also applies if consideration of the

first reflections only turns out to be insufficient and

a more complete picture of the sound distribution

would be desirable.

10.3.2 Calculation of the Reverberation
Time

Corresponding to its importance, it is recommended to

calculate the reverberation time for different frequency

ranges already at an early design stage, and to adapt

this calculation from time to time corresponding to the

planning progress. For this, in general, Sabine’s equa-

tion (10.20) might suffice, although it slightly

overestimates the reverberation times.

In most cases, the calculations are made for octave

bands with mid-frequencies from 125 to 4,000 Hz. Geo-

metrical input data like room volume and the surface

areas of the room boundaries are taken from architec-

tural drawings. Sound absorption coefficients of wall

materials are found in published tables (e.g. [39–41])

or possibly in test certificates ofmanufacturers of sound-

absorbing materials. Table 10.2 lists data of some typi-

cal materials. Discrete objects are taken into account by
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their absorption area, which is added to the total absorp-

tion area of the room (see Eq. (10.18)). Air absorption

must only be regarded for larger rooms and higher

frequencies. Values of the attenuation constant m

depending on the air humidity are listed in Table 10.3.

An important element of uncertainty is the sound

absorption of single persons or audience areas, as it

depends on the clothes, audience density, and arrange-

ment of seats as well as on the inclination of the

audience surface area. The absorption coefficients

stated in the last line of Table 10.2 are recommended

by Cremer and M€uller [42] as average planning

values. For concert halls or opera houses, it may be

recommendable to measure the absorption of the seat-

ing in the reverberation room with and without

persons, e.g. according to the method stated by Kath

and Kuhl [43]. Alternatively, the absorption

coefficients determined by Beranek and Hidaka (see

below) by means of reverberation time measurements

in various concert halls and opera houses can be used.

These absorption coefficients are listed in Table 10.5

and can also be used for other halls. The sound absorp-

tion of the surfaces facing the corridors is taken into

account by adding a 0.5-m wide strip at the perimeter

of each seating block to the projected surface.

The sound absorption by single persons is taken

into consideration by their absorption area. Some typ-

ical values are listed in Table 10.4. Often, at an early

planning stage the design concept is known, whereas

the wall material to be used is not yet defined. In such

a case, it is recommended first of all to estimate the

reverberation times to be expected on the basis of

experience values. For this, a method described by

Beranek and Hidaka [44] is suitable, which can at

least be used for concert halls and comparable

rooms. This method only distinguishes between two

kinds of surfaces: the surface occupied by the audi-

ence Sp, considering the influence of the boundary as

described above, and the sum of all other surfaces Sr
(“residual area”). The corresponding absorption

coefficients ap and ar are listed in Table 10.5. With

these values, the reverberation time can be calculated

on the basis of equation (10.20) (with m ¼ 0)

according to:

Table 10.2 Sound absorption coefficients of materials

(exemplary planning values)

Material Frequency (Hz)

125 250 500 1,000 2,000 4,000

Concrete, plaster, stone 0.02 0.02 0.03 0.04 0.05 0.05

Planks, parquet on

battens

0.10 0.08 0.06 0.05 0,05 0.05

Linoleum on felt layer 0.02 0.05 0.10 0.15 0.07 0.05

Carpet, approx. 5 mm

thick

0.03 0.04 0.06 0.20 0.30 0.40

Window, door 0.12 0.08 0.06 0.05 0.05 0.05

Gypsum board wall

(50 mm studs)

0.25 0.11 0.07 0.06 0.06 0.06

8 mm plywood, wall

distance 60 mm, filled

with 30 mm mineral

fibre

0.50 0.15 0.07 0.05 0.05 0.05

9.5 mm perforated

gypsum board, open

area approx. 15%, wall

distance 60 mm, filled

with 30 mm mineral

fibre

0.40 0.95 0.90 0.70 0.65 0.65

0.5 mm perforated

metal sheets, open area

approx. 15%, wall

distance 60 mm, filled

with 30 mm mineral

fibre

0.45 0.7 0.75 0.85 0.8 0.6

20 mm tiles of mineral

fibre, laminated with

painted fleece, ceiling

distance 300 mm

0.50 0.70 0.74 0.90 0.93 0.85

Audience 0.50 0.70 0.85 0.95 0.95 0.90

Table 10.3 Intensity attenuation constant m (in 10�3 m�1) of

air at 20�C and normal atmospheric pressure (according to Bass

et al. [6])

Relative humidity

(%)

Frequency (Hz)

500 1,000 2,000 4,000 6,000 8,000

40 0.60 1.07 2.58 8.40 17.71 30.00

50 0.63 1.08 2.28 6.84 14.26 24.29

60 0.64 1.11 2.14 5.91 12.08 20.52

70 0.64 1.15 2.08 5.32 10.62 17.91
Table 10.4 Absorption areas of single persons

Absorption area (in m2)

125 250 500 1,000 2,000 4,000 Hz

Standing single

persona
0.15 0.25 0.60 0.95 1.15 1.15

Sitting single

persona
0.15 0.25 0.55 0.80 0.90 0.90

Musician with

instrumentb
0.60 0.95 1.05 1.10 1.10 1.10

aAccording to [41]
bAccording to [43]
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T ¼ 0:163
s

m

� � V

Spap þ Srar
: (10.42)

Special conditions may occur when the room can-

not be considered as one space but is divided into one

or more volumes, which are coupled to the main room

(stage towers in theaters, areas underneath deep

balconies, churches with several naves etc.) [42]. The

most important cases are shown in Table 10.6 assum-

ing that a sound source is situated only in one of the

coupled spaces.

10.3.3 Computer Simulation of Sound
Propagation

Nowadays, computer simulation of sound propagation

in rooms is a very flexible prediction tool. It can be

used to determine room-acoustical criteria and to

“auralize” sound propagation in non-existing rooms,

i. e. to create audible impressions based on objective

room data (see Sect. 10.3.5). Meanwhile, such room-

acoustical simulation programs are commercially

available. However, it has to be taken into account

that realistic predictions require appropriate algori-

thms as well as sufficient experience of the user.

This was shown, for example, by two international

round robin tests of room-acoustical simulation

programs [45, 46].

In the following, some basics of room-acoustical

simulations are described with the focus on geometric-

acoustic methods. The numerical solution of the wave

equation, e.g. by the help of the boundary element

method, is not considered because the application of

this method is limited to small rooms and/or low

frequencies owing to the required computation time.

10.3.3.1 Room Modelling
The basis of a room-acoustical simulation is a digitized

room model. Three-dimensional CAD-plans elabo-

rated by architects are normally less suitable, as such

plans contain too much details. Thus, architectural

plans usually serve only as a basis for an acoustical

room model. In such a room model, the individual

surfaces are normally described by plane surfaces

limited by polygons. However, it is also possible to

take curved surfaces into account [47]. Moreover, the

position and orientation as well as acoustical charac-

teristics (frequency-dependent directivity) of sound

source and receivers are described analytically or by

means of measured data. Figure 10.15 shows an acous-

tical computer model for illustration.

Table 10.5 Absorption coefficients of unoccupied and occupied seating areas and residual absorption coefficients, determined

from reverberation measurement in concert halls (according to Beranek and Hidaka [44])

Type of seats Frequency

125 Hz 250 Hz 500 Hz 1,000 Hz 2,000 Hz 4,000 Hz

Heavily upholstered Unoccupied 0.70 0.76 0.81 0.84 0.84 0.81

Occupied 0.72 0.80 0.86 0.89 0.90 0.90

Medium upholstered Unoccupied 0.54 0.62 0.68 0.70 0.68 0.66

Occupied 0.62 0.72 0.80 0.83 0.84 0.85

Lightly upholstered Unoccupied 0.36 0.47 0.57 0.62 0.62 0.60

Occupied 0.51 0.64 0.75 0.80 0.82 0.83

Residual absorption of halls lined with wood (thickness < 3 cm) or

other light materials

0.16 0.13 0.10 0.09 0.08 0.08

Residual absorption of halls lined with heavy material, e.g. with

concrete, plaster more than 2.5 cm thick

0.12 0.10 0.08 0.08 0.08 0.08

Table 10.6 Coupled rooms

Listener is in the
Source room Coupled room

Source room

is more

reverberant

Due to the larger

absorption in the

coupled room, the

coupling area can be

regarded as absorbent

The reverberation is

heard from the

coupling area. The

reverberation time

mainly depends on the

acoustical properties of

the source room

Coupled

room is

more

reverberant

When the sound

emission abruptly

stops, reverberation

might be heard from the

coupling area

No particularities

10 Room Acoustics 253



The next step is to assign acoustical characteristics

to the surfaces of the room. Within the scope of geo-

metrical considerations, in the first place the fre-

quency-dependent absorption coefficient is assigned,

which can be taken from literature or manufacturer’s

data. Moreover, it has to be considered that only

“smooth” surfaces reflect sound specularly. However,

if the surfaces show irregularities as, for example,

recesses, projections, and the like that are neither

very large nor very small in comparison with the

wave lengths of interest, which is mostly the case, the

scattering properties of the surfaces must be included

at least approximately. Quantitatively, this can be

made by indicating a scattering coefficient, i.e. the

ratio of not specularly to totally reflected energy. Up

to now, no data tables or simple calculation rules for

the scattering coefficient are available. However, there

are methods that allow to measure the frequency-

dependent-scattering coefficient [48].

10.3.3.2 Ray Tracing
If the simulation only serves to predict room-acousti-

cal energy criteria like reverberation time, strength

factor, or other energy parameters, the ray tracing

method can be used [49–52].

Here, a sound source is imagined to send out numer-

ous sound particles, that propagate along straight lines.

If necessary, the directivity of the sound source can be

taken into consideration. Now, each particle is traced

while propagating through the room. If it hits a wall, it

is reflected either specularly or diffusely. To decide

this, a random number between 0 and 1 is generated. If

this number is smaller than the scattering coefficient,

the particle is scattered. The new direction can then be

determined by another pair of random numbers, the

distribution of which corresponds to the scattering

characteristics of the wall, e.g. to Lambert’s law. The

absorption coefficient a can be accounted for in two

ways: either by reducing the energy of the particle by a

factor 1 � a, or by interpreting a as “absorption prob-

ability”, i.e. by generating another random number that

decides whether the particle will proceed or end its trip.

The results are collected by means of previously

defined detector areas or volumes. Whenever a particle

hits such a detector, its arrival time, its energy and, if

necessary, also the direction is registered. After tracing

all particles, the results are classified according to their

arrival time. Thus, for each detector, a chronological

energy distribution is obtained that represents an appro-

ach toward the energy-impulse response (Fig. 10.16).

From these results, it is possible to calculate certain

characteristic parameters of the room like definition,

strength factor, clarity index, centre time as well as

reverberation times (e.g. EDT, T20) described in

Sect. 10.2.2. If the direction where the sound particles

come from is also considered, the lateral energy

defined in Eq. (10.36) or the IACC defined in

Eq. (10.37) can be determined.

Because of the frequency-dependent scattering

properties of the surfaces, it is necessary to carry out

different calculations for the various frequency ranges.

Fig. 10.15 Computer model

of a small concert hall

(V ¼ 2,200 m3)
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A prerequisite for realistic results is an adequate

consideration of the frequency-dependent scattering

coefficients of the walls. If this is the case, by means

of the sound particle method it is also possible to

determine irregular and locally different decays, e.g.

with bended decay curves. Moreover, this method is

also suitable for the determination of sound propaga-

tion in factory buildings by additionally modeling the

scattering at fittings and machines [53].

10.3.3.3 Determination of Image Sources
As described above, the sound particle method only

gives a probability distribution of the energy-time

curve for an impulse-like excitation. Thus, the results

are no pressure-related impulse responses as they

are needed for auralization (see Sect. 10.3.5). In this

respect, a simulation of the sound propagation on the

basis of the image source model mentioned in

Sect. 10.1.3.1 would be more suitable. However, this

model requires unacceptably long computation times,

except if only rectangular rooms are considered [54].

In all other cases, a time-consuming determination of

the few “visible” image sources is necessary (see

Sect. 10.1.3.1). This can be avoided by determining

only the visible image sources by a shortened ray-

tracing procedure, which precedes the actual sound

field calculation [55, 56]. For this purpose, sound

particles are also traced in the room, but only geomet-

rical reflections are considered. If a sound particle hits

a detector, a potential image source is located on the

axis of the incoming sound ray and at a distance

corresponding to the path length of the particle (see

Fig. 10.17). As normally more than one particle hits

the same wall sequence, it also has to be checked if the

image source had already been detected before.

Finally, the impulse response for a given source–

receiver combination results from superposition of

the contributions of all valid image sources by taking

into account their delay, the energy decrease caused

by distance and reflection losses, and the directivity

of the source and/or receiver.

In principle, it is also possible to consider angle-

dependent complex reflection factors which, however,

are usually not known. For this reason, the magnitude

of the reflection factor neglecting its phase way be

used, derived from the absorption coefficient for ran-

dom sound incidence. This is justified since the exact

phase shifts of the reflections are usually not relevant

for the perception and in addition the angle dependence

is small. However, there are also exceptions where the

angle dependence as well as the phase shifts play an

important role. This is the case when direct sound and

early lateral reflections propagate at grazing incidence

Fig. 10.16 Energy impulse

response, obtained by ray

tracing (time interval 5 ms)

[52]

Fig. 10.17 Predicting valid mirror-image sources by means of

a ray tracing process
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above large audience areas. Here, a level reduction can

be observed, which can be interpreted as the interfer-

ence of the uninfluenced direct sound and a phase-

reversed reflection from the audience [57].

10.3.3.4 Combined Methods
In contrast to pure ray-tracing methods, the calculation

of image sources allows to directly calculate pressure-

related room impulse responses. However, here only

specular reflections are considered and therefore it is

not possible to obtain realistic simulation results with

this method. For this reason, nowadays often com-

bined methods are used. When calculating the image

sources, for each reflection the scattered energy

is extracted and secondary sources are generated

where sound rays hit the walls. From these secondary

sources sound rays are radiated representing diffuse

reflections. Such realizations are described, for exam-

ple, in [58–60]. Some of these methods are related to

the numerical solution of the integral equation

according to Eq. (10.11) [3, 61, 62], which referring

to optical simulation methods is also called “radiosity

method.”

10.3.4 Physical Model Tests

In contrast to computer simulations, physical models

have already been used for a long time for the predic-

tion of sound propagation. Already in the nineteenth

century, investigations of two-dimensional room sec-

tions were carried out using water waves and later also

optically by means of Toeplers “Schlieren” method

(see [42]).

Optical models make use of the fact that the propa-

gation laws for sound waves and light waves are simi-

lar to some extent. In the simplest case, a mirror foil is

glued on sound-reflecting surfaces, whereas sound-

absorbent surfaces can be painted matt black. The

stationary energy distribution, e.g. in the audience

area, can be photographed. Single sound transmission

paths can be made visible by means of laser rays.

Recent developments in acoustical measurement

techniques and digital signal processing make it possi-

ble to carry out accurate room-acoustical model tests

with sound waves. In acoustic scale modeling, the

sound wavelength has to be reduced in accordance

with the model scale, e.g. 1:20. (The sound frequencies

in the model are increased accordingly.) In addition,

the sound-absorption coefficients of the surfaces

including the audience in the model have to corre-

spond at the model frequencies to those of the real

surfaces at the original frequencies. The same applies

to the air attenuation, which is especially problematic

because of its complicated frequency dependence.

Moreover, the bandwidth and directivity of the

model sources must correspond to the original. For

further details see, e.g. [63, 64].

The application is simplified when the model

frequencies are limited to roughly 30 kHz. Thus,

even at a scale of 1:20 the 1 kHz octave band can be

evaluated. The surface modeling is especially simple

for concert halls since their surfaces are usually sound

reflecting (except for the sound absorbent audience

areas).

The advantage of model measurements in compari-

son with computer simulations is that sound diffrac-

tion is considered. Thus, measured impulse responses

can also be investigated very well concerning early

reflections or sound concentrations. But also for

investigations of specific effects, like sound fields in

coupled rooms, model measurements are well suited.

However, for more exact predictions of the reverbera-

tion time model measurements are less accurate

because of reasons described above.

10.3.5 Auralization

The auditory impression to be expected in a room can

also be demonstrated directly by binaural auralization.

For this purpose, binaural room impulse responses

which contain the directivity characteristics of the

human ear, are convolved with a “dry” sound signal

and are presented, e.g. via headphones.

Binaural room impulse responses can be measured

e.g. in acoustic scale models by means of a miniature

dummy head [65]. They can be simulated as well with

computer models, by convolving the direct sound and

each reflection with the directional-dependent outer

ear impulse responses (e.g. [66, 67]). The outer ear

impulse responses have to be measured in advance for

discrete incidence directions using dummy heads or

individual persons.

The convolution of a “dry” speech or music signal

can be realized in real time by powerful signal

processors. The results can be presented by using

specially equalized headphones. Alternatively,
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loudspeakers in combination with crosstalk cancel-

ation can be used in an anechoic environment [68].

An overview of different aspects of auralization

is given by Kleiner et al. [69] and Vorl€ander [70].

10.4 Principles of Room-Acoustical
Planning

The desired room-acoustical conditions of a room

essentially depend on its intended use. For example,

in concert halls for classical music usually a longer

reverberation as well as a good acoustical spacious-

ness are important, whereas in lecture halls, speech

theaters, etc. a good speech intelligibility is required.

Consequently, the first step toward a successful

room-acoustical planning is to determine the intended

uses in close cooperation with the building owner, the

users, and the architects. On such occasions, it often

becomes obvious that a room must be suitable for

different kinds of music as well as for speech. Here,

it is important either to make a compromise corres-

ponding to the main uses or to adapt the acoustical

characteristics to the respective kind of performance

by means of variable mechanical or electroacoustical

measures (see Sect. 10.4.5).

In the following, some general acoustical demands

are stated. Furthermore, specific room-acoustical

requirements for some room groups and room uses

are described and measures are stated to meet these

requirements. In Sect. 10.4.8 work spaces and other

rooms are considered, which are not used for acous-

tical performances, but where noise reduction is most

important.

10.4.1 General Remarks

10.4.1.1 Background Noise Level
A condition for good speech communication,

unspoiled pleasure of listening to music, or undis-

turbed sound recordings, is a sufficiently low back-

ground noise level. This level mostly consists of

external noise, noise from adjacent rooms or of H/V

devices. Noise control measures for these sources are

usually considered within the building acoustical

planning and the planning of the H/V devices (see

Chap. 8). However, from the room acoustical point

of view, it is important to determine the maximum

permissible background noise levels corresponding

to the use of the room. In concert halls and opera

houses, the background noise level should normally

not exceed 25 dB(A). In conference rooms, class

rooms, or lecture halls a value of 35 dB(A) should be

aimed at. Additionally, in case of noise-sensitive

rooms, like recording studios, concert halls, or

theaters, it may be necessary to make also demands

on the spectral composition of the disturbing noise.

10.4.1.2 Arrangement of the Audience
The strength of the direct sound first of all depends on

the distance of the listener’s seat to the sound source.

From this, consequences for the design of the seating

layout can be derived. The acoustical demands relat-

ing to this are often consistent with visual aspects. If,

for example, in a theater, the mimicry must be

perceivable, the distance toward the front edge of the

stage should not exceed 24 m; expressive movements

of actors still can be seen from a distances of up to

32 m (opera).

Moreover, in large halls it has to be considered that

sound, which propagates quasihorizontally over the

heads of the listeners, experiences a remarkable fre-

quency-dependent additional attenuation [71–73].

This effect can be reduced considerably by inclining

the seating area. It is especially favorable to increase

this inclination constantly or by sectors, so that the

angle of incidence toward the audience only varies

little. This can be achieved if the inclination follows

a logarithmic spiral [42].

10.4.1.3 Room Volume and Shape
The necessary room volume decisively depends on the

desired reverberation time and on the planned seating

capacity. For this reason, orientating values for the

required volume per seat can be stated for each indi-

vidual use of the room. The desired volume per seat is

shown for some room functions in Table 10.7. With

regard to the fact that the reverberation time should not

depend very much on the occupancy – especially in

concert hall, theaters, and multipurpose halls – the

sound absorption of the seating should vary only little

with or without persons.

Considering the room shape, there are proven

geometries for different uses but there is no optimal

room shape. At least, surfaces for useful reflections
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are important and surfaces which might create detri-

mental reflections shall be avoided. In any case ech-

oes, flutter echoes, and sound foci in the source and

receiver area should be avoided. This means parallel

walls, cylindrical ground plans, etc. are generally dis-

advantageous. By means of secondary measures

(sound diffusion, re-direction, absorption), these

disturbing effects can at least be reduced. However,

it should be considered that the efficiency of such

measures is frequency dependent.

10.4.2 Rooms for Speech

The acoustic demands made on a room for speech

(class room, lecture hall or auditorium, congress hall,

theater, etc.) are basically a good speech intelligibility.

This requires a sufficient loudness of the speaker, an

unimpeded direct sound propagation, and high reflec-

tion energy within the first 50 ms (path difference

	17 m) after the arrival of direct sound as well as a

comparatively short reverberation time.

These conditions are partly contradictory as there

can be no early sound reflections if there is no rever-

beration. Moreover, for a speaker a strongly damped

room often seems to be unnatural. Orientating

values for optimal reverberation times for speech

performances in rooms of various volumes and mid-

frequencies are shown in Fig. 10.18. In rooms where

mainly electroacoustic sound systems or audiovisual

media are used, reverberation times at the lower end of

the shown tolerance range should be aimed at. Toward

lower frequencies, the reverberation times should be

slightly shorter, since otherwise the higher components

of the speech spectrum, which are important for the

speech intelligibility, could be masked.

In order to achieve the desired reverberation times,

room volumes of approximately 5 m3 per person are

recommended. In case the volume per seat is much

larger, more extensive sound-absorbing measures are

required thus leading to a reduction in loudness.

Accordingly, this should be avoided in spacious halls

for speech performances, e.g. in theaters.

For such rooms, a sufficient strength of direct sound

is especially important, which can be achieved by an

inclination of the seating rows.

Strong first reflections that support efficiently direct

sound are generated by reflecting walls or ceiling

areas, especially near a sound source, as, for example,

the rear and side walls of the podium or the whole

proscenium area in theaters. In special cases also the

use of reflectors above musicians and actors can be

effective. Moreover, a favorable design of the ceiling

is very important. The distribution of sound-absorbing

areas necessary for the adjustment of the reverberation

time should be such as not to cause detrimental

reflections. So, preferably they are planned in the

rear part of the room as well as in the lateral ceiling

area near the walls.

For lecture rooms in schools and universities as

well as for seminar rooms, but also for conference

rooms, etc. the remarks given above are valid.

According to recent research results, in class rooms,

especially in elementary schools, nursery schools, or

group rooms in kindergartens, even shorter reverbera-

tion times of less than 0.5 s should be aimed at

together with a sufficiently low background noise

level (see e.g. [74]). These rooms often have volumes

of less than 300 m3 and a length of less than 10 m.

Table 10.7 Orientating values for the volume per seat for

different uses

Room type and use Volume per

seat m3/seat

Lecture halls, lyric theaters, congress halls 4. . .6

Multipurpose halls for speech and music 4. . .7

Opera houses 6. . .8

Concert halls for chamber music 6. . .10

Concert halls for symphonic music 8. . .12

Churches 10. . .15

Orchestral rehearsal rooms 30. . .50

Fig. 10.18 Range of desirable reverberation times in rooms for

speech
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Because of the small distance between speaker and

listener, measures to direct the sound propagation are

often of minor importance. However, a concentrated

arrangement of absorbing surfaces – for example,

a completely absorbing ceiling – in connection with

parallel, smooth, and reflecting walls should be

avoided, as in this case disturbing periodic reflection

sequences have to be expected.

10.4.3 Concert Halls

In concert halls, it is of minor importance that the

audience is able to follow the temporal structure of

the presented music in detail, but, on the contrary, a

certain temporal melting of successive tones and

sounds is absolutely necessary. The same is valid for

the spatial perception of sound; of course, an orchestra

has a considerable spatial extension, and the various

instrument groups are situated at different positions on

the podium, but the individual instruments shall not be

clearly localized by the audience. So, the acoustical

properties of a concert hall as well as the arrangement

of the podium must result in a certain temporal and

spatial mixing of sounds.

First of all, this includes a sufficiently long rever-

beration time, which is in a range of approximately

1.7–2.1 s in recognized good halls for symphonic

music (see also Table 10.8). Some authors say that

the increase of the reverberation time toward lower

frequencies is responsible for a “warm” sound of

music. The mentioned reverberation times can be

reached with a volume per seat of approximately

10 m3/person, provided that there are no absorbing

surfaces apart from the seating.

In order to obtain the above-mentioned mixing of

sounds, not only a sufficiently long reverberation time

is necessary but also the design of the surfaces is

important. Thismeans that the lateral walls surrounding

the orchestra, as well as the ceiling above the podium

must not direct the whole sound energy toward the

audience, but have to reflect part of it toward the

podium area. This is favorable for the mutual contact

between the musicians [82]. However, based on numer-

ous empirical facts, it results that the ceiling height

above the podium should not exceed 10 m [83].

In general, directing the sound by reflecting

surfaces is less important in concert halls than it is in

rooms as mentioned in Sect. 10.4.2. In order to achieve

a well-balanced sound propagation, slightly diffuse

reflecting ceilings are favorable, like coffered ceilings,

which can be seen in many traditional concert halls.

Sculptural decorations, statuettes, columns, etc. are

often assumed to have a positive effect.

Moreover, the subjective spaciousness, dealt with in

Sect. 10.2.2.3, which is created by early reflections from

lateral directions, is of great importance for the acoustical

quality of a concert hall [84, 85]. For the creation of these

reflections, naturally the lateral walls of the hall play an

essential role. It can be assumed that the shoebox shape

of many traditional concert halls with their small widths

(18–26 m) has influenced the idea of many concertgoers

and musicians how a concert hall must sound.

This does not mean that concert halls with a totally

different ground plan are acoustically worse as, for

example, shown by the Berliner Philharmonie, the

Table 10.8 Reverberation time of some concert halls with audience

Concert hall Volume

(m3)

Number of

seats

Year of inauguration

(reopening)

Reverberation time (s) Source

125 Hz 500 Hz 2,000 Hz

Musikvereinssaal, Wien 14,600 2,000 1870 2.1 1.9 1.5 [75]

Liederhalle Stuttgart 16,000 2,000 1956 1.6 1.7 [76]

Chiang Kai Shek Memorial,

Taipeh

16,700 2,077 1987 1.95 2.0 1.9 [77]

Symphony Hall, Boston 18,800 2,630 1900 1.95 1.85 1.65 [78]

Concertgebauw, Amsterdam 19,000 2,200 1887 2.2 2.05 1.8 [78]

Concert Hall Athens 19,000 2,000 1992 1.9 1.9 1.7 [79]

New Gewandhaus Leipzig 21,000 1,900 1884(1981) 1.95 2 1.9 [80]

Philharmonie, Berlin 24,500 2,230 1963 2.4 1.95 1.9 [81]

Carnegie Hall, New York 24,250 2,800 1891 2.3 1.8 1.6 [78]

Concert Hall “De Doelen”,

Rotterdam

27,000 2,220 1979 2.3 2.1 2.2 [42]
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Gewandhaus in Leipzig or the concert hall in Athens.

In these halls, reflecting surfaces were created between

the terraced audience areas, which direct early sound

reflections from lateral directions toward the audience.

The requirements made on halls for chamber music

are basically similar to those made on halls for sym-

phonic music. However, due to smaller ensembles and

thus a reduced sound source power, the room volume

should not exceed 8,000 m3. The reverberation times

to be aimed at are shorter and range between approxi-

mately 1.4–1.7 s.

Contrary to the above-mentioned halls, orchestra

rehearsal halls normally are considerably smaller. In

order to avoid an excessive sound pressure level,

rehearsal halls should have a volume of at least

approximately 30 m3/musician and a short reverbera-

tion time. Moreover, shorter reverberation times are

favorable for the critical listening at rehearsals. As in

this case, the demands are very different and also

depend on the skill of the musicians; variable acousti-

cal measures are recommended for rehearsal halls

in addition to fixed absorbing, reflecting, and sound-

diffusing surfaces.

10.4.4 Opera Houses

Ideally, the acoustic quality of an opera house should

guarantee excellent speech intelligibility and, at the

same time, should ensure the full and well-balanced

sound of music known in good concert halls. Unfortu-

nately, it is not possible to combine these two

requirements completely. In practice, this means that

the reverberation time complies either with the one or

the other requirement.

An overview of the reverberation times of some

opera houses is given in Table 10.9. This table shows

that older opera houses have a reverberation time

around 1 s or less at mid-frequencies, i.e. there is

relatively little reverberation. The reason for this prob-

ably was the aim to get as many listeners as possible in

a hall of given size. Furthermore, the good speech

intelligibility was favorable for the formerly existing

styles as well as perhaps also for the need of entertain-

ment by the audience. However, more modern and

newer opera houses show a clear tendency to longer

reverberation times. Perhaps nowadays, the operagoer

attaches greater importance to a full sound of music

than to the intelligibility of the texts, with which the

expert is familiar, anyhow.

Indeed, in opera houses, more attention has to be

paid to the unimpeded propagation of direct sound

than in a concert hall, particularly as an acoustically

favorable arrangement of the seating also ensures

a good sight toward the stage. However, here the pro-

vision with lateral reflections is less important since

the orchestra is situated in a lowered orchestra pit, so

that only little sound is reflected at the lateral walls of

the auditorium. Significant reflecting surfaces are the

lateral walls and the ceiling of the proscenium, which

should be almost horizontal with respect to the longi-

tudinal axis of the auditorium. The ceiling of the

auditorium is of special importance, particularly for

the sound supply of the balconies, whereas the like-

wise important stage area in most cases cannot be

considered in the acoustic planning, since it depends

very much on the individual stage scenery.

Table 10.9 Reverberation time of some opera houses with audience

Opera house Volume

(m3)

Number of

seats

Inauguration

(reopening)

Reverberation time (s) Source
125 Hz 500 Hz 2,000 Hz

Staatsoper unter den Linden,

Berlin

7,000 1,490 1956 1.2 1.0 1.0 [86]

La Scala, Mailand 10,000 2,290/400 1778 (1946) 1.5 1.2 0.9 [87]

Festspielhaus Bayreuth 11,000 1,800 1876 1.9 1.5 1.3 [75]

Deutsche Oper, Berlin 11,000 1,900 1962 1.7 1.5 1.2 [88]

Nationaltheater, Taipeh 11,200 1,522 1987 1.5 1.4 1.3 [77]

Staatsoper, Wien 11,600 1,658/560 1869 (1955) 1.7 1.5 1.2 [75]

Semperoper, Dresden 12,500 1,290 1878 (1985) 1.9 1.7 1.5 [89]

Neues Festspielhaus, Salzburg 14,000 1960 1.7 1.5 1.5 [75]

Festspielhaus Baden-Baden 19,600 2,300 1998 2.2 1.8 1.7 [90]

Metropolitan Opera, New York 30,500 3,800 1966 2.2 1.7 1.7 [91]
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Finally, it should be mentioned that in principle

similar requirements apply to theaters for musicals;

however, the use of electroacoustic devices and effects

prevails. Therefore, lower reverberation times are

required than for modern opera houses.

10.4.5 Multipurpose Halls and Rooms with
Variable Reverberation

Often a hall shall be used for different kinds of perfor-

mances. In this case, a compromise has to be found as

far as the reverberation time is concerned, i.e. a com-

promise between the relatively large values, which

would be optimal for musical performances, and the

short reverberation times required for a good speech

intelligibility. Such a compromise could be that the

reverberation time at mid-frequencies is at the lower

end of the range desired for classical music. Addition-

ally, the creation of strong early reflections, low

frequency absorbers (e.g. wooden claddings), and in

particular a sound-enhancement system adjusted to the

room-acoustical situation will contribute to the desired

speech intelligibility. Moreover, in these rooms a seat-

ing providing a sound absorption that varies only little

with and without persons is favorable. The compro-

mise regarding the requirements of speech transmis-

sion consists of a higher transparency of sound as well

as in shorter reverberation times at low frequencies

than for a pure concert hall.

Such compromises, which are not very satisfying

in the end, can be avoided by measures allowing to

modify the acoustics and thus to adapt it to the respec-

tive use of the room. These measures include turnable,

hinged wall, or ceiling elements absorption devices

which can be hidden or rolled up or reverberantion

chambers which can be coupled to the main hall.

However, all these measures are only useful if a cor-

rect operation can be guaranteed. This is one of the

reasons why such measures are mainly applied in

studios or music rehearsal rooms. However, the

change of the reverberation, which can be achieved

in large halls with audience, is usually limited due to

the absorption by the audience. A modern alternative

to changing the reverberation by variable absorption

surfaces is to adjust acoustics by appropriate acoustic

enhancement systems. In this case, the “natural” rever-

beration of the hall is chosen so as to be adequate for

speech performances. By means of an acoustic

enhancement system it can be changed, so that a suffi-

cient or even optimal value for musical performances

is reached.

The easiest way might be to record the sound

signals with microphones, close to the sound sources,

and to enhance the reverberation acoustically or elec-

tronically (see Fig. 10.19). In the first case, the sound

signal is radiated by a loudspeaker in a separate room

which has the desired longer reverberation time

and is recorded once again in this room [92]. Much

easier and more flexible are electroacoustic room-

enhancement systems with a combination of feedback

delays, which have several outputs delivering incoher-

ent signals. Loudspeakers in the hall then emit these

signals. By means of adequate delays, it has to be

ensured that the loudspeaker signal does not reach

any place before the direct sound.

Other systems for an electroacoustic increase of the

reverberation time benefit from the usually undesired

acoustic feedback. However, in order to suppress col-

oration, a large number of electroacoustic transmis-

sion paths is necessary that either work independently

from each other or that are acoustically coupled. The

Assisted Resonance System, for example [93], which

was originally planned to improve the acoustical

conditions in the Royal Festival Hall in London,

works with up to 200 separate channels consisting

of microphones, loudspeakers, and acoustic narrow

bandwidth resonators. In contrast, in case of the multi-

channel system by Franssen [94] (MCR: Multi Chan-

nel Reverberation), each channel covers the whole

frequency range. Therefore, a careful equalization is

Fig. 10.19 Electroacoustic reverberation enhancement
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required. In each case, the amplification is critical. If

it is too low, there will be no considerable increase

of reverberation, on the other hand if it is too high

there is a risk of instability.

A totally different system is the Acoustic Control

System (ACS) by Berkhout [95, 96]. Here, artificial

image sources of low and high order of a desired and

previously simulated hall are added to the natural

reflection pattern of the room. The signals recorded

by numerous microphones are treated by a processor

in a way that, if they are emitted by adequately

distributed loudspeakers in the existing hall, wave

fronts are created, which approximately correspond

to those in the desired hall. Together with special

loudspeaker arrangements, the system also can be

used to improve the acoustical conditions on the

podium. Moreover, an increase of the reverberation

time can be reached by a controlled feedback. Colora-

tion should be avoided by making the transmission

between microphone and loudspeaker time variant.

The latter also applies to LARES [97] and VIVACE

[113]. This system only uses few microphones, but a

high number of loudspeakers and, for example, can

also be used in small rehearsal rooms.

In summary, it can be said that systems for actively

influencing room acoustics have already been used

successfully and their acceptance has significantly

been increased in recent years. For a more detailed

overview see, for example, Kleiner and Svensson [98].

10.4.6 Churches

The acoustical demands made on churches are contra-

dictory. On the one hand, for the sake of good intelli-

gibility of the spoken word, a short reverberation time

is required here, whereas for organ music in large

churches reverberation times of 3–4 s would be desir-

able. In many older churches, the task of the acousti-

cian to create a sufficient speech intelligibility even in

case of few visitors is complicated due to the fact that

these churches are subject to preservation, which

excludes the application of usual acoustical measures.

In modern churches, sometimes a certain regulation of

reverberation can be achieved by using perforated

bricks on walls backed with an absorbent felt or by

absorbing wooden claddings. However, these

measures must not be excessive, since the visitors

unconsciously expect a certain reverberation of a

church. Especially helpful are reflecting surfaces near

the sound sources as well as a carefully planned sound

reinforcement system. More detailed general rules

cannot be given here, as the room-acoustical measures

depend too much on the kind of service and on archi-

tectonic facts (e.g. see also [99, 100]).

10.4.7 Rooms with Mainly Electroacoustic
Use

Nearly every event or assembly hall is equipped with

a sound reinforcement system either for improving

speech transmission or for producing electroacoustic

effects. If the sound reinforcement system in the first

place has a supporting function, the electroacoustic

planning has to be adjusted especially to the room-

acoustical situation. However, nowadays in many

rooms electroacoustic presentations or the reproduc-

tion of speech or music is important. For example,

this concerns large assembly halls, like congress or

plenary halls, arenas for rock concerts or sport events,

cinemas, studios for electronic music, control rooms,

and even the living room of the hi-fi-enthusiast. Here,

it is the task of room acoustics to favor a pure sound

quality for loudspeaker transmission, which especially

requires adequately low reverberation times. More-

over, disturbing reflections should be avoided by coor-

dinating the electroacoustical and room-acoustical

design. Because of the different uses and room sizes,

the individual demands considerably differ from one

another. Especially low reverberation times are aimed

at in modern cinemas, which, for example, should be

between 0.4 and 0.6 s to reach the so-called THX-

standard for rooms of about 2,000 m3. Besides

a sound-absorbing seat upholstery and carpeting, this

requires extensive sound-absorbing measures on walls

and ceiling.

Moreover, special demands on the room-acoustical

situation are made in the control rooms of recording

studios or other listening rooms, e.g. for product devel-

opment and sound design. Although here, the desired

room-acoustical conditions also depend on the exact

use, room size, and shape in general it can be said that

room volumes of less than 40 m3 should be avoided,

and that at a size of up to approximately 300 m3,

reverberation times of 0.3–0.4 s in the whole fre-

quency range should be aimed at. The rooms should

be symmetric with regard to the listening position and
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should have proportions that, at low frequencies, avoid

a coincidence of eigenfrequencies. For improving

the reflection pattern, apart from adequate broadband

absorbing measures also sound scattering claddings

are especially important. Reflections from smooth,

reflecting surfaces that can hardly be avoided (e.g.

control room window) should not be directed directly

to the listener’s ears (e.g. [101]).

10.4.8 Workspaces and Other Rooms

This category includes, for example, production halls,

plants, or offices. Even if the acoustical demands made

on such rooms can be very different in detail, room-

acoustical measures mostly aim at restraining sound

transmission and thus reducing noise levels caused by

machines, office machines, and/or persons. At the

same time, normally sufficient speech intelligibility

over short distances should be guaranteed.

There are often no diffuse field conditions in the

considered rooms, the ratio of two room dimensions is

larger than three (long or flat room), the absorption is

not distributed equally or the room is heavily damped.

For this reason, the prediction of the reverberation time

and its interpretation with respect to the attainable

noise reduction is often critical. In larger rooms with

a floor area of more than approximately 200 m2 and

without diffuse sound field conditions a more detailed

assessment can be derived from the so-called sound

propagation curve. This curve shows the sound pres-

sure level as a function of the distance from a noise

source. It can be measured or predicted by means of

approximate calculations or computer simulations

(e.g. [53, 102]). The sound propagation curve is also

used to calculate adequate parameters, as, for example,

the average level decrease per doubling distance DL2
(see e.g. sound absorbing[103, 104]).

Constructional measures are sound absorbing ceil-

ing systems. Sometimes also absorbing measures in

wall areas are required. Moreover, fittings that shadow

the direct sound transmission or act as diffusers are

favorable. In connection with absorbing ceiling

systems, sound barriers are helpful which should be

situated as near as possible to the noisy area or to the

area to be protected. However, their efficiency consid-

erably depends on the mounting conditions. Absorbing

shields are used in connection with sound absorbing

ceilings in open plan offices, call centers, or customer

areas of banks, where privacy toward neighboring

working places is demanded. In this connection, the

positive masking effect of background noise (e.g.

caused by ventilation, office equipment, music, or

noise emitted by loudspeakers) should also be pointed

out. Thus, the noise level of these sources should not

be too low or unacceptably high (see e.g.[105]).

Moreover, other rooms should also be considered

that are not directly working rooms but where absorbing

measures make sense or are even necessary in order to

avoid extreme reverberation. These rooms are, for

example, halls of railway stations, terminals in airports,

entrance halls, corridors, staircases, or canteens. In these

rooms, noise is often mainly caused by the persons

themselves. Here, it has to be considered that in a rever-

berant and therefore noisier environment the vocal effort

is raised reflex-like (Lombard effect). Therefore,with an

adequate room absorption, for example, by sound

absorbing ceiling systems, also a considerable reduction

of sound emission can be expected.

In this connection, also gymnasiums and swimming

halls have to be mentioned. In order to reduce noise

emission and to ensure sufficient speech intelligibility,

the reverberation times should be below approxi-

mately 1.8 s. In these rooms, mostly large areas of

the ceiling are absorptive. Flutter echoes can be

avoided by covering parts of the walls with sound-

absorbing claddings. In gymnasiums with additional

uses, also the acoustical requirements for e.g. lectures

or music performances have to be considered.

10.5 Room-Acoustical Measurements

Room-acoustical measurements are necessary for the

objective verification and documentation of acoustic

conditions in completed rooms or halls. Before

rebuilding or reconstructing, it is suitable to document

the acoustical conditions bymeans of measurements. In

this way, an exact planning basis can be obtained, which

makes the dimensioning of room acoustical measures

easier and later allows an objective comparison.

The most important room acoustical parameter is

the reverberation time. Often the determination of the

reverberation time in the unoccupied hall is sufficient,

the absorption by the audience can be considered by

calculations. Since for common room shapes the
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reverberation time does not noticeably depend on the

measuring position, only a few measuring points are

sufficient. Their distance to the sound source should be

at least twice the reverberation distance according to

Eq. (10.24). Moreover, an omnidirectional radiation of

the sound source is of minor importance.

In contrast, the, “Early Decay Time” (EDT) (see

Sect. 10.2.3) or, e.g. the parameters for speech intelli-

gibility, clarity, and spaciousness (see Sect. 10.2.2),

depend on the temporal and partly also on the direc-

tional distribution of early sound reflections, i.e. they

change from place to place. In order to avoid

differences in the results caused by the orientation of

the sound source, omnidirectional sound sources

should be used.

During all room-acoustical measurements, the

room is excited by a test signal and its “response” is

registered by the help of a measuring microphone. As

these measurements are relative measurements, the

use of standardized sources and calibrated micro-

phones is not necessary. The latter normally have an

omnidirectional response, except if the parameters to

be determined also demand directional information.

A real-time analyzer or a PC nowadays usually

carries out the generation and evaluation of the

signals. After adequate pre-amplification, the signals

registered by the measuring microphone are transmit-

ted to the digital computer for further processing via

an analog– digital converter.

For measurements of the reverberation time, ran-

dom noise may be used as test signal which first

excites the room stationary and then, at a certain

moment, is abruptly switched off. For orientating

measurements, the excitation of the room can also be

made by a pistol shot. The frequency dependency of

the reverberation can be determined by filtering the

received signal at octave or one-third octave bands

between 125 und 4,000 Hz. In some cases, also already

filtered test signals are used. When exciting the room

by random noise, at least three independent

measurements for each measuring position have to

be carried out because of the stochastic signal charac-

ter. The results have to be averaged energetically.

According to Schroeder [106], it is alternatively pos-

sible to determine the exact mean value or the

expected value EðtÞh i by integrating the energy

impulse response as follows:

EðtÞh i ¼
ð1
t

gðt0Þ½ �2dt0: (10.43)

So, by this procedure an exact determination of the

reverberation time is possible, for which the level

range between �5 and �35 dB (or �25 dB) is used,

with reference to the stationary level. The corres-

ponding results are described by T30 (or T20). This
method is most suitable if the EDT according to

Sect. 10.2.3 is of interest. Of course, the upper limit

1 in Eq. (10.43) has to be replaced by a maximum

integration time, which must be chosen in a way that

on the one hand the decay curve is not cut too early

and, on the other hand, not too much noise is

integrated. Concerning further details, for example,

also regarding measurements at very short reverbera-

tion times, see ISO 3382 [107].

All other parameters described in Sect. 10.2.2 are

determined by the room impulse response. According

to the definition, the impulse response results

from excitation of the room with a short impulse

with duration considerably shorter than the reciprocal

value of the highest frequency of interest. However,

for such a direct measurement, the signal-to-noise

ratio is often insufficient. This difficulty can be

avoided by using special excitation signals (maxi-

mum-length sequences [108, 109], or so-called sine

sweeps [110, 111]). Because of their autocorrelation

characteristics, these signals can be eliminated, so

that the results represent the impulse responses (see

Fig. 10.20). With these methods, even measurements

in occupied halls can be carried out. If the interaural

coherence (i.e. the IACC) according to Eq. (10.37)

should be determined from the measurement, the

receiver has to be a dummy head. The same is valid

if the impulse responses shall be used as basis of an

auralization. For the determination of the lateral effi-

ciency (see Sect. 10.2.2.3), a gradient microphone or

a microphone pair [112] has to be used, similar as for

intensity measurements (see Sect. 2.2.5).

Finally, it should be mentioned that the Speech

Transmission Index (see Sect. 10.2.2.2) could also be

determined by direct measurement of the complete

modulation transfer function (MTF). Houtgast und

Steeneken [27] have also developed a shortened

measurement method, where the values of the MTF

in the octave bands with mid frequencies 500 Hz and
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2,000 Hz for four respectively five modulation

frequencies between 0.7 and 11.2 Hz are measured

automatically. From the results, the Rapid Speech

Transmission Index (RASTI) is determined according

to a special arithmetic rule, which characterizes

speech intelligibility influenced by the acoustics of

the room as well as by disturbing noise.
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Silencers 11
U. Kurze and E. Riedel

11.1 Scope

11.1.1 Areas of Application

Large size silencers are attached to the intake and

exhaust of large industrial plants, e.g. forced ventilation

systems for mining industry, intake of cooling towers

(Fig. 11.1) or flue gas stacks of power plants to protect

the neighbourhood from plant noise. Large silencers are

also required for ventilation openings of rooms with

high internal sound pressure levels, e.g. industrial pro-

duction halls or subway ventilation ducts. In order to

achieve a broad-band sound attenuation, it is often

necessary to have silencer elements with dimensions

comparable to the quarter-wavelength of the sound to

be attenuated. Therefore, silencers for sound of about

1 m wavelength must be partitioned into many

elements.

Smaller silencers consisting of few elements are

applied in ducts and on their openings, on individual

machinery and on enclosures for machines that are

equipped with sound radiating openings for cooling,

for air intake and exhaust, or for material flow.

Silencers are widely used in heating, ventilation and

air conditioning (HVAC) systems to reduce ventila-

tion noise and cross-talk between rooms. Finally,

silencers are necessary to suppress blow-down noise

from valves and pneumatic tools or machines.

11.1.2 Construction Types

Wide openings and ducts in buildings, plants and

enclosures are partitioned by silencer elements.1 The

lateral partitioning in one direction by parallel baffles

yields relatively narrow slits. The partitioning in two

orthogonal directions results in parallel ducts, which

are acoustically similar to the slits. Other ways of

partitioning large cross sections [1] are hardly ever

used.

Smaller and narrow openings of machines attached

to free space or to tubes (Fig. 11.2) and ducts between

rooms can be equipped with silencers formed by

absorptive or reactive duct linings (Fig. 11.3). The

acoustic efficiency of such linings can be achieved

by passive elements of suitable shape and material or

by active elements involving electro-mechanical

transducers. Distinction is made between porous and

impervious linings with respect to gas flow. Silencers

are most effective for high frequency sound when

positioned at elbows or other duct elements diverting

the flow direction (Figs. 11.4 and 11.5).

A further type of silencer is the blow-off or throttle

silencer that affects the flow through an opening by a

considerable flow resistance. Throttle silencers range

from large size constructions for gas and steam valves

(Fig. 11.6) to small screw-on elements for pneumatic

systems (Fig. 11.7).
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11.1.3 Requirements and Features

The design of silencers mainly depends on the fre-

quency spectrum of the sound source and on the

operating conditions. Table 11.1 contains examples

for parallel baffle silencers.

Basically, absorptive ducted silencers can be com-

posed of large absorbing chambers. However, the

space required and the costs are rather high. An

example for the more appropriate application is the

absorbent wall lining of a subway ventilation duct

where attenuation is needed for rolling noise with

high-frequency and tonal components [2]. Special

requirements are best met by tailored solutions.

Examples are given in Table 11.2.

Stability of silencers is important in view of envi-

ronmental conditions and vibration excitation by the

sound source. It is needed for supporting components

Fig. 11.1 Cooling tower of power plant equipped with parallel baffle silencers (Source: BBM-Gerb Akustik)

Fig. 11.2 In-line silencer

with splitter

270 U. Kurze and E. Riedel



and absorptive material with respect to its structure

and position (see Sect. 11.3.2.1).

Requirements for constructions without fibres and

with low risk of contamination can be met by resona-

tor and reflective silencers. Welded tubular silencers

are suitable as special sturdy constructions attached to

compressors and valves.

An important feature for the design of silencers is

flanking transmission of structure-borne sound. As

shown schematically in Fig. 11.8, in particular the

outer shell of a silencers must be taken into account

as transmission path of sound waves and radiator of

Fig. 11.3 Wall linings of

absorptive and reflective

silencers (schematic); 1 Wall

of silencer or plane of

symmetry, 2 Bulkheads,

3 Porous or fibrous absorbent

material (e.g. PU foam,

mineral glass or metal wool),

4 Cover consisting of fleece,

foil, mesh wire, perforated

plate with high porosity,

depending on operational

requirements, 5 top layer.

a homogeneous absorber;

b partitioned lining;

c Helmholtz resonator formed

by perforated or slotted plate

of low porosity; d Helmholtz

resonator formed by foil

cover, e quarter-wavelength

resonator as inclined side

branch, f quarter-wavelength

resonator as folded side

branch (two cases with single

and double folding)

Fig. 11.4 Intake duct with absorbent baffle

Fig. 11.5 Louver with

absorbent angles
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airborne sound. Internally, un-damped ducts and slots,

e.g. expansion joints, and structure-borne sound limit

the attenuation performance of a silencer.

11.2 Principles of Performance

11.2.1 Reduction of Pulsations by Throttle
Silencers

When sound is caused by single or periodic flow

pulses, e.g. from a safety valve or a reciprocating

engine, it is essential to attenuate the pulsation of the

flow by means of an equalization, which avoids the

creation of sound as much as possible. This can be

achieved by throttle silencers, which consist of a vol-

ume storing potential energy and a flow resistance at

relatively large openings providing a small average

flow velocity and, hence, little sound.

In the range of low frequencies, the volume can be

described in terms of its stiffness s and the opening in

terms of its flow resistance r. A silencer must be

designed as a low-pass filter with low cut-off frequency

s=ð2prÞ to allow for flow passage at low non-linearities.

Attention must be paid to the creation of sound at the

inlet to the volume and at positions further upstream.

When a safety valve is opened, the high pressure is

reduced in several steps in the silencer. Usually, the

first step is designed for an over-critical pressure ratio

p1/p2 > 2. Sound from sources further upstream is

almost completely reflected at such a step. The flow

transmission, however, creates very strong sound. This

needs to be attenuated in further steps, which are

designed for under-critical throttling by means of

larger cross-sections, and – if necessary – by means

of absorptive silencers. The pressure reduction in

gases goes along with a temperature reduction and

involves the danger of icing.

Exhaust pipes from reciprocating engines and other

periodic flow sources do not require the expansion of

very high pressure gases, but the oscillating pressure can

still be high enough to create shock fronts caused by the

fact that the velocity of sound increases with increasing

instantaneous pressure. Along its propagation path in

pipes, sound energy is transferred by this non-linearity

from low-frequency pulsations to higher frequency

sound. Any element in the pipe with a flow resistance,

e.g. a catalytic converter, performs as a low-pass filter.

Fig. 11.6 Blow-off silencer

for steam pipe with absorbent

top (schematic)

Fig. 11.7 Throttle silencer

for pneumatic systems

(schematic), 1 flow-permeable

material (e.g. sintered metal),

2 highly pressurized medium
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Plant equipment not permitting a substantial back

pressure may not be furnished with a throttle silencer,

which is performing by the combination of a volume

and a flow resistance. The application of absorptive or

reflective silencers is necessary.

11.2.2 Absorption in Porous or Fibrous
Structures

The viscosity of the gas in a structure with fine pores

results in a flow resistance that is inversely proportional

to the diameter of the pores. A similar description holds

for the flow resistance of fine fibres. The flow resistance

is very similarly effective for constant and oscillating

flow. It causes the conversion from kinetic energy into

heat. Pressure oscillations going along with flow

oscillations consequently result in heating of the gas.

If the heat is not carried away, as observed in the

absorbent lining of test rooms for very loud equipment,

the interior of the lining may turn to coal.

Example: A bare hand is not sensitive to a sound

field with a sound pressure level of 150 dB. But min-

eral wool in the hand becomes hot after a short time.

The market requires mineral wool with fine fibres

primarily for thermal insulation. With a flow

Table 11.1 Examples for parallel baffle or splitter silencers

Example Spectrum Operation conditions Construction

Mining ventilation Fan noise with tonal components Humid and warm air favours the growth of

moss, splitters must be removable at regular

intervals for cleaning

Highly

robust

Cooling tower Low-frequency fan noise, higher

frequency water splashing noise

Exposed to the atmosphere (wind,

precipitation, UV radiation)

Robust

HVAC plant Tonal components of fan noise,

flow noise from in-line

components

Surface non-abrasive, fire hazard, hygienic

requirements

Light

Exhaust and flue gas ducts Low-frequency combustion noise,

fan noise, flow noise from in-line

components

High temperatures, aggressive flue gas,

contamination, possibilities for cleaning or

replacement

Robust

Absorbent section of silencer

for safety valve

High-frequency flow noise Exposed to the atmosphere (wind,

precipitation, UV radiation)

Highly

robust

Exhaust air from production

plants (paper manufacturing,

tires, foils, fibres)

Fan noise, flow noise, noise from

plant components

Contamination, frequent cleaning or

replacement

Light

Quiet wind tunnel (vehicle tests

with circulating air)

Fan noise, flow noise from bends Redirection of airflow Robust

Table 11.2 Examples for absorptive silencers without baffles

Example Spectrum Operation conditions Construction

Plate with absorbent cover in

front of opening

Broad-band and tonal

components of fan noise

Exposed to the atmosphere (wind,

precipitation, UV radiation)

Robust

Absorbent pipe lining at the

intake of a compressor

Broad-band and tonal

components of flow noise

Contamination Exchangeable

absorbent material

Fig. 11.8 Flanking

transmission of sound via 1

radiation from the housing of

the source, 2 radiation from

openings at the source,

3 radiation from duct walls in

front of the silencer,

4 radiation from the shell of

the silencer, 5 structure-borne

sound
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resistivity of about 10 kPa s/m2, a layer of 0.1 m

thickness of such mineral wool is often matched to

acoustical requirements for high absorption. For opti-

mum performance of industrial silencers at low

frequencies, however, thicker layers are needed. Fine

fibres are not suitable for such layers because the flow

resistance is too high and the mechanical stability too

low. Improvements can be obtained by the use of

thicker basalt wool. But the iron content results in

oxidation and, consequently, in reduced stability and

limited lifetime of basalt wool as compared to glass

fibres.

Stable open-porous structures are produced as sin-

ter metal for filter applications. The dimensions are

restricted to a few millimetres in thickness and a few

square-centimetres in area. In addition, material prices

are high and restrict the application to special cases.

Special constructions for sound absorbers of high

mechanical stability consist of perforated plates frit

together with fine stainless steel fibres or of porous

aluminium plates, which are available with a well-

controlled total flow resistance of about 1 kPa s/m.

Woven structures made from natural fibres, metal or

plastic material are often not fine enough to provide

a sufficient flow resistance or not strong enough to

be used without a carrier material. Constructions

employing the combination of perforated plates and

one or more layers of fibrous materials are employed

outside the flow duct of dissipative silencers. For tight

contact of a perforated layer with the porosity s and a

material with flow resistance r, the effective flow

resistance may go up to r=s2, which must be kept in

mind for the design.

Aside from the viscosity of the gas, the thermal

conductivity of the gas and the absorbent material

provides a small contribution to the attenuation of

sound [3]. Only under adiabatic conditions, as in the

free sound field, or under isothermal conditions, as to

be assumed in very fine metallic structures, the com-

pression and expansion in a sound field is free of

losses. Under intermediate conditions, relaxational

processes between the pressure and temperature field

cause small losses. For practical applications, such

effects cannot efficiently be used in silencer design,

e.g. to compensate for low friction losses in the range

of low frequencies where particle displacement is

small even at some distance from a rigid wall.

The lateral connection of absorbent material to flow

ducts results in a frequency characteristic of attenuation

that covers a relatively broad frequency band

(Fig. 11.9). Similar to the average gas flow, low fre-

quency oscillations of the gas are subject to small or

moderate losses during transmission through the duct.

But also high frequency sound waves can propagate

along the duct axis without much attenuation by the

duct walls. Sound can propagate like a beam above a

frequency where about two wavelengths fit between

opposing walls. At medium frequencies, a high dissipa-

tion of sound can be obtained by appropriate matching

of the wall lining to the sound field in the duct.

Highest attenuation by absorption goes along with

highest attenuation by reflection at both ends of the

absorbent duct section (and cannot be accomplished

uniform passive linings over a wide frequency band).

Silencers designed for such performance are generally

called reflective (or reactive) silencers.

11.2.3 Absorption by Non-linearities

The flow resistance of a perforated plate or a wire

mesh contains one portion that increases with increas-

ing flow resistance and another portion that belongs to

a very low flow velocity and is called the acoustic flow

resistance to be determined according to DIN 52313.

The latter is attributed to the viscosity of air acting on

the structure, the former to the hydraulic pressure loss

coefficient that causes the conversion of kinetic energy

into turbulence and finally via viscous losses into heat.

There is a strong coupling between static and

dynamic flow resistance, which may be treated as a

Fig. 11.9 Typical frequency characteristic of the attenuation

by lined ducts for constant volume of the lining consisting

of 1 Helmholtz resonators, 2 quarter-wavelength resonators,

3 homogeneous absorbent material
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weak non-linearity. It can be used to absorb sound at

vortices created by the flow past or through rough

structures formed by perforated plates or woven

structures. Such structures are employed at the boundary

of flow ducts. Together with cavities behind the

structures, they provide for flow guidance and sound

absorption. The flow guidance reduces the pressure

loss and thereby the excitation of broad-band flow

noise. In addition, tonal components created by the

flow at the neck of resonators can be suppressed by a

flow resistance in the excitation plane.

A strong non-linearity is associated with the effect

of dissipation at a shock front. This occurs in pipes

carrying sound of very large amplitudes when the

steepening of the wave front is stronger than the atten-

uation. The magnitude of the dissipation in a shock

front is determined by the conservation of mass,

energy and momentum at both sides of the shock

front exclusively. Consequently, the effect provides

no particular means for the design of silencers.

11.2.4 Reflection

In order to reflect sound in a duct back to the source, the

wave impedance in the direction of the duct must be

highly different from the wave impedance in the source

direction. This can happen under two conditions: either

a substantial variation in cross section of the duct results

in a strong variation of sound particle velocity, or a

pronounced pressure minimum in the duct occurs in

most of the duct cross section, passively caused by a

side branch resonator or actively created by a sound

source with opposite phase.

Basically, contractions of the duct cross section can

be just as effective as expansions. Contractions have

the advantage of not requiring much space, but the

disadvantage of a limited attenuation band width and

of higher regenerated flow noise. Therefore, the appli-

cation of contractions is limited to cases of sources

tolerating high back pressure, of high sound pressure

levels making flow noise negligible and of limited

space inside pipes. Typical applications are automo-

tive mufflers.

At the expense of a large volume, all the short-

comings can be avoided with pipe expansions. The

expansion is ineffective at a length that equals integer

multiples of half a wavelength in the direction of the

pipe axis, which transform the termination impedance

to the entrance of the pipe expansion (Fig. 11.10). In

between, where the expansion length equals an odd

integer of a quarter wavelength of sound, the recipro-

cal of the termination impedance is transformed to its

entrance, which makes the expansion pipe most effec-

tive. Expansion pipes are sometimes laterally filled

with sound absorbing material in order to prevent the

collapse of attenuation.

For a given sound particle velocity, the sound pres-

sure in front of a resonator adopts a minimum at

resonance. The spatial extent is limited, for grazing

sound incidence along the duct axis not as pronounced

as for sound incidence perpendicular to the entrance,

but in any case limited to about half a wavelength. In

addition, there is a spectral limitation. The larger the

effective mass at the resonance frequency, the smaller

is the frequency bandwidth. The minimum mass

belongs to the quarter-wavelength resonator, which

therefore requires the largest volume. Such resonators

symmetrically inserted in the walls of ducts not more

Fig. 11.10 Transmission loss

Dt, in dB, vs. frequency f, in
Hz, for a 1 m long expansion

silencer in a pipe of 0.1 m

diameter (without flow, sound

velocity 340 m/s), plotted in

the frequency range valid for

one-dimensional transmission

theory; parameter is the area

ratio S2/S1 of the expansion
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than a wavelength wide provide a high reflection loss

over the frequency range of about half an octave.

Other resonators designed with constrictions in a top

layer by means of perforated plates or slots, with foil

covers and with combinations thereof are generally

effective in narrower frequency bands (Fig. 11.9).

The damping of resonators by fibrous material in

the volume may increase the absorption of sound but

not the height or bandwidth of reflection. Damping can

also be applied close to the oscillating mass of the top

layer by friction between layered constructions. Such

measures may be suitable to avoid flutter noise of

vibrating covers.

11.2.5 Regeneration of Sound

The effectiveness of silencers can be limited by

regenerated sound. It occurs particularly at constrictions

which cause pressure losses of the gas flow (see

Sect. 11.5.2) and at resonators which are excited by

the gas flow. At very high sound pressures, there may

be low frequency sound energy shifted to higher

harmonics. High particle velocities in constrictions

between wider ducts are particularly responsible for

such effects.

In pipes carrying high pressure sound, it is most

important to attenuate the low frequency components

by expansions or side branches in order to inhibit the

creation of shock waves. Side branches must not cause

periodic vortex shedding, which may excite

resonators.

11.3 Design Parameters and Principles

11.3.1 Primary Parameters

11.3.1.1 Functionality
Silencers must be designed to keep the radiated sound

power within a specified limit without significantly

affecting the main function of the plant. This may be

a fast pressure release, e.g. by a safety valve, the rapid

disposal of exhaust gas and the provision of fresh

process or cooling air at low power consumption.

Accordingly, different requirements exist for blow-

off silencers, exhaust silencers for medium-to-low

pressure losses, and intake silencers with smallest

pressure losses. Also different acoustical requirements

result from the permissible radiated sound power. In

blow-off silencers, the original sound source is

replaced by quieter sound sources. Exhaust silencers

are put on equipment with more or less specified sound

emission, while intake silencers for fresh or cooling air

sometimes cause pressure losses, which must be

compensated by forced draft systems with fans as

relevant additional sound sources.

11.3.1.2 Blow-Off Silencers
Parameters for the design of blow-off silencers are

• The pressure in the pipe upstream (pv) and down-

stream (p1) of a valve,
• The mass flow rate, and

• The permissible A-weighted sound power level.

Situations with high pressure and also with large

mass flow often require several expansion stages

where the first stage is designed for an over-critical

pressure ratio p1/p2 > 2 that determines the sound cre-

ation (see Sect. 14.5.2.1). Subsequent stages belong to

expanded cross sections, which provide for a gradual

pressure decay and sound absorption by eddies in the

turbulent flow. If necessary, an absorptive silencer is

attached downstream and the high-frequency content of

sound is reduced by an absorbent elbow. The pressure

release requires the silencer to have a good mechanical

stability. But also the design of the absorptive silencer

is determined by mechanical stability criteria for the

maximum permissible Mach number of the flow.

11.3.1.3 Exhaust Silencers
Parameters for the design of exhaust silencers are

• The required insertion loss in octave or one-third-

octave bands,

• The mass flow rate,

• The permissible pressure loss, and

• The temperature.

The sound power level of the un-muffled plant is

assumed to be specified in octave or one-third-octave

bands. The permissible sound power level of the muf-

fled plant, which results from the required insertion

loss, sets a limit to the (temperature dependent) Mach

number of the flow in the silencer. It determines the

regenerated sound and, thereby, the maximum achiev-

able attenuation. The performance of a silencer

attenuating the original sound in critical frequency

bands by means of great length and special inserts in

the duct by more than the required insertion loss is

finally limited by the regenerated noise. Such a design
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is sometimes applied with tubular reactive silencers

for small flow rates and uncritical pressure losses.

Generally, the consideration of requirements for a

pressure drop permissible or as small as possible, the

opposite design is chosen and the regenerated noise

limited to a level 10 dB below the permissible sound

power level in the critical frequency bands. The limi-

tation of the pressure loss requires larger free duct

cross sections. Without additional measures, this will

result in a smaller attenuation. An extension of the

silencer length is effective at low frequencies only

where the duct width is small compared to the wave-

length of sound. If requirements for insertion loss have

to be met at higher frequencies, a sub-division is

needed into parallel partial ducts together with a lat-

eral extension of the cross section that allows for

linings of the partial ducts with absorbers or

resonators.

At a given frequency, the speed of sound and its

wavelength increases with increasing temperature.

Consequently, the ratio of geometrical dimensions

and wavelength of sound decreases with increasing

temperature. The attenuation of low frequencies

becomes increasingly difficult and at high frequencies

somewhat easier. Rather important is the consider-

ation of temperature for the tuning of resonators and

the selection of absorber material. Bonded mineral

wool loses stability at temperatures above 250�C
when the binder burns out. Basalt wool with a higher

content of iron oxide becomes brittle and decays into

dust at temperatures above 500�C. Only special basalt

fibre is stable up to 750�C. Higher temperature ranges

require fibrous materials, which may cause cancer and

are generally not used in absorbent silencers.

Exhaust silencers need consideration of the thermal

expansion of supporting elements. Major gaps permit-

ting the sound to propagate parallel to the absorbent

duct result in a limited attenuation performance and

must be avoided by suitable constructions. The atten-

uation limit may be estimated from ten times the

logarithm of the attenuated and un-attenuated cross

sectional areas.

11.3.1.4 Intake Silencers
Parameters determining the design of silencers at the

intake of power sensitive equipment are

• The insertion loss required in octave or one-third-

octave bands and

• The permissible pressure drop

Regenerated noise may be used for checking spe-

cial applications. Attenuation and pressure loss simul-

taneously vary with the length and cross section of

silencers. This, however, applies to a fraction of the

performance only. The other part is determined by

acoustical and aero-dynamical discontinuities inter-

nally and at the ends of the silencer. The design may

benefit from the fact that often the attenuation is pri-

marily related to cross section and length, while pres-

sure loss mainly occurs at discontinuities.

11.3.1.5 Parallel Baffle Silencers
When the duct cross section is sufficiently large, the

pressure loss is the quantity relevant for determining

its relative blockage by a centre body or by several

parallel baffles (or splitters). This is in a first step done

under sole consideration of the pressure losses at the

ends of the duct inserts. They can be reduced by means

of caps with semi-circular profile at the upstream end

and with trapezoidal shape at the downstream end. In

the second step, the distance between baffles or their

thickness is selected from acoustical and economical

points of view. In the range of low frequencies where

the absorption coefficient is about proportional to the

baffle thickness and, consequently, the silencer atten-

uation is almost independent of baffle thickness, thick

baffles are preferred for economical reasons. At high

frequencies, the transmission via beaming of sound

between baffles is inhibited by thin baffles. The lateral

displacement of subsequent rows of baffles and the use

of baffles of different thickness results in similar pres-

sure losses so that the choice of an appropriate mea-

sure to inhibit beaming is mainly determined from the

view point of economy. Software programs for

optimisation of silencer design finally allow to take

all aspects into account regarding the effects of

discontinuities and flanking transmission on insertion

loss, pressure loss, and regenerated sound.

When the duct cross section is restricted to an

extent that high frequency beaming already occurs in

a relevant frequency range, the insertion of a silencer

with splitters requires a lateral expansion of the duct

together with transition elements for suitable flow

conditions. To avoid flow separation and non-uniform

pressure distribution at splitters, the flaring angle at the

inlet should not exceed 15� for an expansion in one

dimension and 10� for two dimensions. The down-

stream end is less critical.
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When the mass flow is relatively small, it is possi-

ble to maintain a circular cross section inside the

silencer. The outside wall can be designed as an

absorber with sufficient volume to perform at low

frequencies. Splitters in the tube can be made as rect-

angular baffles or a circular centre body. For larger

mass flow, rectangular ducts with rectangular baffles

are used exclusively. With respect to low pressure

loss, baffles of half the regular thickness may be

applied at the walls. For economical reasons, they

are seldom used.

In order to cover wide frequency ranges with

uniform baffles, the baffles are designed non-

symmetrical and variable in the axial direction. Half

the length, e.g., is uncovered and covered by sheet

metal or made from shorter and longer side branches,

respectively. The baffles should be mounted symmet-

rically for maximum attenuation in particular fre-

quency bands. Asymmetrical configurations provide

more broad-band attenuation for particular

applications.

11.3.2 Further Operational Requirements

11.3.2.1 Mechanical Stability
Accounting for operational conditions, the casing,

flanges and supports for silencers shall be designed

for a minimum lifetime of 5 years. Relatively thin

sheet metal constructions are sufficient for an HVAC

plant. When the components are exposed to flow

velocities of more than 20 m/s, mechanical stability

is increasingly important. Special measures can be

taken for protection against effects of weather, acids

in exhaust gases, and differences in voltage potentials

of different materials. They include the selection of

particular material, e.g. aluminium, or the application

of protecting covers, e.g. rubber.

When requirements are low – as in HVAC plants –

the stability of fibrous absorbers can be enhanced by

fleece covering the surfaces. At high impact, e.g.

behind safety valves in steam pipes at flow velocities

from 100 to 200 m/s and temperatures up to 600�C, or
when the surface is mechanically damaged, large

amounts of particles are carried away through erosion.

Occasionally, absorption elements are entirely

depleted. This can be avoided by protecting perforated

plates in front of fine mesh wire or glass fibre felt.

11.3.2.2 Abrasion Resistance of Absorbers
Foam material is more resistant to abrasion than

fibrous material but causes a fire hazard when made

of plastic. Special materials, e.g. foams based on

melamin resin or sinter metal, are better suitable but

more expensive and restricted to special applications.

The abrasion of fibrous material and its spreading can

be reduced by covering foils or fleeces.

Foils are used for air-tight sealing. They have to be

very light not to impair the transparency of higher

frequency sound. A low weight of not more than

50 g/m2 is generally achieved by plastic foils only.

Their stability and temperature limit must be

observed. Occasionally, the durability of foils exposed

to ultra-violet light must be considered for intake

silencers. When a foil shall be protected from mechan-

ical damage by a perforated plate, full attachment or

sticking to the perforated plate must be avoided. Oth-

erwise, its transparency for sound is substantially

reduced. It should always be kept in mind that light

plastic foils inside and outside of sealed elements may

rupture due to static and dynamic pressure differences.

In critical cases, this consideration yields to the exclu-

sion of fibrous absorbers.

11.3.2.3 Fire Hazard
Constructional specifications for HVAC equipment

and particularly for technical plants with flow carrying

oil aerosols or organic substances such as flour or milk

powder include fire resistance of (“non-combustible”)

silencer materials. This shall avoid that fire is started

or transmitted. Resonator-type silencers without

absorbent material meet such requirements, but

products made from mineral fibres and melamin

resin as well. Furthermore, precaution is required by

means of appropriate design and configuration of

silencers against the deposit of burning or explosive

substances.

11.3.2.4 Hygienic Requirements
High hygienic requirements must be observed for

hospitals and food processing plants. Absorbers with

open pores and open resonators are not permissible

where viable particles (bacteria) can settle and grow,

especially the air temperature and humidity is ele-

vated. Unless absorbers with closed surface are used,

air-tight foils are necessary covers. The surfaces shall

be cleanable and for that purpose sturdy and without
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un-accessible slots. Silencer elements should be

exchangeable.

11.3.2.5 Air Pollution
Fibrous absorbers may cause some small air pollution.

This is generally irrelevant for human health in HVAC

equipment commonly equipped with material of a

high index for avoiding cancer of 40 or more; how-

ever, it may be important for clean rooms. In such

applications, protection by foils is sufficient as a rule.

11.3.2.6 Deposits and Cleaning
Particles carried by the gas flow may settle on the

silencer and reduce its efficiency. Open porous or

rough surfaces of absorptive silencers are mostly

endangered by sticking particles. Perforated plates

and mesh wire may be rapidly clogged by

accumulating fly-ashes, humid particles of wood pulp

and the like. The settling of particles on foils reduces

the transmissibility of sound. In critical cases, baffles

with wide uncovered side branch resonators have been

successfully applied. They allow for the deposit of

substantial amounts of particles without decay of

acoustical performance. Alternatively, special foils

may be used to which such particles poorly stick and,

therefore, do not settle in thick layers and can be

removed easily.

If a need is seen for regular cleaning or exchange of

silencers or baffles, this must be considered with the

design. Pressurized air, steam jets, brushes and

solvents or decontamination fluids are used for

cleaning. It can be done either in situ or with the

baffles extracted.

11.3.2.7 Start-Up and Shut-Down of Plants
Pressure, temperature and humidity can vary during

starting-up and closing-down of plants and stress

silencers. Air-tight foils enveloping absorbers and

metal construction have to go through expansions

and constrictions. Condensation of fluids, e.g. after

transition of the dew point, must not be collected in

the silencer but drained by appropriate design.

11.3.3 Guidelines for Economical
Constructions

In addition to meeting the requirements for functional-

ity, the methodology of design lists requirements for a

construction aiming at ease of manufacturing and main-

tenance, resistance to corrosion, suitable for assembly,

high safety and low energy consumption. In the past,

low production costs were particularly important, but

presently, there is an increasing awareness for opera-

tional costs, which must be included in the overall

calculation. For example, the reduction of pressure

losses for the silencers in a power plant may cause a

small increase in efficiency only, but can result in a cost

reduction way beyond the stock price for the silencers.

The space available for silencers is often of deci-

sive importance. It determines the pressure losses or

the measures to reduce them. The attenuation needed

at low frequencies is essential for the volume required,

while the ratio of length and diameter is determined by

the available space. Depending on the type of silencer,

the costs increase with increasing size. Increasing

operational requirements generally result in increasing

weight and price of a silencer.

11.4 Experience Data

11.4.1 Splitter Silencer

11.4.1.1 Absorbent Splitters
Laboratory data on the insertion loss of baffles in normal

commercial usage are shown in Fig. 11.11. The thick-

ness of 200 mm is frequently chosen to obtain high

attenuation at medium frequencies around 500 Hz.

Thicker splitters are needed to achieve a broad-band

maximum attenuation at lower frequencies. The rele-

vant parameter is the ratio of splitter thickness to wave-

length of sound, of which the dependence on

temperature must be borne in mind for exhaust lines.

The airway width between splitters depends on the

permissible pressure loss. The smaller the width the

further is the attenuation maximum extended toward

high frequencies. For a width of 100 mm and air at

20�C, the range of sound beam formation lies above

2,000 Hz, where the wavelength is less than twice the

width between splitters and the absorber has little

influence on the propagation of the fundamental mode.

The insertion loss has been measured for splitters

homogeneously filled with mineral wool providing a

flow resistivity of about 12 kPa s/m2. Absorbers made

from melamin resin rather than fibrous material are

often inhomogeneous and therefore exhibit a slightly

different frequency characteristic of attenuation.
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Differences also appear with PU foam due to vibrations

of the skeleton material.

By comparison of the measured data in Fig. 11.11,

it can be seen that a cover of perforated plate applied

for protection against higher flow velocities has little

influence on the attenuation. Similarly ineffective is a

cover of fleece, cloth, perforated or stretched sheet

metal as long as its flow resistance is less than

200 Pa s/m. Covers of plastic foil or sheet metal,

however, require particular attention. The latter are

specifically used to enhance the attenuation – as

shown in Fig. 11.11 in the frequency range around

250 Hz – alas, at the expense of a reduced attenuation

at higher frequencies. The partial covering of absor-

bent splitters is normal commercial usage.

Rectangular splitters are equipped with profiles at

both ends. Semicircular profiles are proved particu-

larly for the upstream side. At the downstream side,

similar or conical profiles with a flaring angle of more

than 15� are less efficient.
Absorbent rectangular splitters receive a basic struc-

tural strength from an enveloping sheet metal folded at

its rim. Perforated covers or stretched sheet metal sig-

nificantly enhances the stability. Galvanized steel is

commonly used, aluminium and stainless steel are

used for special applications. Rubber covers are

employed for better protection against chemically

aggressive liquids. Long baffles are stabilized by

bulkheads. The acoustical effect of such partitions is

limited to the range of low frequencies where the dis-

tance of bulkheads is less than half a wavelength. When

the distance is smaller than the thickness of the splitter,

the attenuation is reduced in this frequency range.

The installation of splitters is done on supporting

rails with seals and extension joints as specified by

the manufacturer, thus ensuring the consistency with

laboratory performance. The symmetrical installa-

tion of splitters where absorber sections and sheet

metal protected sections face each other, respec-

tively, results in acoustically particularly narrow

ducts providing a high attenuation in particular fre-

quency bands. The non-symmetrical installation

shown in Fig. 11.11 results in less attenuation per

unit length, but is effective over longer sections of

the silencer. This allows for meeting different

requirements on the frequency characteristic of the

insertion loss.

Absorbent splitters installed in HVAC plants and in

intake ducts requiring low pressure loss are insensitive

in attenuation to airflow, but not in exhaust and trans-

mission pipes carrying flow at a velocity of more then

20 m/s.

11.4.1.2 Resonator Splitters
Laboratory data on the insertion loss of baffles with

side branch quarter-wavelength resonators tuned to

630 Hz are shown in Fig. 11.12. A narrow range of

high attenuation shows up at this frequency, while

only smaller discontinuity attenuation is effective at

lower and higher frequencies. As shown in Fig. 11.12,

the width between the splitters is smaller than the

splitter thickness. The width of the side branches is

about equal to their depth. A bulkhead is necessary to

separate the two sides of the splitter. When tuning of

resonators is needed for lower frequencies, the

branches of quarter-wavelength resonators are getting

Fig. 11.11 Insertion loss of commercially available absorbent splitters according to laboratory testing; 1 without cover, 2 with

perforated plate cover, 3 with alternating cover of thin sheet metal
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too long. The quarter-wavelength resonators have to

be replaced by Helmholtz resonators at the expense of

attenuation bandwidth. Helmholtz resonators with

open coupling areas to the air passage may be detuned

by flow and particle deposits at the neck. Even more

sensitive to deposits are resonators covered with thin

foils. By use of special materials (Teflon), the deposit

of particles can be reduced or easily removed.

Quarter-wavelength side branch resonators of the

type shown in Fig. 11.12 (top view), when installed in

a horizontal duct, may be positioned with branches

inclined in the direction of flow for smallest pressure

drop. Then particles in the flue gas will drop to the

bottom of the chambers without blocking them and

render them un-effective, even when deposited in a

larger amount. In vertical ducts, splitters need to be

positioned in a way that deposits of particles can slide

down on the inclined branches. In this case, small

guide vanes are necessary to reduce the pressure loss.

Covers of perforated plates or stretched metal are

rapidly blocked by deposits and cannot be used.

The subdivision of splitters by bulkheads must be

carried out with care and results in considerable

weight. Accordingly, very stable supporting structures

are needed. The application in flue gas ducts requires

large expansion joints, which may impair the

efficiency of splitters by flanking transmission of

sound. Neglecting such viewpoints may result in

differences between laboratory and field

measurements as exhibited in Fig. 11.13.

11.4.2 Lining of Ducts

11.4.2.1 Absorbent Linings
The lining of ducts with sound absorbing material is

state-of-the-art in noise control. Insertion loss and

pressure loss data are available for ducts of circular,

quadratic and rectangular cross section, obtained from

software programs and laboratory tests that are suit-

able for practical application. Vibrations of duct walls

must be taken into consideration, which limit the per-

formance of linings in circular ducts due to flanking

transmission of structure-borne sound, but results in

some low-frequency excess attenuation of rectangular

ducts. In all cases, flanking transmission of airborne

sound needs attention.

In straight ducts, the attenuation performance rap-

idly decays beyond the cut-on frequency of beam for-

mation, where the free width of the duct is about

1.5 times the wavelength of sound. In ducts with

elbows, absorbent material in the vicinity of the elbows

efficiently attenuates sound at high frequencies.

Fig. 11.12 Insertion loss of a

splitter silencer with quarter-

wavelength resonators

Fig. 11.13 Attenuation per

half duct width Dh for a

reactive splitter silencer

containing two types of

differently tuned quarter-

wavelength resonators, results

from laboratory and field

measurements
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Pressure losses are a feature of the construction of such

elbows and not a property of the silencer.

11.4.2.2 Resonator Linings
In the range of low frequencies, where the free duct

width is less than half a wavelength of the sound,

single resonators in the duct wall provide for a well

predictable attenuation. An example is given in

Fig. 11.14. Without the resonators, the exhaust noise

shows tonal components in the one-third octave bands

centred at 80 and 160 Hz. After insertion of resonators

tuned to these frequencies, the peaks disappear. The

calculated insertion loss is sufficiently consistent with

the measured data at the design frequencies, but is

expectedly different in the range of low levels and at

higher frequencies. The one-dimensional theory

applied for the prediction of silencer performance

(see Sect. 10.5.1.3) is limited to the frequency range

of 630 Hz for the silencer of Fig. 11.14.

Fig 11.14 Pipe (free

diameter 132.5 mm) with side-

branch resonators;

(a) schematic, (b) level of

transmitted sound power with

and without resonators,

(c) insertion loss
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11.4.3 Blow-Off silencer

The blow-off of large amounts of steam from a pipe

downstreamof a valve results in very loud high-frequency

sound, as shown by the example given in Fig. 11.15 with

an A-weighted sound power level of 165 dB. A typical

commercially available blow-off silencer, consisting

of a pressure release section formed by perforated

layers or woven structures and an absorbent section

according to Fig. 11.6, reduces the radiated sound

approximately to a pink noise with an A-weighted

sound power level of 104 dB. The over-critical expan-

sion at the first perforated plate replaces the original

sound source at the valve. The high level reduction is

obtained by perforated layers and woven structures in

the under-critical expansion section and the subsequent

absorptive silencer.

11.5 Calculation Procedures

11.5.1 Sound Attenuation

11.5.1.1 Definition of Attenuation Measures
When a silencer is inserted in a pipe or attached to an

opening, the reduction in sound pressure level at a

specified immission point is called the insertion

sound pressure level difference:

Dip ¼ LpII � LpI: (11.1)

LpI and LpII denote the sound pressure level in an

octave band or one-third octave band with and without

the silencer installed [4]. The subscript i stands for

insertion and the subscript p for sound pressure. In ISO
11820 an additional subscript S stands for the area at

the intake or exhaust side of the silencer, respectively.

If these areas are different, an insertion loss is not

defined strictly. When no immission point is specified,

the preferred quantity for description of silencer per-

formance is the insertion loss

Di ¼ LWII � LWI: (11.2)

LWI and LWII denote the sound power level in an

octave band or one-third octave band with and without

the silencer installed. The sound power levels may be

determined from measurements of the sound pressure

or the sound intensity on an enveloping surface or by

reverberation room measurements. Again, entrance

and exit areas of the silencer must be equal in order

to apply Eq. (11.2). The information about directivity

from the open end is lost, as opposed to results from

measurements of the insertion sound pressure level

difference.

Fig.11.15 A-weighted

octave-band sound power

level during blow-off of steam

(mass flow rate 50 kg/s,

temperature 400�C, pressure
before valve 18 Mpa, pressure

before silencer 1 Mpa); blow-

off silencer with expansion

and absorbent section as

shown in Fig. 11.6
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When entrance and exit areas of a silencer are

different in size or number, the attenuation perfor-

mance of a silencer can be expressed in terms of the

transmission sound pressure level difference:

Dtp ¼ Lp1 � Lp2; (11.3)

Lp1 and Lp2 denote the sound pressure level in an

octave band or one-third octave band averaged over

the entrance and the exit area, respectively. The

entrance level is affected by the connected pipe and

reflections at the silencer, which generally needs

estimations. The subscript t stands for transmission.

Another useful descriptor is the transmission loss

which is similarly defined as the reduction index of

building elements:

Dt ¼ LWþ � LWI: (11.4)

Again, LWI denotes the level of the transmitted

sound power in an octave band or one-third octave

band with the silencer installed; LWþ denotes the

corresponding level of the incident sound power. A

reflection at the silencers changes the incident sound

power only in the case of an additional reflection in the

entrance pipe.

In general, the insertion loss is to be determined

preferably from measurements and the transmission

loss preferably from calculations. In the case of negli-

gible reflections in the entrance and exit pipes and

equal cross sectional areas, the insertion loss and the

transmission loss are about equal.

When the reaction of the exit on the entrance of a

silencer is small – which is generally the case for

absorptive silencers – the insertion loss of a homoge-

neous silencer can be split up into a discontinuity

attenuation at both ends, Ds, and a propagation loss,

Da, describing the decrease in sound pressure level per

unit length:

Di ¼ Ds þ Dal; (11.5)

where l denotes the length of the silencer. Ds depends

upon the field distribution in the intake pipe, which is

determined by a number of propagating modes and by

a mismatch of the lowest order modes in the intake

pipe and in the silencer.

11.5.1.2 Simple Estimates
Assuming that the power flow in a silencer element of

length dz is split up between the equivalent absorbing

wall area aUdz and the downstream area of size S, one
finds the decay of sound power per unit element pro-

portional to the propagating sound power via the factor

aU =S. This yields an exponential decay of sound

power described by Piening’s propagation loss ([5],

cited in [6]):

Da / U

S
a; (11.6)

where U denotes the perimeter of the absorbent wall

lining and a is the absorption coefficient. The relation

is just a simple approximation but provides for a good

guidance to the design of absorptive silencers: The

absorbing perimeter and the absorption coefficient

should be as large as possible, while the cross-sectional

area S should be as small as possible. For pipes with

circular cross section and full absorbent lining the ratio

U/S ¼ 2/r, where r is the radius of the pipe. For rectan-

gular ducts of cross section B � H lined at the longer

sides B, the ratio approaches the maximum value

U/S ¼ 2/H in the limit H � B.

The consideration of a complex propagation con-

stant G for the description of the pressure distribution

pðzÞ / e�Gz along the duct includes the propagation

loss Da ¼ ReðGÞ � 8:7 dB via its real part ReðGÞ. From
a simplifying balance of sound volume flow for a duct

element, one finds [7]:

G ¼ jk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

jk

U

S

rc
Z

s
; (11.7)

where jk denotes the propagation coefficient for a plane,
un-attenuated wave of wavenumber k, Z is the complex

wall impedance of a wall locally reacting along the

perimeter U and rc is the characteristic impedance of

plane waves in air. The approximation of Eq. (11.7) is

primarily valid for large magnitudes of Z. The series

expansion of the square root shows that a large attenua-

tion can be achieved by large values of the real part of

the wall admittance 1/Z, which can be realized by

resonators.

However, there is a second possibility to obtain a

real part of G. If the wall admittance reacts like a mass,

the square of the imaginary unit in the denominator of
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Eq. (11.7) yields a negative term. As long as the

magnitude of this term is larger than 1 – and this is

limited to the range of low frequencies and large wall

admittances – the square root of a negative value

yields a complex number. In this range, the co-vibrat-

ing mass of the wall more than compensates the stiff-

ness of the air in the duct and inhibits the storage of

potential energy, which is necessary for wave propa-

gation. This results in a positive real part of G. In a

duct that is small compared to the wavelength of

sound, a limp wall yields a propagation loss (even

without sound radiation from this wall to the environ-

ment). The effect shows up at low frequencies in sheet

metal ducts. It can be exploited in narrow frequency

bands above the resonance frequency of duct linings

formed by resonators without any absorbent material.

Within the approximation, however, the effect is

overestimated at the resonance frequency.

Far below the resonance frequency and generally in

the range of low frequencies, the normalized admit-

tance of the duct wall is rc=Z � jkd, where d is the

thickness of a locally reacting wall. The radical in

Eq. (11.7) is determined by the ratio of total cross

sectional diameter of the lined duct and the diameter

of the free cross section. The square root of this ratio

determines the propagation speed of axial waves that

is slower than in rigid ducts, resulting in a discontinu-

ity attenuation

Ds ¼ 20 lg
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�jG=k

p
þ

ffiffiffiffiffiffiffiffiffiffi
jk=G

p��� ���� �
dB; (11.8)

which is about half as much as can be obtained from a

change in cross section from area S1 to area S2, e.g. at

the ends of parallel baffles [8]:

Ds ¼ 20 lg
1

2

ffiffiffiffiffi
S1
S2

r
þ

ffiffiffiffiffi
S2
S1

r� �� �
dB: (11.9)

For an area ratio S2=S1 ¼ 2, Eq. (11.9) yields

0.5 dB only and can be neglected in practical applica-

tion. It requires multiple reflections and large changes

in cross section to provide relevant attenuation in

straight narrow ducts. However, discontinuity attenu-

ation becomes relevant in bent and wide ducts with

cross-sectional dimensions of more than half a

wavelength.

As to the question of suitable absorbent material,

the evaluation of Eq. (11.7) shows that the propaga-

tion loss slightly increases with increasing flow resis-

tance at frequencies way below the first resonance in

the lining, while it is inversely proportional to the

flow resistance in the vicinity of the resonance. In the

intermediate frequency range, the flow resistance

plays a minor role. This frequency range often contains

the fundamental frequency of fan blade passage,

the tone of which needs most attenuation. For splitters

of thickness 2d forming air passages of width H,

the propagation loss can be approximately calculated

from

Da � 2:2 k
2 d

H
dB: (11.10)

The performance of splitter silencers is thus mainly

determined by the (temperature dependent) wave

number k, i.e. the number of wavelength along the

silencer, and by the ratio of splitter thickness and

width of air passages. The selection of material is

mainly determined by requirements on mechanical

stability, temperature, hygiene, cost and others. For

HVAC application, light-weight fibrous materials

with 30 kg/m3 and low flow resistivity are sufficient,

while heavier fibrous absorbers with more than

80 kg/m3 are used in the exhaust duct of gas turbine

installations. Themaximum attenuation obtainable from

such heavy absorbers in the vicinity of the quarter-

wavelength resonance at kd � p=2 is no longer 7 dB

per length H, as calculated from Eq. (11.10), but about

4 dB. The propagation loss in the vicinity of the

resonance is similarly reduced.

The simple approximations are based on a close

interaction of the sound field in the duct with the

absorbent or vibrating duct wall. This assumption is

no longer valid for higher frequencies where 1.5 or

more wavelengths of sound fit between opposed walls.

Sound can then propagate like a beam along the duct

axis and suffers very little attenuation. At frequencies

beyond kH � 9, the fundamental mode decays

approximately with Da / 1=f 2. However, with

increasing frequency there is an increasing number

of higher order modes, which suffer stronger attenua-

tion. Field experience with densely filled splitters can

be approximated by the relation
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DaH � 4� 4:4 lg
kH

9

� �� �
dB, (11.11)

with a minimum attenuation Dal � 10 lgðpl=2HÞdB
due to ray geometry. To increase the silencer perfor-

mance beyond this limit at high frequencies, it is

necessary to avoid or intercept the free beaming. The

former is done by splitters reducing the free duct

width, the latter by setting splitters at an angle or off

line. Simple acoustical calculations are available for

narrow passages between straight splitters only. But

this covers the field of main practical interest since

angles and non-aligned splitters generally result in a

disadvantageous pressure loss.

The effect of airflow on the propagation loss can be

well estimated from the travelling time of a sound

particle in the silencer. In the downstream direction,

the travelling time is reduced by a factor (1 � M),

where M is the Mach number; in the upstream direc-

tion, the Mach number is negative and the travelling

time increases correspondingly. The influence of air-

flow on the frequency characteristic of attenuation can

be taken into account by shifting the frequency scale

by a factor ð1�MÞ. The downstream attenuation thus

increases at high frequencies and decreases at low

frequencies. Further corrections due to diffraction of

sound in the flow profile [9], which partially compen-

sate the effect of travel time, and the increase in flow

resistance of the top layer of absorbent material due to

grazing airflow are mostly neglected. In total, airflow

with Mach numbers Mj j< 0:05 is acoustically negli-

gible and Mj j> 0:15 is not permissible from the

viewpoints of mechanical stability and regenerated

noise.

11.5.1.3 Transmission Line Theory
Sound propagation in narrow ducts is well described

by approximations for one-dimensional transmission

lines. They account for waves propagating forward

and backward between inlet and exit. In absorptive

silencers of sufficient length, the reaction of the exit

on the inlet is negligible due to sufficient propagation

loss, but not in ducts with rigid walls.

The transmission line theory originally developed

with matrix calculus for electrical lines [10] has been

applied for many years on silencers [11] and is now

well established in the special literature [12, 13]. This

includes various publications on special components

for automotive applications, e.g. perforated tubes

representing non-compact elements with extended

coupling of sound fields. Such elements are not

discussed in the following.

The application of transmission line theory on

sound propagation in pipes or ducts is based on two

assumptions:

• The sum of the volume velocities q emanating from

a node is zero.

• The pressure distribution in a cross section and at

a discontinuity of a pipe is sufficiently described by

a single value p which continuously varies along

the longitudinal coordinate z.

A node can be any reference point for the calcula-

tion of sound in a duct with partitioned or otherwise

locally reacting walls, at a discontinuity or at a branch

of a pipe system.

In transmission line theory any cylindrical pipe or

duct with rigid wall is acoustically described by its

cross-sectional area S and its length l exclusively. The

pipe may be straight or bent. Even sharp corners are

allowed as long as the cross section does not change

much.

Waves travelling in the pipe forwards and back-

wards with the wavenumber k are described by the

transfer matrix T:

T ¼ cos kl j rcS sin kl
j S
rc sin kl cos kl

� �
: (11.12)

The transfer matrix connects sound pressures p and

volume velocities q at the inlet side 1 and the exit side 2:

p1
q1

� �
¼ T

p2
q2

� �
: (11.13)

The volume velocities propagating away from the

source have a positive sign, those coming back are

negative. The determinant of the T-matrix is Tj j ¼ 1.

For consideration of superimposed flow k is replaced by

kc ¼ k

1�M2
; (11.14)

and the elements of the T-matrix are:

T11 T12
T21 T22

� �
¼ e�jMkcl

cos kcl j rcS sin kcl
j S
rc sin kcl cos kcl

� �
:

(11.15)
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Pipe elements in series are described by the product

of their T-matrices. A pipe line with anechoic termi-

nation, entrance area S1 and exit area S2 (see e.g.

Fig. 11.10) has the transmission loss:

Dt ¼ 20 lg T11þ
T12S2
rc

þT21rc
S1

þT22
S2
S1

����
����� 6þ 10 lg

S1
S2

� �
dB:

(11.16)

For a pipe with absorbent lining, the wavenumber k
has to be replaced by G=j, where the complex propa-

gation constant G can be calculated approximately

from Eq. (11.7) for a locally reacting wall.

A single side branch of a pipe extending over a

short distance in z – direction and rigidly closed at its

end2 may be considered as a pipe section in series with

the pipeline described by the transfer matrix

T ¼ 1 0
SðAÞ
Z 1

� �
; (11.17)

where SðAÞ=Z ¼ T
ðAÞ
21 =T

ðAÞ
11 is the admittance of the

side branch multiplied by its entrance area

SðAÞ and T
ðAÞ
21 and T

ðAÞ
11 , are elements of the T-matrix of

the side branch. Providing reflection of sound essentially

without hindrance of the gas flow, side branches are

silencer elements of particular importance. For high

performance in selected frequency bands, side branches

are designed as tuned resonators. The interaction of pipe

sections with different resonators, however, may be

difficult and requires numerical evaluation.

In principle, reflection of sound can be obtained

from constrictions as well. But they are hardly ever

applicable in pipes due to intolerable pressure loss.

The T-matrix of a constriction with cross-sectional

area S follows directly from Eq. (11.12). For an orifice

with kl � 1, the effectiveness of the air mass in the

centre shows up in the term T12 � jrckl=S ¼ jorl=S.
Airflow through the orifice causes a dynamic flow

resistance rcMz=2.3 The effective thickness of the

orifice is determined by end corrections D l, which
account for non-propagating modes by an additional

mass.

An end correction must always be added to the

length l of the narrower of two connected pipes. Its

value depends on the shape and the size of the pipes

[14, 15]. For pipes with circular, quadratic or similar

cross section and without flow, the end correction is

approximately:

Dl ¼ p
2
dð1� 1:47e0:5 þ 0:47 e1:5Þ

where

e ¼ d

b

� �2

; (11.18)

d (or U=p) denotes the diameter of the narrower

pipe, b (or U=p) the diameter of the wider pipe or the

distance between holes in a plane perforated layer.

Airflow reduces the end correction. At the entrance

of a side branch to a pipe carrying airflow, the

end correction is neglected in a first-order

approximation.

In order to account for the increase of side branch

cross-sectional area, a special end correction may be

applied. For side branches with rotational symmetry

from a circular pipe, the first resonance between the

pipe radius ri and the outer radius ra < 5 ri can be

calculated from the quarter-wavelength resonance in

a cylindrical tube of length ra � ri þ Dl, where

Dl ¼ 1

2

ðra � riÞ2
ra þ ri

; (11.19)

instead of evaluating the relevant Bessel function.

The transmission line theory is suitable to deter-

mine the performance of in-line silencers, particularly

those without absorbent material. It is less suitable for

the calculation of splitter silencers with open or cov-

ered resonators.

11.5.1.4 More Precise Calculations for
Absorptive Silencers

Goals and Limitations

The reasoning for more precise calculations of silencers

includes

• The experience that rough estimates occasionally

deviate from measured results, thus requiring retrofit

of hardware or additional safetymargins in the design

2A branch that is not small compared to the wavelength can be

treated as an expansion of the pipe as long as the total diameter

is less than half a wavelength.
3 Tangential flow past the perforated plate in front of a side

branch results in a fraction of the dynamic flow resistance

which adds to the damping. This effect is more important than

the variation of propagation velocity of sound waves.
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• The assumption that simple geometries of silencers

allow for analytic solutions of the wave equation, and

• The confidence that even complicated shapes and

materials are calculable by advanced numerical

methods

Correspondingly, scientific investigations on this

subject are still going on. However, it should be kept

in mind that

• There is a considerable uncertainty about the base-

line data on flow and sound in view of spatial and

spectral distribution and as a function of loading the

source by the silencer

• The calculation effort is often out of proportion

with the practical results

• Large requirements on the information about mate-

rial data, which may not be available or vary with

time due to contamination, erosion, settling etc., and

• The uncertainties in modelling flow sub-layers,

flow profiles, inhomogenities, displacements,

extension joints, flanking transmission of struc-

ture-borne sound and many others

Circular Silencers

Results calculated for rectangular ducts and splitters

can be found in several publications [2, 16, 17]. In the

following, a detailed calculus for circular silencers

with lined walls and centre body is described exclu-

sively as an example for a construction frequently

applied and suitable for reliable modelling (see

Fig. 11.16). Consistent with prevailing usage, a fibrous

absorber is assumed. For plastic foam material, it

would be necessary to take structural vibrations into

account [18]. Furthermore, the theory presented is

limited to cylindrical ducts and does not include

variations in cross sectional area [19, 29, 30].

Without airflow, the linear sound field equations

account for the inertia and the friction of air by the

relation

jor0~v ¼ �grad p; (11.20)

and for the compressibility by the relation

jo
K

p ¼ �div ~v: (11.21)

where

p is the sound pressure, in Pa

~v is the vector of the particle velocity, in m/s

o is the circular frequency, in 1/s

r0 is the complex density with the real part for the

inertia and the imaginary part for the friction, kg/m3

K is the complex modulus for compression with the

real part for isentropical compression and the imagi-

nary part for relaxation processes, in Pa.

For non-isotropic material Eq. (11.20) yields

jor0wvw ¼ � @p

@w
; (11.22)

jor0zvz ¼ � @p

@z
; (11.23)

whereby w denotes the radial and z the axial cylindri-

cal coordinate. In this coordinate system, Eq. (11.21)

yields

jo
K

p ¼ � 1

w

@ wvwð Þ
@w

� @vz
@z

: (11.24)

From Eqs. (11.22)–(11.24) follows the differential

equation for p:

jo
K

p ¼ 1

jor0w

@2p

@w2
þ 1

w

@p

@w

� �
þ 1

jor0z

@2p

@z2
: (11.25)

In axial direction, the fundamental mode of the

pressure distribution decays according to

pðzÞ / e�Gz; (11.26)

where G is the propagation constant to be calculated. It

is determined by the lateral distribution, which

Fig. 11.16 Circular silencer with axial symmetry
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according to Eqs. (11.25) and (11.26) is described by

the differential equation

@2p

@w2
þ 1

w

@p

@w
þ o2r0w

K
þ r0w

r0z
G2

� �
p ¼ 0: (11.27)

Solutions in terms of the Bessel functions

J0ðgwÞ and Y0ðgwÞ involve the radial propagation

constant

g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2r0w
K

þ r0w
r0z

G2

s
: (11.28)

The general expression for the radial pressure dis-

tribution is

pðwÞ ¼ p0J0ðgoÞ þ q0Y0ðgwÞ; (11.29)

and for the radial velocity distribution according to

Eq. (11.22):

vw ¼ � 1

jor0w

@p

@w

¼ g
jor0w

p0J1ðgwÞ þ q0Y1ðgwÞð Þ: (11.30)

The constants p0 and q0 follow from boundary

conditions. For the configuration shown in Fig. 11.16,

the velocity at the centre is

vwið0Þ ¼ 0: (11.31)

Since the Bessel function Y1 has a pole at the

centre, it follows that qi0 ¼ 0. Pressure and velocity

at the surface w ¼ wi ¼ d1=2 of the centre body are

continuous, thus

piðwiÞ ¼ pi0 J0ðgiwiÞ
¼ pa0 J0ðgawiÞ þ qa0Y0ðgawiÞ
¼ paðwiÞ; (11.32)

and

viðwiÞ ¼ gi
jor0wi

pi0J1ðgiwiÞ

¼ ga
jor0

pa0J1ðgawiÞ þ qa0Y1ðgawiÞð Þ

¼ vaðwiÞ: (11.33)

Similarly for the inner side of the outside duct

lining at w ¼ wa ¼ d2=2:

paðwaÞ ¼ pa0 J0ðgawaÞ þ qa0Y0ðgawaÞ
¼ pe0 J0ðgewaÞ þ qe0Y0ðgewaÞ
¼ peðwiÞ; (11.34)

and

vaðwaÞ ¼ ga
jor0

pa0J1ðgawaÞ þ qa0Y1ðgawaÞð Þ

¼ ge
jor0

pe0J1ðgewaÞ þ qe0Y1ðgewaÞð Þ

¼ veðwaÞ: (11.35)

At the outer end of the lining, w ¼ we ¼ d3=2 the

radial velocity is zero:

veðweÞ¼ ge
jor0we

pe0J1ðgeweÞþqe0Y1ðgeweÞð Þ¼0:

(11.36)

This determines the ratio

qe0
pe0

¼ � J1ðgeweÞ
Y1ðgeweÞ : (11.37)

Admittances Gi andGa can be defined as boundary

conditions for the free air passage:

Gi ¼ � viðwiÞ
piðwiÞ ¼ � gi

jor0wi

J1ðgiwiÞ
J0ðgiwiÞ ; (11.38)

Ga ¼ veðwaÞ
peðwaÞ ¼

ge
jor0wa

J1ðgewaÞ þ qe0
pe0

Y1ðgewaÞ
J0ðgewaÞ þ qe0

pe0
Y0ðgewaÞ ;

¼ ge
jor0wa

J1ðgewaÞY1ðgeweÞ � J1ðgeweÞY1ðgewaÞ
J0ðgewaÞY1ðgeweÞ � J1ðgeweÞY0ðgewaÞ :

(11.39)

The reciprocal of the admittances may be extended

by impedances of thin top layer, e.g. perforated plates,

fleece or foils [20]. The relations remaining from

Eqs. (11.32) to (11.35) can be combined with the

admittances of Eqs. (11.38) and (11.39) to yield the

characteristic equation for ga in terms of the ratio

qa0=pa0:
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qa0
pa0

¼ �
GiJ0ðgawiÞ þ ga

jor0
J1ðgawiÞ

GiY0ðgawiÞ þ ga
jor0

Y1ðgawiÞ

¼ �
GaJ0ðgawaÞ � ga

jor0
J1ðgawaÞ

GaY0ðgawaÞ � ga
jor0

Y1ðgawaÞ : (11.40)

This is a transcendental equation for ga orG with

numerous solutions for various modes. The solution

with smallest real part of G is of particular interest but

is not available in closed form.

For the numerical evaluation of Eq. (11.40), vari-

ous procedures can be applied. Common solvers start

from suitable initial values of the propagation con-

stant G ¼ jkðt� jsÞ for the fundamental mode in the

ranges t � 1 and 0< s< 1 and then apply a Newton/

Raphson procedure. However, problems arise when

two solutions of similar attenuation coefficient but

different phase coefficient are close together and

form two intersecting lines of the frequency charac-

teristic. If the intersection is not identified,

attenuations calculated for higher frequencies in the

range of half wavelengths that exceed the distance

between the lining and the centre body are not the

ones for the fundamental mode.

A special case is the silencer with locally

reacting lining. Such a lining resulting from the

partitioning by bulkheads at distances of less than

a quarter-wavelength has an effective axial density

r0z that is large compared to the radial density r0w.
According to Eq. (11.28), the propagation

constants gi and ga become independent of G and,

thus, of ga. The admittances Gi and Ga no longer

depend on G, which reduces the problems with

iterative solutions.

A further special case is the lined pipe without

centre body. For w1 ¼ 0, the left-hand side of eq.

(11.40) is zero and the transcendental equation for ga
is reduced to:

Ga ¼ ga
jor0

J1ðgawaÞ
J0ðgawaÞ : (11.41)

The ratio of Bessel function can be determined

either from an B/A-algorithm following from the the-

ory of continuants [21] or from continued fractions.

Both methods yield the same approximation for a

specified number of modes. The first two modes are

well approximated by the solution

G¼ jk

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2

kwa

� �224þ 9jb	
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
576þ144jb�57b2

q
12þ jb

vuut
;

(11.42)

where b ¼ Gar0owa is the normalized wall admit-

tance and k ¼ o=c is the wavenumber. In most

cases, the negative sign in front of the inner square

root is valid for the fundamental mode. In some cases,

the positive sign yields the smaller real part of G.
When flow with the Mach numberM shall be taken

into account, the sound pressure field in the air passage

is – instead of Eq. (11.27) – described by Eq. (11.33):

1

k2
@2p

@w2
þ @p

k@w

1

kw
� 2jG=k
1�MjG=k

@M

k@w

� �

þp 1�MjG=kð Þ2 þ G=kð Þ2
h i

¼ 0:

(11.43)

The flow profile can be approximated by

MðwÞ ¼ 1:08 �M
2

wa � wi

� �2
7

wa � wð Þ17 w� wið Þ17;
(11.44)

where �M is the mean value of the mach number aver-

aged over the free cross section. A finite difference

approximation of Eq. (11.43) is [31]:

4

kðwa � wiÞ
� �2

p0 � 2p1 þ p2ð Þ þ 2

kðwa � wiÞ p2 � p0ð Þ

� 1

k wi þ 1
8
wa � wið Þ� 	� 2kz=k

1�M1kz=k

ðdM=dwÞ1
kðwa � wiÞ

 !

þ p1 ð1�M1kz=kÞ2 � ðkz=kÞ2
h i

� 0;

(11.45)

where the subscripts 0, 1, and 2 refer to 3 of 6 points in

the duct cross section shown in Fig. 11.17. Similar

approximations hold for the points 2–4. The pressure

p0 outside the free air passage is related to the pressure

p1 by

4

k wa � wið Þ p1 � p0ð Þ � �jr0cvwi rið Þ 1�Mikz=kð Þ;
(11.46)

290 U. Kurze and E. Riedel



and by the boundary condition

p1 � p0
p1 þ p0

� jkðwa � wiÞr0cGi

8
: (11.47)

Similar relations hold for the pressure p5 and the

boundary condition Ya at the outside lining.

The reason for taking six reference points in the

positions shown in Fig. 11.17 is as follows:

• Non-symmetrical boundary conditions (centre

body and outside lining) are covered.

• The flow profile can be taken into account.

Uncertainties about the appropriate boundary con-

dition of continuous particle velocity or particle

displacement are avoided by taking the average

flow velocity MðwiÞ ¼ MðwaÞ ¼ 0.

• Four points in the free duct cross section result in a

quartic equation for the propagation constant,

which is the limit for closed solutions.

• The potential for calculating four different modes

increases the precision of the approximation for the

lowest order mode.

Figures 11.18–11.21 show results calculated by the

finite difference approximations. Figure 11.18 refers

to a typical silencer with bulkheads spaced at 0.5 m

and filled with absorbent material of different flow

resistivity. The material is covered with a thin foil

and a small additional flow resistance is assumed for

the surface. In the octave bands from 250 to 500 Hz,

the propagation loss decreases with increasing resis-

tivity of the absorbent material.

The dependence is inverted at 1,000 Hz.4 In the

frequency range above 2,000 Hz, the calculated

attenuation is almost independent of the material

flow resistivity.

Figure 11.19 shows results calculated for the case

of a pipe without lining but with a centre body filled

with material of low flow resistivity. There is just a

small maximum of the propagation loss in the octave

band of 1,000 Hz.

Results shown in Fig. 11.20 for the case of a lined

pipe without centre body demonstrate the importance

Fig. 11.17 Duct cross section with points for finite difference

scheme

Fig. 11.18 Calculated propagation loss for circular silencer

with centre body; d1 ¼ 0.1 m, d2 ¼ 0.3 m and d3 ¼ 0.5 m;

isotropic material covered with foil 50 g/m and flow resistance

200 Pa s/m; absorbent material with flow resistivity (continuous
line) 10 kPa s/m, (dotted lines) 20 kPa s/m, (dashed lines)
40 kPa s/m

Fig. 11.19 Calculated propagation loss for circular silencer

without outside lining; d1 ¼ 0.1 m, d2 ¼ 0.3 m and d3 ¼ 0.5 m;

absorbent material with flow resistivity 10 kPa s/m; (continuous
line) isotropic material covered with foil 50 g/m and flow resis-

tance 200 Pa s/m, (dotted lines) locally reacting material covered

with foil 50 g/m and flow resistance 200 Pa s/m, (dashed lines)
locally reacting material without cover

4 The results are calculated for the fundamental mode in a sound

field with rotational symmetry. Anti-symmetric sound fields

may be less attenuated by lower flow resistivity of the material.
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of the wall lining of narrow pipes, which provides

significantly more attenuation than the centre body

alone. The covering foil reduces the attenuation in

the octave bands at and above 1,000 Hz.

Figure 11.21 exhibits the small influence of flow

with a mean Mach number 0.1 and �0.1, but the sub-

stantial influence of an elevated temperature of 500�C.

Splitters with Isotropic Absorbent Material

Theory shows for the range of medium frequencies

that materials with low flow resistivity should be cho-

sen to obtain high attenuation. However, this is valid

for splitters in a symmetrical sound field only.

Measurements on splitters without centre panel and

with low flow resistance gave relatively low

attenuation – depending on the exciting sound field

[22]. Often the measured values are somewhat higher

than calculated for the symmetrical sound incidence in

the frequency below the range of maximum attenua-

tion, but the maximum itself is substantially lower.

A calculated example is given in Fig. 11.22. The

upper part shows the propagation loss multiplied by a

length h, which is the width of the air passage on either

Fig. 11.20 Calculated propagation loss for circular silencer

without centre body; d1 ¼ 0.1 m, d2 ¼ 0.3 m and d3 ¼ 0.5 m;

isotropic absorbent material with flow resistivity 10 kPa s/m;

(continuous line) covered with foil 50 g/m and flow resistance

200 Pa s/m, (dotted lines) covered with flow resistance 200 Pa s/m

only, (dashed lines) without cover

Fig. 11.21 Calculated propagation loss for circular silencer

with centre body; d1 ¼ 0.1 m, d2 ¼ 0.3 m and d3 ¼ 0.5 m;

isotropic absorbent material with flow resistivity 10 kPa s/m,

covered with foil 50 g/m and flow resistance 200 Pa s/m,

(continuous line) 20�C, flow velocity 27 m/s (dotted line)
20�C, flow velocity �27 m/s, (dashed line) 500�C, without flow

Fig. 11.22 Calculated propagation loss per free duct width

h ¼ 0.1 m for an absorbent splitter of thickness 2d ¼ 0.08 m

in the centre of a rigid duct of width 2(d + h) for symmetrical

and anti-symmetrical sound fields in the free air passages at

400�C without flow; the splitter contains isotropic material

with a flow resistivity of 10 kPa s/m (continuous line for sym-

metrical excitation; dashed line for anti-symmetrical excitation)

and of 50 kPa s/m (dotted line for symmetrical excitation;

dashed dotted line for anti-symmetrical excitation) covered by

a material with flow resistance of 200 P s/m
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side of an absorbent baffle in a rigid duct. The lower

part gives the same information on a logarithmic ordi-

nate over the Helmholtz number formed by the fre-

quency, the free duct width h and the speed of sound c.

The symmetrical fundamental mode exists in the

entire frequency range. The propagation of an anti-

symmetrical mode in a duct of width 2(h + d) is

restricted to the frequency range above fc ¼ 0:5c=½2�
ðhþ dÞ
 and accordingly indicated in Fig. 11.22. The

lower part of the figure allows for extrapolations with

a power law. However, this is limited to the range of

low attenuation where typically higher order modes

are more important. As already described for circular

silencers, splitters with low flow resistance in symmet-

rical sound fields yield low attenuation at low

frequencies, high attenuation at medium frequencies

and slightly lower attenuation at high frequencies as

compared to splitters with higher flow resistance. With

increasing flow resistance, the attenuation maximum

is shifted to higher frequencies. It decreases in magni-

tude with increasing flow resistance of the top layer of

the material.5 For the case of anti-symmetrical excita-

tion, Fig. 11.22 shows smaller attenuation above the

cut-on frequency fc than for symmetrical excitation.

The effect is pronounced for absorbent material with

low flow resistance.

In practical cases, little is known about the distri-

bution of sound on various directions or on modes in

wide ducts. The simplifying assumption of an equal

distribution on all propagating modes is questionable.

One may rather assume for aerodynamic sources that

the highest propagating mode is relatively strong

excited. The uncertainty about modal distribution

limits the quality of attenuation prediction in splitter

silencers with low density absorbing material. In prac-

tice, higher density materials are preferred.

11.5.2 Pressure Reduction

11.5.2.1 Pressure Release by Perforated
Plates

Over-Critical Pressure Release

The flow rate Q of gas in a pipe of cross-sectional area

S – or many partial areas of a perforated pipe – is

determined by the density r and the flow velocity v
(p. 405, [23]):

Q ¼ rvS: (11.48)

The maximum velocity of stationary flow is the

sound velocity, which can be somewhat higher in the

pipe than the velocity of sound c0 in the pressurized

vessel (p. 405, [23]):

v1 ¼ c0

ffiffiffiffiffiffiffiffiffiffiffi
2

gþ 1

s
; (11.49)

where g denotes the ratio of specific heats,

c ¼
ffiffiffiffiffiffiffiffi
gRT

p
(11.50)

is the sound velocity at absolute temperature T, R is

specific gas constant,6 and the subscript 0 refers to the

vessel in front of the pipe. The cross-sectional area S1
required for the mass flow rate results from the general

equation of state for ideal gases,

r ¼ p

RT
; (11.51)

from Poisson’s equation for adiabatic processes,

p1
p0

¼ r1
r0

� �g

; (11.52)

from the pressure p0 and the temperature T0 inside

the vessel, and from the pressure p1 at the exit of the

pipe:

S1 � Q

p0

ffiffiffiffiffiffi
RT

p p1
p0

� ��1
g gþ 1

2g

� �1
2

: (11.53)

The pressure in the released gas can drop from the

value p0 to a minimum critical value

p1 ¼ p� ¼ p0
2

gþ 1

� � g
g�1

; (11.54)

5Numerous calculated data for absorbent splitters without cover

material are given in [16]. 6 For steam R ¼ 461Nm/kgK; for air R ¼ 287Nm/kgK.
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i.e., for g ¼ 1:4 at 53% of p0 at the most. This

determines the needed area:

S1 � Q

p0

ffiffiffiffiffiffiffiffi
RT0
g

s
gþ 1

2

� � gþ1
2 g�1ð Þ

: (11.55)

For g ¼ 1:4, this result is consistent with the com-

mon calculation based on the constant kv ¼ 5:17. For

smaller values of g, the result from Eq. (11.52) is up to

20% smaller, for larger values up to 10% higher.

For individual and non-interacting holes, the flow

produces extensive noise with a sound power level of

approximately

LW ¼ 93þ 10 lg
Qc2

1W

� �
dB: (11.56)

Under-Critical Pressure Release

A further under-critical pressure release over a

perforated pipe can be described by the pressure loss

coefficient zn:

Dpn ¼ pn � pn�1 ¼ zn
Qn

2
v2n: (11.57)

The pressure loss can be expressed in terms of the

Mach number vn=c of the released gas:

Dpn ¼ zn
g
2

v2n
c2

pn: (11.58)

The pressure loss coefficient zn of a perforated plate
results from the geometry. For regular holes with sharp

edges, which determine a porosity s; zn ¼ z=s2, where
([24], p. 321)

z ¼
ffiffiffiffiffiffiffiffiffiffiffi
1� s
2

r
þ 1� s

 !2

: (11.59)

Values of 2.9 are achievable, i.e. a substantial single-

stage pressure release can be obtained by high Mach

numbers in the opening exclusively, which means addi-

tional noise creation.

In order to keep the sound generation small, the gas

flow must be kept within small Mach numbers

vn=ðcsÞ. The limitation to a Mach number 0.2 yields

a sound level reduction by about 40 dB compared to

the over-critical situation. However, according to

Eq. (11.59), a Mach number 0.2 allows for a pressure

reduction of not more than 8% in one stage.

11.5.2.2 Pressure Release via Porous
Materials

In fine pores or mesh wires, the sound generation is no

longer determined by the flow velocity in individual

holes. Equalization of pressure differences results in a

sound power, which increases with about the fourth

power of the flow velocity.

The pressure loss coefficient depends on the

Reynold’s number

Re ¼ vad
v

; (11.60)

where va ¼ v1=s is the oncoming velocity of the gas

flow, d is the fibre diameter and v is the kinematic

viscosity. For Re � 400, e.g. for round wires of

0.28 mm diameter exposed to steam of 1 MPa and

275�C v ¼ 5 mm2=sð Þ at va ¼ 20m=s Re ¼ 1; 120ð Þ,
the pressure loss coefficient of mesh wire is

za ¼ 1:3ð1� sÞ þ 1

s
� 1

� �2

: (11.61)

Low porosities result in high pressure loss

coefficients. The porosity of single layers of mesh

wire can be calculated from the wire gauge d and the

number of wires per unit length z0:

s ¼ 1� z0d: (11.62)

For multi-layer mesh wire, the individual pressure

loss coefficients add up to the total value zges.

11.5.2.3 Pressure Loss
The reduction of flow energy in a silencer is described

in terms of the total pressure loss coefficient

z ¼ Dpt
r
2
v21

; (11.63)

where

Dpt – is the total pressure loss, in Pa,

r – is the gas density, in kg/m3, and
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v1 – is the average face velocity in front of the

silencer with cross sectional area S.

With reference to the space-averaged maximum

velocity vmax in the silencer with minimum cross sec-

tional area Smin the total pressure loss is calculated

from

Dpt ¼ z
r
2
v2max

Smin

S1

� �
: (11.64)

The total pressure loss results from discontinuities

at both ends and inside the silencer as well as from

friction losses at the surfaces “wetted” by the flow. For

HVAC equipment, the friction losses are calculated –

similar to Eq. (11.6) – from

zf ¼ 0:0125
Uf l

Sf

Sf
S1

� �2

; (11.65)

where

0.0125 – is the friction factor for commercially

rough steel pipes, which also applies to absorbent

surfaces of ducts,7

Uf – is the total “wetted” surface (not only the

absorbent)

Sf – is the corresponding surface and

lf – is the corresponding length of the silencer

Circular silencers without centre body provide a

particularly low pressure loss. Silencers with a circular

centre body or with a rectangular splitter inside are

about equivalent if the ratio Uf =Sf is the same. A very

thin splitter already results in a pressure loss equal to

that of a circular centre body filling 40% of the cross-

sectional area. Acoustically, a circular centre body is

better than a splitter due to the higher potential for

absorption. However, the mechanical design of

splitters has advantages.

For parallel baffle silencers with baffles of thick-

ness 2d spaced at a distance 2h, the pressure loss

coefficient is approximately (not accounting for rigid

duct walls) calculated from

zf ¼ 0:0125
l

h
1þ d

h

� �2

: (11.66)

Baffles partitioned by bulkheads without smooth

cover, e.g. quarter-wavelength resonators, provide for

pressure losses depending on the flow direction and the

shape of the resonator covering, which need to be

determined experimentally. In the direction favourable

for flow, a factor 0.013 is possible to achieve.

Losses at entrance discontinuities depend on the

cross distribution and the swirl of the gas flow and

on the geometry of the silencer. For axial flow without

swirl past parallel baffles is according to [1]:

zs ¼
d

h

� �2

0:5z1
h

d
þ 1

� �
þ z2

� �
; (11.67)

where

z1 – is the shape factor on the inlet side; for rectan-

gular baffles8 z1 ¼ 1, for semicircular profile z1 ¼ 0:1.

z2 – is the shape factor for the outlet side; for

rectangular baffles, z1 ¼ 1, for semicircular profile

z1 � 0:7, for narrow wedges smaller.

Losses at discontinuities of baffles in series are

small, even with gaps in between as large as the air

passage between the baffles. However, when a second

set of baffles is not aligned, additional losses occur

which exceed those from a single set.

Total pressure loss coefficients for various elements

combined with silencers, e.g. spark protectors or conical

transition ducts, have been collected by Idel’Chik [24].

11.5.3 Flow Noise

According to St€uber [27], flow noise increases with

increasing pressure drop at single-stage throttling

devices in pipes or ducts.9 In the range of small pres-

sure differences, which is most relevant for silencers,

7 According to measurements by Kurze/Donner [25], the value

is 0.02 for perforated plate. According to VDI 2081 [25], the

average value is 0.016 for HVAC equipment, but the exponent

in Eq. (11.63) is about 2.9.

8 Based on former experience reported in VDI 2081 (1983),

Kurze/Donner [26] propose the value z1 ¼ 1:2. Recent experi-
mental data for the range 0:3< h=ðd þ hÞ< 0:6 for

100–300 mm thick baffles for HVAC equipment reported in

VDI 2081 (2001) are in the range from z1 ¼ 1�1:2.
9 Flow noise is occasionally reported in the literature for smooth

pipes as a function of flow velocity and cross-sectional area.

However, there are no measured data or physical evidence for

the boundary layer as a substantial noise source.
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the sound power is proportional to the 2.5th power of the

pressure loss coefficient and to the 6th power of the flow

velocity.10 The frequency spectrum of the sound

radiated into free space from an opening with diameter

D is broadband with a maximum at the Strouhal number

f D=v � 0:2. For industrial applications with lowMach

number M< 0:2 and D> 0:1m, the maximum fre-

quency is generally at low frequencies f < 140Hz. At

higher frequencies, the spectrum rolls off at about 1=f .
A silencer is acting as a throttling device mainly by

its end. For the downstream end of rectangular baffles,

laboratory measurements of octave-band sound power

levels can be approximated by

LW;oct ¼ Bþ 10 lg
pcS

W0

M6

� �
dBþ C1 þ C2;

(11.68)

where

B – is a constant (the dependence on the pressure

loss coefficient is not yet sufficiently established) for

rectangular baffles, B ¼ 58 dB

p – static pressure, in Pa

c – speed of sound, in m/s

S – cross-sectional area between baffles, in m2

M – Mach number of flow in the air passage

W0 – reference sound power, 1 pW

C1 – correction term accounting for the reaction of

the duct walls at low frequencies, corresponding to the

reflection loss at the open end of the duct, in dB

C2 – correction term for high frequencies, in dB,

typically11

C2 ¼ �10 lg 1þ f d
v

� �2
" #

dB and d � 0:02m :

(11.69)

A-weighting of the spectrum renders the correction

term C1 unimportant for industrial silencers. The cor-

rection term C2 is rather sensitive on minor shape

variations of the baffle ends. From Eqs. (11.65) and

(11.66), the A-weighted overall level of the sound

power radiated from an area of 1 m2 is calculated as12

LWA ¼ �23þ 67 lg
v

v0

� �
dB; (11.70)

where v is the velocity of sound in the air passage

between baffles and v0 ¼ 1m/s. At higher

temperatures, the sound power level decreases at a

rate of � 25 lg ðT=T0ÞdB, where T is the absolute

temperature, in K, and T0 ¼ 293K is the ambient

temperature.13

11.6 Measurement Procedures

11.6.1 Standards

Laboratory measurements to determine the insertion

loss of silencers of all kinds (except from automotive

silencers) and of other devices in flow ducts are

described in ISO 7235 [28]. This standard defines

insertion loss measurements with and without flow,

the determination of flow noise, and the pressure

loss. A special measurement procedure suitable for

small in-line silencers without flow is described in

ISO 11691 [21] and also included in the recent edition

of ISO 7235.

For in-situ measurements on silencers, ISO 11820 [4]

specifies acoustic and superficial flow measurements.

Important for acoustic measurements is the appropriate

relation of the practical application to 1 of the 20 cases

schematically shown in Table 11.3. Sixteen cases deal

with transmission loss measurements for silencers

upstream and downstream in a duct, in a reverberant

room, in other rooms without diffuse sound field, and

in free space. Four cases refer to insertion loss

measurements in such sound fields with and without

the silencer. The standard specifies the data evaluation

10 Consistent with the flow noise from air outlets described in

VDI 2081 [25].
11 The frequency characteristic of flow noise in straight air

conduits is described in VDI 2081 by the asymptotic value

�26 lg f instead of �20 lg f . St€uber [27] proposes roughly

�12 lg f .

12 In VDI 2081 [25], the noise in straight air conduits is

described by LWA ¼ �25þ 70 lg vþ 10 lg Sð ÞdB. In the

range from 1 to 22 m/s, the difference to Eq. (11.67) is less

than 2 dB. Thus, it is likely that similar sources of sound are

described.
13 Silencers are commonly designed to provide a level of flow

noise way below the level of total plant noise. Therefore, just a

few field data are available. Eqs. (11.65)–(11.67) refer to labo-

ratory data.
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from measured sound pressure levels, reverberation

times and geometrical properties. In addition, correction

terms are given, which should be estimated or agreed

upon for the particular situation, within a limit of 3 dB as

a rule.

11.6.2 Laboratory Measurements

Measurements in specialized laboratories primarily

aim at determining the minimum transmission

loss of a silencer. Measurements of the pressure

loss and of regenerated noise are restricted to

special cases of lacking experience. By suitable

configuration of the source and receiver side, trans-

mission loss data can be determined from insertion

loss measurements. The minimum attenuation in a

narrow duct is related to the excitation of plane

sound waves.

At the source side, the connection of the loud-

speaker to a pipe of 0.4 m diameter is successfully

applied to maintain plane waves up to frequencies of

500 Hz. A transition duct is applied to match the pipe

to the inlet of a silencer with different size. To avoid

multiple reflections between the source and the

silencer under test, some attenuation is needed in the

connecting duct without too much damping the source

signal. This can be simply provided by a lateral

Table 11.3 General scheme for transmission and insertion loss measurements of silencers. See Fig. 11.1 [4]

Upstream Downstream

Flow duct Reverberant room Room, without diffuse

sound field

Free space

Flow duct

Reverberant room

Room without diffuse-sound field

Free space

All types of flow ducts, rooms, spaces

Measurement surface, single spot, Measurement on the source side

Note: the sound source is located on the left side of the silencer. The direction of flow is optional
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connection of the loudspeaker to the flow duct, which

already needs a silencer in the line to a connected fan

for measurements of regenerated noise. Alternatively,

a short silencer similar in cross section to the one

under test may be used on the source side to act as a

filter for higher order modes.

At the receiver side, either an anechoic termi-

nation or a configuration suitable for suppressing mul-

tiple reflections between silencer and termination is

needed. Multiple reflections can generally be excluded

for absorptive silencers, while the measurement of

reactive silencers requires special measures. In-duct

measurements are practically limited to no-flow

conditions. Preferred are measurements on an exterior

enveloping surface or in a connected reverberation

room. Under stable environmental conditions at suffi-

ciently low exterior noise, measurements with the test

object and with an empty substitution duct provide the

insertion loss without problems. Difficulties may arise

from measurements with superimposed flow due to the

noise regenerated in the silencer. The level difference

of 10 dB between signal and noise required by the

standard may result in the need for very high source

levels for high performance silencers.

The determination of regenerated noise from a

silencer requires a much higher effort than the mea-

surement of insertion loss without flow. It includes

substantial attenuation of the fan noise, appropriate

guidance of the flow at the receiver side, corrections

for the reflection at the duct exit and for the potential

influence of the reverberation room. Very effective

silencers must be inserted between the fan and the

silencer under test. The exit duct cross-sectional area

must be substantially larger than the free cross sec-

tional area in the silencer.

Laboratory test conditions for total pressure loss

specified in ISO 7235 [28] are aiming at optimum

reproducibility – just as those for attenuation

measurements. This means the determination of mini-

mum values. While such a goal includes a safety

margin for noise consideration, it is just the opposite

for pressure loss.

11.6.3 Field Measurements

The application of silencers may result in reduced field

performance due to various effects, which must be

avoided by careful planning, design and construction.

This includes flanking transmission via the shell of

the silencer, extension joints, supporting structures as

well as unequal flow distribution causing increased

regenerated noise and mechanical loading. Appro-

priate inspections and acoustical measurements

according to ISO 11820 [4] may be supplemented by

recordings of the sound pressure level at a number of

positions along the propagation paths in the silencer as

the most important measure to identify malfunctions.

The probing of lateral flow distribution upstream and

downstream of the silencer by means of a Prandtl tube

with connected flow velocity meter is informative.
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Active Control of Sound and Vibrations 12
Joachim Scheuren

12.1 Introduction

“Noise Reduction by Anti-Sound.” For more than four

decades, this picturesque and catchy motto claims

more than the physical existence, it claims the

promising and useful application of some sound field

whose characteristics allow at least partially the

destruction of another annoying – and thus noisy –

sound field. This claim and the envisaged methodical

expansion of acoustical engineering were and are

highly welcome. This is because the control of the

increasing noise impact on our life strongly depends

on any new possibility which may contribute to reduce

the noise in our environment.

Of course it was not possible to keep and realize all

what had been announced and promised – sometimes

in a rather careless way – by the apologists of active

control. Nevertheless, previous successes as well as

the justified hopes were able to uphold continuous

interest in applying and further developing the

method.

The above-mentioned possibility of controlling

wave fields is based on the simple physical principle

of interference which describes how parts of the two

wave fields may cancel if they are out of phase. It was

common practice to characterize such intentional,

electronically controlled interference by the attribute

“active.”

Active control measures thus are targeted to modify

given mechanical field quantities (the so-called

primary field) by the superposition of additionally

generated, coherent secondary fields which are gene-

rated by electrically driven actuators, the so called

anti- or secondary sources.

This approach is not at all restricted to airborne

sound fields. It is equally valid for arbitrary media,

i.e., for fluids and gases as well as for structure-borne

and vibrational fields in elastic solids. Therefore,

besides direct compensation of air-borne sound, active

measures may also suppress the radiation of air-borne

sound by controlling structural vibrations.

The successful compensation of fields opens

further, completely new possibilities. If we succeed

in negatively reproducing (and thus cancelling) given

sound and vibration fields, then we should equally

succeed in generating and thus realizing new arbitrary

field distributions. Then, instead of approximating

a vanishing (zero-) field, the more general task is

to approximate an arbitrary nonzero field distribution.

Active sound reduction thus turns to active sound

generation and active noise control to active sound

design (ASD).

The high fascination of active control of sound and

vibration fields is not only based on the conceptual

elegance of the approach which, in suitable appli-

cations like sound fields in ducts or small volumes,

was able to lead to attractive results. It equally

impresses by the novel combination of classical

acoustics with the innovative and rapidly developing

domains of digital electronics and integrated electro-

mechanical transducers.

However, any successful application of the tech-

nology in practice depends on its robustness and
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economic efficiency rather than on its elegance. And

this, in many cases, still interferes with the required

electronic and electromechanic efforts. Together with

an extremely confusing patent situation which, in the

past, was caused by systematic protection of all imagi-

nable solutions this has lead to limited applications

in a few special cases only. Also, only a small number

of research results appeared to have a realistic chance

of practical implementation. It can be assumed,

however, that technological progress together with

expiring patents will result in a slow but continuous

growth of active methods in practice.

In the following, an overview of the present state of

the art will be given for active sound and vibration

control technology. Besides the most important and

promising applications, the basic mechanisms as well

as some advice on how to design and apply active

methods shall be given. Being subject to rapid changes

in development, technical details will be outlined only

briefly. For more detailed treatments and discussions,

the extensive literature, in particular introductory

books [1–6] and surveys [7–16] as well as the

proceedings of regular conferences [17–24] and the

compilation of literature and patent surveys in [25, 26]

should be consulted.

12.2 Some Historical Comments on
Technical Development

The first written formulation of the idea of active noise

abatement as “noise cancelation by (electromechani-

cally) controlled interference” [27] can be found in the

patents of P. Lueg from 1933 to 1934 [28–30]. Among

others, they contain those two approaches which –

some decades later – have been in the center of first

practical efforts: the control of arbitrary sound fields in

the vicinity of an appropriately placed secondary

source and the restriction to one-dimensional wave

propagation.

First results for such a control were published by

Olson in 1953. He investigated arrangements which in

principle can be reduced to the basic control loop

given in Fig. 12.1 [31, 32].

Driving the loudspeaker with an inversely ampli-

fied microphone signal is aimed to compensate any

sound pressure fluctuations at the location of the

microphone. Due to differing propagation directions

in the primary and secondary sound fields, the region

of reduced sound levels is limited to some neigh-

borhood around the microphones.

As their extension is proportional to the wavelength

of the sound field, the spatial effectiveness of the

anti-source is increased at low frequencies. This is

an important feature of all active measures which

is further emphasized by the fact that any signal

processing requirements are met easier for lower

sampling rates. Also, the difficulties with passive

methods at low frequencies enhance the attractivity

of active approaches.

As a representative result, Olson was able to reduce

the sound level by some 10–20 dB within 1–3 octaves

at distances up to half a meter and at mid-frequencies

of some 60 Hz.

The limitation in sound level reduction is caused by

instabilities occurring at high amplifications. Never-

theless, in later years this simple approach was

maintained with some success for various appli-

cations. Leventhall et al. [33] have achieved sound

insulations of some 20 dB by controlling the sound

pressure in one-dimensional waveguides.

Although Olson was able to point out many poten-

tial applications of the method, a long way was to be

gone to practical applications. This was equally caused

by restrictions in fast signal processing as well as by

a lack of thorough understanding of the physical

mechanisms involved. The resulting underestimation

of related difficulties, which can be illustrated by the

confidence in simple successes for electrical trans-

formers [34], has finally led to a temporary decline

of activities.

It took another 10–15 years to stimulate new inter-

est for the possibilities of active sound control. The

temporary restriction to simple or one-dimensional

fields together with the highly improved possibilities

of electronic signal processing was able to promise

encouraging successes.

Fig. 12.1 Sound field control at the location of the microphone
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Thus, the basic investigations of Swinbanks [35] or

Jessel and his group [36] were soon followed by

respectable experimental results. Typical achieve-

ments were sound level reductions of up to 50 dB for

single frequency sounds [37, 38] and 10–15 dB for

broadband sounds [38, 39].

A comparable but independent development

could be observed in the domain of technical vibration

control. Early attempts to reduce the excitation of

structures by mechanically driven out-of-phase

sources can be found in [7]. Since Olson had pointed

to vibrational applications of his concept, Rockwell

and Lawther succeeded in actively damping bending

wave modes of beams by up to 30 dB [40]. Compara-

ble, mainly theoretical investigations were carried out

by Tartakowskij and his co-workers [41].

Again, it took another 10 years before the prospect

of any realizability of practical measures caused grow-

ing interest. As can be seen from the literature given

and the references quoted there, this interest was

equally concentrated on mechanical engineering [42],

space technology [43], and civil engineering [44].

Despite the close relationship between the tasks of

active vibration control and active sound control, the

development of both domains has hardly referred to

each other. It thus took long from 1967, where the aim

to reduce sounds by active control of radiating structures

had been formulated [45], to concrete efforts in applying

this principle [18, 46].

It then was in the eighties of the last century that the

interest in active sound and vibration control and its

possibilities significantly grew. Consequently, many

large-scale but basic research and application-oriented

development projects systematically investigated the

principal realizability of the approach to nearly all,

even remote fields of technical applications. However,

the number of proven practical feasibilities did not

correspond to the comparably low number of practical

implementations.

This was mainly due to doubts in the long-term

robustness of the components involved together

with considerable costs to provide appropriate elec-

tronic and electro-mechanic equipment. However, any

related disillusion should not obscure the fact that in

fitting applications active control of mechanical and

acoustical wave fields may have essential advantages

and therefore can be classified as a most useful tech-

nological approach. This shall be demonstrated in the

remainder of this chapter.

12.3 Structure of the General Problem

The problem of active noise and vibration control may

be generally described by the structural diagram of

Fig. 12.2. The source Q may represent one or even

more simultaneous sound sources, thus generating the

primary field quantities put together in the vector yP.

The basic mechanism of active control can be found in

the fact that in some interactions points these primary

field quantities yP are superimposed by secondary field

quantities yS.

While the resulting field quantities y propagate

within the mechanical system under consideration,

they are subjected to multiple changes and modifi-

cations. These can be represented by the matrix of

block C with output quantities z which represent

the target of any active control measure. These target

quantities z shall approximate and follow some given,

desired quantities zS as accurately as possible.

Depending on the application and related effort, the

specification of z and zS may realize such different

design objectives as:

• Cancelation of a field or intensity component

(z ¼ 0) in one or several points

• Optimal approximation of one or several noise spec-

tra at defined frequencies in given points or domains

• Minimization of the mean sound or vibration

energy in a given domain

• Minimization of radiated sound power

Also, other characteristics of the sounds to be con-

sidered like:

• Adjusting tonal spectral components to given

amplitude values.

• Realizing given values of some psychoacoustic

noise parameters (e.g., loudness or roughness).

can be obtained by appropriate selection of the

target quantities zS and the desired quantities z.

From the variety of possible definitions of target

quantities it can be seen that they are not always easily

accessible for direct measurements. Therefore it can

be necessary to estimate the effective target quantities

from measurements of other additional field quantities

which are not elements of z. The complete set of

measured quantities as evaluated by the signal pro-

cessing unit G are put together in the feedback signal

vector zR.

The third arrow starting from C describes possible

feedback effects of the generated field to the source
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mechanisms in Q. This allows the description of such

sound and vibration generating mechanisms which are

caused by unstable feedback effects between different

mechanisms involved [11, 47].

In particular, the closed feedback loop from Q via C

back to Q describes the structure and the mechanism

of mechanical self-excitation which is the origin of

many vibration and wave fields. By intervening in

this mechanism, e.g., by adding an additional feedback

loop to compensate the original one, the generation of

such instabilities can be prevented (see Sect. 12.4.6).

The remaining blocks represented by A are all

actuators that are needed to excite the secondary field

quantities yS and by B all mechanical transfer paths to

the interaction points while the signal processing unit

G provides all signals u to drive the electromechanical

transducers in A.

The input signals of G which provide all infor-

mation to evaluate optimal control signals u may be

distinguished with respect to their content of infor-

mation. In analogy to Fig. 12.2, yR contains all signals

with some (a priori) information on the sources and on

the primary field quantities in yP in the interaction

points. For this reason they are often referred to as

reference signals. On the other hand, zR represents

such signals which allow for estimates of the target

quantities.

Apart from the paths described so far, the path from

B to Q in Fig. 12.2 also takes into account the feedback

effect of the secondary field to the sources. This will

allow besides possible changes for any distortion of

the primary field, information given in yR caused by

any secondary field action via Q. Without appropriate

countermeasures, this undesired feedback may cause

erroneous secondary fields and – even worse – severe

instabilities as illustrated in the context of Fig. 12.1.

Typical measures against such instabilities can be

selective measurements to suppress any influence of

the secondary field like, e.g., directive measurements

or measurements of structural quantities representing

the primary field without being influenced by the

secondary field. Also, instabilities may be avoided

by feedback compensation as described in the next

section.

The general model of Fig. 12.2 may represent and

describe very different arrangements. This can be

demonstrated by an example. If Q represents a com-

bustion engine, z could equally represent the sound

power radiated from some exhaust system or radiated

directly from the engine. Also, the structure-borne

sound power introduced into some foundation may

be a useful definition of the target z. To drive the

secondary transducers, yR may contain an rpm signal

as well as the sound pressure in the exhaust pipe just

before (upstream of) the secondary source. Depending

on the target, zR may represent quantities like sound

pressure in an exhaust pipe after (downstream of) the

secondary sources, sound pressure in preselected

points of the car interior or exterior and field quantities

in a given base structure.

Apart from any devices to measure yR, z and zR, the

blocks B, C and Q solely describe acoustical (or

mechanical) systems which may be combined into

one single acoustical system AS or into a mechanical

system MS. By integrating the electromechanical

transducer contained in A, systems may be extended

to an electroacoustical system EAS or an electrome-

chanical system EMS.

This formalism clearly demonstrates how the clas-

sical task of any noise and vibration reduction, or of

selected control of an acoustical target quantity in AS

or MS by appropriate (passive) acoustical/mechanical

measures, may be transferred into the task of active

control of an electro-acoustical/mechanical system

EAS or EMS, just by applying electro-acoustical/

mechanical transducers.

Fig. 12.2 Structural diagram

of the general problem
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The structure of Fig. 12.2 and the functionalities

and media described by the systems A, B, C and Q

identify the problem at hand as a general control

problem with distributed parameters [4, 48–52]. This

structure includes some simple standard structures of

common problems in signal processing and control

theory as special cases.

In the terminology of the latter yP represents the

disturbances that must be compensated as well as

possible by the anti-sources contained in A such that

the target quantities contained in z are minimized. If yR
contains sufficient information on the temporal beha-

vior of yP, the required control signal u can be derived

solely from yR. This finally leads to a standard feed-

forward control problem.

In contrast to this, the exclusive evaluation of the

target quantity z ¼ y to be controlled leads to a stan-

dard feed-back problem with disturbing noise where

the target signal y ¼ 0 may be prescribed as desired

signal.

In any application, the system design should always

be aimed to compensate the measurable (by yR) and

thus predictable influence of disturbances by pure

feed-forward controls. Only then does it make sense

to act against the remaining components of the control

signal y by a feed-back controller [53].

The definition of the controller’s structure and its

appropriate parameters should be based on the many

methods of analog and digital control theory with one

or more control signals as well as on design rules

for signal processing systems as described in [4] or

in the relevant system and control theory and signal

processing literature.

12.4 Principal Considerations on
Working Mechanisms of Active
Systems

Any arbitrary change of given wave fields requires

their previous compensation. This is because any

change or replacement of field distributions cannot

be effective unless the original field can be com-

pensated or reduced at least. For this reason, apart

from direct control of the sound-generating mecha-

nism, all active control approaches are based on the

negative (anti-phase) reproduction of mechanical

sound and vibration fields. Here, field reproduction

generally means the approximation of a given primary

field quantity fp(x,t) by a secondary field quantity

fs(x,t) for an infinite number of points t in time and

x ¼ [x1,x2,x3]
T in space.

However, as the generation of fs(x,t) is limited by

a finite number of control elements and controllable

degrees of freedom, the demand for equality of fp
and fs cannot be fulfilled for all values of x and

t but only for a finite subset.

Any field distribution may be described by rather

different parameters. Therefore, the definition of this

subset is not necessarily restricted to the space/time

domain, but can be based on any parametric descrip-

tion like modal decomposition (modal transformation)

or superposition of plane waves (Fourier transfor-

mation). The reproduction of waves allows the control

of their propagation while the reproduction of modal

amplitudes directly aims at the active reduction of the

related vibration amplitudes.

To get the relevant field information from as few

parameters as possible directly corresponds to the

important requirement to enable the related field con-

trol by as few actuators as possible. Thus, the decision

whether to use a modal or a wave-based approach may

be directly deduced from the concrete type of problem.

As long as only a few modes of a structure contribute

to the disturbing noise component, the modal approach

limiting all active measures to the relevant modes may

be recommended. By contrast, for one dimensional

wave fields e.g., it is advisable to characterize the

field by forward and backward propagating waves.

As both approaches describe or – for a finite num-

ber of parameters – approximate the same field, they

mutually imply each other. Therefore, any immediate

control of propagating waves may suppress the modes

and thus the resonances of the structure, if propagation

loops closed by mechanical feedback are cut off by

absorption of incoming waves [54]. For this reason,

the concept of propagating waves has been adopted by

vibration theory which traditionally is dominated by

modal concepts. Here, first applications were focused

around large space structures [43, 55].

Apart from concentrating on modes and plane

waves, other concepts have been used to theoreti-

cally describe the possibilities of active field control.

Among these, the direct control of power flow [56] and

the control of actively realized impedances [57] shall

be mentioned here. Impedance control takes advan-

tage from the fact that its effect only depends on the

local impedance of the medium under consideration.
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Therefore, any modeling of wave propagation becomes

unnecessary. But this advantage may be compensated

by the difficulty of finding local criteria which suffi-

ciently describe the global field behavior. An example

of how high-damping values may be based on the

minimization of wall impedances by using a skillfully

chosen arrangement can be found in [58].

A more direct link to the global behavior is found

for the targeted control of power flows. Because all

related power flow strongly depends on any secondary

measures, respectively, it seems to be advantageous to

control power flows indirectly only by controlling

other target quantities like the amplitudes of pro-

pagating waves [59]. In the following, with respect

to the most important concepts of field modeling and

superposition, a systematic guidance to active system

design will be given.

12.4.1 Concepts for Active System Design

As active sound and vibration control is based on the

superposition of appropriate secondary fields, the

essential task in designing active systems is to define

favorable, i.e., most effective secondary sources

together with their interaction points. This is because

the kind, the number, and the location of secondary

sources crucially determine the controllability of the

system under consideration (EAS or EMS), i.e., the

quality of approximation of the target quantities z to

their given desired values.

It is good practice therefore to base the controlla-

bility of target quantities on physical considerations,

e.g., by systematical analysis of the primary field on

its propagation path from the source to the target

points, and by investigating the effects of additional

secondary sources.

This approach fully corresponds to the proven

concept of passive noise control which is given by

investigating the propagation path of the sound to be

controlled from the source to the receiving point in

order to find the optimal location for effective noise

control measures. Thus, the following sections of this

chapter will exemplarily explore, i.e., by how many

sources at which locations and to what effect, sound

and vibrations may be controlled

• at source, where the field is introduced

• on the propagation path of the field or, finally

• at a given target volume.

Also, defining the measurement chain that acqui-

res the target quantities to be controlled as well as the

available input signals zR and yR may crucially influ-

ence the success of an active measure. This is because

this success is directly related to the quality of esti-

mating the desired behavior or, in the terminology

of control theory, to the observability of the system

(EAS or EMS) under consideration. With respect

to the delay time required by the signal processing

unit G, it is important to register appropriate and,

above all, early signals yR and zR with sufficient

lead time.

From these principles, a design strategy for active

systems may be derived:

1. Target formulation for an active measure in terms

of a finite number of parameters. As an example,

these parameters may be given by the complex

amplitudes of certain waves or modes or just by

the complex amplitudes of the sound pressure at

given points.

2. Specification of such a source arrangement (A) that

is best capable of achieving the target defined under

1 with acceptable effort.

3. Specification of a measurement arrangement

(within C) that again is most suited for achieving

the target defined under 1 with acceptable effort.

4. Specification of the structure and the parameters for

the signal-processing unit G to optimally imple-

ment the control possibilities given in 1.3.

The proven principle to try to fight any sound and

vibration as close as possible by the source stays most

valuable for active systems too. Besides preventing the

introduction of energy by reflecting or absorbing it at

the excitation point, in some cases the generation of

the field itself can be prevented efficiently.

In particular, if the acoustical or vibrational field is

generated by self-excited limit cycles caused by unsta-

ble interaction, simple measures may force stability

and thus suppress the generating mechanism.

In the following, the most important physical

concepts of active sound control are shortly illustrated.

Because of some limitations resulting from idealized

assumptions, these concepts do not always refer to

arrangements realizable in practice. However, they

do offer some physical insight which helps to estimate

necessary source efforts or limitations in frequency.

Also, the most important question as to the occurring

flows of energies and/or power can be answered in this

context.
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As said before, active approximation of arbitrary

fields requires first, by principle, the compensation of

the existing primary field. Therefore, the following

considerations focus on such field compensation.

This can further be justified by stating that any approx-

imation of arbitrary fields formally can be treated like

the approximation of a vanishing zero field.

12.4.2 Source Reproduction

The control of multidimensional wave propagation as

well as the compensation of vibrational fields with high

modal density often require a high number of sensors and

actuators hardly tobe realized inpractice (seeSects. 12.4.3

and 12.4.4). Therefore, it often is preferrable to try to

counteract the field by a copy of the original sources.

The sketch given in Fig. 12.3 illustrates this sym-

bolically by using primary (acting downwards, #) and
secondary (out of phase by 180� and therefore acting

upwards, ") source arrows which e.g., may represent

loudspeakers in a room or forces acting on a plate.

The smaller the distance between two identical

sources in antiphase is, the more the source-generated

fields are cancelled; the sources mutually hinder them-

selves in radiating sound. Besides simple, easily repro-

ducible sources with low directivity, effective field

reductions require therefore distances between primary

and secondary source of less than half a wavelength [1,

60]. And this applies not only to free fields but also

equally to closed spaces with high modal densities [1].

To the extent of successful source reproduction

(e.g., in a certain frequency interval), the related field

reproduction can be global, i.e., successful within the

complete volume under consideration. As can be seen

fromFig. 12.3, such global compensation can be achieved

with locally arranged sensors because the reproduction

of sources in amplitude and phase can be controlled by

local measurements.

As in the first reliable out of lab realization at all,

such suppression of sound radiation has been success-

fully applied in practice to the exhaust outlet of a gas

turbine [61, 62]. By applying 72 bass loudspeakers on

a circle around the outlet it was possible to reduce in

the far field the sound pressure level between 20 and

50 Hz by more than 10 dB (see Fig. 12.4).

Fig. 12.3 Principle sketch

of source reproduction

Fig. 12.4 Sound pressure level in the far field of a gas turbine

exhaust (a) without and (b) with active compensation sources at

the outlet [7]
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Equally this approach can be applied to structure-

borne sound problems if the original primary force is

compensated by another secondary force acting close

by. This is especially effective if the primary force can

be considered as a point force.

For low frequencies, the latter requirement nor-

mally is fulfilled at the coupling points of resilient

mounts. By appropriate control of a second force

which is applied in parallel to the springs (see

Fig. 12.5) the force transmitted through the springs

can be compensated. The resulting force introduced

into the foundation thus vanishes, the aggregate is

effectively decoupled and vibrates freely.

If compared to alternative arrangements [148], the

advantage of the arrangement given in Fig. 12.5 is that

only the dynamical part of the forces has to be

generated and applied because the static part is taken

over by the passive spring. Also, the good vibration

attenuation of the spring at high frequencies is pre-

served and therefore the remaining task of the second-

ary force is to improve the vibration attenuation at low

frequencies including the domain of mass/spring reso-

nance. By appropriate control of the force actuator,

this can be achieved by shifting the resulting reso-

nance frequency to lower frequencies and thus reduc-

ing the resonance peak of the transmission curve [63].

For harmonic excitation, the predictability of the

signal wave form allows attenuation values of vibra-

tion which in many cases of passive mounts cannot be

achieved. An impressive example will be given in

Sect. 12.6.

Thus, active vibration isolation systems, often

called active mounts, offer the well-founded perspec-

tive of becoming an indispensable engineering tool for

vibration control in special cases of high demand.

Possible applications go from mounts for complete

vibration suppression of highly sensitive processes

[63, 64], where active mounts are frequently used

today already, to improved mounts for engines and

other vibration sources. In addition the operating

staff of vibration intensive machinery thus can be

protected. Further hints to two active engine mount

systems realized in standard cars are found in [65].

General information on the possibilities and on

the design of active mounts are given in [2, 3, 6] and

in a recent VDI guideline [66].

As concrete example, we refer to the application of

secondary forces to the car body of an ICE passenger

train car in close proximity to the bogie’s secondary

spring. By this active measure, the low frequency

noise components excited by wheel harmonics under

special track conditions could be essentially reduced

in the passenger compartment around 90 Hz. Compar-

ing the spatial sound pressure distributions of Fig. 12.6

(measured at the rolling test site of Deutsche Bahn AG

at a speed of 200 km/h) shows that the related

reductions were up to 20 dB for some seats. The

average reduction for a group of six seats was up to

12 dB [67, 68].

The use of sliced piezo elements placed in the

interior volume of the secondary springs resulted

from a systematic feasibility study investigating vari-

ous active concepts for the bogie and the passenger

compartment with respect to their applicability and

effectiveness. It turned out that immediate control of

the sound field in the passenger compartment by

loudspeakers would also be possible. However, in

summary, the global compensation by compensating

forces applied to the excitation points was shown to be

advantageous.

Fig. 12.5 Compensation

of the force applied by

a spring by an additional

force source applied

in parallel
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12.4.3 Active Control of Wave Propagation

Apart from stability problems, the propagation delay

times within the secondary sound field and the elec-

tronic controller may limit the performance of the

simple standard feedback controller mentioned in

Sect. 12.2. It therefore appears useful to take advan-

tage of the finite velocity of wave propagation or the

related delay time of the primary wave field to be

controlled, respectively. This allows a temporal pre-

diction if the field quantities can be measured before

arrival at the point of superposition.

It is possible then to use the delay time of the

propagating wave to determine the optimal waveform

for an appropriately placed interfering field source. As

can be seen from the principal sketch of Fig. 12.7, the

propagation of the wave can be hindered essentially or

even suppressed completely.

The possibility of determining field quantities from

their values on a preceding incoming wavefront

follows from Huygens’ principle. This principle in

the formulation of Kirchhoff has been the starting

point for basic considerations first published by

Malyuzhinets [69] and Jessel [36].

According to this principle, any field within a vol-

ume V generated by exterior sources outside V can be

equally generated by substitute sources Q* distributed

on the closed surface S which limits the volume V.

Figures. 12.8 and 12.9 show this for the case of V

being free of any interior sources.

Apart from the change in sign, this is exactly what

active control aims to do: to define source distributions

-Q* which completely counteracts and thus eliminates

a given field within a volume V according to Fig. 12.8.

However, this requirement is not unique, i.e., it may

be fulfilled by various field distributions. This allows

additional requirements like defining that, according

to Fig. 12.9, the sources Q* should provide a field that

reproduces the given field within V but vanishes out-

side V.

For airborne sound fields, such sources are given by

monopoles and dipoles continuously distributed over S;
they fully compensate the original sound field inside V

without any feedback effect to the exterior volume, i.e.,

without changing the field outside V (see Fig. 12.10).

Any arrangement driven this way describes an

active absorber with antisources -Q* just receiving

but leaving unchanged the complete incoming wave

field. Also, the power transmitted from the primary

field to the secondary sources is extracted by these

secondary sources and, if necessary, reintroduced at

some other location. Any original power absorption

within V will now be taken over by the substitute

sources -Q*.
Other than in the arrangement of Fig. 12.10 which

not only absorbs incoming power but also emits power

Fig. 12.6 Spatial sound pressure distribution in the passenger compartment of an ICE passenger train car without (upper) and with
(lower) active force compensation at the bogie’s secondary springs
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Fig. 12.7 Principal

illustration of active control

of wave propagation

Fig. 12.8 Original field

distribution with sources Q

Fig. 12.9 Reproduction

of field distribution by

substitute sources Q*
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in parts of the surface S in order to leave the outer field
unchanged, another source distribution could be

characterized by sources -Q* on S which only absorb

power. An exemplary field caused by such an active

absorber is given in Fig. 12.11.

Here, the energy relations are a bit more compli-

cated and strongly determined by the concrete case.

The field generated by the antisources acts back on

the primary sources and thus changes their radiative

environment. Some simple and illustrative examples

of such energetic interaction can be found in [8, 54,

70, 71]

The reproduction of the field within V can also be

achieved with simpler source arrangements but then

without additional restrictions on the field outside V.

This compensation no longer is free of feedback, the

field outside V changes and the arrangement thus

incorporates an active reflector scattering back the

incoming wave field (see Fig. 12.12).

These considerations show that secondary source

distributions on the boundary surface S may be

configured such that they can absorb (by extracting

incoming power) or reflect (by redistributing incoming

power) primary wave fields. Even if this reflection is

Fig. 12.10 Compensation

of the field in V without

feedback to the outer

volume outside V

Fig. 12.11 Purely absorbing

field compensation in V
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complete in the sense of neither extracting nor intro-

ducing any mechanical power at the boundary S, the
overall arrangement may change the energetic

relations.

By acting back into the volume outside V where the

primary sources are located, the radiation impedance

at these sources is changed. As a consequence, this in

general will change the power emission of these

sources. For the analysis of power and energy relations

in practical situations this effect tends to be more

important than direct power extraction by secondary

sources.

The formalism based upon Huygens’s principle

may be transferred to other media. Theoretically

such analogies start from integral relations equivalent

to the Kirchhoff formula which can be found for any

boundary value problem defined by self-adjunct dif-

ferential operators. For the general case of elastic

solids with shear deformations such relations are

found in [72]. For the case of flexural waves in

thin plates which are important with reference to

acoustic radiation, an analogous equation has been

derived in [73].

Although such considerations essentially contri-

buted to the theoretical analysis of active systems,

they rarely served as an immediate starting point for

practical realizations. This may mainly be due to the

difficulty to predict the effects of discretization and of

the spatial extension of the secondary sources.

Nevertheless, basic experiments in shielding the

multidimensional propagation of sound fields with

loudspeakers have been based on this idealized

theoretical approach so far. As an example, laboratory

arrangements using 16 loudspeakers and 24 measure-

ment microphones were able to obtain in parts of

the shielded domain level reductions of up to 30 dB

between 200 and 500 Hz [74].

However, like with other experiments, e.g., acous-

tic shielding of transformers, it became clear that

effective level reductions in considerable areas require

high efforts. Therefore, although proven to be func-

tional, any practical applications of active barriers are

hardly to be expected for three-dimensional wave

propagation.

There is, however, one important exception given

by the approach described in [75] to decrease the

diffraction angle and thus to increase the shielding

effect of sound barriers by actively realizing an opti-

mal impedance at the edge of the barrier. As the local

criterion “impedance” sufficiently describes the global

behavior of the barrier with respect to diffraction it is

not necessary to model the spatial propagation of

waves in three dimensional space.

Figure 12.13 shows a representative measurement

point beyond the barrier where the sound pressure

level may be reduced at frequencies between 200 and

600 Hz by some 4–8 dB if an acoustical soft edge of

the barrier is realized by active means. This gives an

additional improvement by some 2–5 dB in compari-

son to a barrier with a sound absorbing cylindrical

edge.

The restrictions put forth against controlling multi-

dimensional wave propagation do not apply to the one

dimensional special case. In particular, if, below some

Fig. 12.12 Reflecting field

compensation within V
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cut off frequencies, only a limited number of wave

types or modes is propagative, this propagation may

be influenced effectively with lesser efforts.

The conditions in channels are most favorable if the

related frequencies do not exceed the lowest cut off

frequency. Then, only plane waves propagate and it

doesn’t matter where the generating volume flow is

introduced to the channel. Instead of monopoles and

dipoles distributed over the cross-section of the channel

it is sufficient to apply independently controlled

loudspeakers to the channel wall as shown in

Fig. 12.14.

Approximating a dipole by two closely placed

monopoles, results in a limited bandwidth. Swinbanks

has shown how this bandwidth may be increased by

additional loudspeakers.

Figure 12.14 includes the special case of one loud-

speaker only (H2 ¼ 0) which initially was preferred

for experimental implementations. The loudspeaker L1
is driven such that the incoming wave field is reflected

and the channel is kept free behind L1. In analogy to

the considerations at the beginning of this section, this

arrangement implementing an active reflector may be

extended to an active absorber by using and driving L2
such that the wave reflected by L1 will be absorbed by

L2 [35, 60].

After the realizability of these approaches had been

proven experimentally [38] many attempts have been

made to improve the results with respect to level

reduction and to bandwidth and to consecutive trans-

fers in practical applications. This may be demon-

strated here by the work of La Fontaine/ Shepherd

[76], who came up with broadband (30–650 Hz)

level reductions of 20 dB. Roure [77] used an adaptive

filter to obtain the results of Fig. 12.15 for simul-

taneous flow.

At low frequencies the limitation of active sound

attenuation is caused by turbulent pressure fluctuations

at the input microphone, while at high frequencies the

effectiveness is reduced by the higher modes.

Fig. 12.13 Comparison of sound pressure levels behind a sound barrier (a) without and (b) with passive absorbing edge and (c)

with active realisation of a soft edge [75]

Fig. 12.14 Active sound field control in channels
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Besides increasing the bandwidth, an increased

number of loudspeakers may be used for compensating

additional modes. In the past, this has not only been

investigated theoretically but has also been practically

realized in industrial plants[11].

Typical applications for active measures with one-

dimensional wave propagation are air conditioning

and exhaust systems. As an example, it is referred

again to the gas turbine of Sect. 12.4.2 (Fig. 12.4).

In this application, the suppression of external radia-

tion means, with reference to the duct channel, a total

reflection at the exhaust outlet. Further examples

for active systems in ventilation systems are found in

[78–80]. Also, direct suppression of ventilation noise

by loudspeakers close to the source has been proven

first in [81].

The control of wave propagation is not restricted to

airborne sound waves. Figure 12.16 illustrates this for

bending waves in beams by giving an example of

where incoming waves may even be absorbed by

appropriately driven secondary sources [60, 70]. The

reduction of the reflection coefficient by 32 dB (in the

mean) could be obtained by an electrodynamical

shaker at the free end of a beam and by suitable

reproduction of the passively reflected primary field.

Thus, 99.95% of the incoming power could be

absorbed.

This also illustrates the possibility (mentioned

at the beginning of Sect. 12.4) of active structural

damping resulting in multimodal resonance suppres-

sion. This approach has some advantages if compared

to direct control of modal amplitudes, and may thus be

helpful for some structural dynamic applications.

A practical application showing how suppression of

mechanical vibration transmission through beamlike

elements may be used to reduce the gearbox noise in

helicopter cabins is described in [82].

Besides industrial exhaust systems the smaller

exhaust and air-intake systems of motor vehicles may

also be subject to active measures [83–88]. Like with all

channels with flow, the additional pressure losses of

passive measures thus might be reduced, the related

power being saved or used otherwise.

As powerful engines generate high sound pressures

in the exhaust system, any compensating actuators have

to meet high requirements with respect to power and

temperature. Therefore, besides loudspeakers, alter-

native actuators like oscillating flaps [87] directly

modulating the exhaust flow have been taken into

account. Because of their higher flexibility there is

a tendency, however, to prefer loudspeakers skillfully

coupled via airstream-cooled pipes.

Figure 12.17 shows that a series-proven active

silencer (curve 2) has a better noise-reducing perfor-

mance than a passive silencer (curve 1). Compared

with the system without silencer (curve 5) level

reductions of some 6–12 dB below 4,000 rpm and

some 2–6 dB above 4,000 rpm are obtained [85].

The remaining curves 3 and 4 describe two actively

realized sound variants clearly differing in character

from each other as well as from the other sounds.

Besides a slight reduction of the third engine order and

some of its multiples, additional orders have been added

and thus raised. While the amplification of the 2.5th

and 3.5th order generated a low frequency oscillation

resulting in an eight-cylinder-like sound (curve 3), the

sportive character of the six-cylinder engine could be

further emphasized by raising the 4.5th and 7.5th order

(curve 4, [85]).

Besides – in a wide sense – free realizability of

sounds the active system was able to save nearly 50%

of volume and weight if compared to a standard muf-

fler. However, although the system showed promising

mechanical and acoustical robustness, the related cost

prevented it from being introduced on a large scale

until now.

Another application of wave propagation control

could be the suppression of sound propagation in

fluid-filled pipes [89], especially because the higher

impedance of fluids enables a more effective coupling

of actuators.

Finally, for completeness sake, a totally different

application area should be mentioned. The acoustic

Fig. 12.15 Sound pressure level in a duct with flow (a) without

and (b) with active sound attenuation [77]
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properties of rooms strongly depend on the reflective

properties of the surrounding walls; considerations of

influencing these by active elements are found in [90].

12.4.4 Active Control of Enclosed Domains

The concepts described so far dealt with directly

controlling the excitation and the propagation of waves

independent of the space defining the targeted area or

volume. These approaches fail where the sources cannot

be accessed, or where the sound field is characterized by

many multidirectional waves. Such fields typically can

be found in bounded areas with reflecting boundaries,

thus being capable of resonances. In most such cases, it

is easier to restrict active-controlmeasures to a subspace

or to base it on a modal decomposition.

Figure 12.18 illustrates this for the case that the

effect of several sources distributed over a volume

can neither be controlled at the excitation points nor

be shielded actively. The only possibility remaining

then is to control by applying secondary sources

appropriately distributed over the accessible volume.

Another choice to be made then is whether field

control is intended for the entire space (global

field control) or for a selected subspace only (local

field control). It is immaterial then whether this space

is given as a closed volume (e.g., an aircraft cabin) or

as structural element (e.g., beam or plate).

If the whole space is considered, modal description

of the field has the advantage of providing independent

parameters for field description and – control: the

complex modal amplitudes.

Any targeted suppression and modification of sin-

gle modal amplitudes assumes that they can be

registered as well as excited. The simple example

that a mode cannot be registered nor modified in its

nodal points or lines illustrates that this requirement

must be fulfilled by appropriate selection of all sensing

and actuating points first.

Fig. 12.16 Reflection

coefficient (a) without and

(b) with active absorber at the

free end of a beam [60, 70]

Fig. 12.17 Total exhaust

noise level of a passenger car:

Comparison of various sound

variants of an active muffler

with a passive standard

muffler [85]
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When fixing the number of measurement and actu-

ator points, besides the number of modes to be con-

trolled it must be taken into account that a single

source even may excite all modes. Any desired sup-

pression of modes therefore often brings about an

undesired excitation of other modes.

This fact, often called “spillover” [6, 91], may

require that the number of sources exceeds the number

of controlled modes to be able to cope with the con-

straint not to excite some undesired modes. A compa-

rable mix-up of modes can also occur while registering

and analyzing modes. Therefore, similar precautions

must be taken there.

If undesired modes are to be included into the

considerations, the total number of modes in general

exceeds the number of degrees of freedom given by

the transducers. The thus over determined system of

equations as well as the corresponding control law

have a unique solution provided the mean square

error of the modal amplitudes is minimized.

As a special case, this includes the possibility of

controlling uncoupled modes vibrating with clearly

separate frequencies by a single force only if this

force is driven by the required line spectrum [60].

The modal approach fails as a conceptional basis

for active measures if the number of relevant modes or

the modal density do not allow a separate treatment.

Then, like in the open space global field, compensation

only can be obtained by reproducing or shielding the

sources. Otherwise, the effect is limited to small zones

around one or several measurement points.

This immediately leads to the pragmatic approach

of directly minimizing the mean energy in all mea-

surement points without any modal separation. For

sound fields this means a reduction of the registrable

mean square sound pressure while for structures a

reduction of the radiated power can be obtained by

minimizing the mean square velocity.

Potential applications of these approaches are widely

spread concentrating, within the domain of vibration

engineering, on large structures to ensure their dynamic

properties in spite of extremeweight reductions. Besides

basic investigations [6, 44, 52] how to stiffen selected

structures like aircraft wings [92] by activemeans,much

work was motivated by the perspective of being used in

large space structures [6, 43, 55, 93, 94].

At least as long as all structural elements may be

modeled as homogeneous continua the concept of

wave propagation has some advantages over the

modal approach like local limitation of registration

and excitation or a smaller number of degrees of

freedom [54, 95, 96].

For airborne sound fields in closed volumes it can

be stated from the above considerations that their

control is so much the easier the smaller the dimen-

sions of considered volumes in comparison to the

wavelength are. As higher modes for small dimensions

only build up at higher frequencies, active measures

can be limited to some fewer modes which depend on

the highest frequency to be considered. If harmonic

waveforms of the field quantities then allow a good

prediction of their future behavior, all conditions for

effective active field control are met [97].

An early, most useful application for active mea-

sures was given by active earphones because they

enclose an extremely small volume which, below

some kHz, is characterized by a basic mode with

spatially constant sound pressure only. Within the

Fig. 12.18 Principal sketch

of global active control of

bounded areas
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last 30 years this has lead to various standard products

being offered today by various established manu-

facturers of headsets. These solutions differ between

pure ear protectors and headsets with improved low-

frequency broadband sound insulation (typically

below 1 kHz) against undesired exterior noises. By

such active measures, the reception of any desired

signal (music or speech) can be essentially improved.

As arbitrarily incoming broadband sound signals

are generally nonpredictable, these ear-related systems

require feedback control where the signal delay time

determines the upper frequency limit. By integrating a

loudspeaker, all active ear protectors are converted

into ear phones. Also, some error microphone must

be provided.

Figure 12.19 shows that the sound insulation of

a headset for pilots can be improved by adding an

active noise suppression system by up to 35 dB

below some 600 Hz.

For larger volumes, things are more complicated

because the larger the volume the lower the frequency

where spatial dependence of the sound field has to be

taken into account. Then, any active field compen-

sation necessarily requires the reproduction of this

spatial dependence in magnitude and phase. This gen-

erally requires several loudspeakers and their number

must be the larger the higher the upper frequency limit

has been defined.

Attempts to control the interior noise of cars by

active means have been made since 1980 and led 10

years later to first successful demonstrations (see e.g.,

[1, 99]). It subsequently turned out that for passenger

cars an equipment of 4–6 loudspeakers is appropriate

and manageable and that this enables global reduc-

tions and/or changes of the sound field below some

300 Hz which can be registered at all seats and

which are widely independent of head positions and

head movements.

For engine-related sounds having a harmonic spec-

trum of multiples of half engine orders, the predictable

sinusoidal waveform of the noise components allows

good compensation and, in consequence, good sound

modification. Figure 12.20 illustrates typical input

signals and components.

The first and most important step in designing such

a system is to find out whether the loudspeakers

and power amplifiers of the standard audio system

are capable of providing the required sound field

(which is the case for most of today’s systems) or if

additional secondary sound sources are needed. These

loudspeakers are driven by signals which an adaptive

signal processing unit determines from a given rpm-

signal and error signals (difference between actual and

desired signal). The respective algorithm realized in

the signal processing unit aims to minimize the error

signal or to approximate the target signal, respectively.

In most cases, the present sound pressure value (actual

Fig. 12.19 Sound insulation of a pilot’s headset (a) with and (b) without active noise compensation [98]
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signal) is registered via six microphones appropriately

distributed over the car’s roof area.

In case of a pure noise suppression system, the

target signal is zero. By minimizing the mean square

error, the signal processing algorithm then equally

minimizes the signal itself. By defining differing target

signals, it is also possible to realize differing interior

sounds in the car [16, 100]. However, to be realistic,

such target signals have to be evaluated from impor-

tant operational parameters like engine rpm or engine

load.

An example for the noise reduction which can be

achieved by such an arrangement is given in

Fig. 12.21. It can be seen that the dominant second

engine order of a four cylinder passenger car could be

reduced essentially to a comparable level at the two

front seats. The reductions in level were up to 20 dB.

By increasing the number of loudspeakers and

microphones involved, this approach can be trans-

ferred to larger volumes, especially if sinusoidal

noise components are to be controlled. This is particu-

larly true for the noise components caused by turbo-

propeller engines in aircraft cabins. Starting from

proven evidence of the realizability of active noise

cancelation in aircrafts [101–103], such systems have

been developed for mass production and can be pur-

chased on the world market [104].

Other than for tonal engine sounds stochastic

driving sounds are related to the difficulty of finding

coherent input signals which provide enough delay

time to evaluate suitable secondary signals. Therefore,

any broadband level reductions obtained in practical

experiments were limited so far to some 5 dB.

Again, higher level reductions may be obtained by

limitation of the frequency range to be considered. For

low frequency rolling noise with a dominance around

some 40 Hz, level reductions of some 10 dB could be

obtained with a ready for production system using

skillfully a combination of feed-forward and feed-

back control [65, 105].

As stated above, for global field control the number

of secondary sources increases with the size of the

volume to be controlled and the highest frequency to

be considered. For many problems it is sufficient,

however, to control the respective sound and vibration

field locally only, in a smaller part of the total volume.

As such a limitation in space – for a constant upper

frequency limit – needs less secondary sources or – for

a constant number of sources – allows higher upper

frequencies, it is worthwhile to limit the considered

volume according to the sketch of Fig. 12.22.

This can be concretized by an example of how the

frequency range for active car interior sound control

may be extended. Of course, this can be achieved by

increasing the number of loudspeakers and sensors at

positions which have to be checked carefully with

respect to the specific situation. However, restricting

larger head movements of the passengers and allowing

Fig. 12.20 Principal arrangement of a system for active control of car interior sound
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small movements only, it is sufficient to keep the

number of sources constant and to control small

volumes only around the heads.

For experimental sound tests in testing vehicles,

this is absolutely sufficient and it thus became custom-

ary to expand the frequency range for car interior

sound control in such special (test) situations by

close-to-the-ear positioning of error microphones

from some 300 Hz to some 600 Hz.

12.4.5 Active Compensation of Sound
Radiation

Many technical noise control problems deal with

sound transition through and sound radiation from

vibrating structures. In such cases, it is obvious to try

to control the radiation itself instead of controlling the

radiated sound field. The principal sketch of Fig. 12.23

illustrates this [2, 3].

Fig. 12.21 rpm dependence of the sound pressure caused by the second engine order at the driver’s (left) and co-driver’s (right) seat
without (upper curve) and with (lower curve) active noise cancelation (ANC)

Fig. 12.22 Principal

illustration of local control for

partial volumes
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Basically there are two approaches to solve this

problem; controlling the vibrating structure which

excites the surrounding medium, or controlling the

surrounding medium to reduce the introduction of

power from the vibrating structure. While the first

approach acts on the vibration pattern of the structure,

the second approach aims at changing the radiation

impedance seen by the structure in a way that the total

radiated power will be reduced [106].

This can only be achieved by arranging secondary

sources directly at the radiating structure and then

reproducing that part of the volume flow that

contributes to radiation which then results in a hydro-

dynamic short circuit. Apart from basically consider-

ing the realizability of the concept by discrete [107] or

distributed (active skin, [108]) sources, integrating

piezoelectric actuator elements into passive absorbing

materials (acoustic foams, [106]) might open interest-

ing perspectives. However, their effective practical

applicability still has to be proven finally.

The other possibility is to influence the sound radi-

ation via the radiating structure. The easiest way to do

this is to reduce the vibrations of the radiating struc-

ture in total, e.g., by minimizing the mean square

velocity which is proportional to the kinetic energy

of the structure. With this definition of solely struc-

ture-related target quantities the complete task has

been restricted to the structure and therefore must be

analyzed systematically in structural terms according

to Sects. 12.4.2–12.4.4.

This certainly makes sense if the structural

vibrations can be controlled globally by a few sources

only, e.g., by reproducing all effective structure-borne

sound sources. As an example for this approach we

refer again to the compensation of low frequency

interior sound components in an ICE train car as

mentioned in Sect. 12.4.2. There, compensating the

exciting forces at the secondary spring connecting

points resulted in significant airborne sound

reductions.

In particular, if such simplifying limitations of the

secondary source effort are not possible it is worth-

while to differentiate the structural vibrations with

respect to their radiation efficiencies. Especially for

low frequencies, below the critical frequency defining

coincidence with the wavelength of the surrounding

medium, the radiation efficiency of various vibration

patterns may be very different. Any definition of target

quantities directly related to radiation inevitably leads

to a weighting of the vibration patterns according to

their radiative coupling to the surrounding medium.

As a result, only the modes which contribute to

radiation are controlled. It is therefore evident that

this approach needs fewer secondary sources than the

previous one in order to minimize the mean square

velocity of the radiating structure. This applies the

more, the less modes contribute to radiation.

Because this active measure fully concentrates on

the structural acoustic coupling with the surrounding

medium, it usually is called “Active Structural Acous-

tic Control” or, in short, ASAC.

The difficulty with this approach can be seen in the

necessity to register all radiation relevant parameters

by appropriate sensors. In some cases, this can be

achieved by microphones placed appropriately in the

radiated sound field, but often this is not feasible. It is

Fig. 12.23 Principal

sketch of active radiation

compensation
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therefore desirable to derive the radiation-relevant

parameters, e.g., the complex amplitude of an efficiently

radiating mode, from structural measurements only.

As each vibration mode corresponds to a character-

istic wave number, this derivation can be reduced to

evaluating the wave number spectrum of the radiating

vibrational distribution by measurement where the

mean value (k ¼ 0) of this distribution specifies the

total volume flow.

A detailed explanation of these relations may be

found in [2] and [3], a recent overview in [106] as well

as in the literature given there.

As a representative example for this section we

again refer to active control of aircraft cabin interior

noise caused by propeller-driven pressure waves act-

ing on the fuselage. Instead of using loudspeakers

distributed all over the aircraft cabin, this sound field

also can be reduced by force actuators acting on the

fuselage.

Figure 12.24 gives the result of such a measure

fitted by standard into an aircraft. Here, 42 electromag-

netic force actuators (active tuned vibration absorbers,

ATVA) tuned to multiples of the blade passage fre-

quency (bpf) act such on the structure that the sound

pressure, which is registered by 80 microphones, is

minimized at the bpf and its first harmonics [109].

As can be seen from the comparison of Table 12.1

which was taken from some other aircraft, the radia-

tion suppressing system acting on the structure

(ASAC) comes up with better results at all four

frequencies than a comparable system based on loud-

speakers (ANC, [104, 106]).

12.4.6 Stabilization of Self-Excited
Systems

Many sound and vibration fields emerge from an

unstable interaction of different physical processes

mutually affecting themselves. Increase of one field

quantity results in the increase of another second field

quantity which then causes further increase of the first

again until nonlinear restrictions enable a stationary

limit cycle in the end.

Typical examples are flutter vibrations caused by

flow [110], compressor surge [111] or vibrations result-

ing from mutual interaction between combustion and

air/fuel supply in combustion chambers [112–114].

In the third section it was pointed out that this

mutual excitation can be described by two coupled

systems (Q and B in Fig. 12.2) in a feedback loop.

This arrangement immediately suggests a concept for

stabilization: the compensation of unstable feedback

by an additional system G (Fig. 12.25).

Fig. 12.24 Sound spectra in

a turbo-prop driven aircraft

without (NVS out) and with

(NVS in) active suppression

of sound radiation [109]

Table 12.1 Comparison of level reductions (in dB) in a pro-

peller driven aircraft [104]

1 bpf 2 bpf 3 bpf 4 bpf

ASAC 10.5 7.6 4.4 3.0

ANC 8.0 6.6 3.6 0.4
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Unlike the field reproductions considered so far,

G does not have to provide a negative copy of the

primary field quantity yP. Because yP itself depends on

y and thus also on yS, it is sufficient to ensure stability

of the total resulting system. Therefore, the transfer

characteristics of G can be followed from require-

ments to the position of zeroes of the characteristic

equation

B � Qþ Gð Þ ¼ 1: (12.1)

In practice this means that amplitude and phase of

the secondary field quantity just have to stay within

wide stability intervals instead of fulfilling specific

values [11, 115]. Also, early interaction with the

sound-generating mechanism will avoid large ampli-

tudes. Therefore, like powerful signal processing

units, powerful actuators may turn out to be unneces-

sary. The secondary field quantities remain small but

may have huge effects [116].

This simple concept of stabilization may directly be

transferred to physical reality. At first this can be

followed from the good agreement of computation

and experiment for simple systems like the blown

Helmholtz resonator [115] or the Rijke-tube [116].

Besides these rather simple systems, the approach

described also seems to be promising for other techni-

cal problems, especially in flow acoustics [11, 117].

However, to cope with the needs of industrial practice,

the requirements to sensors, controllers and actuators

are considerably increased. Nevertheless, it was possi-

ble to successfully apply the method to practically

important technical systems and processes.

As an example, self-excited combustion vibrations

of a 170 MW gas turbine at 433 Hz could be success-

fully reduced by an active control system. These

vibrations are caused by feedback between the sound

field in the combustion chamber, the supply of fuel and

air to the burner and the burning reaction itself. Sound

pressure fluctuations cause pulsations in fuel supply

which in turn force the flame to fluctuations in the heat

release rate. Fluctuating heat release leads to addi-

tional pressure fluctuations which then further stimu-

late the sound field.

Applying the stabilizing method means to monitor

the pressure fluctuations in the combustion chamber

and to apply them to a controller which then drives

a special valve in the fuel supply. This valve modulates

the mass flow of fuel such that the pulsations resulting

from the cycle of self-excitation are compensated

[118].

Figure 12.26 shows the pressure amplitudes mea-

sured in the combustion chamber of a gas turbine with

and without such active control. It can be seen that the

vibrations at 433 Hz in the combustion chamber could

be reduced by more than 80%, from some 210 mbar

(177 dB) to some 30 mbar (160 dB).

Another example is active control of low-frequency

pressure and velocity fluctuations which often are

a real problem in open jet wind tunnels. This so-called

wind tunnel buffeting is excited by vortex sheds from

the nozzle convecting downstream. Reaching the col-

lector, they generate a pressure disturbance which then

may excite an acoustic mode of the duct. At resonance,

a standing wave occurs inside the duct which then in

turn triggers further vortex generation.

As wind tunnel buffeting may seriously distort

acoustic and aerodynamic measurements, different

measures to diminish this problem have been consid-

ered in the past. Unfortunately, many of these passive

measures generate disturbing noises and therefore are

useless for applications in aeroacoustic wind tunnels.

On the other hand, by applying an active control

system it was possible to significantly reduce wind

tunnel buffeting without generating additional noise

perturbations. The system uses appropriately driven

loudspeakers within the tunnel causing a change in

impedance which then influences the feedback process

at the resonance frequencies of the channel.

Figure 12.27 gives the spectrum of a sound pressure

level measured in the test section of a tunnel under

normal conditions and with the control system

switched on. At the resonance frequency, the sound

pressure level interfering with the operational mea-

surement is seen to be reduced by more than 20 dB

Fig. 12.25 Structural diagram illustrating the compensation of

unstable feedback
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when the active system is applied (Active Resonance

Control, ARC, [119].

12.4.7 Energy and Power Considerations

In general only little can be said about energy and

power relations for active methods of field control.

Unlike successful control of sound-generating

mechanisms, where the control of field quantities

correlates with control of power radiation, the energy

requirements related to interference of reproduced

fields are not evident. This is because linear superpo-

sition of coherent field quantities does not cause addi-

tive superposition of the related quadratic power

quantities.

This may be shortly illustrated in the following for

the example sketched in Fig. 12.28, where N point

forces Fi, 1 � i � N, act on an arbitrary structure.

The total power introduced to the structure by the

forces is given by

P ¼
XN
i¼1

Fij j2
2

Re Uiif g þ 2
Xi�1

k¼1

Re
Fk

Fi

� �
Re Uikf g

" #
;

(12.2)

whereby vi is the velocity at the point of action of the

i-th force Fi and

Uik ¼ vi
Fk

; (12.3)

generally describes the transfer admittance from the

excitation point k to the receiving point i. The point

admittances are included in this definition as special

cases i ¼ k.

It is obvious from the second term of Eq. (12.2) that

the power introduced does not only depend on the

amplitudes Fij j of the forces and the admittances Yik

of the structure but also on the differences in ampli-

tude and phase between the force amplitudes. This

Fig. 12.27 Sound pressure

level spectrum in the test

section of a wind tunnel at

a flow velocity of 100 km/h

under normal standard

conditions and with active

control ARC [119]

Fig. 12.26 Sound pressure

amplitudes in the combustion

chamber of a gas turbine

(170 MW, some 17 bar

statistical combustion

chamber pressure) with

(0–30 s) und without (30–70 s)

stabilizing control [118]
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interaction becomes particularly clear if the effective

admittance at the point of the ith force, given by

Ui;eff ¼ vi
Fi

¼
XN
k¼1

Uik
Fk

Fi
; (12.4)

is considered. This quantity, which determines the

introduction of power depends from the relation of

the complex force amplitudes.

Following this equation, the point admittances may

have negative imaginary parts. Then, the force Fi

absorbs power from the structure. However, it cannot

be concluded from this that the total energy introduced

or stored will be reduced because absorption at point i

may be coupled with increased power injection at

other points.

These considerations illustrate that the effects of

secondary sources on energy relations can be

explained by two mechanisms: by control of the radi-

ation impedance seen by the primary source and by

injection or absorption of power.

For this reason, any assessment of an active mea-

sure based on local power balances must consider

the totality of all sources involved or – similar to the

active absorber of Sect. 12.4.3 – be sure that the given

arrangement of secondary sources is free of any feed-

back. Any exclusive consideration of the power

absorbed by anti-sources may generally not be suffi-

cient. Illustrative examples confirming this generally

may be found in [8, 54, 60, 71, 120].

Active absorption, i.e., power extraction by elec-

troacoustic and electromechanic actuators, is not

only a theoretical possibility but has also been

proven by practical measurements. For an appropri-

ately driven loudspeaker, such proving evidence was

described in [121].

12.5 Active Sound Design

As stated in the introduction, the compensation of

fields also gives the possibility to replace the com-

pensated sounds by other sound impressions and

thus to change freely – within wide limits – existing

sounds. Even if – apart from the related cost –

doubting the acceptance of “artificial” electroacoustic

sounds may argue against bringing it on a product

level: as a tool, useful to preliminary realize and test

attributive sounds, active sound control offers enor-

mous possibilities.

This is because any reliable assessment of such

attributive sounds requires their reception within

their total multimodal context, where other perceptive

sensations add to the related sound. As this cannot be

realized in a studio, the importance of electroacoustic

sound manipulations which change given sounds at the

product continuously grows. And this is exactly what

active sound design (ASD) can do. In the following

this shall shortly be illustrated for car interior sounds.

Historically, the sound of a car is one of the most

important attributes for the user. Consequently, such

sounds were designed more and more consciously. But

such design needs a clear specification of the noises

and sounds to be targeted. For success, known or

somehow given sounds may be manipulated, new

sounds may be defined, both then may be analyzed

and assessed psychoacoustically in hearing

experiments.

However, because hearing sensation and sound

impressions are strongly influenced by the driving

experience, such new car sounds can finally not be

assessed in the lab. Therefore any final assessment

must be based on comparable in-situ tests in driving

cars. The availability of related prototypes with vari-

ous, thoroughly tuned sound variations generally

demands very high efforts.

Here, active design and realization of rpm-related

car interior sounds provides a development tool which

varies the sounds of engine-related components with-

out modifying the components themselves. Thus

enabling subjectively justified tests and specifications,

differing sounds can be assessed and further developed

in the context of a full driving experience without

building prototypes [122].

As an example, Fig. 12.29 shows for the car, previ-

ously mentioned in Fig. 12.21, how the sound

Fig. 12.28 Application of several point forces to a structure
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character of this four cylinder engine can be modified

[100]. It can be seen that the third engine order

which typically can be neglected for four cylinder

engines (dash-dotted line) well approximates a given

rpm curve (dashed line) by using ASD. Spectra

dominated by the third engine order are typical for

six cylinder engines. Thus, by comparing Fig. 12.29

with Fig. 12.21 where the suppression of the second

order is demonstrated, one can conclude that the sound

impression of a six cylinder engine can be generated

by a four cylinder engine properly controlled.

This can also be demonstrated for the order analysis

of another car equipped with ASD, Fig. 12.30. Here

it can be seen again how the reduction of the second

engine order in the middle figure enhances the third,

sixth, and ninth engine order which are typical for six

cylinder engines (see the lower figure).

Exterior noise of cars also can be modified by

active mans. For exhaust mufflers this had been

shown already in Fig. 12.17. Further realizability of

comparable results for engine air intake systems is

demonstrated in [86].

Besides evidence by measurements the authenticity

of actively realized engine sounds in cars is proven by

many subjective assessments. Even if sound variations

in practice work with very fine gradations only;

together with the authenticity, the examples given

clearly demonstrate the possibilities of active sound

design when specifying and developing product sounds.

12.6 Aspects of Signal Processing

Realizing effective control of mechanical vibration

and wave fields requires not only appropriate selection

and arrangement of the actuators but also their proper

driving.

Unlike directly influencing the sound-generating

mechanism as described in Sect. 12.4.6, all signals

provided by the signal processing unit G must exactly

meet their desired values in amplitude and phase to

obtain considerable level reductions by interference.

This can be illustrated easily by considering the super-

position of two harmonic vibrations with small

deviations a in amplitude and d in phase. The level

reduction with respect to one of these vibrations alone

is given by

Fig. 12.29 rpm dependence of the sound pressure related to the third engine order at the driver’s (left) and co-driver’s (right) seat

without (lower dash-dotted line) and with (upper continuous line) active sound design (ASD). The dashed upper line describes the

target to be met by ASD
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DL ¼ �10 lg a2 þ 4 1þ að Þsin2 d
2

� �
dB: (12.5)

From this equation, it can be seen that an error in

amplitude of 10% (a ¼ 0.1) and in phase of d ¼ 10�

reduces the level reduction DL to 13.6 dB only. For

d ¼ 20� and constant a ¼ 0.1 only 8.5 dB remain.

Together with the fact that large errors in phase

even may increase the resulting level this shows that

realizing good approximations of the primary field

quantities is an important issue. The precision of this

approximation is limited by what information on the

temporal behavior of the primary fields can be taken

from the input signals yR and zR.

To quantitatively describe this information the sto-

chastic frequency domain relation between these input

signals and the primary field quantities yP can be taken

into account. This relation is given by the coherence

function g2 and allows to specify an upper limit for the

level reduction which, independent of the signal treat-

ment, cannot be exceeded.

If Sg describes the power spectral density of the

field resulting from the superposition of primary and

secondary field and Sp the power spectral density of

the primary field alone, the minimally obtainable

lower bound for the ratio of Sg and Sp is given by

[4, 123]

Sg
Sp

¼ 1� g2
� �

: (12.6)

For a coherence of 90% (g2 ¼ 0.9), the maximal

level reduction amounts to 10 dB, for 99% coherence

to 20 dB therefore, considerable reductions of primary

fields require a strong correlation between the primary

and the compensating fields. Hence, after a careful

specification of the source arrangements, is the selec-

tion of such signals a second very important issue in

the designing of active measures or in assessing their

performance.

Together with the transducers, the original mechan-

ical part of the system and the signal processing

Fig. 12.30 rpm dependence

of engine order related sound

pressures (order analysis) at

the driver’s seat of a car at

the initial state (above), with
active sound reduction (ANC,

middle) and with active sound

design (ASD, below)
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components (like low pass filters, measurement, and

power amplifiers), the source and measurement arran-

gements define a global system M whose input and

output signals are connected to the signal processing

unit G according to Fig. 12.31.

The remaining task in specifying such G is to assure

that all input information available is exploited to

drive the selected actuators optimally with respect to

the target quantities.

This problem has to be solved in two steps. First,

the structure of G must be specified in terms of a

sufficient number of suitably linked parameters. This

structure describes the relations between input and

output quantities in general terms, e.g., by a specific

form of equations or a structural diagram. Only then

any concrete realization of the optimal transfer behav-

ior between input and output quantities can get started

by specifying all related parameter values.

Any definition of the structure of G should take

advantage from given knowledge about the real struc-

ture of M. For example, this may essentially facilitate

the approximation of any relation between measured

quantities and the primary field quantities or the con-

sideration of internal feedback. Bad structural adjust-

ment between M and G reduces the quality of signal

adjustment ultimately obtainable by optimal parame-

ter selection. An illustrative example for this difficulty

is found in the difficulty to approximate recursive

(IIR) structures by non-recursive (FIR) filters and

vice versa [124–126].

An important application of structural adjustment

of G to M is given by the compensation of closed

(via M) feedback loops which cause actions of the

outputs u on the inputs x of G. Such compensation

can be achieved by additional feedback loops realized

within G [13].

With this measure, the stability problems caused by

feedback and mentioned in Sect. 12.2 can be reduced.

Therefore, the compensation of feedback (feedback

cancelation) is widely used for tests and for applications

of active methods [4, 9, 60, 78]. Also, it is shown in [60]

how feedforward and feedback loops can be identified

in the frequency domain from different input/output

measurements while, in [78] a possibility of adaptive

identification of both loops is presented.

There are many ways of defining the structure and

the parameters when designing the signal processing

unit. Unfortunately, it is not possible to deal thor-

oughly with them here, especially because there is

a general lack of systematic procedures. Instead, only

some important terms and principles shall be men-

tioned. Further considerations of system design

[4, 48, 53, 124–126] and of concrete applications

[1–5, 25] are found in the literature.

The global properties of M, like the transfer beha-

vior, observability and/or controllability [48, 50, 53],

not only depend on the total mechanical and acoustical

arrangement but also on the number and position of

the actuators. If, in addition, the coherence require-

ments Eq. (12.6) together with the fact, that only

causal relations between x and u can be realized,

are taken into account, the importance of selecting

appropriate locations for measurements and actua-

tions is obvious.

Optimal transfer properties of G may be obtained

by minimizing certain field quantities put together in

the target quantities z. Here, quadratic criteria are to

be preferred because they combine good theoretical

insight with easy implementation. Above all, optimal

linear filter theory [127] can be applied to support and

assess the design of G.

Then, continuous monitoring of the remaining error

signal allows an equally continuous adaptation of the

transfer behavior aiming at further error reduction.

This adaptive approach, schematically given in

Fig. 12.32, ends up with optimal transfer characteristics

and the related transfer elements therefore are called

adaptive filters. Their ability to automatically

Fig. 12.32 Principal arrangement with an adaptive signal

processing unit

Fig. 12.31 Principal sketch of the total system and its respec-

tive separation into an electromechanical system M and a signal

processing unit G
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compensate any fluctuations of important system

parameters like temperature, flow velocity, or rpm

has given them a dominant role in applying active

methods.

The theory of adaptive signal processing is highly

advanced and may be used for designing active

systems. Comprehensive treatments are found in

[128–131], typical examples for concrete realizations

of adaptive algorithms in [4, 5, 78]. Early difficulties

related to adaptive implementations of IIR-filters

could be overcome by well-converging algorithms

with real time capabilities [78, 132].

Of course, the particular choice and efficiency

of such computational rules strongly depend on the

statistical signal properties. Many sound and vibration

sources, e.g., all rotational machinery, generate peri-

odic time histories whose future behavior can be well

predicted from their past history. Based on given rpm

information this allows the development of efficient,

well-converging algorithms which, following a com-

putational proposal first formulated in [128], can be

implemented in compact form.

Many of the intuitively derived algorithms for

a single input and one output quantity as well as their

multidimensional extensions can be considered as

generalizations of the LMS-algorithm with filtered

input signal (filtered-x-LMS-algorithm). This enables

global convergence properties with even many input

and output quantities [4, 5, 129].

The predictability of revolutionary signals enables

adaptive algorithms to come up with high-level

reductions. This can be demonstrated by a laboratory

experiment of active vibration isolation. As shown

in Fig. 12.5, four electrodynamic vibration sources

(shakers) had been arranged in parallel to four passive

springs at the four coupling points between an electric

motor and its foundation. These shakers were driven

such that the forces introduced into the foundation

at the coupling points and measured as error signals

were minimized.

Figure 12.33 shows the result without and with

application of secondary forces [133]. As can be

seen, adaptive control is able to fully compensate the

force caused by some unbalance to the level of broad-

band noise. The related force level reduction at the

basic frequency is 81.6 dB. Also, all further harmonics

of the line spectrum generated by the electric motor

are reduced accordingly while the amplitude at some

100 Hz, uncorrelated to the line spectrum, remains

unchanged.

Despite all advantages offered by adaptive control

schemes, the benefits of using or combining simple

basic signal processing elements to more complex

control structures have retained continuous interest in

feedback control loops. Examples how this approach

may be used to suppress structural vibration and radi-

ation can be found in [134–136].

12.7 Electromechanical Transducers
as Actuators

Before the 1980s, any limitation in realizing active

measures was mainly caused by limitations of elec-

tronic signal processing. After the immense develop-

ment of digital signal processors in the last 20–30

years this does hardly apply today. Instead, present

limitations are rather caused by restrictions of electro

mechanic transducers.

Fig. 12.33 Frequency

spectrum of the force

introduced into the

foundation (a) without and

(b) with active isolation

328 J. Scheuren



Such transducers typically are characterized by low

efficiencies. This is particularly true for low frequencies

as the frequency transfer characteristics of closed loud-

speaker boxes fall off with 6 dB/octave below the

mechanical resonance frequency. The resulting inten-

tion to tune the system to lower frequencies directly

leads to larger volumes because otherwise the reso-

nance frequency will be determined by the stiffness of

the air enclosed.

If the application provides limited space for

transducers only, this tends to be the decisive restric-

tion. For this reason, providing powerful transducers

is an essential condition for increasing applications of

active measures.

Also, the actuating devices used to directly control

structure-borne sound may refer to proven principles.

Thus, any application of forces in practice often

is realized by electrodynamic or electromagnetic

vibration exciters.

Besides that, other transducer principles, not being

considered for airborne sound excitation because of

insufficient deflections, may be very efficient for struc-

tural applications. Both the piezoelectric as well as the

magnetostrictive effect allow for applying very strong

forces [137–139]. The small deflections related to

these effects, however, limit their application to

cases where the force application points are subject

only to small travel distances.

In special cases this limitation may be overcome,

Fig. 12.6 illustrates this for the case of active compen-

sation of force introduction at an ICE bogie. This force

being supplied by sliced piezo elements and being

arranged together with their seismic masses within

the secondary springs has been freely applied to the

car body. Despite this combination of high force

potential and compact arrangement, problems with

linearity finally led to the insight that preference

would have been given to electrodynamic actuators

in case of practical applications.

For surface structures, active control is not tied to

the application of point forces. In particular, with rods

and plates it is possible to integrate suitable actuators

into or onto these. This application of distributed

actuators, e.g., by coating with piezoelectric foils, is

not limited to flexural and longitudinal excitation [2, 3,

6, 106]. By using corresponding shaping, it can further

be achieved that registration and excitation are con-

fined to specific modes.

The integration of electrically shapable elements

into structures gives rise to multiple perspectives and

hopes as put into words like “intelligent” or “adaptive”

structures. Despite some evidence of realizability

mainly based on controlling single modes and waves

so far, the practical potential of surface distributed or

structure integrated actuators cannot be predicted reli-

ably yet. If such approaches would mature to an appli-

cable technology in the future, they could serve as a

promising basis for active control of sound radiation

and transmission from or through structures.

12.8 Further Applications

Without claiming completeness, this overview shall

give some completing examples for the applicability

of active methods being disregarded before.

It was in the early days of active sound control that

people tried to take advantage of the predictability of

sound fields with single discrete frequencies to effec-

tively cancel them. An ideal technical realization to

test the new method was seen in those days in electric

transformers with their discrete harmonic frequency

spectrum [34].

However, the dimensions of transformers cause

rather complicated, moreover load-dependent spatial

radiation patterns which therefore require spatially

variable secondary fields. Experimental successes

therefore were confined to distinct volumes [140,

141], particularly spatial angles [142] or simplified

reference radiators [143].

For this reason, any global compensation by second-

ary sources of the sound field radiated from trans-

formers has been judged unsatisfactory on account of

complexity and the obtainable level reductions. Never-

theless, [106] reports on a system which successfully

compensates the basic frequency by a loudspeaker and

higher harmonics by piezoceramic actuators fixed to the

casing. Also, active measures at transformers may com-

plement passive measures, e.g., by supplying indispens-

able openings of shielding elements with active sound

attenuators.

For open windows of buildings, comparable

solutions could not be found. Although quite a few

corresponding investigations had been made in the first

years of active sound control research, they finally failed
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because of the difficulty of reproducing three dimen-

sional incoming wave fields with acceptable efforts.

Things are more handsome if the sound insulation

between two rooms shall be improved by acting on the

separating structure. Corresponding investigations for

(closed) windows are found in [144, 145].

In vibration control, all approaches requiring elec-

tronic control are classified as active methods anyway:

magnetic bearings and lightweight robot devices.

Active magnetic bearings use appropriately controlled

magnetic forces for position control and, because of

reduced friction losses, are mainly applied in rotating

systems. Their advantages as well as further appli-

cations and problems are described in [146] and in

the references given there.

Progress with robot devices had to cope with

increased moving speed of more and more lightweight

arms. Therefore, their control could not only be

restricted to their positioning. Instead, the dynamics

of the structure to be moved had to be taken into

account or even to be compensated by considering

them in the signals controlling the robot movements.

In the end of this section reference shall be made to

applications where, instead of the sound and vibration

field quantities themselves, the dynamic properties of

the elements involved (e.g., the stiffness of a spring)

are controlled. Typical examples of this approach,

which often is referred to as semi active, are shock

absorbers and actively supported dynamic vibration

absorbers [6].

12.9 Summary and Perspectives

This chapter attempts to present the state of the art of

active noise and vibration control methods. Special

emphasis has been given to essential physical

mechanisms because any use of highest development

standards in algorithms and hardware even is limited

by the fundamental limits of physics. Furthermore,

thorough knowledge of any physical possibilities is

the best platform for systematic exploration of the

most promising concepts towards satisfactory

solutions.

Besides emphasizing these basics, the many

successful application exemplify the surpassing of

provisional laboratory experiments and tests.

Like any other technical method, active control of

sound and vibrations offers a general approach

capable of solving many, yet not all, problems of

noise and vibration. This may have been overseen by

some early, mostly enthusiastic promises stirring unre-

alizable hopes.

However, the results as well as partial results so far

justify further confidence. If further progress is made

with materials and concepts to generate sound and

vibrations, with electronic units to process signals

and with clear and robust control concepts for multiple

inputs and outputs, it should be possible to improve

development and handling and to reduce effort and

cost of active systems to an acceptable level.

Against this background, some confidence and

optimism may be justified that the fascinating

approach of active sound and vibration control may

further flourish in the future by a growing number of

fitting applications.
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Sound Reinforcement 13
Harald Frisch

13.1 Introduction

Sound reinforcement includes a large number of dif-

ferent systems, which differ strongly with regard to

their technology and their appearance. However, apart

from the different applications and the connected tech-

nical design of the systems, they have a common

target: transforming electrical signals processed by a

chain of electronic devices into acoustic signals by

means of loudspeakers and reproducing them in a

quality demanded by the respective purpose. The qual-

ity may range from ‘nearly telephone’ for alarm

systems in open air or in acoustically difficult rooms

to ‘nearly original’ for modern hi-fi systems in living

rooms. Between these two extremes, nearly every

grade of quality can be realised with sound reinforce-

ment. As everywhere, also for sound reinforcement,

there is a trend to achieve perfection, i.e., away from

‘telephone’ towards ‘original’. This trend is also enforced

by a increasingly demanding audience. Being accus-

tomed to hi-fi systems at home, the familiar sound

quality is desired also in large event rooms.

13.2 Sound Reinforcement Systems for
Speech and Music

Systems for sound reinforcement of speech and music

are applied in open air and in rooms of any size. They

are applied in all those places, where a large number of

listeners have to be supplied with acoustic information

over larger distances. The reason to distinguish between

sound-reinforcement systems for speech and music is

a technical and, thus, also a financial one: for speech

transmission of good quality, a restricted frequency

range of approximately 125 Hz up to 4,000 Hz is

already sufficient. Loudspeakers, which can reproduce

this limited frequency range linearly, are much

cheaper than those working in music-transmission

systems in the range from 20 Hz up to 16 kHz or

even higher than 20 kHz.

Apart from the frequency response of these

systems, the maximum sound pressures needed for

speech and music differ strongly. For music transmis-

sion of good quality, approximately ten times higher

sound pressure peaks are achieved than for speech

transmission. The sound amplifying power required

for that (and thus also the power-handling capacity

of the loudspeakers) is higher by the factor 100,

which also leads to a steep increase of the costs.

For the technical reasons stated above, sound-

reinforcement systems good for speech can transmit

music only in a very restricted way. Thus, they should

only be used when it is clear from the beginning that

music transmission in a good or very good quality is

not required. Nowadays, this is usually only valid for

churches, where owing to the often-difficult room-

acoustic conditions (long reverberation time, danger

of echoes by very late reflections), a comparatively

high technical effort is also required for speech-

amplifying systems.

In most other cases, the event spectrum is designed

in a way that the sound-reinforcement system must

transmit speech and music in the same quality. This,

increasingly applies also to formerly ‘pure’ speech
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amplifiers or to announcement systems in sports

facilities. The massive use of spoken advertisements

combined with music in sports events of any type

speeds up the trend of installing sound-reinforcement

systems capable of high-quality music transmission.

Therefore, in the further discussion of sound-rein-

forcement system, no distinctions are made between

speech and music transmission.

13.2.1 Sound Reinforcement Systems
in Rooms

For planning a sound-reinforcement system, the

acoustic data of the rooms must be considered.

Besides architectural and constructional factors, they

also determine the suitable locations of the loud-

speakers. While architecture and construction mainly

influence the type of the loudspeakers (size, weight,

etc.), the acoustics of a room (reverberation time,

acoustic quality of the limiting surfaces of the room)

determine the type of the sound-reinforcement system.

The sound-reinforcement system can be described as

the interaction of several loudspeakers in a room.

Here, the loudspeakers can be placed centrally (at

one point) or decentrally (at many points) in the room.

13.2.1.1 Central Sound Reinforcement
Apart from very simple systems for small lecture halls,

where a single loudspeaker with suitable directivity

may be sufficient, a central sound-reinforcement sys-

tem, as well as a decentral sound-reinforcement sys-

tem, consists of several individual loudspeakers. In

contrast to a decentral sound-reinforcement system,

the loudspeakers of a central system are integrated

into one unit (loudspeaker cluster) and thus supply

the total area actually from one point in the room.

The majority of central sound-reinforcement systems

is applied where the form of the room (distance

between loudspeakers and audience), the room acous-

tics (reverberation time, which is not too long) and the

architecture allow for such a system (Fig. 13.1).

As a variation of the central sound reinforcement,

a central sound reinforcement with additional

supporting loudspeakers is widely spread. It is used

in rooms where the distance between loudspeakers and

audience is too large or the path is obstructed for sound

propagation (Fig. 13.2). In this case, on the one hand,

it is ensured by the supporting loudspeakers that nearly

the same sound pressure level is achieved at all seats,

and, on the other hand, the direct sound of the transmit-

ted signal is increased at the more distant seats in the

room. In order to prevent an acoustic localisation of the

supporting loudspeakers, they must be delayed com-

pared to the main loudspeaker by means of time-delay

devices in such a way that the sound of the support-

ing loudspeaker reaches the listener shortly after the

sound of the main loudspeaker (Haas effect) [1].

For a simple assessment of the required time delay,

the following equation is valid:

DT ¼ SE� LEð Þ � 3þ x; (13.1)

where

SE is the distance of the sound source to be located

from the receiver (listener) in m;

LE is the distance of the loudspeaker to be delayed

from the receiver in m;

DT is the transit-time delay to be adjusted in ms;

and

x ¼ 10 – 20 ms

13.2.1.2 Decentral Sound Reinforcement
Decentral sound-reinforcement systems play only

a minor role in speech and music transmissions. The

main field of application are sound reinforcement

systems for speech in churches, small or medium

lecture halls and multipurpose rooms.

A reason for using such systems is their good

suitability for rooms with very long reverberation

times (churches) and their visual inconspicuousness

owing to the application of a large number of small

loudspeakers of comparatively low performance.

Possible locations for installing the loudspeakers are

side walls and supporting pillars as well as the ceiling.

A basic principle when choosing the right location

should be to bring the loudspeakers as near as possible

to the audience. Thus, for small high rooms (churches),

the side walls will be selected, and for lower, wider

rooms (gymnasiums, canteens, etc.) the ceiling. If the

visual–acoustic assignment shall be preserved with a

decentral sound-reinforcement system (the listener

hears the sound coming from the direction of the

sound source), comparatively high efforts are required.

Each individual loudspeaker of the system must be

operated corresponding to its distance from the sound

source with an individual time delay. By applying

time-delay devices in decentral sound-reinforcement
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systems, it is not only possible to locate the sound

source, but also to improve speech intelligibility.

The electronic delay of the loudspeakers located at

different distances from the listener, ensures that the

emitted sound of each individual loudspeaker reaches

the listener nearly simultaneously. Thus, an echo

deteriorating speech intelligibility by sound from more

distant loudspeakers ‘arriving too late’ is avoided. As, at

present, comparatively cheap, but high-quality digital

time-delay devices can be found in the market, there is

nothing to stop the application of such supportive devices

also for systems of the low price range. Above all, for

decentral sound-reinforcement systems in churches,

which very often must be planned at very small expenses,

digital technology offers new possibilities to improve

speech intelligibility.

Another way to improve speech intelligibility and

naturalness of sound transmission also in problematic

churches is the use of central instead of decentral

systems. By using a few centrally positioned high-

quality horn loudspeaker systems instead of a decen-

tral arrangement of many comparatively simple (and

often poor sounding) sound columns, usually remark-

able improvements in quality can be achieved.

Fig. 13.1 Principle of a central sound reinforcement system

Fig. 13.2 Principle of a central sound reinforcement system with time-delayed supporting loudspeakers
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13.2.1.3 Sound Reinforcement with Acoustic
Localisation

In the two previous sections, the application of time-

delay devices to obtain an acoustic localisation was

discussed. However, this only works for immobile

sound sources, e.g., a speaker at a lectern. If the

sound source moves, however, like an actor on stage,

a sound reinforcement with an acoustic localisation of

the sound source for all seats is only possible with

a high technical effort. Sound-reinforcement systems

according to the delta stereophony method make the

localisation of moving sound sources possible [2–8].

As stated in the previous sections, for the localisation

of an electro-acoustically amplified sound source, it is

absolutely required that the sound of the source to be

located arrives at the listener before the sound of the

loudspeaker. However, if the sound pressure level dif-

ference between source and loudspeaker is larger than

approx. 8 up to 10 dB, i.e., the loudness of the sound

coming from the delayed loudspeaker is twice the loud-

ness of the sound arriving directly at the listener from

the (unamplified) source, the acoustic localisation

breaks down despite the proper time delay. In this

case, the source itself (speaker, actor, etc.) must already

be amplified on stage by a so-called source loudspeaker.

This source loudspeaker takes the place of the source

and is located by the listeners. As long as the original

source remains in direct vicinity of the source

loudspeaker, the visual–acoustic assignment is pre-

served. If the source gradually disappears from the

source loudspeaker assigned to it, the assignment breaks

down.

If several source loudspeakers are distributed on

stage, it is possible by means of a processor-controlled

adjustment of level and delay time of these loudspeakers

to maintain the localisation of a moving sound source

[8]. The required level and delay-time conditions among

the different loudspeakers are very complex. Small

disturbances in this ‘balance’, e.g., owing to an operating

error by the staff, wrong positioning of the source

loudspeakers and the like, can cause that the desired

visual–acoustic assignment is only achieved partly,

only at certain seats in the hall or not at all. Sound-

reinforcement systems designed for acoustic localisation

of movable sources make very high demands on the

technical abilities and the acoustic understanding of the

operating staff and are therefore rarely used (e.g.,

‘Seeb€uhne Bregenz’ at Lake Constance and ‘Seeb€uhne
M€orbisch’ at the Neusiedlersee, both in Austria).

13.2.2 Open-Air Sound Reinforcement
Systems

The field of application for open-air sound-

reinforcement systems ranges from announcement

systems on platforms to music-transmission systems

for rock concerts. The essential difference compared

with systems installed in rooms results from a lack

of reflecting surfaces. It follows from this that only

the sound transmitted directly from the loudspeaker

to the listener contributes to the loudness impression.

Besides, in the open, often much larger distances

between sound source and listeners must be covered.

This means that open-air systems must emit higher

sound pressures than comparable systems in a room

to achieve the same loudness impression.

In general, this is achieved by applying loud-

speakers with a very high efficiency (10% and more

for frequencies >500 Hz) and a very strong sound

focussing (e.g., horn loudspeakers with 40� horizontal
and 20� vertical sound emission) as well as by a

correspondingly high number of loudspeakers. By

placing identical loudspeakers on top of each other

(stacking), the sound impression can be increased in

the direction of the main axis of the ‘stacks’ by 6 dB

per doubling of the number of loudspeakers. However,

the price that has to be paid for this effect is a very

irregular sound radiation apart from the main radiation

direction (dropouts depending on frequency and

direction).

In large open-air spaces, the regular level decrease

due to increasing distance from the loudspeaker (6 dB

sound pressure level decrease for a doubling of the

distance) is augmented by weather and by interference

phenomena owing to surface conditions. Further

details on this subject are stated in Chap. 17. Owing

to the missing diffuse sound (caused by sound

reflections at ceilings and walls in a room), central

systems in open air usually have less difficulties to

achieve a good speech intelligibility than comparable

systems in rooms. The main criterion for a good

speech intelligibility in the open is the level-ratio of

direct sound to background noise. The direct sound

arriving at the listener should be by 15 up to 25 dB

above the A-weighted background noise level [9].

This demand can be met with modern central

sound-reinforcement systems also for large distances

with the corresponding technical effort involved. If,

for example, for a background noise level of 60 dB(A),
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a sound pressure level of 60 þ 25 ¼ 85 dB should be

created at a distance of 180 m from the central system,

a loudspeaker must be used, which can create a sound

pressure level at a distance of 1 m of

85 dBþ 20 lg
180m

1m
¼ 130 dB; (13.2)

(influences by surface and weather conditions are

neglected here). However, this means that at a dis-

tance of 2 m, there are still 130 � 6 ¼ 124 dB, at

a distance of 4 m 118 dB, etc. These are values,

which are partly far beyond the limits, representing

a risk for the ear [9].

For systems of this type used for the most distant

part of the open-air space, attention must be paid so

that the audience cannot get too near to these loud-

speakers. Thus, these loudspeakers are usually placed

very high above the audience or the stage. Together

with a distinct directivity and an exact adjustment of

these loudspeakers towards the areas to be supplied

with sound, it is possible to create sufficiently high

sound pressure levels also at a larger distance from the

central loudspeaker arrangement, without annoying or

even putting at risk the audience near the loudspeakers

with a too high level. Apart from that, it is possible

to achieve a relatively even sound-level distribution

over the total area by carefully choosing the types of

loudspeakers and their directivity (Fig. 13.3).

The mentioned sound pressure level of 85 dB at

a distance of 180 m is, of course, much too low

for open-air concerts in the pop and rock business. In

these cases, a central sound reinforcement with time-

delayed supporting loudspeakers is more suitable.

13.3 Systems to Simulate Room-
Acoustic Properties

The purpose of these kinds of systems is to optimise

the room-acoustic conditions of a hall for different

types of events. Here, the applied loudspeakers

may not be located on no account. The audience and

musicians may not notice at no time or even have

the feeling that loudspeakers are involved. For this

reason, well-working simulation systems are nearly

‘inaudible’. They have only a supporting, but not

amplifying function. Thus, they get the musicians

and the audience to believe that the room acoustics

are optimised for the present application.

13.3.1 Extension of the Reverberation
Time

A method to extend the reverberation time for low

frequencies (‘assisted resonance system’) proposed

by Parkin and Morgan was installed first in the Royal

Festival Hall, London, in the mid-sixties [10]. Another

step in the development of systems extending the

reverberation time electro-acoustically was taken by

the MCR system of the company Philips (MCR Multi-

Channel Reverberation) in the late seventies of the

past century [11–14]. The electronic principle of this

system is acoustic feedback. Here, by means of a large

number of microphones and loudspeakers installed

in a room and by the connected filters and amplifiers,

a limited extension of the reverberation time is achie-

ved. A problem here is an increasing colouration of

Fig. 13.3 Central sound reinforcement system open-air
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the sound characteristics with an extension of the

reverberation time [15, 16].

13.3.2 Manipulation of Room-Acoustics

However, in many multipurpose halls it is not enough

to adjust the reverberation time to the desired value in

order to realise a range of events from theatre up to

symphony concerts. When assessing the acoustic qual-

ity of a room, the existence of early reflections as well

as their arrangement in time and location plays a large

part. They influence room-acoustic criteria such as

clarity, distinctness and spaciousness, while the course

of the reverberation time essentially causes acoustic

impressions like brilliance, warmth and envelopment.

Systems changing the room impression were already

developed and applied in the fifties of the last century.

Owing to the still imperfect technology at that time

(magnetic sound recording on continuous tape and

playback by means of several play heads arranged

one after the other to simulated discrete reflections),

the systems known as ‘Ambiphonie’ were not success-

ful for a long time [17].

The modern room-acoustic manipulation systems

are more successful. Because of the incomparable

progress of electronics and electro-acoustics during

more than 50 years, at present very sophisticated mani-

pulations of room-acoustics are possible. Systems,

which can both change the reverberation time in

very wide limits and simulate room reflections, are,

for example, the Acoustic Control System (ACS)

[18, 19] and LARES [20–23]. By means of these

systems, e.g., an orchestra shell on stage can be

simulated by applying electronic means without any

larger interventions in the architecture of a room, or

other deficiencies of a room, like a poor impression of

spaciousness owing to missing side wall reflections or

a too low reverberation time can be eliminated.

13.4 Loudspeakers

In sound-reinforcement systems, the loudspeakers

play a very important part as they represent the last

connecting link between sound source and listener.

The term ‘loudspeaker’ generally describes a very

large number of different transducers transforming

electric energy into acoustic energy. However, the

term is also used for a system consisting of two or

more transducers in a common case or box. In order to

clearly separate these two terms, the term ‘driver’ is

used for an individual transducer and the term ‘loud-

speaker’ for a system of transducers. Thus, a loud-

speaker consists of one or several drivers, which are

summarised to an independent unit in a box, or which

are adjusted for a special application with a horn.

13.4.1 Types of Electromechanical
Transducers

There are many different mechanisms to convert elec-

tric energy into acoustic energy. Apart from dielectric

transducers (condensers) and the occasional use of

venturi-modulated air flows and electro-magnetically

modulated gas-plasma systems in hi-fi loudspeakers of

the top price range, more down-to-earth types of

transducers prevail in sound-reinforcement technol-

ogy. Such types are the piezoelectric (crystal) and

the dynamic (electro-magnetic) transducer. The latter

is the most common one.

13.4.1.1 Piezoelectric Transducer
For the piezoelectric transducer, which is only

occasionally used in sound-reinforcement systems,

the piezoelectric effect discovered in the nineteenth

century is applied. Pierre and Jaques Currier discov-

ered that a mechanic deformation of special types of

crystals leads to a charge separation, which can be

measured at the surface of the crystal. On the other

hand, a piezoelectric crystal can be deformed by

applying an electric voltage. This movement is trans-

ferred to a membrane, which sets the air vibrating.

Piezoelectric transducers only have a very low ‘lift’,

i.e., the extension forced by the applied voltage is very

limited. For this reason, they actually cannot be

applied for reproducing mid and low frequencies.

However, for high frequencies (above approx. 5 kHz),

they offer a comparatively high efficiency with very

low distortions.

13.4.1.2 Dynamic Transducer
The greater part of loudspeakers, both for high and for

low frequencies, is equipped with dynamic transducers.

In these transducers, an electro-magnetic linear motor

is used for operating the membranes. For this purpose,

a wire wound to a coil (voice coil) is surrounded
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by a magnetic field created by a permanent magnet. If

direct current flows through the coil, a second electro-

magnetic field is created around the coil. The polarity

of this field depends on the flow direction of the

current through the coil. The electro-magnetic field

interacts with the magnetic field of the permanent

magnet – a force takes effect on the current-carrying

coil (Lorentz force).

If the permanent magnet is assumed to be immobile

and the coil freely moving, the coil is moved by the

Lorenz force. If a modulated alternating current is

applied, the coil starts to move forward and backwards

depending on the changing polarity of the current.

Figure 13.4 shows a section of the dynamic driver.

The voice coil (b) is placed freely movable in an air

gap of the magnet (a). It is placed on a cylindrical

base made of specially treated paper or plastic and is

connected via this base with a membrane (c). The

usually cone-shaped membrane couples the move-

ments of the voice coil with the surrounding air.

13.4.2 Directivity of a Cone Driver

The directivity of a cone driver depends on the emitted

frequency. The dependence is determined by the rela-

tion between cone diameter and wavelength l of

the emitted frequency. Figure 13.5 shows some polar

diagrams of a typical cone driver for different ratios of

diameter and wavelength l [24]. For low frequencies,

the wavelength is large compared with the cone diam-

eter and the driver emits spherically (Fig. 13.5 on the

left side, at the top). With an increasing frequency,

the wavelength is reduced and the cone driver emits

the sound increasingly directionally.

13.4.3 Low-Frequency Loudspeakers

In order to effectively reproduce low frequencies, a

large air volume must be moved. This can be achieved

by a large deflection of the membrane or by a large

membrane surface. As piezoelectric (and also dielec-

tric) transducers only allow very small deflections, in

sound-reinforcement systems, only dynamic drivers

are used as low-frequency drivers. Low-frequency

drivers are usually installed in a casing. Thus, the

acoustic short circuit of a freely suspended low-

frequency driver occurring at low frequencies is

prevented. Thus, a so-called ‘directly emitting’ loud-

speaker is created. A directly emitting system is

a loudspeaker where the membrane of the driver is

directly coupled with the surrounding air. In contrast

to this stands the second system often used for sound-

reinforcement system: the low-frequency horn loud-

speaker. Low frequency horns have a higher efficiency

than ‘direct emitters’ and also have a certain directiv-

ity for low frequencies.

In front of the actual driver, a horn is installed. The

cross-sectional area of this horn increases exponen-

tially with its length (exponential horn) [25]. The

lowest frequency to be emitted by a horn depends on

the membrane diameter of the driver, the cross-sectional

area of the horn mouth and the length of the horn.

For low-frequency horns, however, very impractical

lengths of several metres result. Therefore, in sound-

reinforcement systems so-called ‘folded’ horns are

used for the low-frequency range. Figure 13.6 shows

the sketch of a folded horn as sectional and frontal

view. As indicated by the name, for this type of

loudspeaker, the horn is folded in itself and thus the

physical extension of the loudspeaker is drastically

reduced.

Fig. 13.4 Section of a dynamic transducer
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13.4.4 Mid-High-Frequency Loudspeakers

For the mid-high-frequency range (from approx.

800 Hz), nearly exclusively horn loudspeakers are

used in sound-reinforcement systems, as they have

a much larger efficiency similar to low-frequency

horns and a directivity which can be better controlled

than for ‘directly emitting’ loudspeakers. As drivers

for mid-high-frequency loudspeakers, usually pressure

chamber drivers are used. Figure 13.7 shows a section

through a common pressure chamber driver. In princi-

ple, this driver works like the transducer described in

Sect. 13.4.1.2 according to the principle of an electro-

magnetic linear motor. The voice coil (a) dips into the

ring-shaped air gap of a permanent magnet (b) and is

connected with a dome-shaped membrane (c). The

diameter of this membrane is usually between 2.5 up

to 5 cm (l ‘driver or 2’ driver).

Phase-correction wedges (d) make sure that high-

frequency sound waves coming from different parts of

the membrane are superimposed in the throat of the

horn (e) in proper phase.

To the throat, a funnel, which is called ‘horn’, is

coupled. Thus, the radiation impedance affecting the

Fig. 13.5 Directivity of a conic transducer mounted in an ‘infinite’ wall

Fig. 13.6 Folded low-

frequency-horn (section

and front view)
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membrane of the driver, i.e., the resistance against

which the membrane must work, is increased by the

area ratio SM/STH. Here, SM is the area of horn-mouth

and STH the area of the horn-throat [9, 25]. An increase

of the membrane load increases the emitted acoustic

active power and thus the efficiency. Apart from the

high efficiency, the directed sound emission is the

most important feature of horn loudspeakers.

In order to determine the dispersion angle, two

points on the left and right or above and below the

middle axis of the horn loudspeaker (main radiation

direction) are determined, where the sound pressure is

by 6 dB lower than along the main radiation direction.

The angle between the so-called�6 dB points is called

dispersion angle. According to the size and form of the

horn, these angles vary between 40� and 120� horizon-
tally or 20� and 40� vertically. These different disper-
sion angles are achieved by different degrees of

opening (funnel constant) of the horn funnels in the

vertical and horizontal direction.

‘Normal’ exponential horns, i.e., funnels with a

cross-sectional surface increasing exponentially with

the distance to the flared throat, have the unpleasant

feature that their dispersion angle strongly decreases

with an increasing frequency. This so-called ‘high-

frequency beaming’ can be reduced when the shape

of the horn opening is varied via the length of the

funnel, i.e., that the horn consists of several parts

with different funnel constants.

‘Constant directivity’ horns consist of several of

such parts both horizontally and vertically and have

a constant dispersion angle nearly over the total

frequency range. For this reason, in modern sound-

reinforcement systems, nearly exclusively horns of this

type are used. The construction of a typical ‘constant

directivity’ horn is shown in Fig. 13.8 with

Fig. 13.7 Section of

a pressure chamber driver

Fig. 13.8 Constant-

directivity-horn
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(a) Driver

(b) First sector with exponential extension

(c) Conical main sector determining the radiation

direction

(d) Horizontal dispersion angle

(e) Vertical dispersion angle

(f) Horn-mouth

13.5 Coupling of Loudspeakers

In order to evenly supply a larger audience area in a

room, usually more than one loudspeaker is required.

In such a case, which is actually the norm, a more or

less large number of individual systems is united into

arrays or clusters. However, as soon as more than one

acoustic source is involved in sound radiation, the

radiation conditions become partially very difficult to

understand.

First of all, the emission behaviour of a group of

loudspeakers depends on the ratio of the wavelength to

the distance of the loudspeaker systems from each

other and on the size of the emitting areas (size of

the membrane). Here, it has to be considered that the

wavelengths of the audible frequency range are from

17 mm (20 kHz) up to 17 m (20 Hz).As much as the

directivity of an individual sound emitter depends on

the size of the emitting surface, also the interaction of

several sound sources depends on the ratio of the

emitted wavelength to the distance of the individual

sources from each other.

If this distance is distinctly smaller than half a wave-

length, an acoustic coupling of individual sources

results. Here, all individual systems will then work

together as one sound source. This acoustic coupling

can especially easily be created for low-frequency

loudspeakers, as in this frequency range the distance

of the low-frequency drivers in the array is always

smaller than half a wavelength. For higher frequencies,

the distance of the individual mid-high-frequency

loudspeakers in the array is always larger than half the

wavelength of the frequencies to be emitted.An acoustic

coupling is not possible here. The emission behaviour is

then marked by strongly frequency-dependent interfer-

ence patterns.

An array, that must also emit mid and high frequ-

encies apart from low frequencies, always consists

of a more or less large number of low-frequency,

mid-frequency and high-frequency systems (or com-

bined mid/high-frequency systems). The individual

mid/high-frequency systems of the array should be

arranged in a way that each part of the room is only

exposed to sound coming from one system, if possible.

For this purpose, for audience areas of different

distances, different types of loudspeakers can be

used. Areas nearer to the array are supplied with

widely emitting loudspeakers. For more distant areas,

more tightly concentrating systems are used. As men-

tioned above, for low frequencies there will always

occur an acoustic coupling. That means that all low-

frequency loudspeakers of the array will work together

as an individual sound source. For mid and high

frequencies, however, partially disturbing peaks and

notches will occur owing to interferences, as in reality

the individual areas covered by the mid- and high-

frequency loudspeaker cannot be clearly separated.

There will always be overlapping areas where these

peaks and notches will occur.

In order to calculate the emission behaviour of an

array, simulation programs are applied. The basis

for these programs are so-called balloon data of the

individual systems. The balloon data are recorded on

a spherical raster grid around the loudspeaker and are

thus a three-dimensional image of the directivity of the

loudspeaker (Fig. 13.9). The measuring data must be

recorded in the so-called far field of the loudspeaker.

In the far field of the loudspeaker, the form of the

balloon does not change any longer with increasing

distance. In the near field, however, the directivity

depends on the distance to the acoustic centre of the

source. The limit between near and far field depends

on the wavelength and the size of the emitting area.

The far field starts at

r>
L2

2l
; (13.3)

where

L is the largest dimension of the emitting area

(in m) and

l is the wavelength of the emitted frequency (in m)

Owing to the physical circumstances regarding size

of the loudspeaker and wavelength of the frequency to

be emitted, common loudspeaker systems actually

always emit in the far field. However, if an array is

created frommany individual systems, the far field can

start possibly very distant from the centre of the array.
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13.5.1 Special Arrays

13.5.1.1 Loudspeaker Columns
Loudspeaker columns, which have been known for

decades, are the simplest form of a discrete line array.

Here, all individual sources are arranged on a line

and adjusted in parallel. The horizontal emission

behaviour of such a line is determined by the

directivity of the individual system. Vertically, it is

determined by the strongly frequency-dependent

interference of the systems arranged in line. There-

fore, such simple loudspeaker lines often have an

extremely frequency-dependent vertical directivity

with unpleasant side effects like directivity and fre-

quency-dependent dropouts and peaks (side lobes)

[26–28] (Fig. 13.10). The use of such simple loud-

speaker columns is actually not in keeping with the

times. However, the increasing influence of digital

and processor technology in sound reinforcement

systems leads to a renaissance of the old loudspeaker

column with a facelift.

If each loudspeaker within a column is driven

with individual filtering, delay and level, a better

vertical directivity with essentially less undesired

side effects (side lobes) can be achieved. Also, an

inclination of the main lobe and even a division into

several main lobes with different inclinations in one

loudspeaker column is possible with modern digital

technology.

13.5.1.2 Line Source
A line source is a continuous, infinitely long sound

source. The acoustic wave emitted by such an ideal

line source is cylindrical and maintains this mode of

propagation independent of frequency and distance.

As real loudspeakers are not infinitely long, but

have a limited length, the sound propagation of a real

line source must be divided into a near field and a far

field. Like for a ‘normal’ spherically emitting loud-

speaker, the border between near field and far field can

be calculated according to (13.3). Within the near

field, the sound spreads in the form of a cylindrical

wave, beyond the near field, the wave becomes spher-

ical. In order to obtain a line array with cylindrical

sound propagation from stacked individual systems,

the individual transducers must emit a coherent sound

wave (connected in phase). This can be achieved very

easily at low frequencies by lining up common low-

frequency loudspeakers. For mid and high frequ-

encies, however, special waveguides must ensure

that all shares of sound emitted by the membrane of

the transducer emerge from this waveguide, which is

usually in the form of a gap, in an even wave front

and at the same time. If it can be achieved that this

even wave is created over the total height of the

loudspeaker casing, a line array, which operates as

a real line source, can be created by stacking several

of these loudspeakers one on top of the other [29, 30]

(Fig. 13.11).

Fig. 13.9 Directivity balloon of a loudspeaker (left: 3-D; right: vertical section)
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According to the length of the array, the near field

is extended in a different way. Within the near field,

a coherent wave front spreads as a section of a cylin-

drical wave. This wave has a very precise directivity

without lateral side lobes, like for common discrete

line arrays. Another advantage is that the surface of

a cylindrical wave increases only depending on the

distance r to the source and not by the factor r2 like for

a spherical wave (Fig. 13.12). From this results the

very advantageous feature of a line source that the

sound pressure level decreases with a doubling of

the distance only by 3 dB and not by 6 dB (like

for conventional, spherically emitting systems). As

already mentioned, the cylindrical wave front of

a line source turns into a spherical wave front in the

far field. According to (13.3), this occurs, e.g., for

Fig. 13.10 Directivity of a discrete line array with side lobes (left: 3-D; right: vertical section)

Fig. 13.11 Left: discrete line array with spheric radiating transducers and acoustic interference; Right: Line Array with Waveguide

radiating a coherent soundwave without acoustic interference
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a line emitter with a length of 2.7 m at r > 21.5 m for

1 kHz and at r > 2.15 m for 100 Hz.

In the far field, the cylindrical wave expands to

a spherical wave. The beamwidth at �6 dB BW�6dB

can be assessed according to (13.4) as follows:

BW�6 dB � 2 sin�1 1:9l
Lp

� �
: (13.4)

With our example of a line source with a length

of 2.7 m, the vertical beam width in the far field

would be approx. 8.8� for 1 kHz. Due to the described

advantages, such as an exactly scalable directivity,

strongly reduced interference effects and lack of unde-

sired side lobes as well as a level loss of only 3 dB for a

doubling of the distance, modern line array systems

working as line sound sources can be recommended

for solving problems in demanding sound-reinforcement

systems. Often, such systems can be used without

applying additional supporting loudspeakers (delay

lines). Further details on the subject of loudspeakers

and their application in sound-reinforcement systems

can be found in the extensive technical literature on

this subject [9, 17, 24, 29–33] (Fig. 13.13).

13.6 Microphones

The beginning of the electro-acoustic transmission

chain is the microphone. The task of a microphone

can be explained quickly and easily. It should trans-

form tiny fluctuations of air (sound) into an alternating

voltage proportional to these fluctuations. According

to their application and type, microphones have differ-

ent acoustic properties. Apart from the transfer con-

stant (frequency response), one of the most important

microphone features for the use in sound-reinforcement

systems is the directivity. According to the reception

principle (pressure, pressure gradient or interference

receiver), both features are influenced differently.

13.6.1 Pressure Receiver

For pressure receivers, the air-pressure fluctuations

on the microphone membrane are used to create an

alternating voltage. Microphones designed according

Fig. 13.12 Comparison of the surface enlargement of a cylindric wave and a spheric wave when doubling the distance
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to this reception principle have a spherical directivity

(polar pattern). For high frequencies, when the wave-

length is in the order of the membrane size of the

microphone, a pressure boost effect can occur on the

membrane of a pressure receiver. The sound pressure

in this frequency range cannot be relieved unim-

peded. It builds up in front of the membrane. This

frequency-dependent pressure increase for vertical

sound incidence leads to a different frequency

response compared to the response for lateral sound

incidence. A resulting, noticeable emphasis of high

frequencies must be compensated by a corresponding

equalisation. Pressure receivers are applied when

large areas of a room should be recorded with a

minimum of coloration. They are not very suitable

for the use in sound-reinforcement systems as owing

to their omnidirectionality, they tend to feedbacks.

13.6.2 Pressure-Gradient Receivers

Microphones whose membranes are operated by the

velocity affecting it, are called pressure-gradient recei-

vers. For these types of microphones, the membrane

is accessible to the sound wave from both sides. Unlike

the pressure receiver described above, it has a more or

less distinctive directivity (cardioid, supercardioid,

hypercardioid, figure of eight). These different polar

patterns are achieved by influencing the ratio of pres-

sure received in front of and behind the membrane

(Fig. 13.14). Owing to these possible different

directivities, pressure-gradient receivers are the most

common types of microphones applied in sound-

reinforcement systems. With a suitable choice of direc-

tivity it is possible to reduce greatly the tendency to

feedback. Pressure gradient receivers are very sensitive

to air flows. This shows in an especially unpleasant way

in the so-called proximity effect, which leads to a strong

increase of low-frequency range when the distance

between sound source and microphone is very small.

Often, this effect is used, e.g., for giving a voice more

‘substance’. However, it always has a negative effect on

speech intelligibility. Figure 13.15 shows the proximity

effect by means of a microphone-frequency response

depending on the distance from the sound source. In

order to counteract this effect, these microphones are

often equipped with switchable filters to suppress low-

frequency accentuation.

13.6.3 Interference Receivers

Interference receivers are used to achieve an

even stronger directivity than that of a hypercardioid

Fig. 13.13 Test of a dVDOSC System (L-acoustics) in ‘Philharmonie im Gasteig’; Munich
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microphone. The most common form of these types

of microphones is the shotgun microphone which

consists of a slotted tube with a pressure-gradient

capsule at one end. The air-flow resistance of the

slots in the tube increases in the direction of the cap-

sule. With this arrangement, sound waves hitting the

tube laterally will be attenuated by interference or

partly completely obliterated. Sound hitting the tube

Fig. 13.15 Proximity effect at various distances

Fig. 13.16 Cardioid-Level-Microphone KEM970 (Microtech Gefell)

Fig. 13.14 Polar pattern of microphones: (a) cardioid; (b) hypercardioid, (c) supercardioid; (d) figure of eight
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directly at the front reaches the membrane nearly

without any attenuation. The directivity achieved in

this way depends on the length of the tube. Another

type of interference receivers are so-called micro-

phone columns. Here, the interference principle of

stacked transducers known from the discrete line

arrays (loudspeaker column) applies. With a care-

fully coordinated coupling of individual microphones

along a common axis, an arrangement is created,

which has a useful rotationally asymmetric directiv-

ity. The directivity can be described as disciod.

(Fig. 13.16).

13.6.4 Different Types of Transducers

The reception principles described above (pressure,

pressure gradient and interference receiver) can

be realised with different transducer principles. In

sound-reinforcement technology, electrostatic and

electro-dynamic transducers are applied.

13.6.4.1 Electrostatic Microphones
This type of transducer is represented by condenser

microphones. Here, a change in the sound pressure

causes a change of the distance between the movable

electrodes. This induced change in the capacity of the

condenser results in a voltage modulation. Condenser

microphones have a large frequency range and a well-

balanced frequency response with a very good impulse

response. Thus, they are especially suitable for use

in studios.

13.6.4.2 Electro-Dynamic Microphones
A main representative of this transducer principle

is the moving-coil microphone, which is also called

dynamic microphone. The membrane of these micro-

phones is firmly connected to the coil, which is

located elastically centred in a magnetic field. When

the membrane moves, a voltage proportional to that

movement is induced in the coil. Owing to its large

robustness and its low sensitivity to overmodulation,

dynamic microphones are very successfully used

for soloists.
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Sources of Sound 14
Ulrich Kurze

14.1 Generation of Sound

14.1.1 Broad-Band Sound

14.1.1.1 Sound Generation by Flow
More or less broadband sound is generated in air or

other gases (general in fluids) by (see Fig. 14.1)

• Fluctuating volume flow

• Oscillating forces due to interaction of the fluid

with solid boundaries

• Oscillating forces due to interaction of the fluid

with moving bodies, and

• Viscous stress in the fluid flow

According to Lighthill’s theory, one may distin-

guish sound sources in a free flow in terms of

monopoles, dipoles, and quadrupoles [1]. The volume

flow itself is irrelevant for monopole sound genera-

tion. It is the variation in time of the volume deter-

mined by the fluctuating mass flow, which generates

sound. For a free jet, the spectral distribution of

sound shows a maximum at the Strouhal number

f D= c � 0:1, where f is the frequency, D is a charac-

teristic length (e.g., the nozzle diameter), and c is the

speed of sound in the jet [2]. At low frequencies,

the spectral density increases with f 2, and at high

frequencies, it decays as 1/f 2.

The interaction of gases and rigid bodies is most

relevant for the generation of airborne sound, while

the interaction of liquids and solid bodies can be often

neglected due to other more effective sound sources.

A small fraction of the power involved in the fluid flow

or the motion of solid bodies results in a considerable

sound power (see Fig. 14.2). In the speed range U
of fluids or solid bodies, that is small compared

to the speed of sound c, i.e., for a Mach number

M ¼ U=c � 1, the sound power increases with the

fourth to eighth power of the Mach number. The

lowest exponent applies to small-scale equalization

processes, e.g., in porous material. The highest expo-

nent is related to free-stream conditions. Sound power

generated by oscillating forces increases with an expo-

nent 5–6, depending on the type of boundary or solid

body. Velocities above the speed of sound result in

shock waves, which underlie special mechanisms.

The unsteady inflow of fine air bubbles in a faucet is

an example for the efficient generation of acoustic

monopoles that cause clearly audible sound at low

Mach numbers of the fluid flow. Coarse structures,

which are characterized by a pressure loss coefficient,

result in a speed dependence of sound generation

closely related to that of dipoles which are less efficient

than monopoles at low Mach numbers, but increase in

efficiency at a higher rate with increasing flow velocity.

Sound generation in free-stream jets needs consider-

ation mainly for rockets and low-bypass jet engines.

In industrial applications, it is suppressed by silencers.

Impulsive sound is generated in fluids when (see

Fig. 14.3)

• A solid body moves at supersonic speed, e.g.,

an aircraft, a bullet or the end of a whip

• The sudden release of a fluid through a valve in

a pipe causes a high sound pressure (waterhammer)

and together with the steepening of wave fronts the

creation of N-waves in the fluid; or when
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• Local underpressure in a fluid results in the expan-

sion of gas bubbles, which subsequently collapse

during overpressure (cavitation)

High peak pressures related to such impulsive

sounds cause strong stress in adjacent construction

materials. Water pipes and marine propellers may

suffer severe damage.

As sketched in Fig. 14.3a, the spectral maximum of

a supersonic bang depends on the effective length of

the flying object. A bullet decelerates along the flight

path. Consequently, the shock front is bent toward the

flight axis. Aircrafts may fly along a path which causes

focussing of the shock front and creation of a parti-

cularly strong sonic bang.

An impacted water pipe carries a fast longi-

tudinal wave which first arrives at an observer with

a comparatively small amplitude [3, 4]. It is followed

by a wave of larger amplitude that is caused by the

fluid pressure expanding the pipe wall, propagated

after conversion into longitudinal and bending waves

according to Poisson contraction, and is again radiated

into the fluid. The propagation velocity of this wave is

lower than the speed of sound in unbounded water due

to the flexibility of the pipe walls.

In general, cavitation is the rupture of fluids and

subsequent effects [5]. It occurs with energy deposit

and pressure reduction below ambient pressure.

Acoustic cavitation goes together with strong struc-

tural vibrations. The local pressure in the fluid shortly

drops below the vapour pressure of the fluid, thus

forming bubbles. The subsequent decay of the bubbles

near a rigid boundary results in a jet pointing toward

a b c d

Fig. 14.1 Sound generation by (a) fluctuating volume flow emanating from the open end of a pipe, characterized by the volume

velocity q; (b) and (c) interaction of the fluid flow with solid bodies, characterized by oscillating forces F; (d) free jet flow,

characterized by Lighthill’s stress tensor T

a b c d

Fig. 14.2 Sound powerW due to interaction of flow and solid bodies increases with Mach numberM of the flow (a) in fine porous

material as W / M4, (b) and (c) in coarse materials and structures as W / M5���6, (d) in free-stream jets at low Mach numbers

as W / M7���8

a b c

Fig. 14.3 Strong sources of sound due to interaction of fluid-borne sound and adjacent structures; (a) supersonic flying object;

(b) waterhammer due to steepening of wave fronts in elastic pipes; (c) cavitating propeller
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the surface, which creates a substantial stress in the

surface material. This may cause damage or may be

used for cleaning.

Weaker sound pulses emanate from a fluid surface

hit by droplets of the fluid. The sound intensity

depends on the mass and the velocity of the droplets,

i.e., on the momentum, and on the number of droplets

and the angle of impact. What is admired as a waterfall

in nature is considered as a noise source in the vicinity

of a cooling tower.

14.1.1.2 Structure-Borne Sound
The dynamic interaction of solid bodies results in

structure-borne sound. This includes (see Fig. 14.4)

• Displacement-induced vibrations, such as those

caused by the rolling of rail vehicle wheels on

rails due to more or less corrugated running sur-

faces, and

• Impact-induced vibrations, such as those caused by

the slamming of car doors or in bends of pipes

carrying granular material.

Corrugations of the running surface of rail vehicle

wheels at wavelengths in the critical range from 1 to

10 mm are primarily generated by the interaction with

cast-iron block brakes at amplitudes of the order of

1 mm. Running surfaces of wheels braked by modern

plastic blocks or of disk-braked cars are substantially

smoother. Corrugations on rail running surfaces some-

times exhibit an almost periodical pattern in the same

range of wavelengths. In a first-order approximation, it

may be assumed that the effective combined rough-

ness in a frequency band results from the sum of the

squared roughnesses of wheels and rails. However, rail

grinding may reduce the rolling noise even for rela-

tively rough wheels thus indicating that the sound

generation may depend on some correlation between

wheel and rail roughness.

While the railroad example is based on displacement-

induced vibrations, statistical energy analysis (SEA)

starts from force-induced broadband dynamic processes

due to its original application on rocket engines. How-

ever, this application deals with the excitation of a

structure by pressure fluctuations in a fluid. All common

structural excitations by interaction with solid bodies

refer to sinusoidal or narrow-band processes.

A momentum m D v ¼ FDt can be described by

the rate of change D v of the velocity of the

participating masses m or by the duration D t of

the interaction between the bodies at force F. Thus,

the description of a vibration source in terms of

momenta involves aspects of both kinematical and

force-induced vibrations.

14.1.1.3 Chemical Processes
In addition to mechanical causes for the creation of

sound, there are other sources of energy. They include

in particular,

• Fast chemical reactions like explosions that gener-

ate a pressure pulse and a volume flow, e.g., the

muzzle report from a weapon, and

• Slower chemical reactions in combination with gas

flow as in combustion processes.

Explosions are described in terms of the maximum

pressure generated during the release of a specified

energy. For a point source, this value of an outgoing

shock wave decays with the third power of the recipro-

cal distance from it [6]. The subsequent relaxation

process occurs with a time function comparable to that

of the highly damped resonance of a bursting balloon

which is controlled by themass and radiation impedance

of the surrounding air and the stiffness of the contained

gas. Accordingly, the spectral distribution has a maxi-

mum at the resonance frequency and decays toward

both lower and higher frequencies (see Fig. 14.5).

The muzzle report of small arms exhibits a pro-

nounced directivity. In the frequency band around

1,000 Hz, which often determines the A-weighted

overall sound pressure level, the level in the forward

direction of the bullet is typically 6 dB higher and in

the backward direction 6 dB lower than that in the

perpendicular direction. Since the muzzle diameter is

small compared to the wavelength of sound, the direc-

tivity must be controlled by the gas flow. Reflections

from overhead barriers and other safety devices on

a shooting range modify the directivity of an entire

plant.

a b c

Fig. 14.4 Structure-borne sound caused by (a) displacement

induced vibrations of railway wheels; (b) force induced

vibrations of an excentric shaft; (c) impact induced vibrations

of a pipe bend due to the flow of granular material
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The sound generation of burners is also about pro-

portional to the energy supplied, i.e., to the heating

power, and depends on the swirl of the gas flow [7].

The maximum of the broadband spectral distribution

depends on the diameter of the nozzle and of mixing

zones. However, resonances in the feeding gas pipes

and in the burner chamber may substantially affect

the burning process and, consequently, the sound

generation.

14.1.1.4 Electrical Discharge
Single discharge, such as a flash in the atmosphere or

a spark starting electronic welding, or continuous

discharge during arc welding causes the heating

of air or other surrounding gases and, consequently,

a substantial rate of change in volume. The strong

fluctuation of discharge paths is known from flashes.

In order to obtain a high reproducibility of spark

sources employed for acoustical model tests, the arc

path is pre-ionized. The variation of sound generated

during arc welding can be used for quality control of

the welding process [8].

14.1.2 Narrow-Band Sound

14.1.2.1 Flow-Generated Sound
Pure tones or harmonic sounds are generated when

• The volume flow of a fluid is controlled to become

periodical, as in the human vocal tract or in a siren

• Forces are effective periodically, e.g., between

impeller and stator of a fan, or

• There is a feedback loop from the sound field to the

source, particularly in the presence of a resonator,

e.g., an organ pipe which controls the airflow past

the labium or room resonances of a heat exchanger

which control the vortex shedding from pipe

bundles.

Mass and tension of the vocal cords determine the

periodicity of breathing air flow through the glottis.

The mouth including tongue and lips form the volume

and the opening of a resonator, which determines the

formants of vowels, i.e., the relative strength of higher

harmonics (see Fig. 14.6).

Heat exchangers consisting of water-filled plastic

pipes of d ¼ 12–25 mm diameter in a flue gas duct of

typically 10 m width sometimes generate a very inten-

sive humming noise when the flow velocity between

the pipes is about U ¼ 7 m/s (see Fig. 14.7). It is

assumed that this noise is due to periodic vortex

shedding at a Strouhal’s number f d =U � 0:2,

which yields the frequency f ¼ 100 Hz, as shown

in Fig. 14.7. At this frequency, about six half

Fig. 14.5 Octave-band sound

pressure level (SPL) of the

muzzle report from various

rifles re overall SPL

Fig. 14.6 Formation of vowels from harmonics (perpendicular
lines) with resonators (schematical)

Fig. 14.7 Example for the humming noise from a heat

exchanger in a large thermal power plant [9]
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wavelengths fit with the duct width. That lateral reson-

ances indeed are involved in the sound generation

is supported by the observation that it is possible to

suppress the humming noise by bulkheads. Unfor-

tunately, in spite of many research activities, there

is no definitive knowledge about the occurrence and

inhibition of the humming noise and expensive

retrofitting of a plant is sometimes needed [9].

14.1.2.2 Structure-Borne Sound
In structural dynamics force-induced vibrations are

mostly considered as the source of structure-borne

sound caused by

• The imbalance of rotating masses

• Alternating frictional forces between moving bod-

ies, or by

• Variation in effective stiffness, e.g. during teeth

meshing in gear boxes

In addition, periodic impact excitation may play

a role, as for a circular blade saw.

In all these cases, pure tones or narrow-band noise

are created as structure-borne sound and subsequently

radiated from connected components as airborne sound.

Again, the intensity of sound generation depends on the

participation of resonators.

For fixed revolutions of rotating masses, reson-

ances of the system can be taken into consideration

and must be strictly avoided by design. When variable

revolution is required, ranges of resonances must be

passed quickly. If this cannot be done, e.g., with a ship

engine during high sea state, the revolution – of the

propeller – must be limited.

The classic model for the generation of vibration by

friction is shown in Fig. 14.8. A driven belt carries

a mass, which is pulled by the belt due to frictional

forces and restrained by a spring. If the frictional force

is proportional to the belt velocity, there is no vibra-

tion but a displacement of the mass and the spring

only. However, a dry Coulomb friction causes the

mass to move alternating in stick and slip mode.

The forced motion of the stick mode follows a free

oscillation in the slip mode. As shown in Fig. 14.8,

the resulting time function is very similar to that of the

pure sine wave, which is in this example effective for

60% of the time. Therefore, a bowed string vibrates at

about the same frequency as the plucked string. Even

more detailed considerations of the frictional charac-

teristic involved in the transition from high friction

during the stick mode to low friction during the slip

mode allow for this conclusion [10].

There are numerous technical examples for vibra-

tion excitation due to dry friction, among others, break

squeal (high stiffness) and clatter of windshield wipers

(low stiffness).

14.1.2.3 Alternating Electromagnetic Fields
Electric power supply causes the humming of

transformers due to magnetic strain, the crackling

noise near power lines due to Corona effect and the

mechanical noise of the maglev train resulting from

the vehicle passage over the grooves of the long stator.

The fundamental frequency of the transformer hum

is twice the line frequency. Under strong magnetization

of the transformer kernel, several harmonics appear

which are relevant for the A-weighted overall SPL of

the radiated sound. Frequency controlled electricmotors

of modern trains generate striking complex tones.

The maglev train system of type Transrapid

operates on a track equipped with long stators that

are partitioned periodically at 0.258 m. Therefore,

the driving speed in km/h is about equal to the oper-

ating frequency in Hertz. A tone at the operating

frequency is audible along the track when it is ener-

gized and clearly measurable on the levitation frame

(see Fig. 14.9).

Due to three phases of the stator current and

the corresponding partitioning of the grooves the

magnetic field oscillates at three times the operating

frequency. This can be seen clearly from two

harmonics at the levitation frame and – modified by

the track impedance – also at the track.

Fig. 14.8 Model for vibration excitation by dry friction and

example for the time function of vibrations
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14.1.2.4 Heat Source
In principle, a stationary heat source can act as a sound

source, as this is shown in the laboratory by means

of a heated grid positioned in an open tube (see

Fig. 14.10). The air column in the tube oscillates in

its fundamental mode if the tube axis is positioned

vertically and the grid is located in the lower half of

the tube – but not in the upper half. The phenomenon

has been explained by Lord Rayleigh by the require-

ment that energy must be supplied to the sound field

during the phase of overpressure in order to excite

the oscillation. During the phase of overpressure, the

convection of the heated air acts in the same direction

as the displacement of sound particles when the grid

is located in the lower half of the tube.

14.2 Source Term and Inner
Impedance/Admittance

14.2.1 Model for Linear Acoustics

Many sound sources can be described in a simplified

way either by a dynamic source force and an inner

impedance or by a dynamic source velocity and an

inner admittance. Both descriptions are equivalent

but each one allows for improved lucidity in the limit-

ing cases of

• A vanishing inner impedance (infinite admittance

or mobility), when the dynamic source force equals

the effective force at the source surface or

• A vanishing inner admittance or mobility (infinite

impedance), when the dynamic source velocity

equals the effective velocity at the source surface.

In general, the impedances and admittances are

complex and are represented by the inertia of masses,

frictional losses, and the stiffness of springs. When

forces and velocities are represented by vectors, impe-

dances and admittances become matrices. Forces may

be generalized to include moments and velocities to

include angular velocities.

Descriptions of structural dynamics are often

limited to the forces and velocities (or accelerations)

measurable at the source surface. The consideration

of impedances is taken as borrowed from electrical

engineering. However, accounting for impedances is

a b

Fig. 14.9 Structure-borne sound measured on the train (left side) and on the track (right side) of the maglev system TR 07

Fig. 14.10 Rijke tube with heated grid in lower half
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an essential foundation of linear acoustics where all

dynamic quantities are assumed as being small com-

pared to the static quantities. The consideration of

impedances allows for the distinction between passive

components, which act independent of the sound or

vibration amplitude, and active sources, which repre-

sent the effect of weak nonlinearities of the system at

particular static conditions. Magnitude and phase or

real and imaginary part of impedances may be deter-

mined as a function of frequency from measurements

under external excitation or different dynamic loading

of the source. The strength of an active source is

typically proportional to the static load, the flow velo-

city, or a certain power of such quantities.

The applicability of the impedance concept is

unlimited for compact components which are not

larger than one-third of the wavelength of sound. For

larger components, the stiffness of the excitation area

must be taken into account. It depends on the size

of the area. Thus, an impedance hammer yields the

stiffness of an extended structure, e.g., a wall, which

mainly depends on the shape and the size of the

hammer head. Only the relatively small real part

of the impedance, that determines the transmitted

sound power, is independent of the head area at low

frequencies.

In electrical engineering, the term impedance

is defined by the ratio of voltage U and current I.

According to the electro-mechanical analogy type II b

(after Reichardt [11]), the particle velocity v in a sound
field corresponds to the voltageU and the dynamic force

F corresponds to the current I. Therefore, the electrical

impedance is replaced by the reciprocal of the mechani-

cal impedance, which is the admittance. The advantage

of this analogy is the maintained topology of elements

in series and in parallel when electrical and mechanical

descriptions are exchanged. The schemes shown in

Fig. 14.11 for velocity and force sources follow this

analogy.

When a velocity source is switched off, the circle

in the scheme is replaced by a connecting line. What

remains is a small admittance. When a force source is

switched off, the double circle vanishes and a small

impedance remains.

Equivalences of electrical transformers may be

used in schemes of mechanical elements to relate

forces with moments and velocities with angular

velocities. Extensions of the one-dimensional model

to several dimensions are possible but no longer

intuitive.

14.2.2 Matching of Power Output

Maximum power output of a sound source occurs for

matching of the internal and external impedances

(or admittances). This is the case when the impedances

(or admittances) are equal in magnitude and opposite

in phase (see Fig. 14.12).

The generation of airborne sound by dynamic

forces is related to sources of rather small inner impe-

dance. Consequently, the excitation of vibrations in

rigid bodies of high impedance is very weak compared

to the excitation of sound in the surrounding air. Note

that the inertia of the mass of air co-vibrating with the

source is part of the source impedance.

The structure-borne sound generated by wheels

rolling over a rough surface is related to a very high

source impedance and is efficiently transmitted in the

floor by heavy wheels. The delivery service in a shop,

for example, may be very annoying for residents in the

same building.

When source and load form a mass-spring system

with equal magnitudes of the imaginary parts at reso-

nance and small losses, the conditions for power

matching are almost met. About one-half of the avail-

able power is delivered to the environment and may

cause a substantial noise and vibration impact. The

other half may cause damage of the source – although

beyond the range of linear acoustics.a b

Fig. 14.11 Schemes of sources of different mobility in electro-

mechanical analogy for unchanged topology

Fig. 14.12 Matching of the load admittance YL by the complex

conjugate of the inner admittance YQ for maximum power

output
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14.2.3 Airborne Sound in Ducts

In free space, a small monopole sound source is loaded

by the mass admittance of a spherical field and the

comparatively small plane wave radiation admittance.

In a duct, the sound field is composed of many modes,

which provide a stiffness controlled load impedance

below the cut-on frequency of wave propagation.

Just below the cut-on frequency, the opposite phases

of load and source impedance provide for a compara-

tively strong sound radiation, which depends on the

position of the source close to or away from a node of

the particular mode (see Fig. 9.24). The excitation of

tube or duct walls, which have a high impedance,

becomes important only when the airborne sound is

substantially reduced by silencers.

14.2.4 Rolling Sound

14.2.4.1 Wheel/Rail
The roughness or corrugation of the running sur-

faces of wheel and rail are modelled by the varying

thickness of an incompressible band, which is pulled

through the contact area at the speed of rolling.

It is shown together with the admittance model in

Fig. 14.13.

The figure shows the topological consistency of the

admittance model with the mechanical model. In addi-

tion, it contains an external link to a fixed reference

point, which, however, is irrelevant for the dynamical

behaviour. Essential is the information contained that

• The same force (current in the electrical model)

acts on wheel and rail

• The deflections or vibration velocities (voltage in

the electrical model) splits proportional to the

admittances and

• A system exists capable of resonances involving

the mass of the wheel and the stiffness of the rail

on its bedding

A very stiff contact spring between wheel and rail

has a very small admittance at low and medium

frequencies and is then negligible in series with the

much larger admittances of wheel and track. More

important for the refinement of the model are other

details and components of wheels and the track.

All of these admittances are small compared to the

plane wave admittance of airborne sound in the

surrounding air and therefore poorly matched for

energy transfer. In addition, the radiation efficiency

of components with dimensions small compared to the

wavelength of sound in air is small as long as the

admittance of the loading air mass is small at low

frequencies. Significant sound radiation is restricted

to resonances of vibrating bodies and to frequency

ranges where the spatial distribution of vibrations

provides for an acoustic loading of the vibrating sur-

face with a substantial real part of the radiation admit-

tance. For railroad wheels of 0.9 m diameter, this

occurs at frequencies in the range of 2 kHz, where

vibration modes of wheel web contain areas of oppo-

site phase that are separated by distances of more than

a quarter wavelength of sound in air.

14.2.4.2 Tire/Road
The sound generation from rubber wheels rolling on

road surfaces is substantially more complex than that

of steel wheels on steel tracks. At least three different

mechanisms need consideration:

• The roughness of the running surfaces, i.e., the pro-

file of tires and the texture of road surfaces, which

causes the vibration of the tire and, subsequently, the

radiation of airborne sound mostly out of the wedges

formed by the rim of the wheel and the road surface

• The varying size of the effective contact area due to

the profile of the rolling tire, which can be seen

as a parametric source of structure-borne sound

• The so-called air pumping due to the displacement

of air in the gaps of the profile, which directly

generates airborne sound

a b

Fig. 14.13 Model for wheel-rail-vibrations due to the roughness of running surfaces; (a) mechanical model with incompressible

band of varying thickness x, (b) admittance model with vibration velocity source ox
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In addition, there is a smacking sound when adhe-

sion between smooth tire and road surface ceases.

Differences between sound radiation from the front

and rear end of the contact zone are sometimes

attributed to the snapping of profiles.

An impedance model is of particular interest for the

airborne sound. A velocity source may be employed

to model the vibration excitation of the tire due to

the roughness of tire and road surface. The radiation

of airborne sound is affected by the geometrical

properties of the tire parallel to the airborne sound

admittance of the road surface, which has to be taken

into account at least for open porous road surfaces.

Cavity resonances inside the tire profile are discussed

in connection with air pumping, but the effects are not

clarified.

The linearity of the impedance model allows for an

extension of its application from the frequency domain

to the time domain in accordance with the general

property of linear systems that the Fourier transform

of a transfer function (defined in the frequency

domain) is the impulse response (defined in the time

domain) of the system. Impulse responses have been

measured at extension joints of road bridges. Results

are shown in Fig. 14.14 by two spectra determined

from the pass-by sound pressure level LAFmax of a car

running at 80 km/h on a centerline at 3 m distance

from microphones next to a multiple-element exten-

sion joint and at a position 25 m away. In the relevant

frequency band around 800 Hz, the spectra exhibit

a similar distribution but a difference in level by

more than 10 dB. Thus, the extension joints excite

the tire similar to the regular road surface – although

much stronger – in the frequency range relevant for

the A-weighted overall SPL. Instead of many small

excitations due to the roughness of a regular road

surface, an extension joint yields one strong impulse.

Effects of air pumping are not to be expected at exten-

sion joints and may explain the similarity of levels in

the frequency range above 1,250 Hz.

The maximum of radiated sound in the frequency

bands centred at 800 and 1,000 Hz is likely to be

related to the facts that tire vibrations of opposite

phase in the front and rear end of the contact zone do

not cancel each other and that the tire width is suffi-

cient to provide for a high radiation admittance of the

wedge-shaped spaces between tire and road surface.

The evaluation of numerous results from measure-

ments covering various running surfaces, types of

tires, and velocities aims at the development of

a model accounting for all relevant sources of rolling

noise in terms of source strength, impedance, and

radiation efficiency [4].

14.2.5 Gears

Essential sources of gear noise are

• Teeth errors (surface roughness – similar to rolling –

as well as imperfect involute surfaces and spacing

caused by the manufacturing process) and

• Variation of the effective mesh stiffness due to

alternate meshing of n and n + 1 teeth.

The scheme of Fig. 14.15 may be used to describe

the generation and transmission of structure-borne

sound for a pair of parallel-axis gears. The tooth

meshing causes forces, which produce translatory

motion of the gears, the shafting and the bearings

according to their translatory admittance Yt, and

moments, which produce the rotatory motion of the

gears, the shafting and the bearings according to their

rotatory admittance Yr. In the model, the coupling of

translatory and rotatory motions is taken into account

by ideal transformers.

As opposed to Fig. 14.13, where the contact stiffness

was neglected, the mean mesh stiffness s¼ in Fig. 14.15

is of central importance. It determines resonances of

the system composed of pinion and gear. As a rule, a

pair of gears is operated far below the resonance fre-

quency. Driving points above resonance are chosen for

extreme gear ratios only. Operation at resonance under

load must be avoided.

Corresponding to the vibration source of rolling in

Figs.14.13 and 14.15 shows the teeth errors x, which

Fig. 14.14 A-weighted one-third-octave-band spectra of the

sound pressure level LAFmax in 3 m distance from the centre of

the lane during pass-by of a car at 80 km/h; straight lines above
the extension joints, dashed lines 25 m further down the road
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refers to the spectral distribution resulting from the

wavenumber distribution of errors along the perimeter

and the speed of rotation. Furthermore, a dynamic

displacement by parametric excitation due to a Fourier

component of the dynamic stiffness component s� is

taken into account, which results from the product of

relative dynamic stiffness s� s¼= and the mean tooth

displacement. Within the validity of linear acoustics,

it follows from the first terms of a Taylor series for

force, stiffness, and displacement that the dynamic

stiffness component is proportional to the mean trans-

mitted force F¼ and inversely proportional to the

square of the mean mesh stiffness.

For standard involute teeth of spur gears, alter-

nately one and two teeth are meshing. The variation

of relative dynamic stiffness is substantial but can be

reduced by special high teeth or by helical gears

when this provides for almost constant integer

overlap of teeth. However, this is not fully achie-

vable since the overlap depends on the load. When

harmonics of the relative dynamic stiffness coincide

with the system resonance, a load magnification

and corresponding increase in sound generation

can be observed at frequencies far below the main

resonance (see Fig. 14.16).

14.3 Measures for Sound Reduction

14.3.1 Reduction of the Source Terms

14.3.1.1 Flow-Generated Sound
Strategies for constructional and operational measures

aiming at the source term of airborne sound follow

from its proportionality to the flow velocity. The mean

flow velocity or the mass flow need to be taken as

invariable constructional restraints. Therefore, the

strategy must aim at reducing the ratio of maximum

value over mean value of the flow velocity. This goal

can be achieved by

• Appropriate shaping of intake ducts for uniform

flow distribution, e.g., by suitable intake nozzles

• Appropriate shaping or embedding of exhaust ducts

that provide for a larger mixing zone with second-

ary air, thus reducing free jet noise or noise from

jets impinging on solid surfaces

• Selection of a shape for fan blades that provides for

a uniform radial load distribution

• Selection of the shape and distance of guide vanes

for fans that provide for minimum temporal and

spatial variation of the flow

a b

Fig. 14.15 Models for the vibration excitation of two meshing parallel-axis gears with base cylinder radii R1 and R2,

(a) mechanical model including the time-dependent stiffness s(t); (b) admittance model with translatory admittances Yt and rotatory
admittances Yr of gears, shafting, and bearings, admittance of the mean mesh stiffness s¼ including the source of vibrations due to

variations in mesh stiffness s� and teeth errors x

Fig. 14.16 Relative load

magnification during run-up

of single-stage spur gears,

calculated after Troeder

et al. [12] for small variation

of meshing stiffness

smax/smin ¼ 1.07, overlap

1.5 and loss factor D ¼ 0.03
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• Avoiding or appropriate shaping of inserts in flow

ducts

• Avoiding sharp bends and constrictions in flow

ducts, but also by

• Controlling of fan speed according to the actually

required cooling power and not for the potential

extreme case.

Substantial noise reduction has been observed for

jet engines with high by-pass ratio, a windfall profit

of power enhancement, that can be used in other areas

as well, e.g., quiet compressed air pistols [13, 14].

Screech noise emanating from neighbouring valves

in branches of a steam pipe could be avoided by

increased distances between the valves. Noise from a

plant for sealing glass pots with caps was mainly

generated by a pressure reduction valve in a narrow

steam pipe (see Fig. 14.17). After insertion of a sinter

metal plate of suitable flow resistance in the large exit

area, the pressure loss at the valve was substantially

reduced and a reduction of flow noise by more than

25 dB in A-weighted SPL was achieved.

In order to avoid Karman vortices and aeolean

tones, the periodic vortex shedding can be inhibited

by spirals or other irregularities mounted on rods,

pipes, chimneys, and similar constructional elements

exposed to flow [13].

Pressure reduction in pipes for gases or steam does

not always require single-stage control valves but can

be achieved by multi-stage perforated plates or by

mesh wire for spatially expanded pressure release.

The noise reduction obtained in practical cases is

remarkable. Similar means can be applied in pipes

carrying fluids to prevent cavitation [13].

14.3.1.2 Structure-Borne Sound
The following measures are taken to reduce the source

strength of structure-borne sound:

• Smoothing of surfaces (except from undulations

needed by functionality or irrelevant for acoustical

reasons in the range of low wave numbers),

providing temporal dilatation, and spatial equali-

zation of transitions, e.g., grinding of rail surfaces

• Smoothing of the time function of forces acting

between moving parts (except from variations

needed by functionality or irrelevant for acoustical

reasons in the range of low frequencies), providing

temporal dilatation and reduction of oscillating

forces, e.g., by oblique cutting, helical gears,

rhombic plates on cross bars for elastic joints of

road constructions; but also by lubrication, which

reduces the time dependence of frictional processes

or shifts them entirely into the viscous range, and

• Reduction of impacts (clatter, rattle) by means of

narrow tolerances for construction elements, low

drop heights of work pieces, and damping of unnec-

essary motion. Impacts can be fully avoided by

applying a bending machine instead of a hammer,

pressing nuts instead of hammering them, or

employing a shredder with slowly rotating rollers

instead of a cutting device.

14.3.1.3 Waves Propagating in Closed Loops
According to Cremer [15], an essential criterion for the

generation of waves or oscillations is the correct phase

connection in a closed loop. Accordingly, measures in

the propagation path along the loop, which cause a

phase shift, may not only attenuate but completely

eliminate the source. Whether such a measure is suc-

cessful or just shifts the source to another frequency

band depends on the total gain in the feedback loop.

As a rule, a sufficient attenuation effective over a broad

frequency band is more reliable than detuning of the

loop.

An example for the suppression of low-frequency

sound has been studied in a closed-loop wind tunnel.

Even for weak excitation of sound by the fan, there is

a range of low frequencies where sound waves super-

impose at the same phase after each loop through the

tunnel. This range of amplification is limited to exclu-

sive propagation of the fundamental mode, which

requires low frequencies with half wavelength larger

than the tunnel diameter. Mass and stiffness of the air

determine two degrees of freedom required for oscil-

lation or wave propagation. When a small mass is

effective parallel to the stiffness of the air at the tunnel

wall, then the mass is moved rather than the air is

compressed at frequencies below resonance of mass

and stiffness. Under such conditions, the stiffness

Fig. 14.17 Sinter metal plate in the steam exit plane of a glass

pot sealing plant to avoid valve noise (schematical) [14]
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of air no longer serves as the second reservoir of

alternating energy (or the second degree of freedom)

required for longitudinal wave propagation in the

tunnel and sound decays exponentially with distance

from the source. This effect can be used by opening

a number of holes in the tunnel wall. It employs the

mass of the air or of light membranes in the holes, but

does not depend on sound transmission to the outside.

A similar effect of low frequency sound attenuation is

known from rectangular ventilation ducts made of

light weight sheet metal. The mass character of the

wall impedance inhibits wave propagation, while solid

duct walls do not.

Another similar effect has been observed in a spe-

cial water-filled pipe [16]. Regular water pipes have

a circular cross-section and are therefore very stiff.

Sound is well transmitted. In a water-filled pipe

of rectangular cross-section, however, low-frequency

sound can suffer a substantial attenuation. Due to

the large stiffness of water and the long wavelength

of fluid-borne sound, the effect can be observed also

for not very light-weight walls over a large frequency

range.

Below the frequency range in which the sound prop-

agation can be controlled by massive duct walls, elastic

elements – so-called bellows – can be employed. They

perform as reflective silencers for fluid-borne sound and,

at the same time, reduce the propagation of structure-

borne sound along the duct walls.

14.3.1.4 Active Measures
The active reduction of the source strength by means

of controlled electro-mechanical actors is done close

to the source via injection of velocity or force of

opposite phase. For airborne sound from a velocity

source, a loudspeaker can be used for the injection in

order to convert a monopole source into a dipole

source with considerably reduced radiation efficiency.

In practice, large volume flows of sound, e.g., from

a reciprocating engine or a compressor, cannot be

compensated by means of loudspeakers but require

duplicate engines that run at opposite phase.

As a rule, the treatment of a force source requires to

open the transmission path and to insert an element for

the injection of the opposing force. This element may

be a piezo crystal or – for larger deflections at lower

static loads – an electro-dynamical transducer. The

provision of an auxiliary mass for the reaction force

allows for the external application of the actor without

opening the transmission path.

14.3.2 Changing the Impedance

As shown by the examples, the point of intersection

between source and load impedance is not always

clear. It may be positioned very close to the source

before wave propagation starts, or at the connection of

other construction elements so that elements providing

for the transmission loss of structure-borne sound or

for the attenuation of airborne sound are part of the

source. In accordance with the general statement that

sound reduction close to the source is most effective,

the term source impedance covers the wider range

in the following.

The reduction of airborne sound from a low-

impedance source is primarily achieved with massive

walls or stiff enclosures of high impedance. As a rule,

it is limited not only by openings required for heat

transfer, material flow, or manual access, but also by

leakages. If necessary for improved noise control, the

openings must be equipped with silencers and seals.

The reduction of fluid- or structure-borne sound is

achieved by resilient elements, i.e., by low-impedance

elements. They provide for a mismatch with adjacent

elements of high impedance. Resilient elements include

bellows, elastic hangers of pipes as well as single and

multiple (containing massive intermediate elements)

elastic supports for machinery. A speciality is the resil-

ient internal lining of pump casings, originally designed

for protection from corrosion, but also acoustically

very efficient due to reduction of the effective source

impedance.

The elastic support of machinery is always going

along with a resonance of the mass of the machine

and the dynamic stiffness of the elastic support as well

as some effects of connected construction elements.

In general, vibration excitation in the frequency range

of such resonances cannot be excluded. To avoid

unacceptable amplification at the resonances, steel

springs are specially damped while rubber material

usually provides sufficient natural damping.

The position of a machine on a cantilever beam,

a thin floor, or a scaffold is often affected by a consid-

erable load admittance. In these cases, the insertion

of a resilient support is not very effective unless

the foundation impedance is increased by stiffeners,
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additional supports, or additional massive elements.

All of these measures are usually applicable in plants.

For vehicles, however, which require a low-weight

construction, stiffeners can be applied exclusively.

Since such elements are not reacting as compact

elements in the entire frequency range of interest,

noise control in vehicles is generally more difficult.

14.3.3 Isolation, Detuning and Damping
of Resonators

Occasionally, equipment or parts of it radiate sound

without being necessarily connected to the sound

source, e.g., the instrument control board of a com-

pressor station [13] or the noise barrier on a railway

bridge. In such cases, noise control can be achieved by

spatial separation or by transmission loss of structure-

borne sound.

The generation of flow-generated pure tones often

depends on particular conditions for the geometry of

the resonator, on the direction of flow, and on the flow

velocity. This is well known from whistling on a key.

Whistling sounds are also generated by machine tools

when holes are close to rotating cutting devices.

Covers on such holes or a reduction in size may

solve the problem.

As a rule, safer and effective measures for a broad

frequency range result from the damping of resonators.

For damping of airborne sound, absorbers are applied as

thin layers in the neck or at the mouth of resonators and

as thicker layers in the volume of resonators or at the

walls of larger spaces. For damping of structure-borne

sound, it is occasionally sufficient to use the viscosity of

air between two metal sheets attached to each other or

separated by a small distance. More efficient are layers

of viscous materials [17].

Circular saw blades represent resonators of high

quality, which are excited to screech noise already

by airflow when idling, but even stronger by mecha-

nical impacts when cutting. The source strength

increases with increasing cutting speed and is parti-

cularly annoying for wood and aluminium material.

Results from investigations on the positioning of the

saw blade in a device self-adjusting to a very small

clearance – similar to the disk brakes on vehicles –

have been successfully demonstrated. However, only

damped compound saw blades represent the state

of- the art [13].
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Road Traffic Noise 15
Thomas Beckenbauer

15.1 Importance of Road Traffic
as Noise Source

Road traffic is the most interfering noise source in

developed countries. According to a publication of

the European Union (EU) at the end of the twentieth

century [1], about 40% of the population in 15 EU

member states is exposed to road traffic noise at mean

levels exceeding 55 dB(A). Nearly 80 million people,

20% of the population, are exposed to levels exceed-

ing 65 dB(A) during daytime and more than 30% of

the population is exposed to levels exceeding

55 dB(A) during night time. Such high noise levels

cause health risks and social disorders (aggressiveness,

protest, and helplessness), interference of communica-

tion and disturbance of sleep; the long- and short-term

consequences cause adverse cardiovascular effects,

detrimental hormonal responses (stress hormones),

and possible disturbance of the human metabolism

(nutrition) and the immune system. Even performance

at work and school could be impaired.

The Green Paper on Future Noise Policy in the EU,

published by the European Commission in 1996 [1],

quoted that the social costs of transport noise range

between 0.2 and 2% of the total GDP of the EU.

A recent study [2] showed that the social costs of

traffic noise amount to approximately 40 billion Euro

per year in the EU. This corresponds to a loss of 0.4%

of the total GDP. Ninety percent of these costs are

caused by road traffic comprising passenger cars and

trucks. Thus, road traffic noise has multiple effects on

both human beings and the society.

Heavy duty vehicles (trucks) radiate non-A-weighted

sound power, which is equivalent to the sound power

of about ten passenger cars at low speeds and four

passenger cars at high speeds.

Moreover, the noise impact of road traffic covers

a large area if no noise control measures are taken.

Provided that sound propagation is not obstructed,

heavily trafficked roads with a volume of more than

100,000 vehicles per 24 h cause equivalent sound

pressure levels during night time in a more than

4 km-wide noise corridor along the roadside, which

exceed 40 dB(A). This value is true for the prevention

of traffic noise in residential areas in Germany at night

and is considered to be an optimum for the reception-

related target of an ambitious future noise policy in

Europe [3].

In future, the traffic volumes for the different trans-

port modes are expected to increase significantly. This

undoubtedly means an increase in the number of noise

sources and in noise emission. Particularly, the traffic

situation in Central Europe suffered a dramatic and

permanent change caused by the fall of the frontiers

with the countries in Eastern and Southeast Europe in

the early 1990s. This region became the most impor-

tant turn-plate for goods and through traffic in Europe.

Since 1997, the goods road traffic volume increased

from 236 billion tkm (freight in tons times distance in

km) to 330 billion tkm in 2004 [4]. For the year 2015, a

growth of more than 40 billions tkm up to 374 billion

tkm is predicted. This corresponds to an increase of

58% in the period from 1997 until 2015. The passen-

ger road transport volume (number of persons times
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distance) will increase as well in this period, certainly

on a lower level of about half of the goods road traffic

volume.

15.2 Noise Emission of Single Vehicles

15.2.1 Terms and Definitions

The technical system “road traffic” is divided into

three subsystems which are directly contributing to

the noise emission of road traffic:

• Vehicle

• Tire

• Road

It is the interaction of the tire rolling on a road

surface which produces noise that can be heard in the

distance. Therefore, it is more reasonable to deal with

the intrinsic sound sources of motorized vehicles that

are:

• Engine

• Powertrain

• Air intake and exhaust gas system

• Tire/road contact

• Incident airflow of the body and of the parts

attached to the vehicle

In order to describe the noise emission of a vehicle,

the above-mentioned sound sources can be combined

in three principal components:

• Propulsion noise

• Tire/road noise (rolling noise)

• Airflow noise

where propulsion is meant to cover engine, powertrain,

air intake, and exhaust gas system. Compared to the

propulsion and the tire/road noise, the aerodynamic

noise which is excited by the incident airflow around

the vehicle body can be disregarded because it does not

dominate the total noise level of passenger cars below

130 kmh and that of commercial vehicles below

100 kmh.

Four main categories of motorized vehicles are

distinguished in this chapter. The main aspects the

categorization is based on are gross vehicle weight

and number of wheels, which cover indirect factors

of the noise emission of single vehicles (see

Table 15.1) as well. From an acoustical point of

view, the driving condition of a vehicle has also to

be taken into account. There are important differences

in noise production, depending on whether a vehicle is

driven at constant or variable speed, whether it runs on

flat or on up- and downhill road. Differences in

sound emission of vehicles driven at conditions other

than the constant speed condition are due to a higher

engine load at a particular ignition rate, lower gear

ratios, and bigger forces on mechanical components.

Concerning measurements of driving vehicles under

well-controlled conditions, two situations are often

distinguished:

• Pass by

• Coast by

The pass-by situation is characterized by the fact

that the engine is on during the passing of the vehicle,

whereas coast by instead indicates the engine-off

situation. According to the measuring configuration

used for statistical pass-by evaluations of single

vehicles which are moving in a steady traffic flow

and the configuration used for acoustic type approval

measurements, the terms pass-by level and coast-by

level are often considered to be specified for a distance

of 7.5 m to the center of the lane and for a height of

Table 15.1 Vehicle categories

Category Name Description Category according to the ECE/EU

type approval procedure

1 Light vehicles Passenger cars, delivery vans up to 3.5 tons, SUVs,

MPVs including trailers and Campmobiles

M1 and N1

2 Medium heavy vehicles Medium heavy vehicles, delivery vans of more than

3.5 tons, buses, touring cars, etc. with two axles and

twin tire mounting on rear axle

M2, M3 and N2, and N3

3 Heavy vehicles Heavy duty vehicles, touring cars, buses, with three

or more axles

M2 and N2 with trailer, M3 and N3

4 Powered two-wheelers Mopeds, tricycles, or quads

(a) with 50 cc L1, L2, and L6

(b) with more than 50 cc L3, L4, L5, and L7
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1.2 m above the lane. Unless otherwise stated, the

terms “pass-by level” and “coast-by level” used in

this chapter fulfill this specification.

15.2.2 Vehicle Noise

In real traffic situations, the propulsion noise covers a

range of about 35 dB [5]. A portion of 15 dB depends

on peculiarities of vehicles which identify the range

from the most silent passenger car to the noisiest truck.

The 20 dB level depends on the engine speed and load

in normal driving condition. The tire/road noise covers

a range of about 35 dB for the speed varying between

10 and 150 km/h. Another ca. 15 dB of noise level

differences are related to the tire/road combination,

thus giving a total dynamic range for the tire/road

noise of 50 dB. Comparing absolute noise levels,

it turns out that tire/road interaction is an important

noise source for almost all vehicles at speeds exceeding

50 km/h. By means of acoustic imaging techniques, it

can be shown that the noise caused by the rolling tire

exceeds the noise from other noise sources by at least

10 dB [6]. Figure 15.1 shows an example of such an

acoustic image taken by means of the microphone array

technique. This is true for passenger cars at high speeds

as well as at low speeds in urban areas.

The sound power level LW is not only a universal

acoustical descriptor for the strength of a noise source

but also allows the straightforward comparison of

the emission potential of different sound sources.

In Fig. 15.2, the A-weighted sound power levels of

tire/road noise, propulsion noise, and the total noise

are plotted versus the speed of the vehicle. On an

average, the curves shown in Fig. 15.2 are valid for

vehicles driving at constant speed on a dry and flat

road surface made of stone mastic asphalt 0/11 or

dense asphalt concrete 0/11 which is not older than

2 years and in good condition. The values are related

to an air temperature of 20�C and are due to the

average European vehicle fleet in different categories.

This means that the light vehicle category 1 is

characterized by using nonstudded tires, an average

tire width of 187 mm, a portion of 19% diesel cars, and

a portion of 10.5% delivery vans. The medium heavy

vehicle category 2 comprises trucks with two axles,

whereas the heavy vehicle category 3 contains trucks

with four axles. The powered two-wheeler category

4 contains 35% motorcycles with illegally replaced

exhaust silencer systems.

The noise produced by motorized vehicles depends

on driving speed, as is clear fromFig. 15.2. However, the

increase of the sound power level with speed is different

for propulsion and for rolling noise. Moreover, the gra-

dient is different for different speed ranges (except for

the propulsion noise of light vehicles). Starting at high

gradients and low speeds, the increase of the sound

power level flattens out with increasing speed.

The noise emission of light motor vehicles is

clearly dominated by the rolling noise, even at low

speeds. In contrast, the total noise emission of duty

vehicles is dominated by propulsion noise at low

Sound pressure level

Length

m

m

dB

H
ei

gh
t

Fig. 15.1 Spatial distribution of the sound pressure level caused by a rolling vehicle in the frequency band between 280 and

4,500 Hz
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speeds. At higher speeds, propulsion noise is slightly

exceeded by rolling noise in category 3. For heavy

vehicles, there is a breakeven point between the sound

power levels of the two noise components at 100 km/h

for medium heavy vehicles and 75 km/h for heavy

vehicles. The higher speed value for medium heavy

vehicles is due to the rolling noise, which is much

lower for this vehicle category (two axles) than for the

other (four axles), whereas the propulsion noise levels

differ by not more than 5 dB. Powered two-wheelers do

not produce a significant portion of tire/road noise; in

other words, the total noise is mainly propulsion noise.

The total A-weighted sound power levels given in

Fig. 15.2 represent average values for the European

vehicle fleet in different vehicle categories. In practice,

the pass-by levels of single vehicles vary more or less

from these average values. Figure 15.3 shows this vari-

ation in terms of relative numbers of vehicles that vary

from the average value by a distinct level difference.

For light vehicles (left), it is clear that 90% show level

differences of not more than �2 dB. Heavy vehicles

yield a slightly bigger variation.

In addition to technical differences between vehicles,

tires, and road surfaces, there are meteorological and

operational factors affecting the noise emission of

vehicles:

• Precipitation yielding wet driving conditions

• Slope of the road yielding an engine load which is

different from that on a flat road

• Operational conditions of the vehicle such as

accelerated motion

According to the findings in [8], the effect of wet

road conditions on vehicle noise is significant. If there

is a closed water film on the road surface, the vehicle

noise levels change substantially at frequencies above

2 kHz. Figure 15.4 shows the spectral level differences

of statistical pass-by levels for light vehicles (vehicle

category 1) between the wet and the dry condition of

a stone mastic asphalt depending on speed. Level

differences are substantially bigger for low speeds

than for high speeds. Accelerating and decelerating

vehicles as well as vehicles driving along ascending

or descending roads produce more propulsion noise

than driving in steady condition and on a flat road,

a b

dc

Fig. 15.2 Total A-weighted sound power level Ltot and sound power levels of propulsion noise and tire/road noise depending on

speed of the vehicle; (a) light vehicles (passenger cars), (b) medium heavy duty vehicles, (c) heavy duty vehicles, and (d) powered

two-wheelers with more than 50 cc cylinder capacity and normal driving condition. All data derived from [7]
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respectively [9]. In recent projects, estimated

corrections DLWP were developed to be applied to

the sound power values for the reference condition

given in Fig. 15.5 [7]. Concerning the correction for

the accelerated driving condition, it is given for mod-

erate maximum acceleration values amax of 2 m/s2 for

vehicle category 1, 1 m/s2 for categories 2 and 3, and

4 m/s2 for category 4. The correction is formulated as

follows in (15.1). In Fig. 15.5a, the factor CP is plotted

against frequency.

DLWP;acc ¼
CP � a for a��1m=s2

CP � a for a <� 1 m=s2

( )
; jaj � amax:

(15.1)

The correction for the road gradient is due to the

change in engine load. Figure 15.5b represents

estimated values for the sound power level difference

DLWP,gradient, depending on the road gradient for dif-

ferent vehicle categories.

Fig. 15.4 Difference of statistical pass-by levels for passenger cars at wet driving conditions with respect to the dry condition

depending on frequency and speed

a b

Fig. 15.3 Percentage vehicles showing a level difference of single pass-bys in dB with respect to the average statistical pass-by

level; (a) light vehicles and (b) heavy duty vehicles
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15.2.3 Tire/Road Noise

Tire/road noise, which is often referred to as rolling

noise, is generated by the tire rolling on the road

surface. Currently, it is the dominant noise compo-

nent of road traffic noise. The road surface as well as

the tire surface distinctly deviate from ideally flat

and perfectly smooth surfaces. Both the roughness of

the road surface and the tread pattern of the tire cause

a local deflection of the tire and thus time, varying

contact forces between the tire and the road. These

dynamic contact forces are responsible for the exci-

tation of vibrations of the tire structure. A portion of

the tire vibrations is radiated as noise. Dynamic

contact forces can also be due to inhomogeneities,

imperfections, and defects of the tire structure or

stick-slip and stick-snap effects. Thus, both radial

and tangential contact forces have to be taken into

account. As a rule of thumb, one can summarize that

tire vibrations mainly influence the tire/road noise

below 1 kHz [10–15]. Aerodynamic sources within

the tire/road contact provide a second and quite

important noise component. However, source

description as well as sound radiation of these

sources is currently not well known or explained in

different ways unlike noise generation, which is

caused by mechanical processes. Currently, there is

a general agreement that, during rolling, a portion of

the air in the vicinity of the tire/road contact is

pumped out at the leading edge and sucked in at the

trailing edge. Accelerated air flow which is due to

this air pumping mechanism is assumed to cause

significant sound power levels. More details on first

attempts at describing the aerodynamic processes

can be found in [16–19].

The radiation of tire/road noise is closely connected

to the boundary between the flat road and the pressed-

on curved tire. The tire and the road surface form a

horn which amplifies the radiation of tire/road noise.

However, this so-called horn effect depends on the

textural and acoustic properties of the road surface.

This aspect is extensively described in [20] and [21].

In Fig. 15.6, important facts concerning the radiation

of tire/road noise are exhibited. Horn amplification,

i.e., the level difference between the sound pressure

levels occurring at certain distances between the sound

source with and without the tire placed on the road

surface, is substantially dependent both on frequency

and receiving angle (Fig. 15.6b). Despite the fact

that the horn is open at its lateral endings, the horn

amplification is quite effective, yielding values of up

to 20 dB. Conversely, it is also quite sensitive as

regards the properties of the road surface. The rough-

ness of the road surface, i.e., the road surface texture,

makes the tire lift off the reflecting plane, thus reduc-

ing the horn amplification significantly, as can be seen

in Fig. 15.6c. On rough surfaces with bigger distances

between the tire and the road, the horn amplification is

not as effective as on smooth ones. A target-oriented

measure to reduce the horn amplification is the appli-

cation of sound-absorbing road surfaces. Figure 15.6d

shows that the horn amplification can be reduced

Fig. 15.5 (a) Coefficient CP applied to the correction for accelerating vehicles depending on frequency; (b) sound power level

difference DLWP,gradient giving the correction for varying road gradients
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significantly to 7 dB, assuming a sound absorption

coefficient of 1 in the respective frequency band.

Figure 15.7 shows the effect of road surface rough-

ness on tire/road noise. The figure summarizes the

texture magnitude spectra of the roughness of typical

impervious rigid road surfaces tending to more convex

texture shapes (a) or more concave texture shapes (b).

On the right, the corresponding spectra of the coast-by

noise for an average passenger car tire at 80 km/h can

be seen. The acoustical level difference around 1 kHz

is in both cases not more than 5 dB, whereas the

maximum roughness differs by 15 dB on a logarithmic

scale for the surface dressings and by 9 dB for the hot

rolled surfaces. This means that only a small part of

the pavement roughness is acoustically effective.

In other words, the tire only perceives a portion of

the roughness when rolling on the surface. This

signifies that there is no linear relation between road

surface roughness and generated tire/road noise [22].

The shape of the roughness of the road surface is

determined by the method of laying and the kind of

surface treatment of the bituminous or cement-based

surface course. Surface dressings applied on mastic

asphalt, exposed aggregate cement concrete, and

some types of road surface maintenance measures

which are intended to improve the skid resistance of

a surface course clearly lead to convex shapes of the

texture. Single mineral grains form raised roughness

elements which are separated by pits of finer material

and binder, thus forming small hills and dales. In

contrast, hot rolled road surfaces like stone mastic

asphalt, asphalt concrete, or porous asphalt tend to

more concave texture shapes. This shape is characterized

by a plateau-like surface which is interspersed with

small dents and ducts. According to the findings in

[23], the shape can be quantified by means of the

shape factor g which takes values between 0 and 1.

Clearly, convex texture shapes take values of up to

60%; definitely, concave texture shapes take values of

clearly more than 60%. Both the grain size distribution

a b

c d

Fig. 15.6 (a) Co-ordinate system for measurement points at different angles outside the tire plane; (b) horn amplification for

different receiving angles at 1.2 m over ground and 7.5 m distance from the center of the tire/road contact; (c) average horn

amplification for different distances between tire and road; and (d) horn amplification due to the horn effect for a tire placed on an

sound absorbing surface. All figures taken from [21]
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of the mineral aggregate and the surface treatment

directly affect the texture of a road surface and the

generation of tire/road noise.

Acoustical and mechanical impedance of a road

surface are two additional parameters which affect

tire/road noise considerably. Road surfaces which

show a void content of more than 8% by volume

yield an absorption coefficient that is clearly greater

than 0.1. Depending on frequency, the absorption

coefficient can rise up to 1 when the void content is

greater than 20% by volume. Figure 15.8 shows the

absorption coefficient depending on frequency for

three different sound absorbing road surfaces. Sound

absorption of a road surface affects both horn amplifi-

cation and sound propagation. This means that sound

absorption causes an add-on reduction of tire/road

noise independent of the texture; this holds not only

for sound propagation but also for the noise emission

of a single tire. In Fig. 15.9, the third-octave band

spectrum of the mean coast-by levels LpAF for 12 car

tires measured at a speed of 80 km/h on surfaces with

different textures, void content, and sound absorption

a

c d

b

Fig. 15.7 Typical texture spectra (left) and coast-by level spectra (right) in third octave bands for dense road surfaces; upper row

surface dressings with different stone size distributions; lower row hot rolled asphalt 0/8, SMA: stone mastic asphalt and AC: asphalt
concrete. Shape factors g as indicated in the legends. R: rms value of the surface roughness depth in the respective wavelength band,

and l: wavelength of the surface roughness
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coefficients are shown. Comparing a surface dressing

with maximum aggregate size of 8 mm (SD 0/8), the

spectra for (a) a dense surface with the same maximum

aggregate size but different shape of the surface rough-

ness (convex: surface dressing SD 5/8, concave:

stone mastic asphalt (hot rolled) SMA 0/8), (b) a thin

(2.5 cm thickness) hot rolled porous layer (TL 0/8),

(c) a single layer porous asphalt (PA 0/8), and (d) two-

layer porous asphalt (2PA 0/16-0/8). Since maximum

aggregate size is always 8 mm, the influence of

different textures and absorption characteristics can

be seen quite clearly. The inserted graphics typify

the texture and void structures of the road surfaces.

Tire/road noise is not merely a matter of road

surface characteristics but also of the tire properties.

The vibroacoustic characteristics of tire construction

and tread compound and, mainly, the three-

dimensional tread form, i.e., the tire texture, are con-

sidered to be important for tire/road noise emission. In

Fig. 15.10, taken from [22], the coast-by levels of

a representative set of 12 car tires (year 1997) of

different brands, operation purposes (summer and

winter), and widths as well as three different truck

tires for different purposes (trailer, traction, and

mud + snow) are plotted for different speeds versus

various representative road surfaces. The first group of

road surfaces on the left comprises four pavements

made from a porous compound with different thick-

ness and void content. The fifth pertains to a surface

according to ISO 10844 [23] which is stipulated for car

and tire type noise approval testing. The following

three groups of surfaces comprise pavements, each

made from the same type (hot rolled asphalt, surface

dressing, and mastic asphalt) but with varying maxi-

mum aggregate size and thus showing different

textures, varying from fine (1 or 3 mm maximum

aggregate size) to coarse (8 mm maximum aggregate

size). The level differences of the tire/road noise

caused by different tires are significant. Concerning

the car tires, the level range due to the tire is up to

8 dB. However, the dynamic of the road surface is

even bigger. A level range of up to 13 dB reveals the

noise reduction potential of the road surface.

Except for the porous road surfaces, the ranking of

the car tires is irrespective of the speed. A “noisy”/

”quiet” tire at low speed remains a “noisy”/“quiet” tire

at high speed. The level range due to the car tire

decreases slightly with increasing speed, which is

due to the fact that air flow-related tire/road noise is

less influenced by tire properties, shows a higher speed

exponent and therefore becomes more dominant at

higher speeds. Porous sound-absorbing road surfaces

yield the lowest level differences between different

tires, particularly at higher speeds. Truck tires of

different types also behave in a varying manner.

a

b

c

Fig. 15.8 Sound absorption coefficient a depending on fre-

quency of (a) 2.5 cm thin noise reducing stone mastic asphalt

with 12 Vol% void content, (b) 4 cm thick single layer open

porous asphalt, and (c) 7 cm thick double layer open porous

asphalt
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In general, tires being designed for the use on the

steering axle of the tractor or on trailers reach the

lowest noise levels. Truck tires with a pronounced

block tread profile such as tires for the driving axle

or mud + snow tires are much more noisy, indepen-

dently of the road surface, except for the sound absorb-

ing pavements. Therefore, porous road surfaces

represent the only noise control measure referring to

road construction, which is able to reduce significantly

the tire/road noise of such truck tires.

15.2.4 Aerodynamic Noise

Aerodynamic noise is due to turbulent airflow and

pressure fluctuation around exterior components of

a b

c d

Fig. 15.9 Third-octave band spectra of mean coast-by levels LpAF for car tires measured at v ¼ 80 km/h on surfaces with different

texture and sound absorption. (a) dense surfaces with the same maximum aggregate size but different shape of the surface roughness

(convex: surface dressing SD 5/8, concave: stone mastic asphalt SMA 0/8), (b) thin hot rolled porous layer with 18 Vol% void

content (TL 0/8), (c) single-layered porous asphalt with 26 Vol% void content and 4 cm layer thickness (PA 0/8), (d) double-layered

porous asphalt with 27 Vol% void content and an overall layer thickness of 7 cm (2PA 0/16-0/8)
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Fig. 15.10 Coast-by levels of 12 car tires and three truck tires for different speeds and road surfaces. a, c, and e car tires at 50, 80,

and 120 kmh; b and d truck tires at 50 and 80 kmh. The road surfaces from the left hand to the right: two-layer porous asphalt (7 cm
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the vehicle body and attached parts; it is an important

component of a vehicle’s exterior noise at high driving

speed v. Various types of aerodynamic noise sources

are involved in the generation of exterior airflow noise

[24, 25]. Due to the large velocity exponents, the

sound power of these noise sources (proportional to

about v5 up to v6) increases rapidly with driving speed.

However, within the permitted speed range of cars and

heavy vehicles aerodynamic noise plays a role only at

the highest speed limits that vehicles are permitted to

drive at and hardly surpasses the tire/road noise

(except for the unlimited driving speed for cars in

Germany, where aerodynamic exterior noise can play

an important role above 130 kmh).

The main vehicle components and attaching parts

leading to aerodynamic noise are:

• Wheel houses

• Front vehicle

• A-pillar with the drip rail

• Exterior rear view mirrors

• Wind-shield wipers

• Rod antenna

Figure 15.11 shows the spectra of the airflow noise

of a car measured in an acoustic wind tunnel. The

microphone was positioned outside the airflow lateral

to the vehicle body. They reflect representatively the

spectral distribution and the magnitude of aerody-

namic noise of cars at different speeds.

15.3 Limit Values for the Noise Emission

Three technical principles can be identified that are

available to minimize noise impact on the receiver:

avoidance or minimization of noise generation, reduc-

tion of noise along the propagation path by means of

noise screens, and reduction of noise at the receiver

applying sound insulation measures. In order to ensure

a given level of environmental protection against

noise without causing economic damage, an adequate

system of regulations has been established in most

of the industrialized countries. In order to limit the

impact of noise sources as well as to reduce potential

public economic efforts which might be necessary

to take secondary noise protection measures, the

regulations are aimed mainly at limiting environmental

noise at the source. The noise of motorized vehicles is

determined by the propulsion noise and the noise

generated by the dynamic tire/road contact. The tire/

road noise itself depends on both the acoustical

properties of the tire and of the road. Vehicles and

tires are subject to type approval procedures that stipu-

late in legal descriptions strict limit values for noise

emission. However, there is a lack of harmonized and

effective directives for the assurance of the acoustical

quality of road surfaces, so far. This means that the road

traffic system suffers from a systematic gap

incorporated in the noise control of road traffic. In the

following chapters, the current noise limit values are

highlighted with regard to the measuring procedures.

15.3.1 Motor Vehicles

In Europe, control of motor vehicle exterior noise is

realized by type-approval procedures. Each new type

Fig. 15.10 (Continued) overall thickness, 27 Vol% void content); single-layer porous asphalt (4 cm thickness; 26 Vol% void
content); single-layer cement concrete asphalt (8 cm thickness; void content � 22 Vol%); thin porous layer (2.5 cm thickness,
18 Vol% void content); ISO surface; hot rolled asphalt mixes with 1, 3, 5, and 8 mmmaximum aggregate size; surface dressings
on asphalt with 1, 3, 5, and 8 mm maximum aggregate size; and mastic asphalt with surface treatment using 3, 5, and 8 mm
maximum stone size

Fig. 15.11 Measured A-weighted sound pressure levels of the

aerodynamic noise of a car in a laminar (acoustic) wind tunnel,

distance: 7.5 m
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of vehicle which is to be introduced into the market

must fulfill the requirements published in legal

provisions. Acoustical requirements introduced in the

EU in 1970 are part of these regulations. Since 1970,

the limit value for the noise emission of passenger cars

has been lowered by 8 dB(A), by 11 dB(A) for heavy

trucks (more than 150 kW engine power), and by

2–6 dB(A) for motor cycles, the latter depending on

the engine power.

The noise limits as well as the measuring

procedures which are related to the driving noise and

the stationary noise are recorded in the following EU

directives.

This directive has been amended several times.

• 70/157/EEC Driving noise and stationary noise of

passenger cars and trucks as well as the noise

of compressed air that is released over a control

valve [26].

• 77/212/EEC Replacement of the vehicle categories

and introduction of reduced limit values for the

noise level [27].

• 81/334/EEC Amendment of the method of measur-

ing the noise of moving and stationary vehicles in

order to bring them more into line with real

operating conditions [28].

• 84/372/EEC Amendment of the method of measur-

ing the noise emitted by high-performance vehicles

and vehicles with automatic transmission equipment

with a manual override, in order to bring them more

into line with actual operating conditions [29].

• 84/424/EEC Replacement of the limit noise level

values in force by lower ones for every category of

vehicle [30].

• 92/97/EEC Comprehensive amendments by reduc-

ing the limit noise level values for each category of

vehicle and by improving the test method for high-

powered vehicles; because this type of vehicle had

been found as being increasingly designed so as to

produce a higher ratio between engine power and

vehicle mass and the curve representing the torque

as a function of engine speed had been modified to

produce greater motive force at low engine speed,

these new designs consequently gave rise to greater

use of gear ratios in urban traffic and had a major

influence on the noise emitted by the mechanical

parts as compared with road noise [31].

• 2007/34/EEC Introduction of a new test cycle that

brings the driving conditions for carrying out the

noise test closer into line with real-life driving

operations. The new test cycle is described in

UN/ECE Regulation No 51, 02 series of

amendments [32].

• 97/24/EEC Directive on certain components and

characteristics of two- or three-wheel motor

vehicles [33].

No modifications have been applied so far to this

directive with respect to the permissible noise levels

and the measuring procedure.

Table 15.2 contains a complete list of the current

(2009) noise limit values.

For vehicles with a maximum permissible mass of

over two tons designed for off-road use, the limit

values are increased by 1 dB(A) if their engine

power is less than 150 kW and 2 dB(A) if their engine

power is 150 kW or more.

In Fig. 15.12, the history of the permissible noise

levels of motor vehicles since 1970 is shown. Time

stamps and slopes of the curves mark the year of adop-

tion, the transitional period, and the year the limit

values came into force, according to the respective

EU directive (Table 15.3). The noise-limiting values

described in the previous paragraphs are linked to

specified measuring procedures. For passenger cars as

well as for trucks with a gross vehicle weight of not

more than 3.5 t, the vehicle is moved at a constant

speed of 50 kmh. As soon as the vehicle reaches line

AA0, it is accelerated at full throttle. This driving con-

dition is retained as long as the vehicle has entirely

passed line BB0. Cars with a manually operated gearbox

and four forward gears at most are tested in the second

gear. If such a vehicle is configured with more than four

forward gears, it is successively tested in the second and

the third gear. Vehicles with automatic transmission

equipped with a manual override are tested with the

selector in the normal driving position (“D”).

In principle, heavy duty vehicles with more than

3.5 t gross weight are tested the same way. The velocity

of the vehicle at line AA0 depends on the gear under test
and the nominal rotation speed of the engine. The gear

has to be selected in such a way that the nominal

rotation speed can be attained within the measuring

track between the lines AA0 and BB0 without activating
the rotation speed limiter. The measuring method with

acceleration at fully opened throttle between the lines

AA0 and BB0 described for motor vehicles is also true

for two-wheelers and three-wheel mopeds or tricycles.
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However, initial speed and gear selection depend on the

type of the gearbox (manual or automatic) as well as

the possible gear ratios, the cylinder capacity, and the

maximum road speed of the vehicle under test. The

method of measurement for two-wheel mopeds is

described in annex II of the EU directive 97/24/EEC

[33]. Motorcycles are dealt with in annex III and three-

wheel mopeds and tricycles in annex IV.

Table 15.2 Vehicle noise limit values cars and trucks

Vehicle category Noise level

limit

Passenger cars with not more than nine seats including the driver’s seat

Direct injection diesel engine 75 dB(A)

All other engines 74 dB(A)

For vehicles in this category, equipped with a manually operated gear box having more than four forward

gears andwith an engine developing a maximum power exceeding 140 kW/t and whose maximum

power/maximum mass ratio exceeds 75 kW/t, the limit values are increased by 1 dB(A) if the speed

at which the rear of the vehicle passes the line BB’ in third gear is greater than 61 kph.

Passenger cars with more than nine seats including the driver’s seat and a maximum permissible mass

of more than 3.5 t

Engine power < 150 kW 78 dB(A)

Engine power �150 kW 80 dB(A)

Passenger cars with more than nine seats including the driver’s seat and trucks

Maximum permissible mass �2 t

Direct injection diesel engine 77 dB(A)

All other engines 76 dB(A)

Maximum permissible mass > 2 t and � 3.5 t

Direct injection diesel engine 78 dB(A)

All other engines 77 dB(A)

Trucks with a maximum permissible mass of more than 3.5 t

Engine power < 75 kW 77 dB(A)

Engine power � 75 kW and < 150 kW 78 dB(A)

Engine power � 150 kW 80 dB(A)

Compressed air noise 72 dB(A)

Fig. 15.12 History of the

permissible noise levels of

motor vehicles
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The specific vehicle noise level is defined as the

overall maximum pass-by noise level measured at two

microphone positions, one on each side of the vehicle,

at 7.5 m distance to the center line, and a height

of 1.2 m above the surface of the driving lane.

Figure 15.13 shows the configuration of the test

track. The noise of the stationary vehicle is also

discussed in the EU directives. It is measured at

nearfield positions of the microphone with respect to

the outlet of the exhaust silencer. However, there are

no permissible noise level values the measured noise

levels are compared with. The maximum measured

sound pressure level is registered in the type approval

certificate, thus facilitating subsequent noise tests on

vehicles in use. The configuration of the measurement

is shown in Fig. 15.14.

For the type approval test of the stationary car or

truck, engine speed must be stabilized at 75% of the

speed at which the engine develops rated maximum

power. For mopeds, motorcycles, and three-wheelers,

the conditions of the engine operation are different.

When constant engine speed is reached, the throttle

must be rapidly returned to the idling position. The

maximum noise level during the constant engine speed

and the entire deceleration period is taken as the test

result. The noise that is caused by the activated air

pressure valve of the braking system of heavy vehicles

and the all-around noise is measured according to the

configuration shown in Fig. 15.15, where microphone

positions 2 and 6 are used for the braking noise.

The highest noise level value measured at these two

positions is taken as the test result. The levels

measured at all of the eight positions are used

to determine the all-around noise of the stationary

vehicle. This test is not mandatory for type approval

but is required for the labeling of “low noise vehicles”

which, for instance, get special concessions in alpine

transit transport.

15.3.2 Tires

Since 2001, tires are subject to separate permissible

noise levels. Limiting values as well as the measuring

procedure are governed by the EU directive

Table 15.3 Vehicle noise limit values two- and three-wheelers

Vehicle category Noise level limit

Two-wheel mopeds

vmax � 25 kmh 66 dB(A)

vmax > 25 kmh 71 dB(A)

Three-wheel mopeds 76 dB(A)

Motorcycles

cc � 80 cm3 75 dB(A)

80 < cc � 175 cm3 77 dB(A)

cc > 175 cm3 80 dB(A)

Tricycles 80 dB(A)

Fig. 15.13 Configuration of

the test track for the type

approval testing of moving

vehicles
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2001/43/EEC [34]. In Table 15.4, the current noise

limit values for tires are given. The interim noise

limit values are subject to an ongoing discussion

about a tightening of the limit values since 2004.

Tires are tested by means of a coast-by noise mea-

surement. The test track configuration for the type

approval testing of tires agrees with that used for the

type approval testing of vehicles, which is shown in

Fig. 15.13. When the front end of the test vehicle has

reached the line AA0, the vehicle’s driver must have

put the gear selector in neutral position and switched

off the engine. The test vehicle speeds shall be within

the range from 70 to 90 kmh for class C1 and class C2

tires and from 60 to 80 kmh for class C3 tires. As test

result, the maximum noise level measured as the

vehicle is coasting between lines AA0 and BB0 is

Fig. 15.14 Microphone positioning for the type approval testing of the stationary vehicle
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taken. The average value at the speed of 80 kmh for

class C1 and class C2 tires and the speed of 70 kmh for

class C3 tires, which is derived from a regression

analysis of all single measuring results, is compared

with the limit value.

15.3.3 Road Surfaces

The type approval test for vehicles and tires are

performed on a test track paving, whose civil engi-

neering and acoustic properties agree with ISO 10844.

In most cases however, normal road surfaces show

a different acoustical behavior, leading to different

tire/road noise levels. Different acoustical behavior is

related to different civil engineering properties of the

road pavement. These differences may be either due to

the type of road pavement or due to different quality

of the road pavement of the same type. Up to now,

neither coordinated international legal regulations nor

voluntary quality assurance measures concerning the

noise-related properties of road surfaces have been

established. This represents a systematic gap within

the permissible noise level scheme for the road traffic

noise sources consisting of the vehicle, the tire, and the

road surface. Within the framework of the EU project

SILVIA [35], a first attempt was made to outline a type

approval test procedure for road pavings.

15.3.4 Additional Regulations for Road
Traffic

In contrast to the vehicle, the road traffic itself can be

seen as noise source. Primary noise control measures

aim at limiting the speed or limiting the traffic volume

or the traffic mix, respectively. Both are the responsi-

bility of the local road authorities. Limiting the traffic

volume and traffic mix by imposing a ban on driving

during night time became an effective noise abatement

measure in two European countries, Austria and

Switzerland. A ban on driving on Sundays and public

holidays is not primarily intended to reduce traffic

noise. Most of these regulations allow for restrictions

of heavy vehicle traffic. Table 15.5 gives an overview

of driving regulations concerning ban on driving in

Europe. Another legal measure to reduce the noise

impact caused by road traffic is the limitation of the

driving speed. Initially, speed limits were intended to

safeguard road users from severe accidental damages,

yet today they also serve as noise controls. Typically,

the sound power of the tire/road noise of passenger

Fig. 15.15 Microphone positioning for the measurement of the

compressed air and all around noise

Table 15.4 Tire noise limit values

Tire class Nominal section width w (mm) Current noise limit value in dB(A) Interim noise limit values in dB(A)

Passenger car tires

C1a w � 145 72 70–71

C1b 145 < w � 165 73 71–72

C1c 165 < w � 185 74 72–73

C1d 185 < w � 215 75 74

C1e w > 215 76 75

Commercial vehicle tires with load capacity index in single formation � 121 and speed category symbol � “N”

C2 normal 75

C2 winter (M + S) 77

C2 special 78

Commercial vehicle tires with load capacity index in single formation � 121 and speed category symbol � “M” or commercial

vehicle tires with load capacity index in single formation � 122

C3 normal 76

C3 winter (M + S) 78

C3 special 79
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cars increases by the power of 3.2. This means that a

reduction of the driving speed by 20%, e.g., from 100

to 80 kmh, results in a noise level reduction by 3 dB.

15.3.5 Comparison with Real Traffic
Situations

Results of a comprehensive investigation on the noise

of vehicles in real road situations have been published

in [36]. Figure 15.16 shows the pass-by noise of

vehicles in free rolling condition on road surfaces

made of asphalt concrete with 11 mm maximum

aggregate size (AC 0/11), depending on the speed.

The diagrams show runs of functions which are

derived from a great deal of measurements of the

pass-by level, recorded at 7.5 m distance and 1.2 m

height above the road surface. The functions are set

up for different vehicle categories. Because this

measurement campaign was performed in the past in

a similar manner it is possible to compare the noise

production of vehicles depending on the year of regis-

tration. As can be seen in Fig. 15.16, the noise produc-

tion of vehicles did not really differ over the years as

regards the reduction of vehicle noise in real road

situations. Contrary to the development of the noise

limiting values for the type approval of vehicles,

almost no reduction of the vehicle noise can be noticed

in real traffic situations. There is absolutely no differ-

ence between the groups of passenger cars registered

at different years. Whereas only a moderate relief of

some 2 dB(A) could be gained for light duty vehicles,

a clear level difference of 4–5 dB(A) could be

achieved for heavy duty vehicles. However, it is

restricted to the speed range below 60 kmh. This

situation is due to the fact that the acoustic type

approval testing procedure for vehicles causes an

overemphasizing of propulsion noise. The tire/road

noise, which is most important for the noise of the

Table 15.5 European countries with general ban on driving regulations (those which have none are not shown in the table)

Country Road categories Gross vehicle weight Sundays and public

holidays

Night time

every day

Austria Motorways >7.5 t and trucks with trailer >3.5 t Saturday 15–24 h

Sunday/Holiday 0–22 h

22–5 h

Czech

Republic

Motorways and state roads >7.5 t and trucks with trailer >3.5 t 0–22 h

Croatia State roads without

motorways

>7.5 t and all trucks with more

than 14 m total length

Friday 16–23:00 h

Saturday 5–14 h

Sunday/Holiday 12–23 h

France All >7.5 t 22–22 h

Germany All >7.5 t and all trucks with trailer 0–22 h

Hungary All >7.5 t 8–22 h

Italy All >7.5 t June–September 7–24 h

Remaining period 8–22 h

Liechtenstein All >3.5 t except for Campmobiles 0–24 h

Luxemburg Trunk roads Previous day: 21:30–24 h

Sunday/Holiday

0–21:45 h

Poland All >12 t Previous day: 18–22 h

Sunday/Holiday 7–22 h

Romania Motorways and important

state roads

>7.5 t Differentiated regulations

Slovakia Motorways and state roads >7.5 t 0–22 h

Slovenia Motorways and trunk roads >7.5 t and all trucks with more

than 14 m total length

Sunday/Holiday 8–22 h

Switzerland All > 3.5 t except for Campmobiles 0–24 h 22–5 h

Turkey Main roads All trucks 7–10 h

17–22 h
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freely rolling vehicle, is irrelevant in the type approval

testing. The coming into force of the EU directive for

the acoustic type approval testing of tires in 2001 is

expected to improve or resolve this unfavorable situa-

tion. However, a sustainable formulation of the noise

limiting values is needed as well.

15.4 Measurement of Road Traffic Noise

Measurements of road traffic noise are not intended to

record the noise of single vehicles or even particular

noise sources of vehicles but to assess the over-all

noise of the traffic on a road. This purpose leads

directly to some restrictions and imponderable effects

on the results of such measurements. In order to be able

to compare the results from different measurements, it

is important to know the conditions on which the

measurements are based; the following data are needed

in any case:

• The number of vehicles

• The driven speed

• The type and condition of the road surface

• Meteorological data

• The influences on sound propagation and the dis-

tance to the road

a b

c d

e

Fig. 15.16 Pass-by noise of various vehicles depending on speed and on the year of registration
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Especially, meteorological conditions play an

important role in measurements at great distances to

traffic facilities. Wind direction, wind speed, and ther-

mal layering in the air depending on the time of day

have influence on the amount of noise impact at

a receiver point. At great distances of several 100 m,

the measured sound pressure levels can vary by

20–30 dB on account of varying meteorological

conditions. Therefore, meteorological data need to be

collected in addition to the acoustical ones. In general,

the reproducibility of measuring data is significantly

improved if measurements are carried out at meteoro-

logical conditions that are favorable for sound propa-

gation, like downwind conditions (light wind blowing

from the road to the receiver point) or inversion.

15.4.1 Indirect Determination of Road
Traffic Noise

Reference and limit values for the noise impact caused

by road traffic are related to the equivalent sound

pressure level LAeq for given time periods in most of

the guidelines and legal regulations concerning noise

control of road traffic noise. One option to determine

LAeq values is to measure the noise of single vehicles

at the roadside and to calculate the LAeq based on

the maximum sound pressure level, the speed of the

different vehicles, and the distance between the lane

and the receiver position. The LAeq values for given

time periods, locations, and road traffic scenarios are

derived then from the measured parameters. Due to the

fact that the LAeq is not measured directly, this method

is called indirect determination of road traffic noise.

This method is also described in Sect. 18.2 in

connection with the determination of air traffic noise.

Thus, the basic approach and the formulas are

comparable.

The equivalent sound pressure Leq level caused by a

single vehicle passing by at a vertical distance dwithin

a time interval of 1 h is defined by:

Leq;1veh;1 h ¼ 10 lg
1

3; 600 s

ðþ1

�1

pðtÞ2
p02

dt

0
@

1
AdB, (15.2)

where p(t) is the sound pressure at the receiver point

depending on time. An example for the time response

of the sound pressure level of a single vehicle passing

by is shown in Fig. 15.17.

At a vertical distance dm of 7.5 m, the maximum

sound pressure level Lmax,7.5m of the single pass-by

is measured. During the pass-by of a vehicle the dis-

tance r between the vehicle and the receiver point

varies with time thus causing a time dependent sound

pressure p(t) which is measured at the receiver point.

The geometrical definitions are shown in Fig. 15.18.

Provided that no additional damping and no directivity

of the sound source have to be considered, p(t) follows

the distance law:

Fig. 15.17 Time response of the sound pressure level of a

single car passing by

Fig. 15.18 Co-ordinates for the indirect determination of traffic noise
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pðtÞ
pdm

¼ dm
rðtÞ ; (15.3)

with

x ¼ xðtÞ ¼ vt; (15.4)

and

rðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2t2 þ d2

p
; d ¼ const: (15.5)

p(t) gets

pðtÞ ¼ pdm
dmffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

v2t2 þ d2
p : (15.6)

Consequently, the equivalent sound pressure level

Leq can be derived from the maximum sound pressure

level Lmax,7.5m for single pass-bys as follows:

v ¼ dx

dt
; dt ¼ dx

v
; v ¼ const: (15.7)

Leq;1veh;1h ¼ 10 lg
1

3;600s

p2dm
p20

d2m
v

ðþ1

�1

1

x2þd2
dx

0
@

1
AdB;

(15.8)

ðþ1

�1

1

x2 þ d2
dx ¼ 1

d
arctg

x

d

���þ1

�1
¼ p

d
; (15.9)

Leq;1 veh;1 h ¼ 10 lg
1

3; 600 s
10

Lmax;7:5m
10 dB

� �
dm

2

v

p
d

� �
dB:

(15.10)

With dm ¼ 7.5 m and v in kmh it gets

Leq;1 veh;1 h ¼Lmax;7:5m � 7:5 dB

� 10 lg
v

1 km=h

� �
dB� 10 lg

d

1m

� �
dB:

(15.11)

To be more precise, the damping caused by sound

absorption in the air and ground attenuation which in

turn depend on the distance between source and

receiver, must also be taken into account. Moreover,

these additional dampings depend on frequency as

well resulting in a more complex relation between

the Lmax,7.5m and the Leq,1veh,1h than that given in

(15.11). In terms of A-weighted sound pressure levels,

the spectral emphasis of road traffic noise is close to

1 kHz on free noise propagation conditions. Based on

this assumption, the German guidelines for noise

control at roads [37] provide the following equations

for the noise attenuation Ds, which is due to distance

and air absorption and the ground attenuation DBM.

The relations are true for long and straight roads.

Ds ¼ 15:8 dB� 10 lg d=1mð ÞdB� 0:0142d0:9;

(15.12)

DBM ¼ �4:8 exp � hm
d

8:5þ 100

d

� �1:3
 !

; (15.13)

where hm is the mean height between the road and the

receiver point.

To take d ¼ 25 m and hm ¼ 2.25 m, which results

from a source height of 0.5 m and a receiver height of

4 m, as an example and substituting the distance term

�10 lg(d/1 m) dB in (15.11) for the sum of (15.12)

and (15.13), the Leq,1veh,1h is

Leq;1veh;1h ¼ Lmax;7:5m�10 lg
v

1km=h

� �
dB�21:5dB:

(15.14)

For the rating of the noise impact caused by

road traffic, the long-term equivalent sound pressure

level is an important quantity. This means that

measurements have to be repeated at different times

of the day and on different days. The German standard

DIN 45642 describes an appropriate procedure [38].

The traffic situation has to be observed very carefully.

If there is a traffic jam within the local road network

during the measurements, the lack of vehicles on the

road under investigation could distort the measuring

result.

15.4.2 Direct Determination of Road
Traffic Noise

Another option to determine the noise impact of road

traffic on a particular receiver point is to directly

measure the equivalent sound pressure level LAeq
which is caused by the road traffic. This alternative is
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restricted to situations where the road under investiga-

tion is the only or dominating sound source affecting

the receiver point. However, such a measurement is

typically highlighting, but not representing the noise

situation. This means that either the road traffic, mete-

orological conditions, and the condition of the road

which were found during the measurements have to be

described very carefully or the measurements must be

carried out either over a long period or repeatedly to

cover different meteorological and traffic conditions.

Conversely, measuring the equivalent sound pressure

level directly is the simplest way to characterize the

noise situation.

Measuring the traffic noise impact in front of

buildings or rooms needs to take care of reflections

caused by walls or windows next to the microphone,

which affect the measuring results. In order to avoid

these influences, the microphone is often placed

at a distance of 0.5 m in front of the open window

(Fig. 15.19a). In this case, the measured LAeq value

is comparable to that measured under free-field

conditions. In ISO 140–5 [39], two measuring

procedures are described which allow to quantitate

the sound pressure level of road traffic noise with the

window closed or in front of the façade. In this case,

a free-field correction has to be applied to the measur-

ing result of the LAeq. Using the method whereby the

microphone is mounted directly on a sound reflecting

surface like the glass pane of a window (Fig. 15.19b),

6 dB shall be subtracted from the measuring result.

When the microphone is mounted at a distance from

the sound reflecting surface, the free-field correction

is �3 dB. In order to avoid spectral distortion, the

dimensions of the sound reflecting surface must be

homogeneous and large compared to the distance

between the microphone and the surface. In general,

glass panes of windows are too small to meet this

requirement.

15.5 Calculation of Road Traffic Noise

The sound pressure level of road traffic noise

fluctuates strongly with time. The strength of the

noise impact can thus only be described by statistical

quantities like exceedance levels or mean levels over

time. Most of the noise control regulations distinguish

between the time intervals “Day,” which is 6 a.m. until

a b

c

Fig. 15.19 Measuring

procedures of road traffic

noise
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10 p.m. and “Night” from 10 p.m. until 6 a.m. The so

called rating levels, i.e., equivalent sound pressure

levels for these time intervals corrected for local

characteristics of the road traffic situation, are calcu-

lated based on nationally stipulated calculation

procedures for road traffic and are compared with

legal noise limit values or guidance levels.

Various simplified as well as advanced calculation

schemes are in use in different countries or have been

developed in international projects. Although one may

assume that each scheme is validated, one observes

big differences between calculated results for identical

situations due to the different levels of detail,

approximations, and assumptions. Differences up to

6 dB have been reported. The assumptions related to

the road surface, for instance, are treated unequally. In

general, tire/road noise depending on speed is differ-

ent, according to the type of road surface. The acous-

tical behavior of road surfaces is different, according

to the vehicle type. Acoustically, road surfaces are

subject to some deterioration, depending on age. Not

every calculation scheme takes all of these aspects into

account. It would go beyond the scope of this book to

describe the calculation schemes and their differences

in detail. However, an overview and some aspects

should be provided at this point. The main difference

between the various procedures is the description of

the noise emission of a road. It is based on either the

equivalent sound pressure level Leq of the traffic at a

defined distance and height relative to the road resp. a

single lane or on the total or linear sound power level

LW resp. LW
0 of the traffic on a given road section. In

each case, the following parameters are necessary to

specify the noise emission:

• The number of vehicles within a defined time inter-

val, separated by different vehicle types

• The driven speed, characteristic for the respective

road section, separated by different vehicle types

• The type and condition of the road surface

• The gradient of the road

• The traffic condition (free flowing or accelerated)

For each category of vehicle, the calculation schemes

contain fundamental values for the sound emission of

single vehicles. The road surfaces are also categorized

with different levels of detail. The calculation of the

noise level at a receiver point, depending on atmo-

spheric conditions, sound reflecting, absorbing, and

screening objects like buildings or noise barriers as

provided in the calculation schemes, is carried out

based on well-known and well-described approaches

(Table 15.6). However, acoustic road surface

characteristics and topological properties of the road

space and its adjacent areas are the crucial factors for

noise emission, radiation, and propagation, even in the

far field, and not covered in each case. Particularly in

connectionwith the tire/road noise that is emitted next to

the road surface and propagates at grazing angles of

sound incidence, these aspects play an important role.

Comprehensive work has been done to develop a calcu-

lation scheme and a database for the propagation of road

traffic noise, taking various road situations into account.

In [40], ten typical road situations were defined in order

to analyze the following effects on sound propagation:

• The effect of a homogeneous, flat ground for short

and large distances

• The effect of an acoustic impedance discontinuity

on flat ground for large and short distances

• The effect of an embankment (positive slope) with

and without an acoustic impedance discontinuity

for short and large distances

• The effect of a terrain depression (negative slope)

with and without an acoustic impedance disconti-

nuity for short and large distances

• The effect of a barrier with and without an acoustic

impedance discontinuity for medium distances

• The effect of a positive vertical sound speed gradi-

ent for large distances

15.6 Regulations and Measures for the
Protection Against Road Traffic
Noise

In general, guidelines and legal regulations for protec-

tion against road traffic noise are intended to save road

building projects and urban planning not only from

adverse environmental and health effects but also to

try to guard people from being annoyed. The scheme

of noise limit values and guidance levels complies

with the possible zoning of an area. Different land

occupancy results in different noise limit values. The

definition of limit or guidance values for the protection

against traffic noise is to some degree a matter of

administrative discretion and, therefore, can yield dif-

ferent levels in different countries, which could either

be strictly required by law or merely be recommended.

For residential areas, the European Commission
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published target values as reference for the future

research on noise and noise policy in Europe [41].

Based on findings from theWorld Health Organization

and national expert groups, the targets are given in

terms of day–evening–night equivalent sound pressure

levels Lden and equivalent sound pressure levels Lnight
for the nighttime at the receiver point. The night-time

noise indicator Lnight is an A-weighted long-term

equivalent sound pressure level as determined over

all the night periods of a year where the night is from

11 p.m. until 7 a.m. by default. The Lden is defined as

follows in (15.15):

Lden ¼ 10 lg

 
1

24 h

 
12 h 10

�
Lday
10 dB

�

þ 4 h 10

�
Leveningþ5 dB

10 dB

�
þ 8 h 10

�
Lnightþ10 dB

10 dB

�!!
dB,

(15.15)

with Lday and Levening as A-weighted long-term equiv-

alent sound pressure levels determined over all the day

resp. evening periods of a year where the day is from

Table 15.6 Important calculation schemes for road traffic noise and their differences

Emission model RLS-90 [37] RVS [42] NMPB08 [43] SonRoad [44] Nord2000 [45] IMAGINE [7]

Traffic model

Number of vehicle categories 2 5 2 2 3 4

Tire/motor noise separate No No Yes Yes Yes Yes

Propulsion noise

Speed dependent – – Yes Yes Yes Yes

Dependent on traffic type No No Yes No No Yes

Dependent on gradient Yes Yes Yes Yes Yes Yes

Different for vehicle type No Yes Yes No Yes Yes

Up/downhill different No Yes Yes Yes Yes Yes

Arriving/departing traffic No No Yes No Yes No

Rolling noise

Surface types 9 3 3 13 8 n

Different for vehicle type No Yes Yes No Yes Yes

Speed dependent Yes Yes Yes No Yes Yes

Dependence on age No No Yes No Yes Yes

Emission values

Quantity (distance in m) Leq,25m Leq,1m LW
0 LW, Leq LW LW, LW

0

Space angle 2p 2p 2p 4p 4p 4p
Sources

Number 1 1 1 1 2 2

Height(s) 0.5 m 0.5 m 0.05 m 0.45 m 0.01. . .0.75 m 0.01. . .0.75 m

Directivity No No No No Yes Yes

Frequencies

Frequency spectrum No Yes Yes Yes Yes Yes

Band width re. 1 octave – 1/1 1/3 1/3 1/3 1/3

Number of bands 1 7 18 24 27 27

Frequency range (Hz) – 63. . .4,000 100. . .5,000 50. . .10,000 25. . .10,000 25. . .10,000

Different for rolling/motor No No No No Yes Yes

Per vehicle category No No No No Yes Yes

Depending on speed No No No No Yes Yes

Per surface type No No No No Yes Yes

Other aspects

Structural radiation of bridges No No No No No (Yes)

Correction for tunnel openings No No No No Yes (Yes)

Number of lanes 2 2 (1) Each (Each) Each Each
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7 a.m. until 7 p.m and the evening is from 7 p.m. until

11 p.m.

The targets are summarized in Table 15.7, which

are intended to be achieved in the future by target-

oriented research on noise in the long term. For further

details on regulations and measures for the protection

of noise and their systematics, including road traffic

noise, see Chaps. 5 and 20.
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Bagneux, France

44. Heutschi K (2004) Berechnungsmodell f€ur Straßenl€arm.

Schriftenreihe Umwelt Nr. 366. Bundesamt f€ur Umwelt,

Wald und Landschaft, Bern, Switzerland

45. Jonasson HG, Storeheier S (2001) Nord 2000. New nordic

prediction method for road traffic noise, SP Swedish

National Testing and Research Institute, Report

No. 2001:10, Boras, Sweden

392 T. Beckenbauer

http://deufrako.bast.de


Noise and Vibration from Railroad Traffic 16
R€udiger G. Wettschureck, G€unther Hauck, Rolf J. Diehl{,
and Ludger Willenbrink

16.1 Introduction

The overdue beginning of new construction and devel-

opment of train tracks since the 1960s coincided in the

1970s with an increasing sensitivity of the population

towards noise, especially road traffic noise. This sensi-

tivity has constantly increased since then and has sig-

nificantly influenced the legislation concerning traffic

noise. Today, in Germany all construction plans for

traffic routes must also include an ensured prediction

of the effect of noise on the residents.

In themid-1950s, this task was facilitated for railway

noise by the foundation of a Noise Measuring Group

in the Research Institute in Munich of the former

“Deutsche Bundesbahn” (German Federal Railways,

today: Deutsche Bahn AG, DB Systemtechnik). That

group which was directed and formed over two decades

by St€uber [1] tested all types of rail traffic noise, so that
the required knowledge regarding many open questions

could quickly be developed. Thus, the German Federal

Ministry for Traffic let develop the Calculation

Regulations for Sound Emissions of Track Operation,

in the scope ofwhich the “Guidelines for theCalculation

for Sound Tests in the Planning of Shunting or

Freight Yards” [2] and the “Guidelines for Calculating

Sound Emissions of Train Tracks” – “Schall 03” were

developed [3].

The research on noise impact had already led to the

insight that various types of traffic noise (e.g. road,

rail, aircraft) with the same noise level created differ-

ent degrees of annoyance [4]. For the calculation of the

noise immission from train tracks, a “bonus” of 5 dB

(A) in favour of the train tracks [5] was applicated.

For calculations according to the “Guidelines for the

Calculation of Sound Emission in the Planning of

Shunting or Freight Yards” [2] extra charges were

added for tonal or pulse noises. The results of such

calculations are the rating levels (Beurteilungspegel)

according to [6]. They are compared with respect to

each problem with limit, reference or orientation

values, for example, according to [5].

Also with respect to structure-borne sound and

vibrations, assessment regulations are increasingly

being required. There is a significant need for research

in this field, in order to make predictions regarding

this matter more reliable. In addition, in this area, as

already stated in the second edition of this book [260],

it has been confirmed that there is in Germany no legal

provision concerning this topic until now.

The following topics regarding rail traffic noise

as well as structure-borne sound and vibrations due

to rail traffic have been divided into four sections:

16.2 Airborne noise from railway lines in compli-

ance with train construction and operation regulations

according to [8].

16.3 Structure-borne noise and vibrations from rail-

way lines according to [8].
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16.4 Airborne and structure-borne noise and vibra-

tions caused by short-distance trains according to

tramway, construction and work regulations [9].

16.5 Prediction models for airborne noise, structure-

borne noise and vibration from railway lines.

16.2 Airborne Noise from Railway Lines

The relevant systems according to the train-

construction and work regulations [8] are mostly trains

owned by the Federal Republic of Germany (FRG)

and trains owned by the L€ander of the FRG

(Bundesl€ander). Included are the rapid transit trains

(S-Bahn) and harbour trains, too. Railway companies

of other countries are also included at suitable places

in this chapter.

16.2.1 Definitions

Below some basic definitions are given which are

required for the characterization of the noise situa-

tion in the environment of railway lines or facilities.

Relevant literature or the corresponding chapters

of this book are used as references for the general

premises of acoustics.

16.2.1.1 Equivalent Continuous Sound Level
The equivalent continuous sound level Leq in dB (A)

according to [10] is generally used for the description

of the noise with time-dependent alternating sound

emission levels. Leq is determined by the sound level

and duration of the sound event, which is averaged

over time intervals.

The numeric values are mostly:

(a) The equivalent continuous sound level for the

time of the passage of a train, or a locomotive

(train length divided by speed), also called the

average passage level, or

(b) The equivalent continuous sound level for a single

hourly event Leq,1h, e.g. a train passage including

approach and departure, a coupler or buffer

contact during shunting, etc., referred to one

whole hour.

According to most recent standards for the acoustic

characterization of the train, the transit exposure level

(TEL) is preferred [11].

16.2.1.2 Emission Level
The sound emission of a railway line (line emission

source) is defined by the emission level Leq,E in dB(A).

It is the equivalent continuous sound level for the time

interval in question at a horizontal distance of 25 m

from the axis of the track under consideration and

a height of 3.5 m above top of rail, assuming free

undisturbed sound propagation.

In case of point sound sources, such as buffer

contacts or screeching of rail brakes during shunting

operations, the emission level describes the equivalent

continuous sound level in dB(A), produced by the

source at a distance of 25 m from its centre, con-

sidering undirected sound emission.

16.2.1.3 Basic Value (Grundwert)
The basic value (Grundwert) is the emission level

Leq,E in dB(A) of a train with 100 m length, a speed

of 100 km/h, 100% of the vehicles equipped with disk

brakes (including locomotives), a ballasted track with

wooden sleepers and a rail running surface in average

condition, related to the period of 1 h [3]. Its numeric

value under these conditions is 51 dB(A).

16.2.1.4 Rating Level
The rating level Lr is used to identify the sound

immission affecting an area or a point of an area.

It is determined at the basis of the vehicle- and

track-type particularities of the emission, the propa-

gation attenuation on the respective paths of sound

propagation, and – where necessary – the correction

values concerning noise impacts and differences in

the annoyance of impact compared with other types

of traffic noise (see Sects. 16.2.4 and 5.4.2.1).

16.2.2 Noise Emissions

The noise emissions of trains are basically determined

by:

• The rolling noise – (speed range 50 km/h < v

< 350 km/h)

• The machine noise – (speed range v < 60 km/h)

• The aerodynamic noise – (speed range v > 350

km/h, according to Schall 03 [3], BImschV-16 [5])

The rolling noise is largely influenced by:

(a) The running speed

(b) The train length
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(c) The type of braking (block brakes, disk brakes),

which affects the roughness of the wheel surface

(d) Special features on the vehicle (such as sound-

reducing wheel-mounted disk brakes)

(e) The condition of the running surface (roughness of

rail and wheel running surfaces)

(f) Special track features (ballasted superstructures

with wooden or concrete sleepers, ballastless

track,1 with or without sound absorbing treatment)

(g) Special features on the line (e.g. bridges and rail-

road crossings)

For example, assuming the same speed and the

same condition of the running surface of the rail, due

to their even wheel surfaces, trains with disk brakes

and electronic rolling protection (anti-slide devices)

cause lower noise emissions than trains with cast iron

block brakes.

The major sources for the radiation of the rolling

noise are wheels and rails. The wheel basically emits

in the frequency range above 1,000 Hz, and the rails

mostly below 1,000 Hz. It has to be considered that

also the type of the wheel has an effect on the sound

radiation. The sound emission of railway lines is

characterised by the sound emission level Leq,E.

For a more detailed description or as a basis for

the explanation of mechanisms caused by noise and

radiation mechanisms, spectral analyses of the train

passage noise, preferably third-octave band analyses

[12] are required. For the determination of tonal

noise components, narrow frequency band analyses

are also necessary.

The sound pressure level Lmeasure, which was

measured at the speed vmeasure of a certain train,

can be converted with Eq. (16.1) in the respective

level Lv for other train velocities v:

Lv ¼ Lmeasure þ k � lg v

vmeasure

� �
dB: (16.1)

Here, k ¼ 20 for the calculation of equivalent con-

tinuous sound level referred to time intervals, and

k ¼ 30 for calculating average passing train levels.

The values for k are based with a certain scatter on

many measurements with various types of tracks and

vehicles at a very large range of speed between appro-

ximately 30 and 300 km/h.

The further treatment of the sound emission

emanating from the operation of trains is divided into

the following sections:

16.2.2.1 Vehicles (conventional rolling stock and

magnetically levitated trains)

16.2.2.2 Track system (ballasted track, ballastless

track, bridges, etc.)

16.2.2.3 Railway facilities covering large areas like

shunting yards or passenger stations

16.2.2.1 Vehicles
The vehicles are divided into

(a) Traction units, such as electric locomotives, diesel

locomotives, power cars of train sets like the

German Intercity Express ICE 1 and ICE 2, multi-

ple-unit train sets like the ICE 3 and rapid transit

train sets (S-Bahn) Class (ET420, ET423 up to

ET426), as well as diesel and electric railcars

(b) Passenger coaches (with block or disk brakes)

(c) Freight wagons (different types, with block brakes

or, rarely, disk brakes)

Separately is dealt with

(d) Magnetically levitated trains – Maglev (Trans-

rapid 07 – TR 07, see, e.g. [13, 14]).

In Fig. 16.1, ranges of the average train passing

levels are indicated. They were measured at a distance

of 25 m to the middle of the track, and a height

of 3.5 m above top of rail (based on [15]) for rolling

stock of Deutsche Bahn AG (German Rail). The type

of brakes and the speed of the trains are indicated.

Figure 16.2 shows the average value of the passing

level of the rolling stock for a selection of high-speed

trains, measured in the same manner as described

in connection with Fig. 16.1 with various countries

of origin [15, 16]. The dependency upon the train

speed is indicated.

Figure 16.3 compares the 1/3 octave-band spectra

for the high-speed trains ICE 1, TGV Lyon,2 TR 07

and X 2000 [15].

Traction Unit Details

Compared with the older electric locomotives with

cast iron block brakes, the traction units of the high-

1 In German: Feste Fahrbahn ¼ ballastless track (slab track),

different types of constructions; see, for example, [24, 95].

2 TGV ¼ Train à Grande Vitesse (high-speed train of French

National Railway SNCF)
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speed trains ICE 1 and ICE 2 are quiet, because they

are fitted with disk brakes. However, they are louder

than the passenger coaches of the ICE, since those

have additional noise absorbers on the wheels. In

addition, the traction units emit mechanical noise

and, at a speed of � 250 km/h, they emit relevant

aerodynamic noise (see Fig. 16.4). Depending on the

aerodynamic characteristics, the aerodynamic noise at

a speed of more than approximately 300 km/h contains

more sound energy than the rolling noise.

A particular acoustic problem is created when the

pantographs pass by noise control barriers at such high

speed, because, as a considerable aerodynamic sound

source, they reduce the acoustic effect of noise control

barriers calculated for rolling noise radiated from the

wheel/rail area. With the help of simulation calcula-

tions and subsequent validations, designs were devel-

oped in a very fast and silent wind tunnel that promise

an improvement of approximately 12 dB(A) compared

with conventional pantographs. Such pantographs

must be actively driven to control the pressure forces

between pantograph and catenary.

Wheels with wheel noise absorbers cause approxi-

mately 4 dB(A) lower emission levels than wheels

without wheel noise absorbers (measured 4–6 dB(A)

on Deutsche Bahn AG passenger coach). Thus, in case

of trains with a permissible speed of v > 100 km/h

and with wheel noise absorbers according to [3],

a corrector of 4 dB is subtracted from the basic value

(Grundwert).
Comparing the ICE 1 with the TGV-Atlantique

(Fig. 16.2), it has to be considered that both trains

are actually equipped with disk brakes. However, on

the wheels of the ICE 1 noise absorbers are mounted,

whereas the TGV-Atlantique at that time had cast iron

block brakes, which – depending on the use of these

Vehicle/
Series 

Type of brake V
[km/h]

Sound pressure level in dB(A)
75 80 85 90 95 100

ICE
401/801...804 

Disc brake (trailer vehicles
with wheel absorbers)

280

Electric-locomotive
103, 111, 120

Cast iron block brake and
E-brake 

160

220

120

Electric-locomotive
101 

Disc brake

Electric-locomotive
145, 152

Disc brake at the wheel

Electric-locomotive
141, 150, 143

Cast iron block brake 110

120

120

120

120

200

Electric power car
420, 423, 472

Disc brake at the wheel

Diesel locomotive
232, 218

Cast iron block brake

Diesel power car
614, 627, 628

Disc brake

Passenger coach
Bm

Cast iron block brake

Passenger coach
Avm, Bpm

Disc brake

Passenger coach
Bx

Disc brake at the wheel 140

100Freight car Cast iron block brake

Freight car Disc              brake          or
Composite block brake

100

Fig. 16.1 Average transit noise level ranges of rail vehicles from German Rail (DB AG), measured at a distance 25 m to the side

of open tracks (3.5 m above top of rail) while running at the respective typical train speed on rail running surfaces with a depth of

short-pitch corrugation of < 20 mm (s. Fig. 16.10)
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additional brakes – had more or less corrugated the

running surface of the wheels. Nowadays those TGV

have in addition to the disc brakes composite block

brakes (see later on at freight wagons), which avoid

corrugations so that their noise level is similar to that

of the ICE.

Figure 16.1 shows the range of passing level of

diesel locomotives and electric locomotives with vari-

ous types of braking systems at their maximum speeds.

For some types of locomotives, Table 16.1 indicates

furthermore the sound pressure level at standstill with

the maximum power of the auxiliary equipment

(cooling fans, etc.), the noise emission under

acceleration (full load) and at pass-by. All values are

measured at 25 m distance and 3.5 m above the rail

surface.

Some 1/3 octave-band spectra of those noises are

shown in Figs. 16.5–16.7 [251].

As the emergency use of cast iron brake blocks at

higher speeds creates corrugated wheels, the electric

locomotives with stronger electric brakes but still

additionally equipped with cast iron brake blocks,

e.g. the locomotives Class 103, 111, 120 and 151,

can temporarily emit up to 10 dB(A) higher noise

levels. However, by means of the positive slip with

acceleration or with the negative slip during electric

Table 16.1 Sound radiation of different locomotives, measured at a distance of 25 m to the side (mean of up to three different

specimens)

Type of locomotive class Brake system Noise level in dB(A) Passing speed (km/h)

Standing Starting Passing

101a Disc brake, electric brake 77 – 91 220

103a Cast iron block brake, electric brake 76 79 84 150

111a Cast iron block brake, electric brake 77 80 86 140

120a Cast iron block brake, electric brake 79 83 89 200

143a Cast iron block brake, electric brake 75 75 84 120

145a Disc brake at the wheels, electric brake – – 81 140

151a Cast iron block brake, electric brake 76 78 89 120

152a Disc brake at the wheels, electric brake – – 80 140

218b Cast iron block brake 84 86 91 140

232b Cast iron block brake – 86 88 120

290b Cast iron block brake 75 83 84 80

aElectric locomotives
bDiesel locomotives

0 1

10dB(A)

Traction unit 11 trailer vehicles Traction unit

T1

B1
B2

B3
B4

B5
B6

B7
B8

B9
B10

T2
T3

T4
T5

T6
T7

T8
T9

T10
T11

2 3 4 5
Time [s]

6 7 8 9

Fig. 16.4 Time history of the A-weighted noise level, measured at different distances from the track during the pass-by of the

high-speed train ICE 1 at a speed of 250 km/h. ——— 7.5 m to the side, 1.2 m above top of rail; - - - - - - 25 m to the side, 3.5 m

above top of rail; traction units without wheel absorbers, but including the aerodynamic noise of the pantograph; B1–B10:

“level hills” ¼ passing of pairs of bogies (wheels with wheel absorbers); T1–T11: “level valleys” ¼ passing of centre parts of

coaches
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braking after some 100 km running the corrugations

are ground off again [17].

In a test a very complicated, acoustically optimised

housing of the entire area of the bogie at an electric

locomotive of the 103 series only succeeded in a slight

reduction in the rolling noise by 2 dB(A) [18, 19].

However, the investigated housing would be unsuit-

able for a regular train operation. Thus, the effect

would obviously be smaller with a housing suitable

for typical operations. Such a housing can only
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Fig. 16.5 Airborne noise at a distance of 25 m to the side (3.5 m above top of rail) of high speed locomotives, in case of free

field sound propagation (average value of 3 locomotives at a time): ———– Class 103, standing noise 82 dB(lin), 76 dB(A);
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○——○ Class 101, pass-by noise (v ¼ 220 km/h) 93 dB(lin), 91 dB(A)
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develop an obvious effect together with low noise

control barriers positioned close to the edges of the

tracks clearance (see also the corresponding tests for

passenger coaches and freight wagons in the following

sections).

With power units that use three-phase current tech-

nology, such as the rapid transit train set (S-Bahn)
Class ET 423, tonal and loud interior and exterior

noise caused by the traction electronic are often very

disturbing. Here, cascade circuits in the form of steps

reproduce the three-phase current sine waves with

a step frequency of typically a few 100 Hz. This

stepping leads to a driving force fluctuation and thus

to the excitation of structure-borne vibration which

causes airborne noise with twice the step frequency.

Careful insulation of the structure-borne and airborne

noise transmission paths can reduce this effect, or –

more effectively – by higher step frequencies, which is

possible today with modern electronics; with higher

frequencies (two octaves typical) on one hand side the

steps and thus the force fluctuations are much smaller

and on the other hand side the insulation is simpler.

Passenger Coach Details

Compared with older passenger coaches with brake

blocks, the rolling noise of today’s passenger coaches

with disk brakes at the same speed and on smooth

track surface is approximately 9 dB(A) lower. The

reason for this was found in 1975 [17]: due to the

impact of the cast iron brake blocks on the wheel’s

running surface, so-called wheel corrugation arises

with a wavelength of approximately 2 cm–6 cm. This

wheel corrugation raises the rolling noise in compari-

son with wheels with ideally smooth running surfaces

by the aforementioned 9 dB(A). From the acoustic

point of view, passenger coaches with disk brakes

and anti-slide devices have ideally smooth wheel

surfaces.

For many years, intensive tests with composite

brake blocks were carried out which led to a reduction

in the rolling noise emission, which is almost as

large as the reduction obtained with disk brakes. Up

until a short while ago, this composite brake block

material could only be used in limited cases, due to

the material-dependent limitation of the discharge of

brake heat, which could lead to a thermal overloading

of the wheels. In order to cope with this, however,

suitable wheel profiles and wheel manufacturing

procedures have been developed.

Some European coaches have, in addition to the

disk brakes, only rarely used cast iron block brakes

(the so-called cleaning block). In this case, the wheel

running surface is corrugated similar to coaches

with conventional block brakes. Thus, such vehicles

with disk brakes often emit rolling noise similar to

coaches with cast iron block brakes.
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Figure 16.8 contains the spectra of passing noises

of passenger coaches with block brakes or with disk

brakes [20].

The significant increase in the level of the frequency

range 800–2,500 Hz can be traced back to the wheel

corrugation. When the speed is halved, the position

of this level increase moves one octave below.

Tests with wheel covers, which cover the wheel

disks on the inside and the outside, which only have

contact with the wheel at the wheel hub and are

designed such that just the outer ring of the wheel

can be seen, showed a level decrease from 2 to 4 dB

(A), depending on the design (with or without absorp-

tion material in the space) [18]. This result was

achieved on vehicles with block brakes, as well as on

vehicles with disk brakes.

This level decrease by more than 3 dB(A) indi-

cates that the wheel disk emits more than 50% of the

A-weighted sound energy.

Complicated, sound-proofing housings of the

bogie of passenger coaches (acoustically optimal, but

unsuitable for continuous operation) [19] produced

a level decrease of only approximately 2 dB(A).

Freight Wagon Details

The numerous types of freight wagons differ in their

sound emission due to various wheel constructions,

running gears, bogies and braking systems. Due to

very rough operating conditions for freight wagons in

international traffic, they and, in particular, their axle

holders or bogies must be particularly robust and

simply constructed. The technically demanding disk

brakes have not been considered for such vehicles up

until now. They are just used in special high-speed

freight wagons with speeds up to 160 km/h. In the

future, composite brake blocks will increasingly be

used for freight wagons as well, so that the average

sound level decrease by 9 dB(A) described for the

above-mentioned passenger coaches can be expected.

Due to the different friction behaviour of the so-called

“K-blocks”, they require, however, extensive mecha-

nical conversion work with the retrofitting and the
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Overall noise levelSymbol Type of train Number 
of trains km/h

v

dB(lin) dB(A)

¾¾¾ ICE1 and ICE2 (traction units without, trailer 
vehicles with wheel absorbers) 

6 250 93.5 88

¾¾¾¾ Passenger trains with cast iron block brakes 10 140 92 92.5
x¾¾¾ x IC with disc brakes, (inclusive locomotive with 

cast iron block brakes) 
10 160 88.5 87.5

D¾¾¾D Freight trains with cast iron block brakes 28 100 89.5 85
o¾¾¾ o Rapid transit electric trains Class ET 420 

and ET472 with disc brakes at the wheels
12 120 86 82.5

Fig. 16.8 Airborne noise at a distance of 25 m to the side of an open track (3.5 m above top of rail) during the pass-by of different

types of trains at their typical mean train speed
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insertion of adapted wheels. There is still hard work

being done on the development of synthetic brake

blocks with a friction behaviour, which resemble the

behaviour of the cast iron block brakes, the so-called

“LL-brake blocks”.

The sound level of the pass-by noise of freight

wagons with cast iron brake blocks at a distance of

25 m (3.5 m above top of rail) ranges from 84 to 90 dB

(A) at a speed of 80 km/h. Due to the lower speed, the

level increase caused by wheel corrugation is moved

from higher to mid-frequencies (see Fig. 16.8).

Tests with sound covers on the bogies of freight

wagons produced only in combination with low noise

control barriers positioned directly on the edges of

the track clearance a significant noise reduction (see

above: traction unit details).

Magnetically Levitated Trains: Maglev

For the magnetically levitated trains that have been

constantly improved over 25 years [13, 14], today on

the test course in Emsland driven at speeds above

400 km/h, the aerodynamic noise is considerable.

Figures 16.2 and 16.3 show levels and spectra of the

passing noise of the German magnetically levitated

train, “Transrapid 07”.

For further noise data of the magnetically levitated

train, see, e.g. [21, 22], for most recent information on

Maglev trains in general, see [23].

16.2.2.2 Track System
Permanent Way

In European railway systems, the so-called ballast

track is still mostly used: in this system, the rails

are mounted on wooden or concrete rail sleepers

with relatively stiff rail pads (stiffness �500 MN/m,

normally approximately 6 mm thick) in between.

Thus, the rails are pretty rigidly connected to the

sleepers. The track grid is vibrated (filled) into

the ballast bed so that under the sleepers remains

a ballast height of 30 cm.

Since 1996 in Germany, particularly on tracks with

speeds �200 km, an increasing amount of super-

structures without ballast, ballastless tracks or slab

tracks, in Germany the so-called “Feste Fahrbahn”

have also been built. In this case, the rails are

attached by means of elastic rail fastenings on or in

a monolithic block consisting of cement or asphalt-

compounded concrete. The elasticity of the ballast is

replaced by the elasticity of the base plates in the

rail fastening system (for the construction of various

types of ballastless track, see, for example, [24]).

Within the railway systems, various types of rails

are used. The Deutsche Bahn AG, for example, uses

for secondary lines with small axle load and low

speeds the S 49 type (49 kg/m), for major lines the type

S 54 (54 kg/m) and UIC 60 (60 kg/m). The UIC 60

rail is, in particular, installed in newly constructed

tracks [25].

It can be deduced from the results of the lateral

rolling noise measurements carried out at a large

number of train tracks, that the influence of individual

elements of the type of superstructure on the A-sound

level of the noise of the passing train can approxi-

mately be described as follows:

Type of rail Small

Running surface of rail Very large (corrugation growth!)

Rail fastening on

ballasted track

Rather small3

Rail fastening on

ballastless track

(Feste Fahrbahn)

Considerably

Type of sleeper Rather small4

Quality of ballast bed Small

As far as the requirements for the superstructure

technology are concerned, the travel safety and the

travelling comfort were typically the basis for the

layout rather than acoustical aspects.

However, the superstructure in connection with

the vehicle and the substructure represents a very

complex dynamically behaving system, whose struc-

tural characteristics (such as masses and stiffnesses)

should be coordinated with each other according to

acoustical aspects.

From the newer, not yet finished theoretical tests, it

can be concluded, that the sound emissions of lines

with ballasted or with ballastless track can be posi-

tively influenced by an acoustically optimised layout

of the individual components and their mutual tuning

(compare the qualitative assessment above).

Trains on ballastless tracks with conventional con-

struction cause higher sound emissions compared with

trains on ballast tracks. This is due to the fact that the

3 If the required elasticity is largely supplied from the ballast

bed, as usual.
4 Dependent on the structure and mass of the sleeper.
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vibration of the rail increases (caused by the softer rail

fixing point and the lower masses connected to the

rails) and that the absorptive behaviour of the ballast

bed surface is missing. Absorbing constructions of the

track surface can mostly compensate this phenome-

non. Sound-absorbing ballastless tracks on the high-

speed line Hannover–Berlin have no higher sound

emission values in the meaning of [5] than concrete

rail sleeper tracks in the ballast bed [26]. The require-

ments of the absorptive layer as well as the geometric

configuration of the construction components are des-

cribed in [27] and in the standards catalogue of the

Deutsche Bahn AG for building ballastless tracks

[252]. Consequently, the acoustic absorption coeffi-

cient a determined in a reverberant room in the fre-

quency range between 400 Hz and 5 kHz must be at

least 0.8. In the 600 Hz range, deviations of 0.2 to

lower values are considered acoustically not critical.

Although the noise emissions with the current con-

struction of the ballastless tracks with no sound-

absorbing track surface are higher compared with the

ballasted track, the installation of this track structure

on bridges leads to a significant reduction in the track

vibrations. This is due to the decoupling of the rail

and sleeper (concrete supporting plate) by means of

the elastic rail fastening systems (see Fig. 16.9).

As a result, it clearly reduces the radiated noise from

bridges in the typical frequency range of approxi-

mately 80–630 Hz. This is shown in the comprehen-

sive tests for the construction of a ballastless track of

the modified type “Rheda” on a reinforced concrete

hollow box girder bridge [28].

Uneven wheel running surfaces and uneven (long-

wave or corrugated) rail running surfaces have

a considerable influence on the emission of noise.

In the course of several years (in some cases even

quicker), corrugation can develop on the rail surfaces.

The wavelengths of the corrugation are between

approximately 2 and 10 cm, whereby always corruga-

tions of different wavelengths are combined. Within

a few meters, the amplitudes of corrugation can vary

considerably. The noise emission caused by the corru-

gation is primarily in the frequency range between

500 and 3,000 Hz (depending on the wavelengths

and the train speed).

Figure 16.10 shows the increase in the noise emis-

sion with increasing corrugation depth. The figure is

separated for passenger trains with cast iron block

brakes (wheel corrugation) and for passenger trains

with disk brakes (smooth running surfaces). As expec-

ted, the corrugated wheel surfaces react clearly less

to the additional rail corrugation than the wheels

with smooth running surfaces.

Figures 16.11 and 16.12 show how the spectra are

changed: Both with and also without wheel corruga-

tion a wide “hump” in the spectrum between 300 and

3,000 Hz is caused by the rail corrugation at the

train speed driven. In case of wheel corrugations,

however, this “hump” contributes little to the total

noise emission, as already the short wavelength

wheel corrugation produces a strong level increase

between 800 and 4,000 Hz (Fig. 16.12). This increase

is considerably less developed with smooth wheel

running surfaces (Fig. 16.11). In both figures, the

abscissa show in addition to the frequency the corru-

gation wavelength.

For the elimination of rail corrugations by a special

rail grinding procedure, which is used within the

framework of “acoustic track maintenance”, see Sec-

tion Specially Monitored Track (“Besonders €uber-

wachtes Gleis – B€uG”).
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Fig. 16.9 Structure-borne noise, measured at the deck slab of

a reinforced concrete hollow-box girder bridge during the

passage of a test freight train on different kinds of track at

a speed of 80 km/h; ———– ballasted track W54B70 (before

modification); �������� slab track “Rheda modified”, nonelastically

supported (first stage); - -- -- - slab track, type “Rheda modified”,
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16 Noise and Vibration from Railroad Traffic 403



When driving around narrow curves, with radii of

approximately 300 m and less under certain weather

conditions, the so-called curve squealing occurs,

which leads to a strong level increase in the range of

high frequencies (Fig. 16.13). Countermeasures to this

are reported in Sect. 16.2.2.3. For details about the

occurrence of the curve squealing (catchword: “stick-

slip effect”), see [29–31].

The already mentioned difference regarding sound

emission on ballastless and on ballasted tracks can be

taken out of Fig. 16.14 (results from [15]).

It can be seen that even with an absorbing surface

of the ballastless track still a selective level increase in

comparison with the ballast track is observed, which in

the present case leads to an increase in the interior

noise level within the passenger coach by 3 dB(A).

This selective level increase has been proven by

means of measurements of the structure-borne sound

on the rail during train runs [32]. The increase is

closely correlated with the corresponding increase in

the vibration levels of the rails of ballastless tracks

compared with ballasted tracks (see Fig. 16.15). Of

course, in the scope of the comparative measurements,

the other conditions influencing the excitation of the

wheel/track system (above all the roughness of the

wheel and rail running surfaces) were hold unchanged

within technical possibilities.
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Fig. 16.11 Airborne noise at a distance of 7.5 m to the side of

an open track (1.5 m above top of rail) without and with short-

pitch corrugation (depth of short pitch corrugation � 50 mm),

during the passage of passenger trains with disc brakes, with

relation between wavelength of short-pitch corrugation and fre-

quency at a speed of 140 km/h. ———– without short-pitch

corrugation: 93 dB(lin), 92.5 dB(A); - - - - - - - with short-pitch

corrugation: 102 dB(lin), 101.0 dB(A)
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Fig. 16.12 Airborne noise at a distance of 7.5 m to the side of

an open track (1.5 m above top of rail) without and with short-

pitch corrugation (amplitude up to 50 mm), during the passage of

passenger trains with cast iron block brakes, running at a speed

of 140 km/h (also showing the relation between wavelength

of short-pitch corrugation and frequency) ———– without cor-

rugation: 101 dB(lin), 102 dB(A); - - - - - - - with corrugation:

105 dB(lin), 105 dB(A)
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To understand this difference, the cross section of a

typical rail fastening for the ballastless track is shown

in Fig. 16.16.

This system differs in two important aspects from

the corresponding system at the ballasted track:

(a) The damping of the elastic base plate pad of the

ballastless track (3 in Fig. 16.16) is very low

(� � 0.1–0.2) compared with the ballast with a

loss factor going from � � 1–2.

(b) The mass of the ground plates (2) with 6–10 kg is

very small compared with the sleepers with a mass

of approximately 200–300 kg. Furthermore, in the

range of the resonance frequencies, the sleeper

damped by the ballast serves as a structure-borne

sound absorber for the rail.

More precise tests of the ballastless track showed

that in addition to the level increase compared with

Overall sound pressure levelSymbol Type of superstructure 

Outside 
dB(A)

Inside 
dB(lin)

dB(A)

¾¾¾ Ballasted track, type W60B70*) 111 91 73

--------- Slab track without sound absorbing layer 115 92 81

- - - - Slab track with sound absorbing layer 114 91 76

  *)Rail UIC60, w-shaped clip fastening, concrete sleeper, type B70  
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Fig. 16.13 Airborne noise at a distance of 8 m to the

side (1.2 m above top of rail) of a curved open track (radius
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ET 420, at a speed of 60 km/h. ———– without curve squeal:
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ballasted track already illustrated in Fig. 16.15 at the

ballastless track an additional increase in the fre-

quency range around approximately 40–100 Hz

occurs, for which the varying stiffness of the track

support, i.e., especially the elastic base plates in the

rail fastening, have a considerable influence (see

Fig. 16.17).

This can be mathematically proven with the help of

the wheel/track impedance model (RIM) [33] (see

Sect. 16.5, Fig. 16.87).

Corresponding to the relatively large frequency gap

between both level increases according to Fig. 16.17,

two simple models each for one frequency range,

as illustrated in Fig. 16.18, can be established.

With low frequencies, the effect of the masses of

the rail and sleeper or ground plate can be neglected.

The elastic suspended masses of the bogie and the

coach body with resonances in the frequency range

<10 Hz can also be considered as uncoupled.

The vibration model is thus simplified to a single

mass system, as illustrated in Fig. 16.18, left side. This

consists of a wheel set mass mR connected in series

with the contact stiffness sK and the rail stiffness sSch.

The latter is composed from the bending stiffness of

the rail and the series connection of the pad stiffness s1
and the ground stiffness s2. The resonance frequency

of the system is the so-called wheel/rail resonance,

where the vibrations of the wheel and the rail have

a pronounced maximum, which is strongly influenced

by the damping conditions.

Regarding level and frequency on ballastless track,

the level increase in the range of the wheel/rail reso-

nance is significantly influenced by the damping and

the stiffness of the elastic base plate pads of the rail

fastening.

The right hand part of Fig. 16.18 describes the

system at higher frequencies. The masses of the rail

and the sleepers or ground plates can no longer be

ignored. The wheel impedance at this frequency is

1 2 3 7

pre-installedstressed

4 5 6

8

Fig. 16.16 Resilient rail fastening, type IOARV 300 of Ger-

man Rail (DB AG), vertically and horizontally adjustable.

Part 1: rail pad, 2 mm to 12 mm thick; Part 2: base plate;

Part 3: resilient base plate pad (Zwp 104), 10 mm thick;

Part 4: prestressing clip; Part 5: angle guiding plate; Part 6:

concrete sleeper; Part 7: sleeper screw; Part 8: screw dowel
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so large compared with the rail impedance, that the

wheel appears to be a rigid termination for the contact

spring.

The system corresponds now to a double mass

vibrating system with a maximum vibration of the

rail at two resonance frequencies.

These resonance frequencies are also called “con-

tact resonances” [34, 35]. The relative position of both

resonances of the ballastless track compared with the

ballasted track is an essential reason for the resulting

level increases.

At the contact resonance (between approximately

300 and 800 Hz), in addition to the difference in the

bedding stiffness of ballasted track compared with

ballastless track (stiffness of the base plate pads), the

difference in the masses connected to the rail (see

above) in connection with the stiffness of the rail

pads plays an important role.

Based on the described knowledge, by means of

laboratory tests as well as of a test construction with

a scale 1:1 and of numerical simulations, a ballastless

track was developed, which could avoid a higher noise

emission compared with the ballast track [36]. The

concept of this “acoustically innovative ballastless

track (AIFF)” consists of a track-grid with damped

sleepers on elastic sleeper pads on a concrete plate.

The sleepers act as absorbers for structure-borne noise.

By means of the results of the simulation calculations

as well as lab tests and the tests on a prototype, the

acoustic efficiency and the compliance to the opera-

tional test was proven [36]. The test in operating track

has yet to be done.

Bridges

If a train is crossing a bridge, in addition to the sound

emission of the train, the radiation due to the vibration

of the bridge has to be taken into account. The excita-

tion of the bridge depends strongly on its construction

and thus can be influenced.
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Fig. 16.18 Simplified models for interpretation of the frequency ranges of selective level increase of the rail vibration level of slab

tracks, derived from the wheel/track impedance model “RIM” (see Fig. 16.87)
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The speed-independent excitation frequencies

caused by the train result from the eigenvibrations of

the two systems bogie/coach and bogie/superstructure.

Particularly critical in this case is the frequency range

between 40 and 100 Hz.

The excitation frequencies caused by the track

are primarily determined by the speed-dependent

“sleeper-spacing frequency” fs.
5 Referring to the stan-

dard sleeper distance (approximately 60 cm), for the

speed range of 50–300 km/h, the sleeper response

frequency is between 23 and 140 Hz. Conformity

with the above-mentioned speed-independent fre-

quency components leads to increased vibration of

bridges. Thus, the speeds leading to a sleeper-spacing

frequency in the range between 40 and 100 Hz are

particularly critical with regard to the vibration excita-

tion of the bridge at low frequencies (Figs. 16.19

and 16.20). The excitation is particularly strong if

the exciting frequencies correspond with the natural

frequencies of the bridge components (e.g. track,

side wall).

In the airborne sound spectrum of trains passing

bridge constructions, the sound emission of bridge

components in comparison with the open line

leads to a shifting of the main sound energy towards

lower frequencies (see Fig. 16.21 in comparison with

Fig. 16.11, for example).

Figure 16.21 shows the spectra of noises that

were measured at a distance of 25 m from three

types of bridges during the passing of passenger

trains with disk brakes at similar velocities. It

is indicated that the steel–concrete block girder

bridges are excited in the range around 60 Hz

(sleeper-spacing frequency at the indicated speed)

to stronger sound emission.

In order to decrease the excitation of vibration

and with it the sound emission measures on the

tracks (avoidance of unsteadiness of the superstructure

at the transition open line – bridges; assurance of

a faultless condition of the rail running surfaces within

the bridge area) and measures at the supporting con-

struction (increase in the masses, e.g. by means of the

installation of ballast; frequency detuning by changing

the mass or stiffness, increase in the stiffness of the
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Fig. 16.19 Structure-borne noise and airborne noise on a

reinforced concrete hollow-box girder bridge during the drive

over of an ICE train at a speed of 280 km/h.———– 1/3-octave-

band velocity level spectrum measured on the side wall of the

hollow-box; - - - - - - - 1/3-octave-band noise level spectrum 1 m

beside the side wall of the hollow-box; 1 wheel/rail resonance

frequency; 2 sleeper spacing frequency (120 Hz at v ¼ 260 km/h)

and eigenfrequency of the side wall (approx. 100 Hz)
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Fig. 16.20 Structure-borne noise and airborne noise at a

reinforced concrete hollow-box girder bridge with ballasted

track during the drive over of a passenger train with disc brakes

at a speed of 120 km/h. ———– 1/3-octave-band velocity level

spectrum measured on the bottom of the hollow-box; ------- 1/3-

octave-band noise level spectrum measured 2 m below the

bottom of the hollow-box; 1 wheel/rail resonance frequency

and sleeper spacing frequency (56 Hz at v ¼ 120 km/h) and

eigenfrequency of the bottom of the hollow-box

5 fs½Hz� ¼ train speed ðkm=hÞ
3:6�spacing between sleepersðm)

;
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area around the deck slab) have to be taken into

account.

The results of the investigations on a slab track

installed on a reinforced concrete hollow box girder

bridge [28] give valuable indications for the reduction

in the vibrations of bridge structures.

By observing some of the basic rules – already in

the construction phase – it is possible to influence the

sound emission from steel bridges [37]. Thus, e.g., it

must absolutely be avoided that the first resonance

frequencies of bridge components that contribute sig-

nificantly to the total noise emission are located in the

range of the excitation frequencies of the vehicle/

superstructure between 40 and 100 Hz. If possible,

they should be outside the frequency range between

20 and 140 Hz (sleeper-spacing frequency). In addi-

tion, by means of a favourable distribution of the

stiffness, the input impedance of the concrete track

slab has to be set as high as possible. The dynamic

behaviour of the deck plates is critical for the propa-

gation of the vibration energy to the other parts of the

bridge construction. This means that, basically, high

mass and damping as well as high rigidity or small

deformation must be intended, too.

Figure 16.22 shows the average mechanical input

impedance of the slab for various steel bridges. The

top curve shows in comparison the input impedance of

a 40-cm-thick concrete deck slab of a reinforced con-

crete bridge in composite construction [32].

Figure 16.22 shows the typical difference between

bridges with steel or concrete deck slabs with respect

to the vibration characteristics of the slab. Figure 16.22

also shows that the conditions for the efficiency of

measures for decoupling the superstructure from the

bridges, e.g. by the installation of ballast mats, usually

are much more favourable for bridges with concrete

track slabs. This is due to the high input impedance of

their slab track compared with the steel bridges. Due to

the lower sound emission of these bridges even with-

out any additional measure, the noise reduction

achieved with a ballast mat on the entire passing

noise is nonetheless smaller than at steel bridges.

Today, there are no longer steel bridges without

ballast beds built; the so-called directly driven (rails

directly mounted on the superstructure) bridges are the

loudest bridges. The sound level emitted by these is

15 dB(A) above that of the open line. A possible
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Fig. 16.21 Airborne noise at a distance of 25 m to the side of

three bridges of different types of construction with ballasted

track during the drive over of passenger trains with disc brakes

at a speed of approx. 130 km/h: ———– steel hollow-box

girder bridge, measurement height 1.5 m above top of rail:

97 dB(lin), 87 dB(A); - - - - - - - steel lattice-girder bridge,

measurement height 3.5 m above top of rail: 89 dB(lin),

80 dB(A); — �— �— reinforced concrete hollow-box girder

bridge, measurement height 3.5 m above top of rail: 85 dB

(lin), 82 dB(A)
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Fig. 16.22 Average amount of the mechanical input impe-

dance of the running surface of various types of railway bridges,

determined from single measurement values of local varying

point impedances. Scatter from ten steel bridges of

different types of construction; ———– reinforced concrete

bridge in composite construction (double-T-steel framework

with a 40 cm thick reinforced concrete deck slab)

16 Noise and Vibration from Railroad Traffic 409



measure to reduce the noise emission from a directly

driven bridge after construction is the installation of

an elastic rail fastening system (see Fig. 16.23), the

installation of a sandwich coating or the installation of

the track in a ballast bed (see Fig. 16.24).

A detailed illustration of the basically possible

noise reduction measures to railway bridges, in partic-

ular to steel bridges with details about the measure-

ment results concerning the investigated objects can

be found in [38, 39].

New knowledge about the development and the use

of elastic rail fastening systems as a means of reducing

the noise emission from steel bridges without ballast

are given in [40]. The successful use of elastic rail

fastening systems that were installed on the recon-

structed Berlin City Line for the reduction in the

noise emission of an auxiliary steel railway bridge is

described by [41, 42]. In these articles, the measure-

ment results of the dynamic stiffness of the rail

fastening system of the type Ioarg 314 (see, e.g.,

[40]) are presented. Those measurements had been

carried out on a test rig according to the elaborated

special acceptance test procedures for rail fastening

systems [43] closely related with [44]. The dynamic
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 above top of rail

Overall noise level 1 m below the bottom plate 25 m to the side of the bridge 
Before installation After installation Before installation After installation

Unweighted    dB(lin) 108 101 88 84
A-weighted     dB(A) 102 94 84 79

Fig. 16.23 Airborne noise 1 m below the bottom plate (a) and 25 m to the side (3.5 m above top of rail) (b) of a directly driven steel

hollow-box girder bridge during the drive over of a freight train at a speed of 85 km/h: - - - - - - - before installation of elastic rail

fastenings; ———– after installation of elastic rail fastenings
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stiffness evaluated according to this process is to be

considered as a physical parameter for the effective-

ness of a rail fastening system with respect to the

vibration and noise reduction. It can be used as the

most important physical parameter in suitable simula-

tion models for the characterization of the elastic

properties of a rail fastening system (see Sect. 16.5).

In connection with a noise reduction programme

with respect to existing steel railway bridges, the

effect of elastic sleeper bearings (so-called soled

sleepers with sleeper pads) was tested with respect to

the reduction in the noise emission of bridges. Results

of numerical simulation showed that soled sleepers

with an acoustic optimised suspension layer have sim-

ilar effects as ballast mats.

On soled sleepers, the elastic layer is attached

tightly to the underside of the sleeper. Contrary to

elastic rail fastening systems, the elastic material is

thus located not under the rail but under the sleeper.

Thus, less rail vibration and depending on the stiffness

of the rail fastening system, only insignificant stronger

vibrations of the sleepers can be expected. Therefore,

no significant increase in the rolling noise has to be

expected. The direct contact surface with the ballast is

located at a load distribution layer. This layer provides

mechanical protection for the elastic layer and

distributes the forces occurring onto a larger surface

of the elastic layer.

First general measurements on three bridges with

very similarly constructed concrete deck slabs, but

with different superstructures have confirmed the

results of the model calculations. The results of these

measurements are shown in Fig. 16.25.

Thereafter, one can conclude:

– Soled sleepers and ballast mats can be considered

as equivalent decoupling measures6

– The acoustic effect of the soled sleeper clearly

exceeds the one of elastic rail fastening systems.
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Fig. 16.24 Airborne noise at a distance of 25 m to the side

(3.5 m above top of rail) of a steel plate girder bridge during the

drive over of a locomotive Class 141 at a speed of 80 km/h,

before and after installation of a ballast bed. ———– without

ballast bed: 101 dB(lin), 94.5 dB(A); - - - - - - - with ballast bed:

96 dB(lin), 81.5 dB(A)
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Fig. 16.25 1/3-octave-band velocity level spectra on the deck

plate of three reinforced concrete bridges with different types

of superstructure during the drive over of five ICE1 trains at

a speed of 217 km/h � v � 240 km/h. ———– bridge 1:

ballasted track (BT) with rail pad Zw 900; ����������� bridge 2:

BT + Zw 900 + sleeper pad “stiff” (70 MN/m); — �— �—
bridge 2: BT + Zw 900 + sleeper pad “soft” (30 MN/m);

------- bridge 3: BT + Zw 900 + ballast mat (bedding modulus

c ¼ 0.10 N/mm3 according to [DB-TL [45])

6 The prerequisite is especially that the requirements for the

reduction of structure-borne space desired, are not so high and,

as in the present case of the steel bridge to be redevelopment, the

vehicle impedance is comparably low (see above Fig. 16.22), so

that acoustically optimised ballast mats could not reach their full

effect (see also below, Fig. 16.79: ballast mats on cement-

bonded gravel sublayer of an open surface line).
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The exchange of the stiff rail pads (e.g. standard

pads Zw 668a) by soft pads (as in this case, the pads

Zw 900) is not a suitable measure for an appreciable

reduction in the noise emission of bridges.

Although on the newer bridges the tracks are posi-

tioned in ballast beds [level reduction >10 dB(A)],

there are also steel bridges with ballast beds with

a significant level increase in the low-frequency

ranges (see Fig. 16.24).

By equipping the bridge with an acoustically

appropriate ballast mat, the sound emission of such

bridges can be considerably reduced (Fig. 16.26).

As the vibration introduction through the ballast bed

in the sidewalls is very small, the side mat is usually

omitted [46].

The reduction in the structure-borne noise induced

into the bridge construction with a ballast mat, i.e.,

the insertion loss of the ballast mat, can be calculated

by means of a model of the wheel/rail/ballast bed/

ballast mat/deck slab system [32]. By this way, the

ballast mat can be optimised for each bridge construc-

tion by adapting its static and especially dynamic

characteristics.

For bridges with ballasted track, the excitation and

the noise emission of the bridge structure due to high

excitation frequencies (corrugated wheels on trains

with cast iron brakes) are only slightly affected. The

difference, which can be observed directly under the

bridge where the rolling noise is strongly shielded,

is only about 2 dB(A) (Fig. 16.27).

By means of noise control barriers on bridges (espe-

cially on steel bridges), the entire noise emitted is less

reduced than in open line, because the barriers reduce

the rolling noise of the train itself as usual, but do not

shield the noise of the bridge components. The low

frequencies become even more apparent (Fig. 16.28).

Due to their higher input impedance of the deck

slab compared with steel bridges, reinforced concrete

bridges in composite and/or massive construction

(always with ballast bed) are in most cases
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Fig. 16.26 Airborne noise at a distance of 25 m to the side

(3.5 m above top of rail) of a steel plate girder bridge

with ballasted track during the drive over of a locomotive

Class 110 at a speed of 90 km/h, before and after installation

of a ballast mat. ———– without ballast mat: 96.5 dB(lin),

83 dB(A); ------- with ballast mat: 89 dB(lin), 75 dB(A)
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Fig. 16.27 Airborne noise 1 m below the bottom plate of

a steel hollow-box girder bridge with ballasted track during

the drive over of a passenger train with disc brakes and

cast iron block brakes, respectively at a speed of 90 km/h.

———– passenger train with disc brakes: 95 dB(lin), 86 dB

(A); - - - - - - - passenger train with cast iron block brakes: 95 dB

(lin), 88 dB(A)
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Fig. 16.28 Airborne noise at a distance of 25 m to the side

(3.5 m above top of rail) of a reinforced hollow-box girder

bridge with ballasted track during the drive over of a passenger

train with disc brakes at a speed of 200 km/h, without and with

noise control barrier (NCB), with a height of 2 m related to the

top of rail. ———– bridge without NCB: 92.5 dB(lin), 90 dB

(A); -- - - - - - bridge with NCB: 86 dB(lin), 81 dB(A)
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acoustically equivalent with steel bridges, which in

addition to the ballast bed are equipped with an

optimised ballast mat. This holds particularly

concerning the A-weighted noise emission. Although

the installation of a ballast mat can also be necessary

with these types of bridges in particular cases, e.g., if

residential areas are located in the vicinity of very high

bridges so that the direct rolling noise of the trains is

strongly shielded, and thus the low-frequency bridge

noise dominates. This effect (however, in extreme

measuring position) is shown in Fig. 16.29.

In a lateral measuring position above rail level, the

effect below 80 Hz still exists; for higher frequencies

however, it is fully covered up by the rolling noise

directly emitted by the train (Fig. 16.30). The effect

would be partially revealed, if a noise control barrier

on the bridge would reduce the direct noise emission

(rolling noise) of the train.

In this case, the acoustic effect of the ballast mat

(its insertion loss) could be calculated numerically in

good conformity with the measurement results [47].

Railway Crossings

The poor condition of the rail running surface, caused

by soiling (e.g. grit), which road vehicles carry onto

the tracks, as well as reflections of the sound waves on

the road surface cause an increase in the rolling noise

from 6 to 11 dB(A) close to railway crossings. At

lateral distances >100 m, they no longer affect the

immission level. The difference in the spectrum in

comparison with the open line is shown in Fig. 16.31

(results from [15]).

Tunnels

On high-speed lines, the so-called tunnel sonic boom

can occur. It is caused by the shock wave that runs

with the speed of sound in front of the train through the

tunnel to the other end. One part of this shock wave is

emitted as a thumping bang from the mouth of the

tunnel, and the other reflected into the tunnel again.

The shock wave is generated by the entry of the

train into the tunnel; it depends on the velocity and the

head form of the train, the configuration of the tunnel

mouth and the relation of tunnel cross section to train

cross section, the sound absorbing qualities of the
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Fig. 16.29 Airborne noise 1 m below the deck plate of a rein-

forced concrete bridge in composite construction with continuous

ballasted track, without and with ballast mat, during the drive

over of a Class ET 420 multiple unit train at a speed of 100 km/h.

———– without ballast mat: 90 dB(lin), 75 dB(A); ------- with

ballast mat: 82 dB(lin), 62 dB(A)

80

70

60

50
16 31.5 63 250 500 1000 2000 4000 8000125

Frequency [Hz]

1/
3-

oc
ta

ve
-b

an
d 

no
is

e 
le

ve
l [

d
B

]

Fig. 16.30 Airborne noise at a distance of 25 m to the side (3.5 m above top of rail) of a reinforced concrete bridge in composite

construction with continuous ballasted track, without and with ballast mat, during the drive over of a Class ET 420 multiple unit train

at a speed of 100 km/h. ———– without ballast mat: 81 dB(lin), 73.5 dB(A); -- - - - - - with ballast mat: 79 dB(lin), 73 dB(A)
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tunnel and its length. The shock wave is influenced by

the time gap between the first plunging of the train

nose into the tunnel until the full train cross section is

positioned in the constant cross section of the tunnel

(head form of the train and shape of the tunnel mouth).

The sonic boom just occurs because the slope of the

shock wave is steepened up during running through

the tunnel. This steepening-up occurs due to the pres-

sure-dependent sound velocity, which ensures that the

parts of the shock wave in the high-pressure range

propagate more quickly than the parts in the lower

range of pressure. Hence, the sound energy of the

steepening-up shock wave is passing into higher

frequencies, i.e. the audible range. A certain minimum

length of the tunnel as well as low absorption in the

tunnel are prerequisites for the development of a criti-

cal steepening-up.

Specially Monitored Track

The level of excitation documented above by

Figs. 16.10–16.12 caused by wheel corrugation can

be removed by grinding the rails. This led to the

development of the subsequently described procedure,

“Specially Monitored Track (German: Besonders
€uberwachtes Gleis – B€uG)” [48].

Since parts of the railway system are more or less

corrugated, the German legislation considers in the

determination of the “Grundwert” (basic value, see

Sect. 16.2.1), an average track condition. This basic

value was fixed with 51 dB (A).

By means of many measuring results, it was known

that with ground, faultless rail surfaces, noise emission

levels are emitted which are by 3 dB(A), by some

types of trains up to 7 dB(A) below the values emitted

with an average track condition.

In extensive and lengthy tests, the procedure for

grinding the rail was optimised. With the following

grinding procedures, which at that time were permitted

exclusively for the rail grinding in connection with

the B€uG, a particularly good track quality of the rails

was achieved:

1. Grinding with rotating grinding discs and belt

grinding

2. Milling or planning of the rails and afterwards

grinding with oscillating blocks

It was proven in comprehensive tests at several

places in the railway system of the Deutsche Bahn AG

that the sound level reduction of 6 dB(A) produced by

means of the “acoustic grinding” for trains with disk

brakes and 3 dB(A) for trains with cast iron block brakes

lasted at least 2 years and frequently even longer [15].

In sound calculations related with new construc-

tions, upgrading and reconstructions of tracks the

application of the B€uG permits a reduction of 3 dB.

However, this requires that the acoustic characteris-

tics of the track are monitored regularly according

to determined provisions with a specially equipped

sound measuring coach, the so-called Schallmes-
swagen [49], and – where needed – ground according

to the above-mentioned procedures.

The testing coach permits to measure the rolling

noise at velocities between 80 and 200 km/h in

a compartment equipped with an absorbing surface.

A microphone is directly positioned over the opening

in the coach floor directly above the bogie. The mea-

suring signals are led via filters and electronic devices

(amongst others, for assurance of the constant com-

pensation of the velocity influence on the measuring

results) to a processor and there prepared for further

application or illustration.
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Fig. 16.31 Noise level differences between level crossings and open track, measured at a distance of 25 m from the centre of the

track, 3.5 m above top of rail (average value of approx. 10 pass-by’s of each train-class, respectively and then mean of up to seven

level crossings): ———– passenger trains with disc brakes (v ¼ 100–160 kmh), ����������� passenger trains with cast iron block brakes
(v ¼ 100–160 km/h); - - - - - - - rapid transit trains, Class ET 420, with wheel–disc brakes (v ¼ 60–120 km/)
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In extensive comparison tests, the direct connection

between the acoustic quantity obtained in the measur-

ing coach and the emission level aside the track line

was proven.

16.2.2.3 Large Area Railway Facilities
Shunting Yards

Shunting yards (Rbf ¼ Rangierbahnhof) are train for-

mation facilities covering large areas with noise

sources different from those of regular rail traffic.

They basically consist of a reception area to receive

the incoming trains, an area to sort and collect wagons

(direction group) and a departure area to collect and

finish the new trains.

Especially in the reception area and in the direction

group, sound-emitting procedures take place, such as

buffering wagons, passing through track brakes, curve

squealing or shunting with drag shoes between wheel

and rail [50].

Below, the emission levels of the most important

Rbf noise sources are listed. The A-weighted emission

levels Leq,25,1, i.e. the equivalent continuous sound

levels for 1 h, measured at a distance of 25 m from

the noise source, with one occurrence per hour are

given.

Each result represented here is based on a wagon

group consisting of two wagons according to the aver-

age situation in such facilities.

Noise sources according to no. 5 and no. 7 in

Table 16.2 [2] today do not occur in new, automated

installations. The speed at which the wagons bump

each other, which definitively determines the emission

level of these events, is 1 m/s for new installations and

4 m/s for old installations. The dependency of the

noise level of “bumping” on the wagon velocity is

shown in Fig. 16.32.

Rail brakes are an important component of an

automated Rbf equipment. They show – dependent

on the type of construction – an intensive noise emis-

sion in the frequency range above 3 kHz (“brake

squealing”) with a sound level up to 120 dB(A) at a

distance of 7.5 m. This holds particularly for rail

brakes without noise-optimised segmented wear and

tear jaws. Today, however, in new installations, the

rail brakes shown in Table 16.2 under nos. 11, 12, 14

and 15 are predominantly installed [257]. These brakes,

which are equipped with the above-mentioned wear

and tear jaws (Fig. 16.33), just seldom lead to sound

emission in the higher frequency range. Since the

development of this optimised sound brake is not yet

finished, still further level reductions may be possible.

Today, one of the relatively annoying sound

sources of an Rbf is curve squealing, which occurs,

when the wagons run on curved tracks (radius

�300 m) under some not yet clarified conditions.

Various measures to reduce or avoid these noise

Table 16.2 Emissions level Leq,25,1 of shunting yard noises in dB(A), as stipulated in [2]

No. Source of noise Level Special characteristics

1 Shunting run 54 v ¼ 65 km/h, l ¼ 100 m

2 Acceleration/deceleration 56 –

3 Push-up 45 l ¼ 170 m

4 Buffing impacts 45 v ¼ 1 m/s

5 Buffing impacts 58 v ¼ 4 m/s

6 Drag shoe impacts 54 v ¼ 2 m/s

7 Drag shoe impacts 61 v ¼ 4 m/s

8 Curve squeala 60 Radius R � 300 m

9 Retarder brake 56 Delay sectionb

10 Retarder brake 46 Continuous braking sectionb

11 Jaw-type rail brake, dual 51 With segmentation noise-optimisedb

12 Jaw-type rail brake, dual 54 With segmentationb

13 Jaw-type rail brake, dual 71 Without segmentationb

14 Jaw-type rail brake, single 58 With segmentationa, b

15 Jaw-type rail brake, single 51 With segmentation noise-optimisedb

16 Rubber fulling brake, single 49 –

aAnti-squeal development not yet completed
bSingle passage
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emissions have been tested, with the result that with all

the countermeasures available a reduction in the fre-

quency of occurrence of the squealing as well as in the

sound level during squealing could be obtained.

A complete suppression of this high-frequency noise

emission (compare Fig. 16.13), however, could not

be realised.

A measure against curve squealing is the lead alloy

rail with a Pb content of approximately 0.05%.

Because of the low durability, this variant is not suit-

able for the Rbf. Tests with other alloys, which do not

show these limitations, could be of interest.

Another possibility is the use of head-hardened

rails respectively a lubrication of the running surface

with a special lubrication procedure. The latest tests

took place in the year 2000 in the Rbf of Munich

and led to a positive effect.

The sound level of the curve squealing could be

reduced by approximately 4 dB(A) and, in addition,

the frequency of occurrence of curve squealing was

reduced.

Intermodal Stations

Intermodal stations (Ubf ¼ Umschlagbahnhof) refer

to facilities with horizontal and vertical loading of

freight, without changing the containment of

transportation (large container, semi-trailers, trucks

and articulated vehicles).

The significant sound sources of an Ubf include, in
addition to shunting movement with the already

discussed noise emissions occurring in shunting

yards (see resp. Section on Shunting Yards), the con-

tainer crane, the mobile handling equipment and the

devices for horizontal loading of long trucks in con-

nection with the “Rollende Landstraße” (loaded

trucks transported on low-floor freight trains).

Table 16.3 contains the emission levels of the most

important Ubf noise sources (A-weighted emission

level Leq,25,1).

In addition to the rolling noise of the crane, the

major sound source when unloading large containers

with container cranes is the noise of the rolling crane

trolley (Fig. 16.34). The noise events of the crane are

related with lifting, turning, driving and setting down.

Depending on the type of crane, the noise source

“crane trolley” is mounted up to 17 m over the surface

level.

Curve squealing is an annoying noise source also

in the Ubf facilities. It occurs when rolling on curved

tracks with a radius R � 300 m (see the previous

section).

Further Railway Facilities (Passenger Stations,

etc.)

In passenger stations, the following noise sources

occur additional to rolling noises:

(a) Braking noises of trains with cast iron block

brakes

(b) Starting noises and idling noises (fan, diesel

motors idling) of traction units

(c) Rail joint (among others insulated rail joints,

crossing gaps in points)

(d) Movement of baggage carts

(e) Door slamming

(f) Loudspeaker announcements

These sources influence the total emission of the

facility. The stopping trains have low speed and as a

result low rolling noise.

In [51], it was proven that calculations assuming

that all trains pass the train station area with unreduced

speed, neglecting other sound sources, result in correct

equivalent continuous sound levels with a tendency to

too large values. This simplifies the calculation of the

level in the train station area quite significantly.
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Fig. 16.32 Connection between the A-weighted energy-

equivalent noise level of shunting impacts measured in a

distance of 25 m referred to one shunting-impact-event per

hour Leq, 25,1, and the speed of the shunting impact
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Other train station facilities, such as freight train

stations, and depots, are often not critical regarding

noise sources in the environment, since large shielding

halls frequently surround them or because loud work is

only done inside the halls.

16.2.3 Noise Immissions

16.2.3.1 Noise Immissions Emitted by Large
Area Railway Facilities

German legislation demands noise immission calcu-

lations in the scope of the planning of new or modified

train facilities covering large areas. The applicable

calculation procedure is described in Part 2 of [5].

The guideline included therein [2] contains all the

details required for the calculation of the noise

immission as well as an introduction to the processing

of the individual numerical calculation steps (see

also [52]).

Noise with high frequencies, such as it occurs in

shunting yards and intermodal stations (e.g. curve

squealing, drag block squealing, brake block squeal-

ing), shows a higher sound level decrease with incre-

asing distance from the source than noise with low

frequencies.

The shielding calculation for higher frequency

noise sources shows a very good conformity with the

reality, if in the equation mentioned in the following

Sect. 16.2.3.2 for the calculation of the shielding effect

the calculation is done with 120 z instead of 60 z.

Special cases of multiple diffractions as well as

the influence of reflections are taken into account

according to [2]. With respect to the calculation of

Fig. 16.33 Shunting yard

track brake (segmented

wear-down beams at only one

rail) for destination tracks.

(a) Overall view; (b) detailed

view showing a squeezed-in

freight-car wheel
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the level reduction within built-on areas, only the

shielding of the buildings lying closest to the train

facility is taken into account. Other possibly existing

attenuations in built-on areas are ignored.

Regarding the impact of noise sources containing

tonal components and/or pulses at the place of

immission, corresponding level additions can already

be taken into account during the data acquisition

depending on the loudness and the frequency of the

sound. The procedure offers the possibility to add up

to a maximum of 8 dB(A) to the immission level (see

Sect. 16.2.4.2).

Since the main noise sources occurring have

another time structure than the rail traffic of the open

line, the “rail bonus” (see Sect. 16.2.4.1) is not applied

in the planning of shunting and freight train stations.

However, trains that pass by shunting yards or inter-

modal stations or that run through such facilities

without stops should be provided with a “rail bonus”

instead.

16.2.3.2 Noise Immissions Emitted by
Railway Lines

In Appendix 2 of the 16th BImSchV [5], for

noise immission calculations near tracks in

Germany, a calculation procedure [3] is stipulated.

The “Schall 03” contains all data required for this

purpose, so that there is no need to go here into

details.

Free Field Propagation

The level reduction on the propagation path can

strongly fluctuate. The reasons for this are, e.g., vary-

ing types of ground vegetation and meteorological

conditions in the propagation path [53].

The noise emission from trains is preferably

directed laterally [53, 249].

The directivity index can be described approxi-

mately by the following Eq. (16.2):

DI ¼ 10 � lg 0:22þ 1:27 � sin2d� �
; (16.2)

d is the angle between the connection line between

emission and immission point and the track line.

Figure 16.35 shows the typical passing level as

a function of time, measured at various distances

according to [17]. The increasing steepness of the

leading edges (with decreasing lateral distances)

shows the influence of the directivity index, and,

Table 16.3 Emissions level Leq,25,1 from an intermodal station in dB(A)

No. Source of noise Level Special characteristics

Movement of container crane 52 For one load cycle

Container crane, trolley moving 47 For one load cycle

Height of source ¼ 15 m

Mobile loading equipment

Side loader, Type 1

Side loader, Type 2

60

55

400 s load carry duration

120 s load carry duration

Horizontal loading – Rolling road

Head ramp for loading

Stowing/removing the truck

50 Two times per train

Driving trucks onto low-level wagon 43 Once per truck

Fastening the truck 53 Once per truck

Driving semi-trailer onto low-level wagon 57 Once per semi-trailer

Starting the truck 57 Once per train as line noise source

Driving trucks off the cars 52 Once per truck
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Fig. 16.34 Noise level in a distance of 25 m from a container

crane at different working states: - - - - - - - whole crane moving

along; ———– noise of trolley while lifting/lowering
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furthermore, that with increasing distance longer track

sections influence the immission.

Figure 16.36 shows the spectrum of the pass by

noise of InterCity trains at various distances from the

track according to [20].

Active Noise Control Measures

The most important elements of active7 noise control

on tracks or generally in train facilities are noise con-

trol barriers and noise control embankments.

In [55] “Noise control by shielding in the free field”

is treated in detail.

Valuable indications to general principles can also

be found in Maekawa [56], and to shielding along train

facilities in particular in Kurze [57]. When determin-

ing the shielding effect of noise control barriers and

embankments, it must be taken into account that the

barrier attenuation depends on the frequency. This is

particularly important where higher frequency sound

sources are to be expected.

Noise Control Barriers

Noise control barriers are manufactured from a variety

of materials. The Deutsche Bahn AG has barriers made

out of concrete, synthetic materials, glass, aluminium,

bricks, wood and a mixture of these materials. They

must comply with the requirements according to [58].

Here are the most important points:

(a) The noise control barriers must be able to with-

stand certain wind load levels

(b) The noise control barriers made of metal must be

grounded electrically for safety reasons

(c) For safety reasons (for rail workers, because of

aerodynamic pressure) and track construction

reasons, according to [58], the following minimum

clearances between the noise control barriers and

the adjoining track (centreline of track) must be

observed

160< v < 300 km/h 3.80 m

v � 160 km/h 3.30 m

Pure S-Bahn tracks 3.20 m

(a) Regarding noise control barriers with a noise level

reduction of up to 15 dB(A), the following mini-

mum values of the sound insulation of the barriers

must be observed. Considering all noise control

barriers, the following minimum values of the

sound absorption coefficient – along the side of

the barrier which faces the sound source have to be

provided:

Frequency (Hz) 125 250 500 1,000 2,000 4,000

Sound reduction index R
(dB)

12 18 24 30 35 35

Sound absorption

coefficient as
0.3 0.5 0.8 0.9 0.9 0.8

In case a larger noise reduction is required, corre-

spondingly higher insulation valuesmust be guaranteed.

In the case of concrete barriers with concrete supporting

100

90

80

70

60

50

40
0 10 20 30 40 50 60 70

Times [s]

A
-w

ei
gh

te
d 

no
is

e 
le

ve
l [

dB
(A

)]

100 m / 9 m above to p of rail
25 m/3 m above top of rail

100 m/9 m above 
top of rail
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Fig. 16.35 Time histories of

A-weighted noise levels at

different distances from the

track during the pass-by of

a passenger train consisting of

an electric loco Class 103 and

12 coaches (mix of coaches

with disc brakes or cast iron

block brakes), at a speed of

140 km/h

7 The term “active” was introduced for railway traffic for nearby

sound source secondary measures.
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layers of at least 8 cm thickness, the sound insulation in

every case is sufficient.

The procedures for testing the above-mentioned

requirements are specified in [58].

As can be seen from Fig. 16.37, reflecting barriers

along the tracks (due to the small distance between a

coach side and the noise control barrier) are

unfavourable, since by the occurrence of multiple

reflections between the noise control barrier and the

train, the effect of the noise control barrier is signifi-

cantly reduced. A reduction in the effect of the barrier

at around 3 dB(A) in normal situations (but even up to

7 dB with a very large shield value z, see Fig. 16.40)

was proven.

It was proven by measurements that sound level

increases on the opposite side of the noise control

barrier, caused by reflections on the noise control

barrier, are not to be worried about, since these

reflections are, to a large extent, shielded by the pass-

ing train itself. Passenger trains completely shield

these reflections, freight trains do it partly.

Figure 16.38 shows the average spectrum of the

rolling noise from freight trains with and without

noise control barrier [15].

Figure 16.39 shows the level recording of the pass-

ing of a freight train for an immission site at a distance

of 25 m, with and without a noise control barrier with a

height of 2 m related to the surface of the rail located at

a distance of 4.5 m between the barrier and the

centreline of the track.

The level reduction DL by means of a noise control

barrier depends on the shielding value z and the

overhanging length. The determination of the z value

is illustrated in Fig. 16.40.

The following Eq. (16.3) gives the shielding effect

in a simplified way:

DL ¼ 10 � lg 3þ 60 � zð Þ: (16.3)
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Fig. 16.36 Noise level at

different distances from an

open track during the pass-by

of Intercity passenger trains

(with disc brakes), mean train

speed v ¼ 160 km/h.

(Surrounding ground 2 m

below top of rails)

Fig. 16.37 Illustration of the influence of multiple reflections

on the screening effect of a non-absorbing noise control barrier
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Due to the directivity of rail traffic noises, railroads

require inferior additional lengths of noise control

barriers at a given situation than roads [57].

For the exact calculation procedure for the shielding

effect of noise control barriers, see, e.g. Schall 03 [3].

Also, for small negative z values (the barrier is not high
enough to reach the connecting line between emission

and immission site), there is still a measurable barrier

effect (e.g. approximately 3 dB where z ¼ 0).

Using a noise control barrier with a profile showing

an inward bend in its upper part, the diffraction edge is

brought closer to the track even though the barrier is

built at the same distance, and thus the level reduction

is increased. Figure 16.41 shows the minimum values

to be observed.

Tests with “interference barriers” or with interfer-

ence absorbers, which are placed on top of normal

noise control barriers, showed no significant additional

effect until now.

“Low noise control barriers” have a height of only

0.75 m above the top of rail. As a result, they can be set

up substantially closer to the track without infringing

on the side clearance, if possible.

The only possibility to improve the effect of noise

control barriers, whose side facing the sound source

is coated with absorbing material, lies – presuming

unchanged height of the noise control barriers – in

the acoustic optimisation of the diffraction edge.

Therefore, some manufacturers of noise control

barriers have developed various shapes of diffraction

edges, which were also tested by the Deutsche Bahn

AG, although never with any significant success.

In recent years, the influences on the diffraction

field have been thoroughly tested through impedance

loading of the diffraction edge [59, 60]. Based on this

research, the Deutsche Bahn AG, DB Systemtechnik
M€unchen has developed a practice-oriented top shield

optimised to the typical spectra of passing trains.

An effect of up to 3 dB(A) is to be expected.
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Fig. 16.38 Airborne noise at a distance of 25 m to the side of

an open track (3.5 m above top of rail) with and without a noise

control barrier (NCB), during pass-by of freight trains with

speeds between 85 km/h and 100 km/h. ———– without

NCB: 88 dB(lin), 86 dB(A); - - - - - - - with NCB (upper edge

2.0 m above top of rails): 81 dB(lin), 74 dB(A)
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Fig. 16.39 Time history of A-weighted noise level at a distance of 25 m to the side of an open track with and without a noise

control barrier (NCB) during the pass-by of a freight train at a speed of 85 km/h (height of NCB: upper edge 2 m above top of rails

(TOR)). 1 without NCB, height of microphone 3.5 m above TOR; 2 with NCB, height of microphone 3.5 m above TOR; 3 with

NCB, height of microphone 0,9 m below TOR
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Noise Control Embankments

Noise control embankments have two diffraction

edges and are calculated in the same way as noise

control barriers (see Fig. 16.42).

Vegetation on the embankment, which should be as

dense as possible, increases the noise reduction by

absorption.

If trees tower over the diffraction edge, reflections

on leaves and branches may reduce the shielding effect.

The shielding effect of cuttings must also be taken

into account according to [3].

When a train passes by a noise control barrier, the

train itself shields the reflections to the opposite side

considerably.

Passive Noise Control Measures

If technical reasons prohibit the construction of noise

control barriers or embankments, or if in case of a new

construction or substantial reconstruction of the rail-

way the immission threshold values (according to the

relevant legislation) cannot be complied with by the

use of active noise control measures, then noise con-

trol is realised directly at the immission site by instal-

lation of sound-proofing windows, or by the acoustical

improvement of other enclosing components (passive

noise control measures).

It is important to take into consideration the

characteristics of railway traffic noise for the dimen-

sioning of sound-proofing windows according to Sect.

43 in [61, 250].

These characteristics are:

1. Less annoyance of rail traffic noise compared to

road traffic noise (“rail bonus”)

2. Better noise control effect of windows against rail

traffic noise compared to road traffic noise at the

same sound insulation index, due to the different

noise spectra

For Point 1

Many studies [62–65] have been conducted on this

subject. The difference in the level of annoyance (see

Fig. 16.43) has been defined as a reduction of 5 dB

(see Sect. 16.2.4.1 rail bonus) in calculation proce-

dures according to [5].

As far as the disturbance of communication (tele-

phone, television, etc.) is concerned a discussed sup-

plementary “rail malus” has been rejected [63] by

considering the “window position habits” of the

citizens consulted (see also [66]). It was shown that

in the case of road traffic noise most people disturbed

by a high external level close the window (approx.

80%), so that then – due to the now lower internal

level – the communication disturbances are signifi-

cantly lower. In the case of rail traffic noise, by

contrast, even with increasing external level, the

Fig. 16.40 Geometrical distances for calculating the so-called

screening value z of a noise protecting barrier. z ¼ aQþ
aA � s½m�; EO emission point (centre of track at top-of-rail-

level); IO immission point

3 m

S02.
2 

m

3.80 m

Area of indis-
pensable
track bench

Fig. 16.41 Sketch to illustrate the allowed geometry of a

track-side-angled noise protecting barrier for high-speed-lines

(v � 160 km/h) of German Rail (DB AG)

EO

barrier-edges with
influence on z barrier-edges without 

influence on z

IO
aQ

aB
aA

s

Fig. 16.42 Geometrical distances for calculating the so-called

screening value z of a noise control barrier. z ¼ aQ þ aBþ
aA � s½m�; EO emission point (centre of track at top-of-rail-

level); IO immission point
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windows remain predominantly open (only some 20%

of those disturbed closed the window in this case), so

that due to the higher internal noise when a train is

passing, the communication disturbances are larger

(see Fig. 16.44). However, the disturbance here is not

so important that the windows are closed more often.

This difference in the window position habits is also

reconfirmed in the new studies, in particular, in Liepert

et al. [67] (see Sect. 16.2.4.1).

For Point 2

Since the sound insulation of a sound-protected win-

dow depends on frequency, the spectrum of the exter-

nal noise has an influence on the noise control effect.

Figure 16.45 shows an average spectrum measured

outside of an apartment for rail and road traffic,

respectively (upper curves). Subtraction of the sound

reduction index (dotted curve) obtained with sound-

proofing windows of various types of construction

yields the respective spectra inside the apartment

with their corresponding internal noise level.

One can see that the resulting difference in the

mean level Li (inside) of 6 dB, in this example with

the same mean level La outside for both road an rail

traffic favours the rail traffic noise.

This superior sound-proofing effect for rail traffic

sound is taken into account in the calculation of the

required sound insulation by means of a corrector

(the so-called E-Summand) according to [68] [see the

Eq. (16.4) below].
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leading to the same annoyance in bedrooms, illustrated for
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In a study [69], the E-Summand for rail traffic noise

was determined dependent on the sound insulation of

the window and the distance of the sound source.

It was obvious that the E-Summand is influenced by

a considerable number of parameters, such as the type

of vehicle, the speed, the insulation curve of the win-

dow and the distance between emission source and

immission site.

Taking all these influences into account in [69], the

following average E-Summands were found for the

individual types of trains:

High-frequency shunting yard noise �1.3 dB(A)

Low-frequency shunting yard noise 3.5 dB(A)

Long distance trains (IC) �1.1 dB(A)

Intermediate trains (D) �1.8 dB(A)

Freight trains (G) 1.7 dB(A)

Commuter electric multiple unit (S-Bahn ET 420) 1.5 dB(A)

On the basis of these tests, etc., the following aver-

age E-Summands were estimated in the calculation

procedures according to [68] described below:

Railway lines in general: 0 dB

Railway lines, in which in the rating period of time

more than 60% of the wagons are freight trains with

cast iron block brakes, as well as traffic routes of the

magnetically levitated (Maglev) trains: . . . . . . 2 dB

All railway lines on which freight trains were

arranged or divided (shunting yards) to a considerable

extent: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 dB

The calculation stipulates that the sound insulation

of existing enclosure components (e.g. windows, shut-

ter frames, radiator corner, roof, wall) in the rooms is

to be improved corresponding to their need of protec-

tion such that the entire outer surface of this room does

not fall below the sound reduction index deemed nec-

essary, according to Eq. (16.4):

R0
w;res ¼ Lr;T=N þ 10 � lg Sg

A
� Dþ E; (16.4)

where:

R0
w,res – required estimated sound insulation of the

entire outside surface of the room in dB

Lr,T or N – rating level for the day (index T) and for

the night (index N) in dB(A), according to Appendix 1

and 2 of [5]

Sg – entire outside surface in m2 seen from the

inside of the room (sum of all partial surfaces)

A – equivalent absorption surface of the room

in m2

D – correction according to Table 1 in [68] in dB

(to take into account the use of the room),

E – correction according to Table 2 in [68] in dB

(which results from the spectrum of the outside noise

and the frequency dependence of the sound insulation

of the windows).

For other details, see [68]. In order to comply with

the requirements for the passive sound insulation

as calculated in [68], the calculated existing sound

insulation must not be smaller than the required

sound insulation for the entire outside surface. If this

requirement is not complied with, the sound-proofing

measures of the surrounding components must be

improved accordingly, whereby the improvement

compared with the original value according to [68]

must amount to at least 5 dB.

As a guideline for the application of [68] with rail

traffic, in [2] instructions and practical tips are given

for the execution of measures for passive sound
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Fig. 16.45 1/3-octave-band noise level spectra of rail traffic

and of road traffic noise outside of living rooms (measured

same noise levels LA ¼ 70 dB(A)) and within living rooms

(calculated by means of the specified sound insulation of

a given window), shown for the typical frequency range of

architectural acoustics
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insulation against rail traffic noise in the area of the

Deutsche Bahn AG.

16.2.3.3 Noise Inside Rail Vehicles
A part of the airborne noise originated during rolling

hits the floor and the lower areas of the sidewalls. When

passing through a tunnel, it hits also the windows, walls

and the roof, and excites these components to structure-

borne vibrations, which in turn radiate airborne noise

towards the inside. Another part of energy migrates as

structure-borne noise from the wheel via the bogie to

the upper vehicle components and is radiated likewise

as airborne noise into the passenger compartments, etc.

The following descriptions are divided into two

sections: travelling noise in passenger coaches and in

the driver’s cabins of the traction units.

Passengers Area

Over the last few decades, significant improvements

have been obtained in the reduction of the internal

sound level. Especially due to the introduction of

disk brakes for passenger coaches, the internal levels

(as well as the external levels) have been drastically

reduced.

Internationally, the railway companies have set the

following reference values for passenger trains with

speeds up to 160 km/h:

In first class 65 dB(A)

In second class 68 dB(A)

Today, compliance with these values is being

aspired as well for vehicles of the fast passenger trains

(>200 km/h). Table 16.4 gives the internal level in the

ICE 1 when travelling on an open line with ballasted

track in dB(A).

In big-saloon coaches without small compartments,

these values should not fall significantly below these

figures, because otherwise conversations of passengers

even sitting at a distance would no longer be masked

by the – now too low – train noise and could become

an annoyance.

When travelling through a tunnel, in the ICE these

values are increased by only approximately 4 dB(A),

due to the good sound insulation of the sidewalls, the

windows and the roof, which have been designed

especially for tunnel passages, too.

In older passenger coaches, the internal level

increases significantly more while passing through

tunnels, due to an insufficient insulation of the roof

area. Figure 16.46 shows typical spectra as per [15].

Figure 16.47 shows the sound pressure level at

different positions on and in a passenger coach while

passing through a tunnel and on the open track at

a speed of 250 km/h.

According to this figure, the sound pressure level in

the bogie area under the coach at a speed of 250 km/h

amounts to 120 dB when rolling on an open track as

well as when passing through a tunnel. When rolling

on the open track, the sound level decreases in direc-

tion to the centre of the roof over the bogie to 96 dB,

and towards the centre of the roof in the middle of the

coach, even to 90 dB, whereas in tunnel there are

115 dB(A) up there. The big differences between

internal and external sound levels according to

Fig. 16.47 require highly elaborate floor and wall

constructions. In new passenger coaches also elaborate

window and roof constructions are employed due to

the large portion of tunnels on the new railway lines

(see above).

Driver’s Cabin

According to Code 651 of the International Railroad

Association UIC [70], in the driver’s cabin the equiv-

alent continuous sound level Leq should not exceed

78 dB(A), and 75 dB(A) should be the target value.

In tunnels, these threshold values are 5 dB(A) higher.

These values are related to a measurement duration of

30 min, with closed doors and windows, at a speed of

up to 300 km/h on well-maintained rails.

These values – particularly with diesel locomotives

with levels up to 120 dB(A) in the engine room – can

only be maintained with very extensive sound insula-

tions between the engine room and the driver’s cabin.

At train speeds �200 km/h, the compliance with these

values requires an aerodynamically correct external

configuration of the driver’s cabin area.

Table 16.4 Noise levels inside of ICE 1 in dB(A)

Measurement location/passenger section Speed (km/h)

200 280

Over the bogie 66 70

At mid-car between the bogies 62 66
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Fig. 16.46 Airborne noise inside a coach (saloon in the middle of the wagon) when running on different track constructions on

open track and in tunnel at a speed of 200 km/h
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Individual sounds, such as warning signals, may

occur in the driver’s cabin with a sound level of

LA > 80 dB(A).

In the driver’s cabins of the traction units of the

Deutsche Bahn AG, the following rating levels Lra
are to be used for calculations:

Diesel locomotives 75–80 dB(A)

Diesel multiple-unit sets 65–75 dB(A)

Electric locomotives 70–75 dB(A)

Table 16.5 shows internal levels of the driver’s

cabin during full load operation and at maximum

speed during open track running as per [15].

The sound pressure levels have been measured at

the ear of the locomotive driver. In the driver’s cabin

of the steam locomotives used in former times tempo-

rary sound levels occurred briefly up to 110 dB(A) and

in few cases up to 120 dB(A) (for instance when

whistling), which could lead to rating levels Lra in

these vehicles of approximately 90 dB(A).

16.2.4 Effects and Assessment of Railway
Noise

Undoubtedly, different noises with the same mean

level widely vary in their degree of annoyance.

A decisive influence on the annoyance caused by

a noise is its sound character, the tonality, the duration

(continuous noise or noise with long pauses), or

opinions of the affected persons on the origin of the

noise.

16.2.4.1 Railway Bonus
When the German Federal Ministry for Traffic in 1973

started to specify sound emission threshold values in

the form of A-weighted equivalent continuous sound

levels Leq for rail traffic noise (SVL) and road traffic

noise (StVL) the comparative assessment of the

annoyance caused by both types of traffic noises had

to be dealt with in detail, since the specification of the

same numeric values as threshold values for different

kinds of traffic noise would have meant to permit

different annoyance levels for the noise caused by

the different traffic systems.

In addition to the studies being conducted or having

been terminated in Germany and abroad at that time

which, with the exception of [64], only paid marginal

attention to this matter, a study was conducted

upon commission by the German Federal Ministry

for Traffic [4].

The annoyance difference between railway traffic

noise and road traffic noise for the disturbances at

night was determined with some 10 dB(A) in favour

of the railway traffic noise by interviewing over 1,600

inhabitants living in railway traffic noise and road

traffic noise areas concerning numerous disturbance

parameters (see also [71]). For the procedures and

results of such studies, see [72].

Table 16.5 A-weighted noise level LA in the driver’s cab of various locomotives and trainsets on open ballasted track

Class Speed (km/h) LA dB(A) Notes

101a 220 81 –

103a 160 81 –

111a 120 74 –

120a 160 82 –

143a 120 74 –

151a 100 78 –

218b 130 80 –

232b 120 78 –

401 (ICE 1)c 250 79 –

423 (suburban rail)c 140 68 –

605 (ICE-VT)d 200 71 73 dB(A) in tunnel

644d 120 72 –

aElectric locomotive
bDiesel locomotive
cElectric trainset
dDiesel trainset
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This proven rail bonus with +10 dB(A) for the night

time see also [73] was adopted by the legislature with

only 5 dB(A) according to [5].

It is presumed that for the following reasons annoy-

ance of railway traffic noise is significantly lower than

for road traffic noise:

(a) The noise pauses between the individual sound

events (trains passing)

(b) The regular occurrence of noises (timetable)

(c) Few different sound characters and sound levels

perceived by a certain resident

(d) The loudness of the trains is not affected by an

individual

(e) The spectrum of railway traffic noise being differ-

ent in comparison with road traffic noise.

Investigations were conducted concerning the last

point [65]. Here in order to investigate the differences

between the C- and A-weighting of different kinds of

traffic noise numerous measurements were carried

out on many immission points with a broad variety

of traffic situations for road, rail and air traffic. The

noise impact times analysed were 23 h for rail traffic

(without the pauses) and 41 h for road traffic. The

study showed that road traffic noise has a consider-

ably higher part of its sound energy in low frequ-

encies than railway traffic noise, so that already

on the basis of the A-weighting, a rail bonus of

þ5 dB(A) is justifiable.

Since in recent times the rail bonus has increas-

ingly been criticised and challenged in particular

within the framework of project approval procedures

and the associated public relations regarding new

constructions and upgrades of railway lines, the

Deutsche Bahn AG initiated a comprehensive research

programme on the annoying effect of rail traffic noise

with the participation of the German Federal Ministry

of Traffic, the Federal Environmental Agency, the

Federal Railway Agency, the Austrian Federal Rail-

way, etc., from 1996 until 2001. In the studies, it had to

be verified whether the rail bonus determined in [4]

retains its validity even under the current, changed

traffic conditions.

In several field studies, based on interviews among

involved residents, the annoyance difference between

rail and road traffic for the nighttimes (the wake-up

study) [74], the special features of high-speed traffic

[75], and the varying noise effect of freight trains

and passenger trains were examined [261]. Thus,

measurements and interviews to the wake-up

behaviour were conducted with the test persons in

road traffic noise (StVL) and railway traffic noise

areas (SVL) with the same equivalent continuous

sound level Leq in order to reliably detect noise-

induced differences concerning the wake-up reactions.

Results from interviews of 1,600 test persons

within the wake-up study led to the average annoyance

differences (railway traffic noise/road traffic noise) of

+13.6 dB(A) for “the sleep disturbance” question and

by +8 dB(A) for those questioned about “disturbance

all night long”. The result of the communications

disturbances resulted, also in consideration of the dif-

ferent window positioning habits, in annoyance

differences of 3 dB(A) up to –8 dB(A) [67], whereby

the “overall disturbance during the day” reached

a value of þ3.4 dB(A).

Concerning the communications disturbances in

the inside (telephone, TV, etc.), the so-called “rail

malus” [63] was further analysed by means of the

window positioning habits of the persons questioned

[67]. This investigation was carried out after having

discovered that with increasing external noise, a larger

portion of those interviewed at the street closed the

window (> 50%), while at railway lines, only some

10% of the affected persons kept the windows closed.

Due to the resulting difference in inner room levels

along railway lines and roads, the “rail malus” shown

in [63] was once again subject to scrutiny.

The result of these current investigations of

noise effect shows that with predominantly closed

windows along railway lines and roads the annoyance

difference for communications disturbances must not

necessarily be in the “malus” range.

Within the study on high-speed traffic, it was also

determined on the basis of interviews completed with

315 residents that the noise disturbances provoked by

the fast ICE trains in tendency are not superior to those

from the conventional rail traffic [75].

In general, these studies confirm the results of

earlier studies and show that also under the changed

traffic conditions it is still justified to calculate with

a rail bonus of þ5 dB(A).

In other European countries, the rail bonus is set

likewise, but partially at different values: Austria

þ5 dB(A), France þ3 dB(A), Netherlands þ7 dB

(A), Switzerland, between þ5 dB(A) (with a high

line load) and þ15 dB(A) (with a very low line load).
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In the meantime, the legislature has adopted in the

Noise Protection Ordinance for magnetic levitation

trains in 1997 a rail bonus of þ5 dB(A) up to a speed

of 300 km/h [76].

16.2.4.2 Level Additions (Pulse/Tonal
Addition)

When rolling on narrow, curved tracks, squeaks in the

frequency range between 2 and 10 kHz may appear

due to longitudinal and transverse sliding of the

wheels on the rail.

If at the immission site sound sources containing

tonal and/or pulse components are relevant, certain

level additions must be added in the course of the

emission level calculation according to [2, 3].

16.2.4.3 Perception of Level Differences
Regarding Passing Trains

According to the general perception, sound reductions

and increases of 3 dB(A) are just about perceived as a

change in the noise emission. In the tests conducted by

the Technical University of Munich, test persons in the

Sound Laboratory in several test series were exposed

to a given rail traffic noise of a passing train; that noise

was changed with pause periods of 3 min and of 6 min

electrically by 	3 dB and 	10 dB. The test persons,

distracted by other activities, were asked to specify

whether they perceived a change in the sound level or

not [77, 78]. By means of the distraction, it was

intended to simulate a normal situation of living

in an apartment close to a track.

The test results show that an increase or decrease in

the sound level by 3 dB(A) is not perceived by the

majority of the affected persons (see Fig. 16.48).

Even a noise reduction of 10 dB was not recognised

as a reduction in half of the judgements given! This

result is of great importance in particular with the

planning of noise control measures (e.g., noise control

barriers), since an increase in the height of noise control

barriers by 1 or 2 m, as it is frequently demanded,

has an additional acoustic effect in the range of

3 dB(A) to 5 dB(A), which – as the above-mentioned

results show – is hardly perceived acoustically, but can

be a strong additional optical disturbance.

16.2.5 Noise Measurements on Railway
Vehicles

Measurements of noise inside and outside of railway

vehicles are described in detail in standards [11, 79].

An exactly defined condition of the running surface of

the rail and of the superstructure in the respective

measuring section are the most significant points for

reliable measuring results. Measurements of the noise

emission of passing trains for the comparison of the
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emission at different rail sections (e.g., with/without

lateral residential constructions), at different super-

structure variants, different track constructions (cut-

ting, level, embankment), with or without noise

control barriers, etc., require the condition of the run-

ning surface of the rail in comparable sections to be

reliably equal – that means along a length of track,

from which the sound level at the measuring point is

influenced. This condition is hard to maintain. When

planning such measurements, the Deutsche Bahn AG

grinds the rails of the corresponding track sections and

thus produces a comparably good condition of the

running surface of the rail. The measurements should

take place after approxiamtely 4–8 weeks following

the grinding date, because at that time, the high-qual-

ity running surfaces of the rails have been generated

and normalised due to train operation.

Efforts to abate the noise at the source in

those years resulted at the Deutsche Bahn AG in

the development of a new measuring procedure to

register the acoustic quality of the running surfaces

of the rail near housing areas with a specially equip-

ped measuring vehicle [49] (see Sect. 16.2.2.2,

superstructure).

To locate and investigate the sound source, sound

measuring procedures beyond the standards [11, 79]

are required frequently. In case the sound source is

stationary, as e.g., on the test bench or in wind

channels, the sound-emitting areas can be located

accurately to a few centimetres with the procedure of

the “spatial conversion of sound fields” [80] using

grid-shaped microphone arrays of typically 50–100

microphones. For the location of individual sound

sources of passing trains, such as pantographs, that

may emit aeroacoustic noise at speeds �250 km/h

(see Sect. 16.2.2.1), microphone arrays can be

used, which, for example, also typically consist of

50–100 microphones mounted on a coil of 4 m diame-

ter in quasistochastic array or also in a cross-shaped

array. With these arrays, each point – resolution

according to each frequency range typically a few

decimetres – of the passing train is scanned for

a sufficient amount of time to allow a 1/3 octave-

band sound level analysis and its contribution to the

1/3 octave-band level is determined [81]. In this

manner, indentations for door handles, and steps, or

cables crosswise to the air flow have already been

identified as important aeroacoustic sound sources at

speeds around 300 km/h.

16.3 Structure-Borne Noise and
Vibration from Railway Lines

16.3.1 General, Definitions

Rail traffic causes vibrations, which are transmitted

via the track superstructure into the subgrade and

propagate in the surrounding ground. These vibrations

are also transmitted to neighbouring structures through

their foundations, exciting vibrations in the affected

structures. If strong enough, these vibrations can be

perceived by building occupants as shaking (tremors).

Such vibrations can also be transmitted by vibrating

building components, generally ceilings and walls,

into the air and can become audible as so-called

“reradiated sound” (see Fig. 16.49).

Problems related to emissions of vibration and

reradiated sound have become increasingly acute,

as new railway lines are built and existing lines

upgraded, especially in densely populated residential

areas where there is often little distance between the

railway lines and nearby residential structures.

The term “structure-borne noise” is frequently used

as a synonym for the expression vibration, even

though strictly speaking this term is, as indicated by

the reference to “noise” reserved for use with regard to

vibrations in solid objects within the range of audible

frequencies (f > 16 Hz), see, for example [82].8

The most important quantity for the description of

vibrations/structure-borne noise is the level of vibra-

tion velocity/structure-borne noise velocity, referred

to as the velocity level Lv:

Lv ¼ 20 � lg v

v0
dB: (16.5)

In which:

v – the effective value of the vibration velocity

in m/s,

vo – 5� 10�8 m=s (reference velocity).

8 According to Cremer et al. [82]), “structure-borne noise”

denotes the field of physics, “. . . related to the generation,

transmission and radiation of (usually very small) periodic

oscillations and forces in solid bodies.” In this respect, the

word “noise” indicates that the main focus is on higher

frequencies, roughly in the range of 16 Hz to 16,000 Hz.

Oscillations and waves in lower frequencies are generally cov-

ered by the field of mechanical vibration or seismic waves.
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The velocity level Lv is used to describe oscillating

structures, such as the ground, the foundations and

ceilings of buildings, in terms of structure-borne noise,

and to describe the propagation of structure-borne noise

as well as in the measurement and numerical calculation

of the efficiency of abatement measures (e.g. insertion

loss, difference in velocity level).

In general, the unit measured is vibration accelera-

tion, which is recorded using piezo-electric accelera-

tion pick-ups the sensitivity of which has been set to

the specific application being measured.9

In respect of periodic processes, which can practi-

cally always be assumed here, vibration acceleration

a and vibration velocity v are interrelated when using

Eq. (16.6) as follows (see [83] or Sect. 1.2 of this

handbook):

aj j ¼ dv

dt

����
���� ¼ d v̂ � ejo�tð Þ

dt

����
���� ¼ jo � vj j ¼ o � vj j: (16.6)

This means that the differentiation by time and

integration over time passes over in the frequency

range to multiplication or division by the radian

frequency o.
For the representation of the acceleration level

La ¼ 20 � lg a

a0
dB; (16.7)

the reference value ao ¼ 10�6 m/s is now generally

used. In the past, other reference values were more

common, such as ao ¼ 10�2 and 10�4 and 9.81 m/s or

ao ¼ p·10�4 m/s.

The last of these was commonly employed in the

field of structure-borne noise, as the acceleration spec-

trum and the velocity spectrum of an oscillation at

a frequency of 1,000 Hz have the same value when

it is used.

Measurements to determine the structure-borne

noise situation in the vicinity of railway lines are to

be performed in accordance with [84, 85, 119].

According to [84], the measurement point for deter-

mining emissions from surface lines is preferably the

so-called “8-metre mark” (see Fig. 16.49), i.e. a

surface measurement site 8 meters from the track

axis on a metal stake (also referred to as a “spike” in

[85]), the entire length of which (ca. 500 mm) has been

completely driven into the ground and which generally

has an L-shaped or X-shaped cross section.

8 m 
measuring 

point

Airborne noise yz

z

x,y,z

Primary
airborne noise

Structure-borne noise

reradiated
Sound

Fig. 16.49 Sketch to illustrate structure-borne and airborne noise immissions in the vicinity of an open railway line, with typical

measurement points for determining emissions (8-m point) and immissions: x,y,z ¼ direction of vibration, x parallel to the track

axis (horizontal), x perpendicular to the track axis (horizontal), z perpendicular to the surface (vertical)

9 In particular, electro-dynamic measuring devices, so-called

geophones are used to measure very-low-frequency vibrations.

These devices are capable of directly measuring the vibration

velocity.
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In respect of subsurface railway lines, the points for

measuring emissions are usually located on the tunnel

walls (for practical purposes, i.e. accessibility), gener-

ally at a height of 1.6–2 m above the tunnel floor,

whereby it must be taken into consideration that

under certain conditions differences in the materials

(overburden) behind the tunnel wall can have a signif-

icant impact on the level of structure-borne noise

measured at the tunnel wall [84].

Measurement points for determining immissions in

neighbouring buildings, e.g. at the foundations, in

load-bearing structural components in upper stories

or in ceilings (see Fig. 16.49) should be selected in

accordance with the specific requirements as per

[85–87].

Figures 16.50–16.52 illustrate typical results of

structure-borne noise measurements in the vicinity

of a railway line, whereby in this specific case the

measurement point for determining the emissions

was 3 m from the track axis. Accordingly, in

Fig. 16.50 one can clearly discern the passage of

the bogies (wheel sets) and mid-sections of the cars

in the periodically high and low maximum vibration

acceleration values.

16.3.2 Generation of Structure-Borne
Noise and Vibrations

Structure-borne noise is generated at the wheel/rail

(wheel–rail) contact point and propagates from there

into the vehicle and the subgrade.

Excitation at the wheel–rail contact point is primar-

ily caused by roughness of the rails and the wheel

tread. These deviations from ideal conditions (smooth

rail, round wheels) result in corresponding contact

forces, which excite vibrations in the entire wheel–rail

system (cf. wheel–rail model in Fig. 16.18).

Deviations in shape have two different causes:

(a) On the one hand, they stem from geometric

deviations in the wheels and rails, in the form of

corrugations or roughness of the running surfaces.

This type of excitement is referred to as displace-
ment or speed excitation.

(b) On the other hand, they stem from local and thus

time-related fluctuations in stiffness of the track

superstructure system during the passage of trains,

which leads to localised changes in the static and

dynamic subsidence of the rolling surfaces of

the rails. This form of excitement is referred to

as parametric excitation of vibrations.
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Fluctuations in stiffness occur periodically accord-

ing to the distance between the sleepers (secondary

flexing) and stochastically according to changes in

the bedding stiffness (ballast on subgrade).

TheHertzian contact stiffness of the wheel–rail inter-

face is subject to fluctuations as a system parameter.

This is influenced by the wheel–rail radius of curvature

in the contact area (changes according to sinusoidal run)

and by the static/dynamic contact forces, which are

primarily subject to strong fluctuations in terms of the

natural frequencies of the system (natural frequencies of

the vehicle in the range of just few Hz, and wheel–rail

natural frequencies in the range of 50–100 Hz).

Another form of excitement is found in the vibra-

tion excitation of unbalanced wheels. This falls under

the category of inertial force excitation.

Numerous theoretical and experimental studies on

the generation of structure-borne noise in wheel/rail

systems have been carried out over the last few

decades, and consequently our understanding of the

fundamental aspects and key mechanisms of genera-

tion can broadly be viewed as well underpinned (see,

for example, [88–90], [217–218], [259]).

In practice, the vehicle and superstructure as well as

the subgrade and line design have proven to be key

variables with regard to the generation of structure-

borne noise.

In respect of vehicles, the main factors with an

impact on the generation of structure-borne noise are

speed, unsprung wheel mass, car weight, distance

between bogies and axles and defects on the wheels

(out-of-roundwheels, flat spots on the running surfaces).

The main parameters for the track superstructure

are the masses (rails, sleepers, ballast, slabs, etc.) and

stiffness (ballast, elastic rail pads) of the superstruc-

ture components, which are involved in vibration as

well as roughness on the rail surface (short-wave

corrugations with the length > 8 cm, switches, insula-

ted rail joints) and the distances between sleepers

and seats.
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Fig. 16.51 Time signature of acceleration level 20 lg a/ao in dB,
measured on the ceiling of the third floor of a residential building

located roughly 35 m to the side of an open railway line, during

passage of a Class ET 420 multiple unit train on ballasted track at

a speed of 120 km/h. Legend, a effective value of the vibration

acceleration in m/s2, ao ¼ p�10�4 m/s2 reference value for

the vibration acceleration, time constant for the effective value:

a t ¼ 0.125 s (“FAST”), b t ¼ 1.0 s (“SLOW”)
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Fig. 16.52 1/3 octave-band spectrum of structure-borne noise

and vibration velocity 20 lg v/vo in dB, measured on the ceiling

of the third floor of a residential building located roughly 35 m

to the side of an open railway line, during passage of a Class ET

420 multiple unit train on ballasted track at a speed of 120 km/h.

v effective value of vibration velocity in m/s (time averaging

“SLOW”), vo ¼ 5·10�8 m/s (reference value for vibration

velocity)
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“Heavy” types of superstructures, for example,

exhibit lower levels of structure-borne noise excitation.

The impact of the thickness of the ballast bed on the

generation of structure-borne noise is relatively

restricted [94]. Moreover, no significant difference in

structure-borne noise generation has been determined

between ballasted track and the currently common

types of “slab track” [95] in the frequency range

<80 Hz in the vicinity of subsurface railway lines [15].

In respect of surface lines, however, it was found that

the structure-borne noise excitation of the ground at a

distance of 20–70 m from the line was somewhat lower

with slab track than for the adjacent ballasted track [96].

According to findings by British Rail Research

(BRR), the improvement in the vibration situation

resulting from slab track can be ascribed to less rail

roughness and to generally better track geometry as

compared to ballasted track [97]. By contrast, the

results of studies carried out within the project

RENVIB II (Reduction of Ground borne Noise and

Vibration from Railways) by the European Railway

Research Institute (ERRI, previously ORE) indicate

that concrete slab on “soft” ground can lead to better

adaptation, i.e. to enhanced transmission of vibrations

into the subgrade and thus possibly to a considerably

higher level of structure-borne noise at a farther dis-

tance away due to reflections from the boundaries

between layers.

The maintenance condition of the superstructure, in

particular the quality of the ballast bed and the sub-

grade, has a significant impact on the excitation of

structure-borne noise to the extent that good mainte-

nance conditions lead to lower emissions.

Even with the same vehicle and superstructure

components, excitation of structure-borne noise can

vary greatly depending on whether the rail line is

located on the surface in flat terrain, on a viaduct, in

a cut, whether the track is straight or curved or if it is in

a tunnel. Rocky subgrade is more resistant to excitation

than soft subgrade, whereby it should be noted that the

dominant spectral component in soft subgrade is usu-

ally found at lower frequencies than in rocky subgrade.

The main excitation frequencies arising from the

interaction of the vehicle, superstructure and subgrade

are generally found in the frequency range of

40–80 Hz, both for ballasted track and slab track.

Due to the very stiff bedding, the main excitation

frequencies of newly constructed ballasted track in

Germany range from 80 to 100 Hz.

With respect to underground line sections, the tun-

nel form (circular, oval, rectangular cross section,

single or dual-track) was not found to have a relevant

impact. Detailed measurements also failed to indicate

any significant impact from the thickness of the

tunnel floor and tunnel walls in the relatively minor

differences found in the measurements (at 0.6–1.2 m

in modern tunnels on newly constructed lines). On

the other hand, the bedding of the tunnel does have

a considerable impact on the surrounding ground.

Thus, for example, greater excitation of structure-

borne noise in the vicinity was found for tunnels

bedded in loose rock than for tunnels in bedrock

or cohesive rock [98].

The following section focuses on illustrating the

impact of some of the aforementioned parameters on

the generation of structure-borne noise on the basis of

measurements performed on tracks in operation.

Figure 16.5310 shows the impact of various passage

speeds on the structure-borne noise spectrum in the

ground adjacent to a surface railway line with all other

boundary conditions unchanged, using the example of

a rapid transit train (S-Bahn ET 420).

Analogously, Fig. 16.54 illustrates the same for

a standard gauge line with the passage of an ICE 1

train [15].

Even though one should avoid making a direct com-

parison between these two figures, as the measurements

were performed on different line sections (ergo sub-

grade conditions) with different superstructures11 as

necessary for suburban rail traffic and standard gauge

traffic, based on the results it is still possible to elucidate

the impact of the most important speed-dependent

parameters leading to periodic oscillations, such as

sleeper and axle spacing and wheel size (in the case of

out-of-round wheels).

10 Scheme for identifying different superstructure types, for

example: W54 number B58 (short form: W54 B58), i.e. (a) (b)

(number) (c). (a) fastening type: W for angled guide plate with

clip, K for rib plate with clamp or clip; (b) rail type: 54 or 60 for

rail S54 or UIC 60; (number) number of sleepers per 1000

meters of track, usually 1667 (this number is often left out);

(c) sleeper type: B58/B70 for concrete sleepers, H for timber

sleepers; for basic information on superstructure and permanent

way, see Fiedler [246] for example.
11 See the footnote 10 to Fig. 16.53.
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According to Eq. (16.8)

fs ¼ v

3; 6 � s ; (16.8)

in which:

fs is the frequency in Hz,

v is the speed in km/h,

s is the sleeper spacing, axle spacing and wheel

perimeter in m,

the frequency position of the maximum values for

structure-borne noise excitation related to the para-

meters mentioned can be calculated.

If one takes the usual value of 0.6 m for the sleeper

spacing and 2.5–3 m for axle spacing and wheel

perimeter, it is found, as illustrated in Figs. 16.53

and 16.54, that in the frequency range in question

(approxiamtely 16–125 Hz) only the “sleeper-spacing

frequency”12 plays a role for speeds under 100 km/h,

while for the speed range 100 km/h < v < 200 km/

h both the “sleeper-spacing frequency” and the “axle-

spacing (wheel rpm) frequency” are important,

whereas in the speed range over 200 km/h only the

latter of these is decisive.

When speed-dependent excitation occurs in a fre-

quency range, which includes the resonance of the

vehicle/superstructure system, in particular, for exam-

ple, the “wheel/rail natural frequency” described in

more detail in Section 16.2.2.2, there is always

a considerably higher level of excitation of structure-

borne noise. This is reflected in the results of the

measurements shown in Figs. 16.55 and 16.56, which

were carried out in two sections of the same tunnel

structure (from [15]), of which one section was fitted

with a traditional ballasted superstructure (in this case,

K 60 H with wooden sleepers) and the other with

a low-frequency tuned, ballastless slab track system
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Fig. 16.53 Structure-borne noise in the ground (on a stake)

at 8 m to the side of the track axis of an open railway line

during passage of a Class ET 420 multiple unit train on ballasted

track (type W54 B58) at various speeds - - - - - - - 40 km/h,

———– 80 km/h, ����������� 120 km/h
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Fig. 16.54 Structure-borne noise in the ground (on a stake) at

8 m to the side of the track axis of an open railway line during

passage of an ICE 1 train on ballasted track (type W60 B70)

at various speeds ------- 100 km/h, ———– 160 km/h, �����������
200 km/h, — �— �— 250 km/h

12 Furthermore, it should be taken into account that the fifth

Harmonic of the wheel rotation frequency at a wheel radius of

roughly 3 m is very close to the sleeper-spacing frequency; for

example, this the case with the German ICE trains.
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(also known as a “mass-spring system”13 see [99, 100]

for example).

It is clear that for the ballasted track the sleeper-

spacing frequency fs,120 and the wheel/rail resonance

fR/S lies within the 1/3 octave-band with the centre

frequency of 50 Hz, for example, at a speed of

120 km/h, as a result of which the velocity level at

this particular frequency is particularly high

(Fig. 16.55: (3)).

For the “mass-spring” system, on the other hand,

the wheel/rail resonant frequency fR/S is roughly

12 Hz, i.e. two octaves lower than in the case of the

ballasted track and at the same speed of 120 km/h, it

coincides with the axle-spacing frequency of fa,120 Hz

[Fig. 16.56: (4)]. The sleeper-spacing frequency fs,30

and the wheel/rail resonance frequency fR/S only fall

within the same 1/3 octave-band with the centre fre-

quency of 12.5 Hz [Fig. 16.56: (1)] at a running speed

of 30 km/h, which is lower by a factor of four.

In addition to the speed-related effects described

above, Figs. 16.55 and 16.56 clearly illustrate the

impact of the type of superstructure construction on

the generation of structure-borne noise. It can be seen

that the frequency position of the maximum structure-

borne noise generation in the range of the wheel–rail

resonant frequency fR/S is, on the one hand, dependent

on the running speed, but is also, on the other hand,

strongly dependent on the type of superstructure.

In this respect, the crucial parameters are the dynami-

cally effective masses (unsprung mass of the wheel

sets plus parts of the superstructure) and the stiffness

of the superstructure.14 The latter of these differs by
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Fig. 16.55 Structure-borne noise on the tunnel wall of a dual

track, rectangular tunnel during passage of a Class ET 420

multiple unit train on ballasted track (type K 60 H) at various

speeds v: - - - - - - - v ¼ 30 km/h: fs,30 Hz � 14 Hz 1, ———–

v ¼ 60 km/h: fs,60 Hz � 28 Hz 2, ����������� v ¼ 120 km/h: fs,120 Hz

� 56 Hz, fR/S � 55 Hz 3. fa,120 Hz � 13 Hz 4. Where fs is the
sleeper spacing frequency (with a sleeper spacing of s ¼ 0.6 m),

fR/S wheel–rail resonant frequency, fa axle spacing frequency

(with axle spacing of a ¼ 2.5 m)
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Fig. 16.56 Structure-borne noise on the tunnel wall of a dual

track, rectangular tunnel during passage of a Class ET 420

multiple unit train on a low-frequency tuned ballastless super-

structure (“mass-spring system”) at various speeds v: - - - - - - -
v ¼ 30 km/h: fs,30 Hz � 14 Hz 1, fR/S � 12 Hz 1, ———–

v ¼ 60 km/h: fs,60 Hz � 28 Hz 2, ����������� v ¼ 120 km/h: fs,120 Hz

� 56 Hz 3, fR/S � 12 Hz 4, fa,120 Hz � 13 Hz 4. Where fs seat
spacing frequency (with spacing s ¼ 0.6 m),), fR/S wheel–rail

resonance frequency, fa axle spacing frequency (with axle

spacing of a ¼ 2.5 m)

13 This expression is not particular apt for drawing the distinc-

tion to the other superstructure types, as fundamentally speaking

every normal kind of track superstructure, including ballasted

track, is a form of “mass-spring system”. Nevertheless, this term

is also used here, as it has become rooted in the relevant litera-

ture [247] and is now widely used.

14 This is often referred to as “bedding stiffness”. In this respect,

it should be noted that this actually only refers to the stiffness of

the ballast bed including the subgrade or concrete foundation

(see Sect. 16.2, Fig. 16.18), while the spring stiffness of the

superstructure also includes the bending stiffness of the rail and

436 R.G. Wettschureck et al.



a factor of more than 10 in the two types of super-

structure compared here.

Moreover, Figs. 16.55 and 16.56 can be seen as

clear indications that excitation of natural frequencies

within the tunnel structure cannot be the cause for the

maximum structure-borne noise levels at the tunnel

walls, as the two types of superstructure were located

in two tunnel sections with identical cross-section

dimensions.

Figure 16.57 presents an example of the influence

of the rail running surface on the generation of

structure-borne noise [15].

This figure shows the spectral increase in velocity

level at the tunnel wall of a heavily used urban rail line

resulting from so-called corrugations on the running

surface of the rail.

Short-wave corrugations generally occur in tight

curves with radii of less than 500 m from “skipping

of the wheel set due to the lack of radial adjustment”.15

These irregularities on the rail head are approximately

8–25 cm in length and generally occur on the interior

rail of the curve; in the case of deeper corrugations (of

roughly 0.5 mm) they can also be transmitted to the

exterior rail.

Rail corrugation is removed by grinding the run-

ning surface of the rail using so-called “rail grinding

trains” (see Sect. 16.2.2.2, specially monitored track –

B€uG). As one can see in Fig. 16.57, 15 months after

grinding the rail head again exhibits corrugation with

an even greater impact on structure-borne noise at the

tunnel wall. In the case in question, the rail corruga-

tion led to an increase of approximately 10 dB in the

frequency range of up to roughly 125 Hz which is

relevant for vibration, as compared with smooth run-

ning surfaces, while the velocity level at higher frequ-

encies of approximately 125–315 Hz, which can be

critical in terms of reradiated sound, increased by up

to roughly 20 dB.

Examples of the influence of track design on the

structure-borne noises emissions of railway lines can

be found in Figs. 16.58 and 16.59. These present

typical spectra for structure-borne noise measured in

the ground for the passages of various types of trains16

with their characteristic running speeds. In the one

case, the train passages were measured on an open

track section located on the newly constructed

W€urzburg-Fulda line, while in the other case the

measurements are for passages in a tunnel with low

overburden in a track section on the new line

Mannheim-Stuttgart; both sections are ballasted track

(type W60 B70) [15].

Figure 16.58 can be considered as a supplement to

Figs. 16.53 and 16.54 in respect of the typical

emissions spectra for open lines.

Aside from the obvious differences between the

spectra for open track and underground track, which

can in part be ascribed to the significant differences in

the superstructure–subgrade interface on the one hand

and the superstructure–tunnel floor interface on the

other (for more on this, see [101]), the characteristic

structure-borne noise spectra typical for train passages

in tunnels depicted in Fig. 16.59 should be noted.
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Fig. 16.57 Impact of rail corrugation with a wavelength of

approx. 8–10 cm on the interior rail of a curved track section

(radius r ¼ 420 m) on the velocity level at the tunnel wall

during passage of Class ET 420 multiple unit trains at a speed

of 60 km/h. ———– Difference prior to rail grinding, - - - - - - -

Difference 15 months following/immediately following rail

grinding

the stiffness of the baseplate pads between the rail and the

sleepers.
15 Quotation from: “Advanced Training in Track Superstructure

and Running Surface - Irregularities on Rails”. Information

sheet of the former Central Office of the Federal Railways

(BZA), Munich, Department 86.

16 InterRegio train (qualified express train) and InterCity train

are deemed as identical in terms of technical aspects related to

structure-borne noise in respect of the coach materials.
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These spectra generally feature a well-defined maxi-

mum excitation, which is independent of speed in

the area of the wheel–rail resonant frequency fR/S
defined above.

If one compares Fig. 16.59 with Fig. 16.55, which

presents the corresponding structure-borne noise spec-

tra for tunnel passage of an ET 420 self-propelling

suburban rail train (albeit measured at the tunnel

wall, which is of lesser significance in respect of the

fundamental aspect being discussed here), it can be

seen that the area of the maximum level is at roughly

50 Hz, i.e. at a frequency at least two 1/3 octave-bands

lower in comparison with Fig. 16.59.

The reasons for this can primarily be found in the

different unsprung masses of the wheel sets of the

types of trains compared, which are relatively high

for the ET 420 and all axles are under traction, and
the differences in the stiffness of the superstructures,

which is relatively high on newly constructed lines

of the Deutsche Bahn AG, as was mentioned above.

Nevertheless, the differences between the two tunnels

should not be seen as the main factor behind the

observed effect (see above).

16.3.3 Propagation of Structure-Borne
Noise in the Ground

Structure-borne noise transmitted through the ground

decreases as the distance from the source of the noise

increases. This decrease occurs according to certain natu-

ral regularities and depends on the type ofwaves involved

in the propagation of the noise (free space waves, surface

waves or combinations of such, see [102–105]. No clear

natural laws could be determined in the immediate vicin-

ity of railway lines (<8m for surface lines and<15–20m

for underground lines). In addition to a geometric

decrease, structure-borne noise also declines due tomate-

rial damping. This phenomenon depends strongly on the

soil type, layering and the groundwater level. Bedrock,

for example, exhibits low level of damping,whilemarshy

ground has a strong damping effect.

Other parameters that can have a significant impact on

the radiation of structure-borne noise include frost, utility

pipelines that transect the railway lines, buttress walls,
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Fig. 16.58 Structure-borne noise in the ground (on a stake) at

8 m to the side of the track axis of an open railway line upon

passage of various train types on ballasted track (type W60 B70)

at various typical speeds. ����������� Freight train, v ¼ 100 km/h,

———– InterRegio, v ¼ 160 km/h, ------- ICE, v ¼ 250 km/h
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Fig. 16.59 Structure-borne noise in the ground (on a stake) over

a dual-track rectangular tunnel with approximately 2 m of over-

burden, 16 m to the side of the connection line tunnel wall/surface

during passage of various train types on ballasted track (W60B70)

at typical speeds for the respective train type, ����������� Freight train,
v ¼ 100 km/h, ———– InterRegio, v ¼ 200 km/h, ------- ICE,

v ¼ 250 km/h
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concrete roadways and the like, which form a direct link

between the source of emissions and the location of

immissions. In underground line sections, material

injections between the tunnel structures and buildings

can lead to noise bridges for structure-borne noise.

For information on fundamental aspects of soil

dynamics, such as wave propagation theory (one-

dimensional, elastic half-spaces, etc.), dynamic soil

characteristics (shear strength, density, Poisson num-

ber, etc.) and field and laboratory experiments to deter-

mine such, readers are referred to [104, 106, 107].

The results of the most comprehensive study on the

radiation of structure-borne noise from railway lines

can be found in ARGE [108].

A summary of the various results with notes on

their relevance in practical applications can be found

in H€olzl [109] and H€olzl et al. [110].

With regard to practical calculation rules, simple

linear regressions of Eq. (16.9)

Lv ¼ L0 þ k � 20 lg s=20ð Þ; (16.9)

were calculated using the data from ARGE [108] in

M€uller-BBM [32]; for a summary thereof, see [111].

In this formula, L0 represents the 1/3 octave-band

velocity level at s ¼ 20 m from the mid-point of the

track and k represents the frequency-dependent change
in the level over distance.

According to ARGE [108], the distance of 20 m is

of particular interest for practical purposes, as identi-

cal vibration strength can be determined at that point

for different kinds of soil, for example, when a strong

excitation source is combined with a strong damping

of propagation or when a weak emission source is

combined with a weak damping of propagation, such

as bedrock for instance.

As similar vibration phenomena were observed

with only minor variations of k in geologically quite

different kinds of ground types [e.g. low cohesion soils

to soft solid bedrock, cohesive and non-cohesive soils

and solid bedrock (Buntsandstein)] and moreover as

observations which showed that the level reduction

depends on the train type were limited to particular

exceptions which could be explained, all measurement

areas and train types were evaluated together. The

result from Kurze [111] is shown in Fig. 16.60, in

relation to the distance of 8 m to the track axis com-

monly used to characterise emissions from railway

lines nowadays, including the 1/3 octave-band centre

frequencies as a parameter (see also [110]).

Another result of a comprehensive regression

analysis using the data from ARGE [108] was the

increased 1/3 octave-band velocity level shown in

Table 16.6, which is two times greater than the resi-

dual standard deviation 2s and was found at all mea-

surement sites at a distance of 20 m from the

track [32].

Together with the reference values for velocity

level decrease as per Fig. 16.60, these values can be

employed as a basis for cautious, approximate

vibration prognoses for unknown ground conditions

(see also Sect. 16.3.10).

For residential structures which are close to the

track axis (10–20 m), one can expect that the level of

structure-borne noise, in particular at lower frequen-

cies, will not decrease or will only decrease to small

degree, if, for example, the area has exposed bedrock

outcroppings, a high level of groundwater (founda-

tions of the structure submersed in ground water) or

if there are layers of a higher density at shallow depths.

16.3.4 Initiation and Propagation of
Structure-Borne Noise in Buildings

Structure-borne noise initially declines at the transi-

tion point between the ground and the building

foundations. In general, this depends on the type of

foundation, the mass of the foundation and the
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Fig. 16.60 Decrease in velocity level in the ground to the side

of railway lines, at a distance of 8 m (mean value for passage of

urban light rail trains, freight trains and passenger trains, at the

typical speeds for the respective train types, and at several

measurement sites)
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building, and the type of ground on which the

building’s foundations are situated [112].

In respect of the propagation of structure-borne

noise within the building, the levels of noise generally

increase as a result excitation of the natural frequencies

of the building’s structural components, in particular,

ceilings. The increase in the level caused by ceiling

components depends strongly on their design. The key

parameters are the mass, span, flexural strength, atten-

uation characteristics and restraint conditions of the

ceiling assembly.

Floor assemblies such as floating floors can

cause problems as these constructions are oscillatory

systems and the natural frequency of such assemblies

often lies in the main excitation frequency range of

structure-borne noise originating from rail traffic.

The height of a building is generally of lesser

importance in terms of the propagation of structure-

borne noise [112].

Despite these and other factors, and the ensuing

uncertainty they cause, in M€uller-BBM [32] an attempt

was made to describe the transmission of structure-

borne noise from the ground into the building founda-

tions and to ceilings in the form of average velocity

levels of the peak value using standard deviation,

based on recalculation and standardisation of the results

of some 20 measurement protocols performed by differ-

ent institutions. The results are presented in Fig. 16.61,

broken down for the three directions of vibration.

Recalculation to the same distance of 20 m from the

track axis was, when necessary, carried out in accor-

dance with the distance-related reduction in levels

presented in Fig. 16.60. The values for the three

vibration directions at the measurement location are

grouped closely together. As expected, the highest

value was found at the measurement location “ceiling”

in the z-direction.

The difference compared with the average levels in

the ground (z-direction) was approximately 4 dB.

However, if the levels of the three vibration directions

are added together in terms of energy, the difference

between the measurement locations “ground” and

“ceiling” is almost 0 dB (see also H€olzl et al. [110]).

This means that for rough estimates it tends to be

correct to assume that the sum level from measure-

ments of the three vibration directions in the ground,

i.e. next to the site where a structure is to be built,

will be close to the velocity level that can be expected

in the z-direction on the ceilings.

Results of studies focusing on the resonant beha-

viour of concrete ceilings and wood beam ceilings are

presented in Table 16.7 (evaluation from [69]).

Table 16.6 Average 1/3-octave-band velocity level L0 including doubled residual standard deviation of 2s at a distance 20 m from

the track axis for an open line (mean value for seven measurement areas)

1/3-octave-band centre frequency (Hz) ET 420 v ¼ 120 km/h L0 + 2s in dB

IC trains v ¼ 140 km/h Freight trains v ¼ 80 km/h

10 63 67 66

12.5 66 70 68

20 62 65 62

31.5 64 65 66

50 67 65 64

100 49 49 48

Direction of vibration 
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Fig. 16.61 Structure-borne noise in the next to buildings,

at building foundations and on ceilings adjacent to a railway

line with mixed traffic. Mean velocity level of the peak value

20 � lg v̂=v0 with standard deviation, based on min. 25 and max.

130 measurements, at a distance of 20 m from the track axis,

reference velocity vo ¼ 5 � 10�8 m/s. Vibration directions:

x parallel to the track axis (horizontal), y perpendicular to the

track axis (horizontal), z perpendicular to the surface (vertical)
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One can see that, with roughly the same geometric

dimensions, the natural frequency of wood beam ceil-

ings are, as expected, lower on the average than that

of concrete ceilings, but that the variation range for

these two types of ceilings has approximately the same

band width.

Finally, Fig. 16.62 presents results of new studies

on the transmission of structure-borne noise from the

ground to foundations and on ceiling level increase

functions, based on measurements conducted in 135

buildings with concrete ceilings [69].

Based on Part (b) of the diagram, it can be seen that

on the average the difference between velocity levels

at the ceilings is some 20 dB compared with the levels

measured at the foundations in the resonant frequency

range, i.e. at f/f0 ¼ 1, representing an average

increase in the velocity level by a factor of 10 at the

resonant frequencies. The frequency range of the

increase function, which is important for the sum

velocity level on ceilings, is roughly three to four

1/3-octave-bands wide.

Looking at the frequency response of the level

difference between the building foundation and the

soil in Part (a) of Fig. 16.62 one can see that

this exhibits a relative minimum (cf. Table 16.7,

Sect. a) in the frequency range in which the natural

frequency of the ceilings studied lies, namely 31.5 Hz.

The explanation for thismay be that the ceilings function

as a sort of “resonance absorber”, drawing energy out of

the structure (foundations) in this frequency range.

In principle, the results depicted in Fig. 16.62 can

be applied to wood beam ceilings as well. It should,

however, be taken into account that far greater scatter

in transmission functions, in particular for differing

floor heights, was observed in [69].

16.3.5 Reradiated Sound in Buildings

As was noted in Sect. 16.3.1, vibrations in structures

are also radiated by the building’s structure (mainly

the walls and ceilings) and may be perceptible as low-

frequency airborne noise (so-called reradiated sound,

see Fig. 16.49).

The level of reradiated sound is determined both by

the velocity of the structure-borne noise in the struc-

ture’s components and by the radiation and absorption

characteristics of the rooms.

Even structural vibrations which are far below the

perception threshold [86, 113] can, depending on the

frequency composition of the vibrations caused,

generate reradiated sound emissions which can be

perceived by building occupants.

Reradiated sound emissions caused by under-

ground railway lines, such as urban rail and subway

Table 16.7 Statistics on the dimensions and resonant frequencies of ceilings in single unit/multiple unit dwellings at various

distances from open railway lines

Statistical quantity !
Measurement quantity # Minimum Mean value Maximum Standard deviation

(a) Concrete ceilings (270 ceilings in 135 buildings)

Distance to track in m 5.0 21.4 48.0 10.3

Ceiling surface area in m2 6.0 20.7 64.0 3.8

Ceiling length in m 3.0 5.2 10.7 1.3

Ceiling width in m 2.0 3.9 8.0 0.8

Aspect ratio (—) 1.0 1.3 2.7 0.3

Resonant frequency in Hz

Median 1/3 octave band frequency

10.0 31.5 80.0a 1.6

1/3 octave bands

(b) Wood beam ceilings (172 ceilings in 86 buildings)

Distance to track in m 4.0 16.5 82.0 12.2

Ceiling surface area in m2 5.8 18.5 63.0 7.3

Ceiling length in m 2.4 4.9 9.0 1.2

Ceiling width in m 2.1 3.7 7.0 0.6

Aspect ratio (—) 1.0 1.3 2.4 0.3

Resonant frequency in Hz

Median 1/3 octave band frequency

6.3 20.0 80.0a 2.3

1/3 octave bands

aIt is highly probably that this is not due to the resonances of the ceilings but rather to resonance of floating floors or other floor

assemblies
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lines, can cause disturbance even at very low levels, as

there is no interaction with direct airborne noise from

the rail traffic (masking effects, etc.).

As an example of this, Fig. 16.63 illustrates the

results of measurements in a tunnel on a urban rail

line in Hamburg and in the cellar of a neighbouring

house, based on which one can see the transmission

path of the structure-borne noise from the rail into the

tunnel wall and on to the cellar wall and finally mani-

fested as reradiated sound in the cellar itself; the

A-noise level in this case was approximately 35 dB(A).

The fact that the spectral peak of the reradiated

sound in Fig. 16.63 does not correspond to the

structure-borne noise at the cellar wall is not surprising

if one takes into account that reradiated sound is

mainly determined by radiation from ceilings, which

both in terms of levels and frequency positions of

the maximum oscillations (natural frequencies of the

ceilings) may be considerably different from those of

the walls (in this case, no measurement results were

available for a location on the ceiling).

Determination of reradiated sound (by measure-

ment or calculation) is still subject to considerable

uncertainties. Focused studies should bring further

developments in this field in the near future, as efforts

are made to formulate uniform measurement and

calculation methods, and readers are hence referred

to the relevant literature on the procedures currently

in use [114–118].

In addition to reradiated sound, structure-borne

noise can also result in secondary effects such as

audible rattling of loose door fillings, glass panes,

loose hardware, and glasses in cupboards. At times,

these effects can occur at vibration levels, which are

not perceptible to building occupants. Due to the

unusual nature of these effects, they are often experi-

enced as being annoying. Nevertheless, generally

these kinds of effects can be prevented or resolved

with simple means (fixing loose fillings or hardware,

moving glasses farther apart, etc.).

16.3.6 Assessment of Structure-Borne
Noise, Vibrations and Reradiated
Sound

16.3.6.1 Assessment of Structure-Borne
Noise and Vibrations

So-called KB values are used to determine the impact

of vibrations on humans. As per [119], the KB signal

is the signal KB(t) that is obtained by frequency

evaluation and standardising of the unevaluated

structure-borne noise signal v(t).
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Fig. 16.62 Transmission of structure-borne noise from the ground into the foundation and from the foundation into the ceilings.

Mean value and standard deviation of measurements in 135 two-story and 3-story single-family homes and multi-unit dwellings with

concrete ceilings. (a) 1/3 octave band level difference foundation-ground, (b) 1/3 octave band level difference ceiling foundation,

Abscissa of the individual differences standardised to the 1/3 octave band centre frequency, in which the respective ceiling resonant

frequency fo is found
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The frequency response of the KB evaluation

approximates that of a single pole highpass with

a critical frequency of 5.6 Hz.

The KB value KBF is the momentary value of the

floating effective value weighted with the time con-

stant “Fast” (t ¼ 125 ms) of the KB signal KB(t). The

highest KBF value occurring during the observation

period is referred to as the KBFmax value. A maximum

interval process is proposed for the evaluation of

vibrations in DIN 4150-2 [86]. In applying this pro-

cess, the observation period is divided into intervals of

30 s with the corresponding maximum KBFmax values.

Then, taking into account the periods of immission

and assessment, the evaluation oscillation strength

KBFTr is formed from the maximum interval values

and compared to reference value or evaluation criteria.

There are currently no legal regulations stipulating

that certain limits be complied with in terms of the

impact of vibrations from rail traffic. As a result,

generally, the standard DIN 4150-2 [86] is consulted

in the rating of vibration immissions. The reference

values contained therein for vibrations are based on

results from a study on the impact of vibrations from

rail traffic on residents in Germany, which was pri-

marily aimed at answering the following questions:

– What impact do vibrations from rail traffic have on

residents living in the vicinity of railways?

– What is the relationship between physical data on

vibrations and the perceived extent of annoyance?

– To what extent does noise from rail traffic influence

the reactions to vibration immissions?

– What differences are there between the vibration

effects from standard gauge lines and urban rail

lines?

The study was carried out using vibration measure-

ments (as per DIN 4150-2) taken in 284 dwellings in

the vicinity of standard gauge lines and 102 dwellings

located near urban rail lines, noise measurements

and interviews based on a standardised questionnaire

on sociological variables.

All of the dwellings involved in the study were

situated between 5 and 60 m from the railway lines.
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The frequency of passing trains ranged from 92 to 373

trains per day. Vibration exposure (expressed as “the

average energetic value of KBFmax for all events

measured in the dwellings”) varied between 0.02 and

2.7 in the standard gauge lines investigated and between

0.02 and 0.9 in the urban rail lines investigated.

It was found that the noise from passing trains was

considered to be substantially more annoying than the

vibrations that they caused. Moreover, it was found

that other factors also determined the reaction to the

annoyance, in addition to the level of the KB values.

For example, identical KB values at various level of

noise exposure can lead to different reactions to the

annoyance [120, 121].

The standard [86] differentiates between new lines

and upgraded lines in the assessment of vibrations

from railway traffic. The reference values set forth in

the standard apply to newly constructed lines. On the

other hand, the standard does not state any reference

values for existing railway lines. In accordance with a

judgment by the Administrative Court of Bavaria

[122], the current solution, which is not legally bind-

ing in nature, requires that the existing level of expo-

sure to emissions from rail traffic may not be

significantly increased by the addition of new sources

of immissions when railway lines are being upgraded.

Consequently, it is important to determine what level

of increase in vibration immissions is clearly percepti-

ble in order to be able to evaluate the situation with

regard to vibrations in the future.

This question was investigated in a laboratory

experiment [123]. This experiment involved erecting

a test room, in which it was possible to compare

samples of railway-specific vibration signals of vari-

ous intensities under realistic conditions. Twenty

seated persons were exposed to combination of

a total of four levels of vibration intensity (KBFmax

from 0.2 to 1.6) and three levels of interior noise [30,

45, and 55 dB(A)]. Detection of the predetermined

differences in stimuli was measured using the psycho-

physical investigation method SDT (Signal Detection

Theory). The experiment found that two stimuli can-

not be differentiated with certainty if the maximum

effective value (KBFmax) varies by up to 25%. In this

respect, no particular combination of the stimuli was

found to have a clear impact.

A more recent experiment [124] was carried out to

research the applicability of the maximum interval

process proposed in DIN 4150-2 [86]. With this

evaluation method only the highest measured KB

value (KBFmax) in the time-related vibration signal is

important. The transient peak values occurring during

the passage of a train thereby finally determine the

calculated level of vibration immissions. Train

passages with identical KBFmax values but with quite

different energy content are evaluated in the same

manner with this method.

In this experiment, 22 test participants were

exposed to pairs of vibration signals (structure-borne

noise, in the z-direction) consisting of a reference

signal with a well-defined peak value (6 dB over the

residual time duration) and a comparison signal (with-

out any well-defined peaks in the time duration) each

lasting roughly 10 s with similar spectra at intervals of

3 s. It was found that the stimuli are perceived as

identical if they exhibit the same energy-equivalent

KB values. By contrast, the impact was quite varied

for identical maximum effective values KBFmax

according to DIN 4150-2. According to these results,

it is clear that the energy-equivalent KB value is far

more suitable for characterising the intensity.

16.3.6.2 Assessment of Reradiated Sound
Reradiated sound is a relatively low-frequency traffic

noise which is radiated from all surfaces of a room

as a result of vibration excitation of buildings by rail

traffic and which has no specific identifiable direction-

ality. The provisions of BImSchV-16 [5] (German

Regulation on Traffic Noise), however, cannot be

applied in this respect, and consequently there is cur-

rently no legal regulation specifying maximum limits

in terms of acceptable exposure to reradiated sound.

Guideline values for acceptable indoor levels of

reradiated sound can be derived from BImSchV-24

[68], (German Regulation on Noise Protection

Measures for Traffic Routes) and VDI 2719 “Noise

Insulation of Windows and their Accessories” [125].

The reference values set forth in VDI 2719 [125]

apply for noise, which penetrates rooms directly and

can thus only be used to a limited degree. Based on

the regulations on primary airborne noise, one could

derive a value of 3 dB (A) as a considerable increase

in the level of reradiated sound for a major cons-

truction project on an existing railway line, which

may in turn call for noise abatement measures to

be taken.

Information on the evaluation of reradiated sound

from railway traffic can also be found in DIN 45680
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“Measurement and Evaluation of Low-Frequency

Noise Immissions in the neighbourhood” [126] and

most recently in Said et al. [127], Kr€uger [128].

16.3.7 Vibration Mitigation Measures in
the Area of Structure-Borne Noise
Generation

16.3.7.1 Mitigation Measures on
Underground Railway Lines

In general, it can be stated that one important mitiga-

tion measure is regular maintenance of the track super-

structure, including rail grinding in the early stages of

corrugation, replacement of worn rails and mainte-

nance or renewal of the ballast bed.

For railways lines located in tunnels there is a well-

founded, trusted range of measures, which is thor-

oughly underpinned by calculations due to the clear

set of boundary parameters in tunnels [100, 129–134].

In the field of suburban railways and in some

applications on main railway lines, the installation

of ballast mats and so-called mass-spring systems

has proven to be an effective method of mitigating

structure-borne noise.

Ballast mats are resilient mats usually made of

polyurethane or rubber-based materials, which are

used to isolate the entire surface of the tunnel floor

(or bridge structure or subgrade) from the ballast.

Figure 16.64 illustrates the basic design of a ballasted

superstructure with ballast mats, based on the example

of a tunnel with a circular cross section.

Figure 16.65 presents typical spectra of structure-

borne noise measured at the wall of a suburban rail

tunnel in Munich, Germany, before and after installa-

tion of ballast mats [133].

With a dynamic stiffness of approximately

0.04 N/mm in the critical frequency and load range,

the ballast mats have a static stiffness (also referred to

as the “bedding modulus”) of 0.02 N/mm, in accor-

dance with the train speeds and axle loads commonly

found in suburban rail operations [45].

According to Wettschureck [132] and Wettschureck

et al. [134], the insertion loss of a ballast mat, which is

only effective with its spring stiffness sM, can be calcu-

lated using the simplified dynamic model presented

in Fig. 16.66, according to Eq. (16.10):

DLe ¼ 20 � lg 1þ jo=sM
1=Zi þ 1=ZT

����
����dB: (16.10)

in which, in addition to sM:

Zi – the source impedance effective from the upper

side of the mat to the emission source of the structure-

borne noise

ZT – the final impedance effective on the bottom of

the mat (at the tunnel floor)

o – the radian frequency

j – the imaginary unit

For normal tunnel floors, ZT is large compared with

Zi and can thus be ignored in the equation for DLe
[101, 135].

The spring stiffness of the ballast mat derives from

Eq. (16.11)

sM ¼ s00M � Sw � 1þ jdMð Þ; (16.11)

in which s00M is the dynamic stiffness, dM is the loss

factor of the ballast mat and Sw is the effective surface,

Fig. 16.64 Outline sketch of

ballasted track construction

with ballast mats based on the

example of a single track light

rail tunnel with a circular cross

section. 1 track frame,

2 ballast bed, 3 ballast mat

(BM), 4 side mats, 5 top

concrete (escape route on

side), 6 tunnel walls, 7 cable

routing duct
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which can be calculated from the effective load zone

under the sleeper [134].

Equation (16.12) can be used as an approximation

for the source impedance 1/Zi:

1

Zi
¼ jo

sS
1� o0

o

� �2
	 


; (16.12)

in which ss is the stiffness of the ballast and o0 is the

natural radian frequency, which is primarily deter-

mined for usual track frame (for example, rails of the

type S 49, S 54 or UIC 60) and a normal ballast bed in

Eq. (16.13)17

o0 �
ffiffiffiffi
sS
m

r
; (16.13)

by the ballast stiffness ss and the unsprung wheel set

mass m.

Using these equations, the insertion loss of a ballast

mat is determined as follows:

DLe ¼ 20 � lg 1þ sS=sM

1� o0

o

� �2
�����

�����dB; (16.14)

In the upper section (a) of Fig. 16.67, the measured

insertion loss for the ballast mats installed in the sub-

urban rail tunnel in Munich is shown, whereas the

lower section (b) illustrates the calculated insertion

loss for this ballast mat, according to the above equa-

tion using two input impedances for the tunnel floor

(final impedance ZT).

At lower frequencies, DLe is negative at first,

reaching a minimum at

f1 ¼ f0

ffiffiffiffiffi
sM
sS

r
¼ 65

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
55� 106

5� 108

s
� 22 Hz; (16.15)

and turns positive at
ffiffiffi
2

p
f1 ¼ 32 Hz, peaks at

f0 ¼ 65 Hz and then declines to a constant value

20 � lg 1þ sS=sMð Þ ¼ 20 dB.

The results of measurements and calculations no

longer correspond at very low frequencies, due to the

fact that some of the key conditions of the simplified

calculation model are no longer fulfilled.

Figure 16.67 makes it clear that the way in which

the final impedance ZT (i.e. the input impedance of the

tunnel floor) is modelled (in this case it is modelled as

a highly stiff elastic half-space and as an infinite slab)

has practically no influence on the results of the calcu-

lation, as long as this is large enough so that the final

admittance 1/ZT approaches 0 and can be ignored in

the above equation compared with the source admit-

tance 1/Zi.

Similarly good correspondence between measure-

ment results and calculated results has been obtained

with this calculation model in other applications over

the last 20 years, leading this formula to be considered

as a sort of standard by some European railways and

transportation companies in tendering procedures.

It has been used successfully in the recent past as

described, for example, in Wettschureck et al [136,

137]. Figures 16.68 and 16.69 present some of the key

findings from these publications.

Mean value from 10
passages of the Class
ET 420 multiple unit
train each, average
speed 60 km/h

Without
ballast mat

With
ballast mat

Frequency [Hz]

60

50

40

30

20

10
4 8 16 31.5 63 125 250 500

1/
3-

oc
ta

ve
-b

an
d 

ve
lo

ci
ty

le
ve

l [
dB

 r
e.

 5
·1

0-
8  

m
/s

]

Fig. 16.65 Structure-borne noise on the tunnel wall of a single

track light rail tunnel with a circular cross section during pas-

sage of Class ET 240 multiple unit trains on ballasted track

(K 54 H) without and with ballast mats, Sylomer® B 851, with

a static bedding modulus of c ¼ 0.02 N/mm3 and a dynamic

stiffness of s00 � 0.04 N/mm3 (characteristic values in the rele-

vant load and frequency range)

17 Exact relationship according to Wettschureck et al. [134]:

o0 ¼ 1:7 � sS=lð Þ3=8 � B1=8

M1=2
;

with B bending stiffness of the rail (N·m2)

l reference length (m)
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The results presented in Fig. 16.68 are well suited for

further discussion of a particular feature, which had

to be taken into account in the Cologne–Chorweiler

tunnel project.

The trains operated on the Rhine/Ruhr suburban

rail system are so-called reversible “push-pull” trains

with an electric locomotive (Class 143) and several

passenger coaches. In accordance with the require-

ments related to suitability for use as per [45],
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Fig. 16.66 Single degree of

freedom (SDOF)model for

calculation of the insertion

loss of ballast mats in tunnels
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Fig. 16.67 Measured and calculated insertion loss of a ballast

mat (BM) (a) measurement results for the ballast mat, type

Sylomer® B 851, installed in the rapid transit railway tunnel in

Munich, Germany. Mean value and scatter of measurements of

passages of Class ET 420 multiple unit trains on six measure-

ment points on the tunnel walls before and after installation of

the ballast mats (b) calculated result for the same ballast mat

with a stiffness of sM ¼ 5.5 � 107 N/m�(1 + j0.2) installed

under a ballast layer with a stiffness of sS ¼ 5 � 108 N/m�
(1 + j0.5) and an unsprung wheel set mass of m ¼ 3,000 kg.

Parameter: terminating impedance ZT, ———– elastic semi-

space with sT ¼ 5 � 109 N/m, - - - - - - - 0.8 m thick concrete

slab with ZT ¼ 107 Ns/m
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Fig. 16.68 Insertion loss of the ballast mats installed in the

tunnel on the Cologne–Chorweiler line, Sylodyn® DN 335,

with a static bedding modulus of c ¼ 0.03 N/mm3. ————

measurement results: average value for train passages on track 1

and track 2. Calculated results for: ballast mat stiffness sM ¼
4.8 � 107 N/m, ballast stiffness sS ¼ 5 � 10�8 N/m,

terminating impedance ZT approximately infinite (tunnel

floor), Parameter: unsprung wheel set mass m
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the ballast mats were to be designed with a bedding

module of 0.03 N/mm for the locomotive’s standard

gauge axle load of approximately 225 kN. Based on

Fig. 16.68, however, it can be clearly seen that the

calculated insertion loss corresponds quite well with

the measured insertion loss, when the low unsprung

wheel mass of 1,500 kg is used in the calculation.

Experience has shown that this value is common for

passenger coaches, whereas for locomotives and self-

propelling trains (e.g. Class ET 420) an axle load of

approximately 3,000 kg per axle can be expected.

Consequently, the measurement results should be

interpreted in such a manner that the effectiveness of

the ballast mats – in respect of the impact of the

dynamic, unsprung wheel set mass on the level of

insertion loss [132] – is determined by the lighter

passenger coaches and not by the heavy locomotive.

The dominant role of the passenger coaches in terms

of the insertion loss in this case is primarily due to the

fact that when the measurements were evaluated, an

average level was calculated for the entire train

passage, which is determined roughly 87% by the

passing coaches (cf. above a reversible train on the

Rhine/Ruhr suburban rail system consisting of an elec-

tric locomotive and five passenger coaches).

If several coupled locomotives or an ET 420 self-

propelling train with a higher unsprung wheel set mass

of approximately 3,000 kg was used for the tests,

experience with comparisons of measured and calcu-

lated insertion loss as per [132, 134] would indicate

that the sharp increase in the measured curves would

shift to lower frequencies and would thus correspond

to the curve calculated for 3,000 kg. This note should

help in the interpretation of these results with regard to

the planning of projects of a similar nature.

Turning to the results of measurements in the

“Friedrichstrasse” station of the north-south suburban

rail tunnel in Berlin, as illustrated in Fig. 16.69, it

should be noted that, due to structural considerations,

in this project the cover slab for the tunnel structure

over Track 2 was renewed simultaneously with the

installation of the ballast mats (bedding modulus

c ¼ 0.02 N/mm3 as per [45]) under both tracks, and

that this cover slab also functioned as the foundation

for the building to be built on top of the tunnel. The

differences observed between the train passages on the

two tracks are mainly a result of this and possibly due

to various influences from the track superstructure.

In 2003 the same ballast mat has been installed

during the track reconstruction under the four tracks

of the “Potsdamer Platz” station in the city of Berlin.

This station is situated two stations to the south of the

same suburban rail tunnel, as mentioned before.

Measurements of structure-borne noise have been car-

ried out before and after the track renewal in order to

determine the insertion loss of the ballast mats. Once

more, the results showed a very good correspondence

between the measured values and calculated values

[138] using the above-mentioned prediction model

according to Wettschureck [132].

With regard to the long-term effectiveness of bal-

last mats, measurements of structure-borne noise

caused by the passage of urban rail trains were carried

out in a suburban rail tunnel in Munich near the phil-

harmonic concert hall “Am Gasteig” some 18 years

after installation of Sylomer® B 851 ballast mats at the

“historical” measurement locations [139]. No deterio-

ration in the effectiveness of the ballast mats was

found even after this long period of use with an

extremely high operational load of 760 � 106 load
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Fig. 16.69 Insertion loss of the ballast mat, type Sylodyn®

CN 235, installed in the North-South Tunnel of the Berlin

rapid transit system; static bedding modulus of the ballast mat

c ¼ 0.02 N/mm3, D—–—D Measurement results for track 2:

Direction of travel: north, ○——○ Measurement results for

track 1: Direction of travel: south, ———– calculation result:

Ballast mat stiffness sM ¼ 3.4 � 107 N/m, ballast stiffness

sS ¼ 3 � 108 N/m, unsprung wheel set mass m ¼ 3,000 kg,

terminating impedance ZT approximately infinite (tunnel floor)
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tons (see Fig. 16.70). Based on the results of studies

performed on samples of the ballast mat on a testing

stand, the conclusion is reached in Wettschureck et al.

[139] that the differences observable in Fig. 16.70 as

compared with the measurement results immediately

following installation cannot be attributed to changes

in the elastic properties of the ballast mat (e.g. stiffen-

ing, ageing).

Figure 16.71 shows the principle of a “mass-spring

system” constructed as a concrete trough super-

structure [99].

In this case a concrete slab (pre-fabricated com-

ponents or in situ slab), on which the track frame is

either situated on ballast or cast into lean-mixed con-

crete,18 is resiliently mounted onto the tunnel floor

using elastomer bearings (discrete bearings or strip

bearings) [100, 130].

Using track superstructures of this design, it is

possible to achieve tuning frequencies of 10 Hz and

lower, depending on the requirements and the con-

struction design parameters.

Figure 16.72 presents the insertion loss of the

“mass-spring system” installed in the Frankfurt airport

tunnel on ballastless track, the tuning frequency of

which is slightly lower than 12 Hz [15].

For the purposes of comparison, the insertion loss

of the ballast mats installed in the suburban rail tunnel

in Munich is also depicted, the static spring stiffness of
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Fig. 16.70 1/3-octave-band spectra of vibration velocity levels measured at the tunnel wall of the rapid transit railway tunnel near

the Philharmonic Hall “Am Gasteig” in Munich during passages of trains, Class ET 420, at a speed of 60 km/h, before and after

installation of the ballast mat, type Sylomer® B 851. (a) Measurement point outside the ballast mat area in the south tube of the

tunnel (b) Measurement point within the ballast mat area in the north tube of the tunnel (c) Measurement point within the ballast mat

area in the south tube of the tunnel

Fig. 16.71 Outline sketch of track superstructure designed as

a “mass-spring system” with trough track design, based on the

example of a dual-track light rail tunnel with rectangular cross-

section. 1 track frame, 2 ballast or filler concrete, 3 concrete

trough, 4 resilient bearing with bearing mount, 5 tunnel floor,

6 elastic seam seal, 7 cable routing duct

18 For ballastless “mass-spring systems” the construction height

is generally considerably lower as compared to the outline

sketch in Fig. 16.71.
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which (as noted above) is the lowest value allowed

for suburban rail applications (c ¼ 0.02 N/mm as per

[45]), resulting in a tuning frequency of approximately

22 Hz.

In Fig. 16.72, it can be seen that the structure-borne

noise reduction of the mass-spring system in the fre-

quency range of roughly 20–63 Hz, which is critical

in terms of vibrations, is considerably greater due to

the far lower tuning frequency than can be achieved

with the ballast mats due to the track superstructure

requirements in terms of permissible stiffness.

This “additional” noise reduction can be ascribed to

the substantially lower tuning frequency of the mass-

spring system. Nevertheless, as Fig. 16.72 shows, as

the insertion loss of both superstructures is roughly

equal in higher frequency ranges (meaning that the

ratio of ballast stiffness to ballast mat stiffness must

be equivalent to the ratio of ballast stiffness to the

stiffness of the elastomer bearings used in the mass-

spring system), the lower tuning frequency must be

attributed exclusively to the far higher mass per metre

of the mass-spring system. A result similar to that

depicted in Fig. 16.72 can also be found in [129] for

similar studies in a subway tunnel.

More recent results on the effectiveness of generally

ballastless mass-spring system with discrete or full-sur-

face bearings designed for use on standard gauge lines

can be found, for example, in Wettschureck et al. [136]

for a tunnel in Germany and in [140–143] for various

tunnels in Austria and Switzerland.

In 2002, the first mass-spring system on a high-

speed railway line was constructed in Germany. This

project involved a low-frequency mass-spring system

in the “Siegaue Tunnel” on the Deutsche Bahn AG

new Cologne–Rhine/Main line using discrete bearings

(tuning frequency f0 � 10 Hz). Detailed information

on this system can be found in Enoekl et al. [144].

Figure 16.73 presents the effectiveness of a mass-

spring system installed in a tunnel in Cologne–

Chorweiler and of two ballast mats, which were instal-

led in the same tunnel in different sections of the line

[136]. The mass-spring system was tuned to a natural

system frequency of 11 Hz, with a weight of approxi-

mately 4,000 kg per metre of track using discrete

bearings made of PUR elastomer (bearings spaced at

intervals of 1.5 m along the track axis). The two ballast

mats have a static bedding modulus of c ¼ 0.03 N/mm

in accordance with the requirements for axle load

and train speed as per [45]. The mats, however,

also have varying dynamic stiffness, in accordance

with the various noise reduction requirements in the

sections where they were installed.

Figure 16.73 clearly shows that the level of structure-

borne noise reduction achieved from ballast mats (1) to

the “dynamically softer” ballast mat (2) to the relatively

expensive low-frequency mass-spring system exhibits

a clearly discernable increase, in accordance with the

project planning requirements.

Rubi et al. [145] provides a report on two different

designs of a full-surface bearing mass-spring system19

also intended for use on a standard gauge line which

was installed in the Zurich suburban rail system.

A detailed discussion on this subject can also be found

in the closing report of the RENVIB project [142].

Figure 16.74 depicts cross sections of these

designs, whereas Fig. 16.75 shows the levels of

measured insertion loss.

Systems of this type, which generally have a tuning

frequency of roughly 20 Hz, are designed for appli-

cations in which the requirements in terms of the
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Fig. 16.72 Insertion loss of a ballast mat and a track super-

structure designed as a “mass-spring system” without ballast.

each measured on the tunnel wall during passage of a Class

ET 420 multiple unit train - - - - - - - Ballast mat: rapid

transit railway tunnel in Munich, Germany, ———– Mass-

spring system: Airport tunnel Frankfurt/Main, Germany

19 Referred to as “Light Mass Spring Systems” (LMSS) for

trams and urban railways. The corresponding terms in German

and French are “Leichtes Masse-Feder-System” and “Dalle

flottante”, respectively.
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amount of insertion loss to be achieved are not parti-

cular high compared with low-frequency systems with

tuning frequencies of f0 � 10 Hz.

Up to now the lowest tuning frequencies of approx-

imately 7.5 Hz have been achieved using discrete

bearings made of cellular PUR elastomers (see also

Zammer Tunnel, Austria Federal Railways in [141,

142]). It should be noted, however, that in the case

above this was achieved with a hefty slab weight of

10,500 kg/m of track.

As a part of the new high-speed rail link between

Seoul – Pusan in South Korea, a tuning frequency of

5 Hz is projected for the area around the Chonan

station, where the concrete frame construction is to

be used to house shops and offices. The mass-spring

system planned for the station uses steel springs and

buffer elements. Based on their design (raised track),

one can essentially view these systems as heavy

bridges mounted on springs [97, 146].

Highly elastic rail fastenings can also be used to

achieve a notable reduction in levels of structure-

borne noise. This, however, depends on a great degree

3 2 1

3 2 1 4

so

soa

b

Fig. 16.74 Cross-sections of two designs of “light mass-spring

systems” (LMSS) with full surface bearing in use on the Zurich

rapid transit system a vicinity “First Church”, b vicinity

“Shopville”. 1 Bi-block sleeper (a) or plastic sleeper (b),

2 reinforced concrete slab, 3 elastic bottom and side mats

made of cellular PUR materials, 4 elastic sleeper plate
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Fig. 16.73 1/3-octave-band spectra of vibration velocity

levels, measured on the tunnel wall of a tunnel on the

Cologne–Chorweiler line during passage of the Rhine/Ruhr

light rail trains, before and after installation of a ballastless

mass-spring system and two ballast mats (BM) 1 and 2 with

identical static bedding modulus c ¼ 0.03 N/mm, but with dif-

ferent dynamic stiffness. - - - - - - - ballasted track prior to BM
installation: mean value of 24 measurement points on both

tracks, Following BM installation: mean value of six measure-

ment points per reconstructed section. D—–—D Ballasted track

with BM 1, type Sylodyn®DN 325,○——○Ballasted track with

BM 2, type Sylodyn® DN 335 (dynamically softer), □——□
Ballastless mass-spring system with discrete bearings, type

Sylodyn® N 70690/50, tuning frequency f0 ¼ 11 Hz
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Fig. 16.75 Measured insertion loss of two types of “light

mass-spring systems” in a light rail tunnel in Zurich
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to the spring stiffness of the resilient elements

employed, e.g. the base plate pads and the track design

(e.g. concrete trough for slab track systems or using

sleepers in a ballasted superstructure).

Aside from a few test lines using “slab track”, these

kinds of rail fastenings are increasingly being used on

steel bridges without ballast bed to reduce the level of

noise radiated by the bridge (see Sect. 16.2.2.2).

Due to the lower sprung masses, the tuning freq-

uencies, which are achieved, are higher than systems

employing ballast mats or for mass-spring systems

(generally in the range �30 Hz).

On underground lines, elastic rail fastenings are

generally used on subway and suburban rail lines.

In such applications, it has proven possible to achieve

a substantial improvement in the frequency range

above 50 Hz using special rail fastenings on sleepers

in ballasted track, as compared to normal ballasted

track [129], i.e. this approach is suitable for resolving

problems stemming from reradiated sound, but not

for resolving vibration problems.

16.3.7.2 Mitigation Measures on Surface
Railway Lines

On standard gauge surface lines, the conditions are

fundamentally considerably more difficult, as key

parameters and boundary conditions such as subgrade

impedance, the interaction between the track super-

structure and the subgrade are ill-defined or cannot be

determined by direct measurement.

Nevertheless, it is also possible to achieve a reduc-

tion in structure-borne noise emissions into the sub-

grade by, for example, improving the subgrade or

adding further load-bearing layers under the ballast,

possibly also in combination with ballast mats.

For example, [94, 147] describe tests carried out by

British Rail which involved

(a) Ballast beds of various thickness

(b) Sleepers of various weights

(c) Resilient rail pads under the sleepers (sleeper

pads)

(d) Resilient mats (now referred to as ballast mats)

between the ballast bed and a 50 mm thick layer of

sand on the subgrade

In the 1980s, the Swiss Railways (SBB) also

carried out similar tests with elastic mats on a gravel

subgrade or concrete slab [148] but in this particular

case involving tunnel without a bottom (without

a tunnel floor). In these studies, it was found neither

variations in the thickness of the ballast bed between

25 and 50 cm nor the types of sleepers tested had any

significant impact on structure-borne noise to the side

of the test track. By contrast, significant improvements

were achieved with the use of sleepers with pads and

with ballast mats.

With regard to the tests carried out by British Rail,

however, [94] notes that the resilient pads under the

ballast later led to difficulties with track maintenance.

In order to avoid such problems, similar tests were

carried out on a test section in Germany at Altheim
in Lower Bavaria20 where the measures illustrated

in Fig. 16.76 were implemented [32, 149].

With respect to avoiding the problems noted above,

the key aspect of the different types of superstructure

was that a protective layer of subgrade sand was

placed between the ballast bed and the ballast mat to

prevent damage to the mats during maintenance of the

superstructure (tamping, cleaning of the ballast, etc.).

These tests were carried out on a line section in

which a so-called subgrade protection layer was built

in due to the very poor track geometry when the

superstructure was renewed [replacement of the track

frame and ballast, see Fig. 16.76, Part (a)].

In addition, a cement-bonded gravel support layer

was built with and without ballast mats under a 100-m

stretch of track in the load-bearing zone to reduce the

structure-borne noise transmitted into the subgrade

[see Part (b) and (c) of Fig. 16.76]. The ballast mats,

made of PUR elastomer, featured a dynamic stiffness

of approximately 0.09 N/mm in the frequency range

under investigation, and complied with the speed and

load (axle load) limitations set forth in [45], featuring

a “bedding modulus” of 0.06 N/mm3.

Measurements of structure-borne noise performed

prior to and 1 year after installation at identical mea-

surement locations 8 m to the side of the track for the

passage of a test train (S-Bahn, Class ET 420) initially

provided the results shown in Fig. 16.77 for super-

structure renewal with the installation of a subgrade

protection layer.

20 The test track was located on a section at an abandoned

station, i.e. even after removal of the platforms the ballast bed

still did not have “open” shoulders, but was rather “confined”.

As a result, the superstructure cross section set forth in

Fig. 16.76 is different from the outline sketch presented in

[260], Fig. 16.67, in accordance with the field conditions.
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Fig. 16.76 Outline sketch on the fundamental design of various measures for the mitigation of structure-borne noise adjacent to surface

railways with deep drainage (1). a ballasted superstructure with protective subgrade layer (2) on compacted subgrade (3), b ballasted

superstructure with substructure (2) and cement-bonded gravel support layer (4) on compacted subgrade (3), c ballasted superstructure

with substructure (2), ballast mat, type Sylomer® D 220 (5) and cement-bonded gravel support layer (4) on compacted subgrade (3)
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Fig. 16.77 Structure-borne noise in the ground (on a stake) at 8m to the side of the track axis during passage of aClass ET420multiple

unit train prior to and 1 year following superstructure renewal and construction of a substructure. ------- prior to reconstruction, ballasted

superstructure K49 B58, ———– following reconstruction, ballasted superstructure W54 B70, train speed v: a v ¼ 60 km/h, b

v ¼ 120 km/h
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In terms of practical application, one positive note

that should be mentioned is that the level of structure-

borne noise in the low-frequency range below roughly

50 Hz was reduced considerably by the measures.

The increase in the level of structure-borne noise

in the higher frequency range between roughly 50

and 100 Hz, which can be ascribed to the “stiffening

of the subgrade” caused by the measures, would

not have a particularly negative impact on a hypo-

thetical immission location at a distance of 30–40 m

from the track, as higher frequencies are generally

damped considerably more during propagation than

low frequencies are.

If one assumes a superstructure with good track

geometry and good running surfaces on the rails, as

was the case following track renewal as per Part (a) of

Fig. 16.76, then it is also interesting to investigate to

what extent the emissions of structure-borne noise

emitted from the railway line can be further reduced

by the additional installation of a cement-bonded

gravel layer with and without ballast mats. The results

of structure-borne noise measurements carried out

1 year after reconstruction of the track for the super-

structure without the ballast mat is presented in

Fig. 16.78 and for the superstructure with the ballast

mats in Fig. 16.79.

As is evident, the levels of structure-borne noise at

very low frequencies have declined even further,

whereas for the test line without ballast mats the levels

in the frequency range which is critical for the percep-

tion of reradiated sound increased by up to 8 dB to the

side of the track.

This increase, however, was almost completely

neutralised by the installation of ballast mats with an

effect in this frequency range (see Fig. 16.79).

The drop in the level difference in Fig. 16.79 at

40 Hz must be accepted due to physical and system-

related conditions. This is due to the fact that it lies

within the resonant frequency dictated by the stiffness

of the superstructure (ballast mat and ballast) and the

dynamic mass of the vehicle/superstructure system.

In principle, however, this drop in the resonance

could be shifted to a limited degree to higher or

lower frequencies, by using harder or in the future

possibly even softer mats, in accordance with the

specific requirements.

More recent, unpublished studies have shown that

the thickness of the cement-bonded support layer or a

concrete slab has a significant influence on the

effectiveness of such measures. For practical

purposes, the cement-bonded support layer should

be at least 0.6 m thick, while a concrete support

layer (without reinforcement) should be at least 0.4 m

thick.

In the meantime, results of other measures to

reduce structure-borne noise have been obtained for

open surface lines. For example, significant improve-

ments were achieved through the use of resilient

sleeper pads on a German Federal Railways test line

at Wagh€ausel [69]. On one special section of this test

line, which is primarily designed to test various types

of slab track superstructures [150], concrete B70

sleepers with a resilient sleeper pad made of PUR

elastomer were installed in a W60 B70 ballasted

superstructure. The static stiffness of the 9-mm-thick

sleeper pads (6 mm resilient layer + 3 mm load distri-

bution layer) was 0.08 N/mm3. This was determined

for load application via the so-called normal ballast

plate as the secant modulus in the load range

0.02–0.16 N/mm as per [255].

Typical results from measurements of structure-

borne noise at a measurement location 8 m adjacent

to a test track are shown in Fig. 16.80.
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Fig. 16.78 Difference in the 1/3 octave band velocity level in

the ground (on a stake) 8 m adjacent to track axis following

construction of a cement-bonded gravel sublayer (lean concrete

B5, 30 cm thick on average) under a ballasted superstructure

(W54 B70) with substructure. Results of measurements 1 year

following reconstruction during passage of a Class ET 420

multiple unit train at a speed of 60 km/h (- - - - - - -) and

120 km/h (———–)
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It can be seen that the structure-borne noise was

reduced by up to 10 dB by the “padded sleepers” in

certain frequency ranges. As is generally true for

measures involving the track superstructure, the

reduction of structure-borne noise that can be achieved

with this measure depends on the permissible elastic-

ity, in the case under discussion the stiffness of the

sleeper pads (i.e. on the permissible level of rail subsi-

dence which is defined by the total permissible subsi-

dence of the rails under the wheels) and by technical

superstructure parameters such as the thickness of the

ballast bed, existence and compaction level of the

subgrade protection layer.

M€uller-Boruttau et al. [151] also discuss the instal-

lation of padded sleepers on a high-speed line operated

by the Deutsche Bahn AG and the relevant aspects of

superstructure design and construction. Kopp [152]

presents the positive results of tests to reduce the

formation of rail corrugation in relation to a test line

operated by the Austrian Federal Railways (ÖBB),

which was constructed to study the impact of padded

sleepers on the formation of short waves on the rail

surface.

There are also more recent results available in

relation to the installation of ballast mats in surface

lines as well as the results on the effectiveness of

a particular project by the ÖBB. This particular appli-

cation involved the installation of ballast mats on

compacted subgrade in a 450-m-long line section to

protect a nearby residential area, which was performed

as a part of adding a second track on the Arlberg

approach [153, 154]. The compaction level of the

subgrade, described numerically by the Ev2 modulus

as per [254], which is commonly used in the construc-

tion of permanent way, was Ev2 ¼ 180 MN/m in this

case.

Figure 16.81 illustrates the measured efficiency of

the mitigation measure.

Figure 16.81 also shows the calculated level of

insertion loss for the installation project as per [134].

In this case, the input impedance of the subgrade was

used in the above Eq. (16.10) for calculation of the

insertion loss for the terminating impedance 1/ZT,
as this was indeed significant in comparison with
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Fig. 16.80 Structure-borne noise in the ground (on a stake) at

8 m to the side of the test track with elastic sleeper pads during

passage of an ICE 1 train at a speed of v ¼ 160 km/h. ———–

ballasted superstructure W60 B70 (1), — — — — ballasted

superstructure W60 B70 with elastic sleeper pads (2), - - - - - - -

velocity level difference (1)–(2): improvement due to the elastic

sleeper pads
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Fig. 16.79 Difference in the 1/3-octave-band velocity level,

measured in the ground (on a stake) 8 m adjacent to track axis

following construction of a cement-bonded gravel sublayer

(lean concrete B5, 30 cm thick on average) and ballast mat,

type Sylomer® D 220 (dynamic stiffness s00 � 0.09 N/mm3),

under a ballasted superstructure (W54 B70) with substructure.

Results of measurements 1 year following reconstruction during

passage of a Class ET 420 multiple unit train at a speed of

60 km/h (--- - - - -) and 120 km/h (———–)
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installation conditions in a tunnel setting. This was

modelled as an elastic semi-space, as per [101, 107]

for example, whereby the (dynamic) subgrade stiffness

was estimated based on the Ev2 modulus noted above.

For the purposes of comparison, Fig. 16.81 also

shows the insertion loss that would be expected for

installation of the same mat in a tunnel with a very high

input impedance ZT for the tunnel floor [i.e. a minimal

final admittance 1/ZT, which can be ignored compared

to the source admittance 1/Zi in the above formula

Eq. (16.10) for calculating insertion loss]. From this

diagram, one can see that the impact of the finitely stiff,

self “cushioning” subgrade is noticeable in terms of

a decline in the insertion loss as frequency increases.

More recent experience with respect to the installa-

tion and effectiveness of ballast mats on surface lines

in the United States of America (USA) is presented in

[155]. The authors used a modified prediction proce-

dure based on the model of Wettschureck and Kurze

[134], but with a finite termination impedance based

on a flat plate model. The described prediction proce-

dure was tested against measurements on at-grade

installations on light rail transit and commuter railway

installations in Baltimore and Boston, USA. In both

cases, the used model showed a good agreement with

measured values for the resonant frequency dip and

the mid-frequency insertion loss. At higher frequen-

cies, however, the used model overpredicted the inser-

tion loss. This overprediction would not occur if the

above-mentioned model with a finite termination

impedance based on an elastic semi-space would be

applied (see e.g. [153] and Fig. 16.81).

At this point, it is important to note findings from

more recent tests carried out with ballast mats on

a surface line in Europe, which have shown that the

design of the ballast bed with lateral restraints [149] as

was implemented in the Altheim station is of general

importance for the realisation of such measures.

The majority of the aforementioned track section

on the ÖBB’s Arlberg approach line is located at

a station where the ballast bed is bordered by the

platforms along the track, similar to the solution

employed in the Altheim station, Germany. At one of

the end of the track section, which was outside of

the area with lateral restraints from the platforms, the

observation was made that the free ballast shoulder

had a tendency to drift away laterally.

In relation to the installation of ballast mats on

surface lines (on embankments), the Swiss Federal

Railways (SBB) also found that the ballast tended to

“flow away” to the sides, unless measures were taken

to shore it up. In order to prevent this phenomenon, i.e.

to stabilise the ballast bed, the SBB installed vertical

“concrete slats” held by mini-posts and “glued the

edges of the ballast bed” [97, 156]. After 3 years

of operation, these measures to laterally support the

ballast have proven effective.

Another design option for ballast mats on surface

lines is to install a low concrete trough on a compacted

subgrade, into which the mats are placed and which

laterally holds and stabilises the ballast bed [157].

The bottom plate of the concrete trough also provide

a considerable level of final impedance, so that the full

effect of the dynamic characteristics of the ballast

mats is obtained, similar to the situation when ballast

mats are installed on a tunnel floor.

A detailed presentation of the measures tested

up until 1997 for reducing the emission of structure-

borne noise from standard-gauge surface railway lines

was presented within the framework of the project

RENVIB II, mentioned in Sect. 16.3.2 [97]. By way

of comparison, Fig. 16.82, which is taken from the

aforementioned project, shows levels of measured
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Fig. 16.81 Insertion loss of the ballast mat on the compacted

subgrade of the surface line (Arlberg), Sylodyn® DN 335, with

a static bedding modulus of c ¼ 0.03 N/mm3. Measurement

results: Average value and scatter. Calculation for:

ballast mat stiffness sM ¼ 3.8 � 107 N/m, ballast stiffness

sS ¼ 4.7 � 108 N/m, unsprung wheel set mass m ¼ 1,600 kg,

------- terminating impedance ZT finite (compaction of subgrade

as per [254]: Ev2 ¼ 180 MN/m2), — — — — terminating

impedance ZT approximately infinite (e.g. tunnel floor)
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insertion loss for various measures for the reduction of

structure-borne noise and vibrations implemented on

surface railway lines.

16.3.8 Mitigation Measures in the Area of
Structure-Borne Noise Propagation
in the Ground

There are essentially two physically different principles

for achieving additional reduction in structure-borne

noise, above and beyond the distance-dependent

reduction, in the path of propagation to the sides of

railway tracks: On the one hand, reduction in the

structure-borne noise by absorbing vibration energy

using suitable absorbers, and on the other hand,

reflection or isolation of the structure-borne noise at

discontinuities (impedance jumps) in the path of propa-

gation, in the form of layers with a higher specific

mass or with a lower dynamic stiffness as compared

with the surrounding soil.

Tests with vibration absorbers (concrete blocks

weighing approximately 1,200 kg per metre track in

various arrangements), studied with a scale model and

at a scale of 1:1 on a track section, as reported by

[158], resulted in no significant success and are only

mentioned here for the sake of completeness.

In terms of practical applications, measures based

on the principle of isolation are more promising.

A number of studies have been carried out in this

field. These basically can be divided into the following

categories:

– Heavy shielding walls, made of concrete for

example

– Vertical trenches filled with elastic (or gas-filled)

mats or open ditches

Shielding walls composed of rows of bore holes

represent a sort of transitional solution [159]. Under
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favourable conditions, namely when the depth of the

bore holes is more than twice the wavelength of the

undisturbed surface waves, it was possible to achieve

significant shielding; nevertheless, as discussed in [105]

such measures are not feasible in the light of technical

and economic considerations. Further experiences in

relation to theoretical and practical aspects of protection

against structure-borne noise using trenches and

ditches are also presented in Dolling [160], Woods

[161], Massarsch [162], M€uller-BBM [32] and ORE

D 151 [158].

The efficiency of such measures depends to a great

degree on the depth of the trenches in relation to

the wavelength of the oscillations that are to be

shielded (depending on requirements, trenches must

be 10–15 m deep in some cases) and on the distance of

the trenches from the tracks and the distance to the

object which is to be protected. Additionally, soil

conditions and the layering of the soil also play a role.

Most of the experiments, however, come to similar

conclusions in that at times a significant reduction in

structure-borne noise can be achieved immediately

behind the shielding measures (up to a distance of

roughly 8 m), whereas at greater distances the

measures seem to have little noteworthy impact (e.g.

due to reflection from deeper soil layers and similar

phenomenon, cf. [15, 32, 162]). In terms of their

practical application, it can be stated that trenching

requires very careful design, taking into account the

respective geological conditions, track parameters and

other boundary conditions pertaining to the objects

involved.

Accordingly, no specific details and concrete

results from the experiments that have been performed

are included here.

Based on the current state of knowledge, one

should however note that following consideration of

the technical and economic aspects, use of trenches is

most effective in terms of shielding if they are situated

as close as possible to the object to be isolated and are

designed with dimensions that take adequate account

of the prevailing conditions.

In the relevant literature on this subject, one also

finds reference to proposals to install concrete blocks

under the track or under the foundations of the

structures affected. The efficiency of these so-called

“wave impedance blocks” (WIBs), however, is

presented in a far more optimistic fashion in the

theoretical studies, compared with the results that

have been determined in practical applications [97,

163].

For very soft soil conditions, which for example

presented difficulties in the new construction of

a high-speed line along the west coast of Sweden,

it was proposed to build the track on concrete bearing

slabs, which would then be supported by pilings. This

suggestion practically represents a form of bridge,

which may at times not even come into contact with

the soft soil [164–168].

16.3.9 Mitigation Measures at Buildings

It is also possible to protect structures against the

effects of structure-borne noise with construction

measures. In this respect, the main focus is on the

resilient support of the buildings (cf. e.g. [169–172],

[256] and Chap. 22 in this handbook). Such bearing

systems are typically designed as discrete bear-

ings, strip bearings or full surface bearings and are

being used with increasing frequency in construc-

tion projects in the vicinity of railway lines [7, 173,

174].

Another option is to reduce the amount of structure-

borne noise that is transmitted into the building

by selecting forms and sizes of foundations and

components that help prevent the transmission of

structure-borne noise. In this respect, special attention

should be paid to ceiling and floor structure com-

ponents. For example, it is important to pay ensure

that – if possible – the natural frequency of ceilings

and floating floors does not lie within the range of the

maximum of the spectrum of structure-borne noise

excitation from the rail traffic [112].

Of course, it is possible to install resilient support

systems in existing buildings, if they are suitable.

Nevertheless, the related costs for this type of solution

are generally quite considerable.

16.3.10 Prediction of Structure-Borne
Noise Immissions

In contrast to the prognosis of immissions of airborne

noise [2, 3], there is still no generally accepted method

available for forecasting immissions of structure-
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borne noise and vibrations. One of the main reasons

for this is that no generally applicable assumptions

could be determined for the underlying fundamental

parameters, which are necessary to be able to generate

such forecasts (e.g. conditions of propagation in soil,

transmission of structure-borne noise in buildings,

etc.). Indeed, in order to achieve an adequate degree

of certainty, such parameters generally have to be

determined by carrying out measurements conducted

at the immission site.

One commonplace method frequently used by the

engineering offices active in this field of work to

forecast vibrations stemming from rail traffic is an

empirical calculation procedure. This procedure

combines the existing boundary conditions, which

ideally are determined for the specific application in

question based on measurements, with parameters that

have been found in a number of fundamental studies.

In the past, a number of attempts have been made

to formulate a mathematical description of certain

aspects of vibration prognoses [33]. Nevertheless, the

reliability of such mathematical models is extremely

dependent on knowledge of the parameters used in the

calculations.

In the following, certain parameters are described,

the knowledge or determination of which has a crucial

impact on the accuracy of the vibration forecasts both

in terms of the application of empirical methods or

mathematical models.

16.3.10.1 Prediction in the Area of Structure-
Borne Noise Emission

In the field of emissions of structure-borne noise and

vibrations, the parameters described in Sect. 16.3.2 are

of key importance. More recent investigations [175],

however, have shown that the structure of the track

superstructure (substructure, anti-frost layer and

earthen foundation) and the connection of such to the

surrounding subgrade are decisive in terms of the

magnitude and distribution of vibrations emissions.

For example, according to [175] it is not merely suffi-

cient to determine the magnitude of emissions

depending on train type and speed. In addition to this

so-called “emissions spectrum” (with regard to the 8 m

measurement point), in terms of the applicability of

the results to other sites for which prognoses are to be

prepared, a factor or a correction factor should be

determined which describes the local peculiarities

of the site such as the substructure, the anti-frost

layer, the earthen foundation and its linkage to

the surrounding subgrade (e.g. thickness, degree of

compaction).

The most important factors for describing the soil

conditions are damping and the shear modulus G, as

well as the speed of propagation cR of the Rayleigh

waves. A pilot study [69] investigated the influence of

the ground’s shear modulus on the emission level. This

study found that the amplitude of the structure-borne

noise acceleration of the ground (z-direction at the 8 m

point) was roughly inversely proportional to the shear

modulus G or the square of the Rayleigh wave speed

cR
2 in the ground at the measurement site. Accord-

ingly, it is possible to derive the correction factor

KGround according to Eq. (16.16), which is independent

of the frequency, as an approximation to take into

account the stiffness of the ground:

KGround ¼ 20 � logGMeasurement site

GPrediction site

¼ 40 � log cRðMeasurement siteÞ
cRðPrediction siteÞ : (16.16)

The propagation speed of the Rayleigh waves at the

measurement and the prognosis site can be determined

without great technical difficulty by conducting appro-

priate measurements.

On the other hand, determining the impact of soil

layering is very difficult, as it is only possible to

determine the necessary relevant parameters with

relatively complex technical measures (boring, etc.).

Soil layering leads to resonance-like amplifications

in the amplitude of the vibrations, which depend on

the mass (oscillating mass of the soil layer) and the

stiffness of the soil (shear modulus). According to

R€ucker and Said [176], a soil layer of thickness H21

and a shear wave speed of vs exhibits a clear bound-

ary frequency fg that can be calculated based on

Eq. (16.17):

fg ¼ vs
2 � H (16.17)

Below this boundary frequency, there is no propaga-

tion of vibrations. Above the frequency fg the

21H ¼ layer thickness at the thinnest point in the layer, also

known as critical layer thickness, cf. Melke [179].
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amplitudes in the layer rapidly approach the amplitudes

of a homogenous elastic semi-space (for more on this

subject, see [176, 177]).

In the future, one can expect a considerable increase

in the accuracy of prognoses in the field of emissions of

structure-borne noise and vibrations by using the afore-
mentioned formulas for estimates (cf. Sect. 16.5.4).

16.3.10.2 Prediction in the Area of Structure-
Borne Noise Propagation

In 1979–1980, detailed studies on the propagation of

structure-borne noise and vibrations in soil were car-

ried out [108], a summary of the results of which as per

H€olzl and Fischer [110], Kurze [111] is presented in

Fig. 16.60. Results of later studies entitled “On the

Excitation and Propagation of Vibrations from Rail

Traffic” [178] include formulas on laws governing

the distance between amplitudes, which can be very

helpful in estimating the decrease in vibrations

from rail traffic over distances. Nevertheless, in order

to ensure adequate certainty in prognoses, in almost

all practical cases it is necessary to perform measure-

ments at the actual sites.

The reasons for this include:

– Hidden factors disturbing the propagation path, e.g.

soil layering, bedrock, marshy spots, and such

– Non-quantifiable transmission conditions due to

buttress walls, remains of foundations, utility

pipelines, noise bridges, etc.

Quite frequently it is only possible to determine the

transmission and propagation conditions with a suit-

able degree of accuracy after full or partial completion

of the structures. For example, the connection con-

ditions for tunnels to the surrounding soil and the

propagation conditions of vibrations from tunnels

can only be determined reliably after the tunnel has

been completed. In spite of this, however, these

parameters must be known as accurately as possible

to be able to establish the dimensions of the protective

measures properly.

In such cases, it is often only possible to determine

the transmission and propagation conditions with

the aid of artificial excitation. In this respect, unbal-

ance vibration machines, hydraulic vibration

machines, vibratory rollers, shaker plates and impulse

exciters have proven useful (e.g. [179–181]). Of

course, for all kinds of artificial vibration, there is

a problem with the transferability of the excitation

magnitude to the scale commonly found in rail

operations.

16.3.10.3 Prediction in the Area of Structure-
Borne Noise Immission

The greatest uncertainty in forecasting structure-borne

noise and vibrations is found within the area of

immissions. The reason for this is that almost all

buildings react differently to vibrations caused by

rail traffic.

This is the case because of many factors. The con-

struction type and mass of the foundations, the con-

nection of the foundations to the ground, the thickness

of the walls, the thickness and design of the ceilings,

the span width of the ceilings, and the number of

stories all play an important role, not to mention

other less central factors such as the furniture in

a particular room, which has an effect on the excitation

of vibrations in ceilings. Another critical aspect of

immissions is that it is generally necessary to measure

the transmission conditions, necessitating artificial

excitation of the building if excitation by rail traffic

is not yet possible.

In one study, 21 residential buildings of various

construction types were investigated in terms of

the structure-specific transmissions factors from

rail traffic-induced vibrations and from artificially

induced vibrations (plate vibrators, tampers) and

were compared with each other [180]. Figure 16.83

illustrates the mean transmission factors found in

this study for excitation from rail traffic as com-

pared to artificial excitation with the standard

deviation as a function of the 1/3 octave-band

frequency.

In the frequency range above the 31.5 Hz 1/3

octave-band, one can see the spectral differences in

that the transmission factors found with artificial exci-

tation are greater than those determined for rail traffic-

induced excitation.22 This means that the prognosis

formulated on this basis was on the safe side.

Steinhauser [182, 183], and Unterberger and

Steinhauser [184] also discuss practical experience

22 In interpreting Fig. 17.83, at frequencies under roughly 16 Hz

it must be taken into consideration that with artificial excitation

the applied vibration energy is not always sufficient to excite the

structure to an adequate degree, resulting in limitations on the

reliability of measurement results in this frequency range.
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with forecasting structure-borne noise and vibrations

from railway lines.

Further helpful information for formulating

prognoses can also be found in the planning basis

and planning data in Melke [179], Kr€uger et al.

[146], as well as in [103] and in VDI Guideline 2716

“Airborne and structure-borne noise from rail traffic in

public transport applications” [185], depending on the

specific goals being pursued.

16.4 Airborne Noise and Structure-
Borne Noise, Vibration from
Suburban Railway Lines

16.4.1 General

In this respect “suburban railway applications” is

understood as rail traffic, which is covered, by the

“Tramway Construction and Operational Regulations”

[9]. This essentially covers trams, suburban railways

and subways.

In general, the aspects discussed in this chapter up

to now are valid with regard to the inception, propa-

gation and evaluation of airborne and structure-

borne noise caused by rail traffic. This also follows

from the procedure for forecasting noise conditions

in the vicinity of transport routes as set forth in

[186]. According to Sect. 6.1.2 of this standard, the

same procedure is to be employed for trams and

subways as for standard gauge railways with a correc-

tion factor of DLFi to take into account the type of

train. For trams, for example, this amounts to +3 dB(A)

(cf. Table 5 in [186]). This value corresponds to

the added value DFz for trams and urban railways as

per [3].

While the latest studies by the Federal Ministry of

the Environment on “Noise Emissions from Trams”

[187] (which will be discussed in the following) have

confirmed this value, it was also found that differen-

tiation between trams and suburban railways on

the one hand and low-floor trams on the other hand

was necessary (for more details on this subject,

see Sect. 16.4.2.2).

A comprehensive discussion of the key transport,

economics and environmental aspects of public trans-

port can be found in “Suburban railways in Germany”

[188]. In this work, however, the term “suburban

railways” covers all means of public transportation,

i.e. subways, trams and urban railways and regional

railways and light rail systems. It also contains

a chapter on the main focus of this section, namely

“Reduction of Noise and Vibrations”. Another new

publication with the title “Reduction of noise and

vibrations in railway applications” [146] summarises

numerous examples of “practical applications involv-

ing measures to reduce noise and vibrations”.

The work of Melke [179], which was already men-

tioned in Sect. 16.3.10 with regard to forecasting

structure-borne noise and vibrations and measures for

the reduction of such, also deserves to be noted here

in light of the wide range of fundamental informa-

tion and practical results that are presented and the

comprehensive scope of the literature cited.

Furthermore, the following works are also valuable

sources of information as some of them provide

overviews while others discuss specific subfields of

the reduction in noise and vibrations from rail traffic:

(see [91, 189–198, 258]).

16.4.2 Specific Characteristics of Suburban
Railway Lines in Comparison with
Normal Railway Lines

Despite the in-depth discussion of the topic “Air-

borne and Structure-Borne Noise in Suburban Rail

Applications” in the literature cited above and the
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fundamental similarity between railways noted at the

beginning of this section [8] and suburban railways

as per [9], it seems worthwhile to focus more close at

this point on some of the special aspects stemming

from the specific technical conditions of such rail-

ways, and consequently the technical options avail-

able when it comes to measures designed to reduce

structure-borne noise.

With regard to trams, this particularly pertains to

technical conditions stemming from the route of the

lines in densely built-up urban areas and the mixture of

road and rail traffic.

16.4.2.1 Curve Squeal
In urban areas, it is frequently necessary to design

tramlines with considerably smaller curve radii than

is the case for standard gauge railways. This

often leads to the annoying phenomenon of “curve

squeal” which frequently poses a serious problem

(cf. Sect. 16.2.2.3, Shunting Yards). Curve squeal is

caused by transverse slippage of the fixed wheels and

the associated high-frequency stick-slip movements

that result. To a great extent, this phenomenon can

be avoided by using individual wheel suspension, sin-

gle axle bogies and by using steerable wheel sets [92].

Secondary measures to combat curve squeal include

measures to damp structure-borne noise at the wheels,

spraying the rails [93, 199] and damping measures on

the rail by way of special rail dampeners [200].

In Schall 03 [3], the correction valueDRa is included

in the calculations of the emission level Leq,E to take

into account curve squeal (see Table 6 in Schall 03 [3]),

when this occurs. Accordingly, for track curves with a

radius of R < 300 m a correction value of 8 dB is

applied in these cases. For curves with radii of 300 m

< R < 500 m the correction value is 3 dB, whereas for

larger radii it is DRa ¼ 0 dB.

Both the correction values DRa [3] which are not

differentiated according to the train type and the spe-

cial correction value for trams proposed in 1990 [201]

exhibit relatively large jumps in the numeric values for

curve radii which are larger or smaller than certain

values. This “problem” was the basis point for the

study [202], promoted by the Federal Minister for

Transport, which investigated the following questions:

– What is the functional dependence between the

correction value DRa and the curve radius R?

– How can the occurrence of curve squeal be

measured in an objective manner?

– What other parameters (such as climate, condition

of the rails and the vehicle) influence curve squeal?

The most important results of this research are

summarised in Kr€uger [203] with proposals for

methods to evaluate curve squeal in urban rail

applications. Accordingly, the main objective of the

study was achieved, i.e. to determine correction values

to allow for differentiated assessment of curve squeal

within the framework of noise prognoses for public

transportation railways. Further statistical testing of

the results would, however, be necessary in order for

these results to be compiled into a guideline, such as

that found in [3].

The results of other research on curve squeal and

approaches to the abatement of such can be found in

Kr€uger [204], Lenz [205], for example.

16.4.2.2 Specific Track and Vehicle
Characteristics

An extremely wide range of noise emissions must be

expected in the case of trams in particular, due to a great

degree to soiling of the running surfaces of the rails with

dust, grit and the like (with a corresponding effect on the

running surfaces of the wheels) and to the wide variety

of different types of track design (in cobblestones,

smooth asphalt, slab track, grassed track, etc.).

Moreover, due to the rough running surfaces the

higher noise emissions described in Schall 03 [3] for

rail vehicles with cast iron block brakes generally

apply for trams, even though such vehicles are hardly

ever outfitted with this type of brakes anymore. In

contrast to standard gauge lines, trams also generally

ride on the wheel flanges in the cross frogs of switches

with grooved rails, which also generates higher

emissions of structure-borne and airborne noise.

Emission levels for trains in the vicinity of passen-

ger stations can be calculated in a simplified manner as

for open line sections according to Sect. 8.1 of Schall

03 [3], whereby the train speed in the area of the

passenger station for the various train types can be

found in Table 2 of Schall 03 [3]. Factors reducing

the level of emissions (such as the platform edges) and

other factors contributing to the overall level of emis-

sions, such as secondary sources of noise (PA anno-

uncements, luggage trolleys, etc.) no longer need to be

taken into account if this method is employed

(cf. Sect. 16.2.2.3, Other Facilities – Passenger Stations,

etc.). The reference value for train speed for trams is
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60 km/h, according to Schall 03 [3]. In practice,

this value has proven to be too high with regards to

the calculation of noise emissions at tram stops. As

a result, a lower speed of 30 km/h is assumed in

justified cases, in order to take into account the special

characteristics of tram stops, when calculations are

prepared nowadays for consultative purposes.

As was mentioned at the beginning of this section,

a more detailed review of the findings of the basic

research performed by the German Federal Ministry

of the Environment “Noise Emissions of Trams” [187]

is given in the following. The purpose of this study

was to investigate to what extent the findings based on

earlier measurements in Schall 03 [3] corresponded

to the emissions recorded for trams under current

conditions. Very detailed measurements were conduc-

ted at 29 public transportation companies in Germany

(of the total of 56 which operate trams), with the

participation of 17 different institutions and engineer-

ing offices. Based on the measurement data a recom-

mendation for revised correction values DFz and DFb

was formulated for vehicles and track systems as per

Schall 03 [3] for tram applications. This involved

drawing a distinction between types of vehicles, in

accordance with the current state of technical knowl-

edge, separating them into the categories trams/

suburban railways and low-floor trams and drawing

in line in terms of track type, distinguishing between

grassed track with recessed or raised turf. This recom-

mendation, including a comparison with the curr-

ently recommended correction values set forth in

Schall 03 [3] is shown in Table 16.8 [3, 187].

In summary, one can see from the table that, in cases

when the wheel–rail system is not regularly maintained,

noise emissions from traditional tram systems are

sometimes substantially underestimated by the calcula-

tion method set forth in Schall 03 [3], with the

exception of concrete sleeper track, which means that

a correction of the values involved would appear to be

reasonable when the guideline is revised in the future.

16.4.3 Special Vibration Mitigation
Measures for Tramways in the
Area of City Centres

Fundamentally speaking, the measures for the reduc-

tion of structure-borne noise discussed in Sect. 16.3

can be applied to tramways, suburban railways and

subways. Nevertheless, in the application of such

measures it is important to take into account the differ-

ent boundary conditions as compared to standard gauge

operations, primarily in respect of lower axle loads and

train speeds. This means that in most cases lower values

can be used for the stiffness of the resilient components

in the track superstructure when it comes to the usual

predefined limit for permissible track subsidence.

For example, on track with ballast mats a static

bedding modulus of c ¼ 0.01 N/mm3 is now com-

monly used for these types of trains, based on the

guidelines for ballast mats issued by the German

Federal Railways [45]. Due to the especially low

axle loads, for trams even lower values are permitted

(cf. c ¼ 0.02 N/mm3 for self-propelled rapid transit

trains; c ¼ 0.03 N/mm3 for rapid transit trains with

locomotives (“push-pull” trains) as per [45]).

Due to the mixed nature of traffic with both rail and

road vehicles in urban centres, special requirements

for construction designs to minimise structure-borne

noise are necessary, as was mentioned earlier. In this

respect, essentially two different construction designs

have been developed which are used when reduction

of structure-borne noise is a prime concern (see [146,

198, 206–210]).

Table 16.8 Proposal for correction values for taking into account the vehicle type DFz and the track type DFb for tramways as per

[187] and a comparison of the corresponding correction values for tramways as per [3]

Factor Type of vehicle/type of track Correction value as per [187] in dB(A) Correction value as per [3] in dB(A)

DFz Tramway, urban railway +3 +3

Low-floor tram +1 +3

DFb Wooden sleepers +2 0

Concrete sleepers +2 +2

Slab track +7 +5

Track with recessed turf +4 �2

Track with raised turf 0 �2

Correction value for regular maintenance of the wheel-rail system �3 dB(A)
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These special measures for inner-city trams with

mixed traffic are:

– Continuous (highly) elastic rail support

– Slab track on resilient bearings, i.e. so-called

“Light Mass-Spring System” or LMSS.23

16.4.3.1 Continuous Highly Elastic Rail
Fastening

The track superstructure design “continuous highly

elastic rail fastening” is distinguished from standard

designs for grooved track for trams, which also feature

continuous elastic fastening, but which are not suited

as measures for enhanced reduction of structure-borne

noise (see e.g. [188, 198, 210]).

One of the key characteristics of continuous highly

elastic rail fastening systems as opposed to classic

(grooved) track support systems with discrete bearings

is that the rail foot is continuously mounted on a

resilient elastomer strip and/or continuously embed-

ded in resilient material along the entire length of the

rail. One of the main advantages of this method of rail

mounting in terms of the acoustic properties is the

avoidance of the so-called “seat spacing frequency”

(referred to as the sleeper-spacing frequency in

Sects. 16.2 and 16.3), which arises with discrete bear-

ings and is dominant in the spectrum, occurring in

proportion to the train speed and in inverse proportion

to the spacing of the rail seats.

Due to the low amount of sprung mass (rail),

in order to achieve the lowest possible tuning

frequency which is a prerequisite for sufficient

damping of structure-borne noise, such systems

require very soft supports which results in quite

considerable track subsidence typically up to 6 mm

and in extreme cases up to 10 mm (this is, however,

associated with a very long bending line for the rail

thus limiting the danger of overstressing the rail and

causing rail breakage). This leads to large relative

movements, and hence with regard to ensuring

long-term serviceability this results in very stringent

requirements in respect of the construction of

the elastic seam between the rail and the road

surface and at transition points to standard track

superstructure. Simple designs employ guard rail

tie bars embedded in elastic materials to maintain

gauge and prevent excessive rail deflection, which

could lead to excessive gauge widening. More com-

plex designs, as illustrated in Fig. 16.84, feature both

rails without a gauge tie bar, embedded in so-called

self-centering elastomer packets (see [188, 206, 210,

211]).

Up to now, however, very little in the way of

detailed results of systematic measurements is avail-

able, and accordingly information on the efficiency

of this type of track superstructure is not yet

adequately underpinned (as mentioned in [210] as

well). As a result, it is not yet possible to state

with a reasonable degree of certainty the level of

insertion loss, as is necessary for the purposes

of formulating prognoses and as is standard proce-

dure for ballast mats, for example (s. Sect. 16.3.7).

Nevertheless, readers are also referred to the

measurement results obtained with such track

superstructures and the interpretation of such (see

[206, 210, 211]).

16.4.3.2 Light Mass-Spring System
From an acoustics and construction perspective, the

most effective method of reducing structure-borne

noise for tramways in inner-city areas is the Light

Mass-Spring System (LMSS). The underlying princi-

ple behind such a system, drawing on the example of

the tram system in Munich, is presented in Fig. 16.85

(cf. Appendix to [255]).

In an LMSS the entire mass of the slab track

including the superstructure is mounted on a

Fig. 16.84 Outline sketch of continuous highly elastic rail

fastening with a grooved rail (from Lenz [210])

23 As regards the adequacy of the commonly used term “Light

Mass Spring System”, please refer Footnote 13 in Sect. 16.3.2

for an explanatory note on the expression “Mass-Spring

System”.
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full-surface elastomer mat, which usually also functions

as sacrifice formwork when the slab is poured. The

acoustic efficiency of this solution is determined by

the tuning frequency of the system, which is a function

of the dynamic stiffness of the elastomer mats and the

sprung mass of the system, both in terms of the area

per metre of track. This means that the mounting of the

grooved track can be designed with a relatively high

level of stiffness. Accordingly this provides the advan-

tage of a low level of track subsidence (usually

<1 mm), resulting in a low amount of relative move-

ment between the rail and the roadway. The risk of

defective construction and acoustic bridges between

the slabs and the subgrade and with the adjacent road-

way, which reduce the efficiency of the system, is

comparatively low with this type of track design. Of

course, this presupposes that the “elastic liner”

consisting of the bottom and side mats is continuous

and free of any gaps and that the seams at the top of the

side mats is properly designed and constructed in

a manner which ensures its elasticity over the long term.

Another advantage of this type of system is that the

track slabs (see Part 7 in Fig. 16.85) can be fitted with

any of the various types of tracks used at the different

public transport companies (e.g. various forms of track

frame and sleepers as well as discrete rail seats). Light

Mass Spring Systems have been installed in France and

in Switzerland (Grenoble, Nantes, Strasbourg, Paris,

Geneva, etc.) for many years now [212, 213], with the

various types of bi-block sleeper track frames that are

commonly used in those countries (essentially similar to

the construction design depicted in Part a of Fig. 16.74).

Measurement results on the efficiency of LMSS’s

in tram applications, e.g. which could be used for

forecasting in planned projects, are only available for

the systems installed in France [212, 213]; for mea-

surement results of LMSS’s with light rail systems, see

[142, 145] and Fig. 16.75).

Recently, the data illustrated in Fig. 16.86 have

become available, which present the results of mea-

surements before and after the installation of a LMSS

in the Munich tram system [214]. Based on these

results, the insertion loss for a LMSS shown in

Fig. 16.86 was calculated, referring to a grooved

track superstructure prior to reconstruction.

One can see the expected typical signature with

a tuning frequency of roughly 20 Hz and a reduction

of structure-borne noise of approximately 9 dB at

63 Hz and up to 20 dB in the frequency range which

is relevant for the perception of secondary airborne

noise (reradiated sound) in buildings.

16.5 Prediction Models for Airborne
Noise, Structure-Borne Noise and
Vibration from Railway Lines

16.5.1 Overview

As in other fields of acoustics, methods for prediction

and model calculations have also become more impor-

tant regarding railways and tracked transport systems.

The fields of application range from legal procedures

which are carried out in the context of a plan regula-

tion process for new railway lines, the engineering

grade predictions made in the context of vehicle and

track design or scientific model calculations of partly

even academic character.

Fig. 16.85 Full surface resiliently mounted slab track for a tramway, so-called light mass-spring system (LMSS). 1 curb, 2 elastic
seam seal, 3 grooved rail, 4 filler element, 5 asphalt (or cobblestones or concrete), 6 filler concrete, 7 slab track made of (reinforced)

concrete, 8 elastic bottom and side mats (e.g. cellular PUR materials, Sylomer® LR 2501), 9 bonded sublayer, 10 levelling layer

(elastic rail mount, continuous highly elastic rail fastening)
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16.5.1.1 Empirical Methods
– The Schall 03 [3] is an empirical method for the

prediction of airborne noise, which is regulated by

law in Germany according to [5] for plan regulation

processes for railway lines (see Sect. 16.2.3.2).

Design types of vehicles and tracks as well as

operating conditions are considered by means of

level reductions and level additions which are

verified bymeasurements. To take account of techni-

cal progress and changes, the procedure is checked

for its validity and will be complemented if neces-

sary. Procedures similar to the German procedure

(Schall 03) are also common in other countries and

also for road traffic (see also e.g. [186] and Chap. 15,

road traffic noise). The European Commission

is requesting harmonisation of the methods. In

countries where no adequate method is available

the Dutch method is recommended until a common

European method is established. To take account of

recent technical developments in vehicle technology

presently the German Schall 03 is undergoing a rede-

sign, based on the Dutch approach and several new

aspects [215, 216].

– In the research field, approaches have been

established according to which the pass-by

levels of whole trains can be calculated on the

basis of measured or calculated characteristics

(e.g. sound power level, spectral distribution and

directivity) of individual noise sources which are

managed in a data base. Similar procedures are

applied successfully for interior noise of vehicles

for the management of noise sources in the design

process.

– Empirical vibration prediction methods are supp-

orted by a database of existing measurement results

for similar boundary conditions (i.e. geology, track,

vehicles, operation). Predictions are made on the

basis of the database as well as considering possibly

available actual measurement results and experi-

ence regarding the buildings. Due to the more

complex boundary conditions, these predictions are

considerably less precise than for airborne noise.

16.5.1.2 Numerical and Analytical Methods
– In recent years, different noise prediction models

with roughness excitation have been developed

and have been applied successfully for studies of

rolling noise regarding vehicle and track optimi-

zation (e.g. Remington [217, 218], Springboard,

TWINS [219], RIM [220, 253]). The software has

been developed especially for these models.

– For the examination of special questions regarding

the aerodynamic excitation, which is at higher

velocities responsible for important contributions

to the pass-by noise of a train, the generally avail-

able CFD methods have been used successfully

(CFD ¼ Computational Fluid Dynamics).

– Furthermore, specific analytic approaches have been

developed to deal with problems of mainly academic

concern regarding ground-borne vibration, structure-

borne noise and airborne noise. Concerning this sub-

ject, a large number of publications can be found in

the acoustics journals, e.g. the Journal of Sound and

Vibration Research (JSVR), specifically the editions
of JSVRpublished after the InternationalWorkshops

on Railway Noise (IWRN), the Journal of the Acous-

tical Society of America (JASA) or the Acta Acustica
united with Acustica (the Journal of the European

Acoustics Association (EAA)).

The numerical and analytical methods are mainly

applied in the field of research and development,

since, as in other fields, they easily allow calculating

a large number of parameter constellations by means

of simulations. However, apart from the possibly very

precise description of the physical phenomena, the

specified methods are very complex to use so that
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they do not seem suitable for general planning use and,

regarding this field, empiric models are favoured.

16.5.2 Rolling Noise

16.5.2.1 General
Rolling noise dominates in the speed range of 60 km/h

to approximately 300 km/h, aerodynamic noise is

relevant starting at higher speeds, whereas machinery

noise is of interest regarding interior noise, still stand

and lower velocities, the precise transition speeds

being dependant on the vehicle and track design (see

also Sect. 16.2.2). In the following sections, the gen-

eral features of the common rolling noise models are

described as well as the problem of the determination

of model parameters and the application of the

models.

16.5.2.2 Rolling Noise Models
The basic principle of rolling noise models was first

published by Remington [217, 218]. The basic models

take account of the interaction between one wheel and

the rail.

The vehicle as well as the track is described

as impedances. For excitation, a roughness band is

drawn through the contact zone between wheel and

rail of the static system (see Fig. 16.87).

The wheel/rail contact geometry is considered by

means of a contact filter to reduce the excitation by

roughness wavelengths in the size of or shorter than

the contact area. In most cases, the rolling mechanism

itself is not considered to be important. The effective

exciting roughness is derived from the energetic sum

of the wheel and rail contribution.

The impedance model of the track is implemented

using a serial connection of complex stiffnesses,

including loss factors, the rail as a continuously

supported beam, the rail pad and the ballast as com-

plex stiffness, the sleeper as a mass or a complex

impedance of a beam. The basic principle easily

allows the inclusion of additional elements as e.g.

sleeper soffit pads or ballast mats.

The vehicle is only considered related to one wheel

and in the most simple case is described by the mass of

the wheel, with a modal extension for the inclusion of

wheel eigenfrequencies, as well as the proportionate

mass of the bogie and the car body, also considering

the primary and secondary suspensions including the

dampers.

The calculation process is shown in Fig. 16.88:

determination of the separate impedances of wheel,

rail and contact, determination of the velocities of the

individual elements by combination of the impedances

and excitation with the contact-filtered combined

roughness of wheel and rail, radiation of the velocities

from the surfaces including the radiation efficiency

and determination of the sound pressure levels at the

microphone positions, or respectively the emitted

sound power of the elements.

Figure 16.89 shows an example of calculated

impedances for the elements of ballasted track. Using

: Mass of car body (proportionate)mwVw

ZR

ZS

ZK

VD

VR

VKR
VKS

VS

mD
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sw
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: secondary suspension
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: rail
: rail pad
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: bedding layer 

Fig. 16.87 Scheme of wheel/rail impedance models with roughness excitation
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this figure, the basic behaviour of the model or respec-

tively the wheel/rail system can be explained: in the

low-frequency range, the wheel is the element with the

lowest stiffness, in the medium frequency range

the rail and for higher frequencies the contact. Due

to the excitation the highest vibration levels will

be excited on the softest element. The contribution to

the airborne noise is then determined by means of the

radiation efficiency and the respective surface areas:

for low frequencies, the wheel and the rail are ineffi-

cient radiators, thus, the sleeper dominates in this

frequency range. In the medium frequency range, the

rail dominates as it shows the highest vibration levels

and radiates well. In the high-frequency range, the

wheel dominates due to its easy excitability combined

with the surface and radiation efficiency, although

a large part of the kinetic energy remains in the contact

spring.

Figure 16.90 shows an example of the contributions

to the radiated sound for the impedances shown in

Fig. 16.89.

The above description shows one of the big

advantages of working with simulation models,

which allow studying the contributions of the single

components. During measurements, this is hardly

possible.

On this basic approach, described in principle by

Remington [217], different implementations have

been developed which are described in detail in

Sect. 16.5.2.4 Application.
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rail (track)
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combined
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roughness
(contact filter)
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Fig. 16.88 Scheme of the calculation procedure of the roughness models
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16.5.2.3 Determination of Model Parameters
General

A prerequisite for successful predictions and model

calculations is the provision of a suitable database

for the model parameters. The geometric dimensions

and the masses of the elements are easy to determine.

The determination of the parameters for elastic

elements, i.e. their complex dynamic stiffness, is

clearly more difficult. For this purpose, laboratory

tests for the measurement of the stiffness of elastic

elements on the test rig and field measurements have

proved to be useful to derive the corresponding

parameters. Test rig measurements to determine the

dynamic stiffness are described in general acoustic
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standards [44], [224, 225] in specific standards for

the German railway industry [255], or international

[43] and also in the company standards or delivery

specifications defined by Deutsche Bahn AG [45,

222, 223].

For the determination of the roughness of exciting

rail running surfaces, highly sensitive procedures are

necessary as the roughness of the rail under good

conditions is in the order of 1 mm. Presently, standards

for the measurements of track roughness are under

development on the European level.

Laboratory Tests

In general, the dynamic behaviour of an elastic ele-

ment under normal force is described by the four force

and deflection quantities on the top and bottom side of

the element in direction of the force. Instead of

deflections, also velocities or accelerations can be

considered. If the stiffness character dominates the

behaviour of the elements to be tested, the transfer

stiffness as relation between the force at the output to

the deflection at the input is sufficient as characteristic

parameter.

Procedures to measure this transfer stiffness are

described in general in part 1 of ISO 10846 [224].

For the direct method, they are described in detail in

part 2 [44] and for the indirect method in Part 3 [225].

For such measurements, it is fundamental that the

relationship between the dynamic parameters to be

measured is linear. This means that the amplitudes of

small “acoustic movements” for a certain working

point increase linearly with the amplitudes of the

dynamic forces. In general, the working point is

defined by a static preload.

Figure 16.91 shows a scheme of a test rig for

measurements of the transfer stiffness according to

the direct method as described in ISO 10846-2 [44].

The test specimen, here represented by a rail

fastening system, is seated on a force measurement

device (see point 4 + 5) which is fixed rigidly to the

mounting table of a heavy-duty 4-column test rig.

Above this assembly, there is a traversable girder for

application of the static preload. On the lower side

a preloading unit (see point 3) is attached elastically

(see point 2). On the upper side of the girder an

electro-dynamic shaker (see point 1) is installed via

elastic mounts in order to minimise reacting forces

transmitted into the test rig when working. By moving

the girder downwards the static preload is applied to

the test specimen by means of a heavy-duty push rod.

1

2

3

4

5

 

Fig. 16.91 Left: Test rig for the measurement of vibro-acoustic transfer properties of elastic elements. Direct method according to

[ISO 10846–2 [44]]: (1) electro-dynamic shaker for the dynamic load, (2) elastic elements for the decoupling of the static

preload, (3) preloading unit, (4) base plate of force measurement device, (5) force transducers. Right: Test rig set up for direct

measurements according to [ISO 10846–2 [44]], featuring an installation for a rail fastening system for slab track
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The oscillating (dynamic) force, generated with the

electro-dynamic shaker is superimposed to the static

preload by exciting the preloading unit (see point

1 + 3).

The evaluation of the dynamic transfer stiffness k21
of resilient elements according to ISO 10864-2 [44]

(direct method) is based on Eq. (16.18)

F2 ¼ k21
v1
jo

� k22
a2
o2

; (16.18)

where the force F2 is determined from a measured

force F0
2 underneath a force measuring platform of

mass m. The input velocity v1 results from the

measured input acceleration a1 after integration, the

output acceleration a2 should be as small as possible

but needs to be controlled, and the stiffness component

k22 can frequently be approximated at low frequencies

and for homogeneous elements by k21. Since the

assumption of a blocked output in ISO 10846-2

(a2 � 0) is too restrictive for practical applications,

the evaluation of k21 from laboratory tests is generally

done with two correction terms, one accounting for the

mass m of the force measuring platform, particularly

at higher frequencies, and the other for the relative

displacement at both ends under the assumption

k22 � k21, which holds best at low frequencies:

k21 ¼ jo
F0

2 þ a2
Z
jo

v1 1� k22
k21

a2
jo v1

� �

� jo
F0

2

v1

1þ ma2
F0

2

� �
1� a2

jo v1

� � : (16.19)

The numerator in the right side fraction can be

called the mass correction term and the denominator

the relative displacement correction term. In general

the output a2 should be as small as possible by appro-

priate design of the test rig.

Inaccuracies from the evaluation of the approxima-

tion generally arise when

1. The test specimen, including the load distribution

device, is inhomogeneous so that the assumption

k22 � k21 is poor

2. The force F0
2 is relatively small due to a soft

test element as compared to the static pre-loading

springs

3. The difference in velocities at both ends v1 � v2 is
relatively small due to a rigid test element on the

finite foundation impedance and/or due to flanking

transmission via the pre-loading test rig

4. The impedance Z of the force-measuring plat-

form is insufficiently modelled by a mass impe-

dance jo m
The first and the third point are most important for

the high-frequency limit of measurements on rail

fastening systems.

Numerator and denominator of Eq. (16.19) can be

understood as two vectors with some uncertainty about

the exact lengths and phases as schematically shown in

Fig. 16.92. Small uncertainties have a minor effect on

the ratio of the magnitudes. Thus, the absolute value of

the transfer stiffness is still well determined. A small

phase difference, however, may substantially change,

particularly in sign.

For large uncertainties, the circles may include the

origin. In this case, the magnitude of the ratio and the

phase assume completely unreasonable values.

The standard procedure for determining the loss

factor � of resilient elements involves the imaginary

and real parts of the transfer stiffness:

� ¼ tan ’ ¼ Im ðk21Þ
Re ðk21Þ : (16.20)

The above rules apply to the tests in general and

shall now be demonstrated for a rail fastening system.

Compared to the base plate pad the thin rail pad

is relatively stiff (factor � 20). The base plate pad

is the primary subject of the investigations. Force

and acceleration measurements have been carried out

according to the direct method of ISO 10846-2 [44].

An example for measured transfer functions is depic-

ted in Fig. 16.93.

Figure 16.94 shows the results of the evaluation

of the basic data and the application of the mass

and relative displacement correction terms separately

and in conjunction. The displacement correction is

v1

F2

Fig. 16.92 Force and velocity vectors in the complex plane
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effective in the low-frequency range and the mass

correction for higher frequencies. For further smooth-

ing the stiffness is converted from narrow band to 1/3-

octave bands and presented as final results for further

use.

Figure 16.95 shows the loss factor calculated

according to Eq. (16.20). It can be seen that the

inconsistencies are quite larger than for the magnitude

shown in Fig. 16.94. A theoretical study showed,

however, that for the noise radiation from rails the

loss factor of the elastic elements is not crucial, as

the behaviour is dominated by pass and stop bands

[226].

According to ISO 10846, a measuring inaccuracy

of approx. 	 1.5 dB must be expected (nearly 20%).

For such stiffness measurements, it is extremely

important to choose the boundary conditions correctly,

like e.g. static preload and temperature, as they have

an important influence on the results [227, 228].

Field Measurements

Track Characterisation

The advance of the research has now made it well

known that the dynamic behaviour of the tracks,

more precisely the rate of decay of vibration along

the rail, has an influence on the pass-by noise of trains.

Researchers have used the decay rates of vibration

along the rail as an intermediate, measurable parame-

ter by which to test and improve the accuracy of

prediction models. The experimental characterisation

is determined by measurements of point and transfer

impedances in the track.

Nowadays the track decay rate has been advanced

to a definition parameter for test tracks on the Euro-

pean level in the frame of the definition of the mea-

surement sites for the TSI (Technical Specifications

for the Interoperability of Trans-European trains)

[229, 230]. The measurement and limit values for the

track decay rates have been defined for the test site to

allow type testing of the interoperable trains.
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Roughness of the Running Surfaces

As the roughness of the running surfaces is the pre-

dominant source of noise of tracked transport systems

in the major speed range applicable today, it is there-

fore crucial to be capable of reliable measurements of

the roughness of rails and wheels. In the past the

incentive was the understanding of corrugation growth

and the understanding of rolling noise generation.

Initiated by Deutsche Bahn AG the rail roughness

measurement device RM1200E was available in the

early-1990s and has since then gained a good reputa-

tion in the scientific community [231, 232]. In addition

to the necessities of the noise research the need

for the advanced study of corrugation growth had

been an incentive for German Federal Railways to

support the development of the measurement device

RM1200E, which was based on the structure of

a mechanical corrugation measurement recorder.

The RM1200E, which is widely used in the railroad

acoustics community, allows the measurement of

the roughness of a length of 1.2 m of rail surface

on one line at a time with a discretization of 0.5 mm.

The measurement principle is a straight edge with

a relative displacement transducer. The basic evalua-

tion algorithm comprises a correction using the calibra-

tion data derived from a measurement on a calibration

stone, a Fourier transform including windowing and

a summation to 1/3-octave-bands. The resulting 1/3-

octave-band spectrum includes values for wavelengths

up to 10 cm due to the requirement that a minimum of

three lines in the FFT spectrum should be available for

summing up the band value. Theoretically a value for

the wavelength of 120 cm is available in the FFT

spectrum, however, the statistical uncertainty for

such a value is rather high compared to the values

based on averages as for the shorter wavelengths.

Measurement experience showed that frequently

raw data did contain spikes or pits caused e.g. by

surface irregularities too small for a wheel to “see”

on the rail or by dust buildup on the point of the sensor.

These spikes or pits result in a broad banded spectrum

hiding the desired results. To improve the situation the

measurement data has to be corrected to remove these

effects. The concept was first published in van Lier

[233]. Figure 16.96 shows example spectra for two

cases with and without pits and spikes correction.

Meanwhile several “pits and spikes removal” algori-

thms are in use in the scientific community developed

by different users of the instrument (Deutsche Bahn

AG, M€uller-BBM, SNCF, AEA-TR). The underlying

concepts vary greatly, from the practical approach of

defining limits for certain geometric and derivative

properties, including user intervention and manipula-

tion, to the automatic model calculation based on an

imaginary wheel checking the surface geometry and

thus defining a filter for the suppression of the pits

and spikes.

Based on the experience with the RM1200E a wheel

roughness device RMR1435 was built, which uses the

axle bearing as a reference point for turning the wheel

round (see, e.g. [234]). Due to this fact the precision of

the results is lower than for the rail instrument,

as the roughness measured includes the unroundness of

the bearing and axle construction. The data evaluation

algorithm is similar to that for rail roughness; in addition

to the 1/3-octave-band spectra the so-called wheel

harmonics are extracted from the FFT spectra, attri-

buting a value to the unroundness (first FFT line) and

the following n-th order polygonisation of the wheels.

British Rail Research and its successors have been

using an acceleration measurement based trolley sys-

tem for rail roughness measurements. The advantage

of the system is the ability to measure unlimited length

sections, the drawback is the need for double inte-

gration from acceleration to displacement to arrive

at the desired quantity needed to calculate the 1/3-

octave-band roughness spectra.

With growth of experience about roughness

excitation the necessity to establish values for the
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Fig. 16.96 Influence of a single spike on the 1/3-octave-band

roughness spectrum
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quantitative characterization of rail and wheel running

surfaces, especially in the context of e.g. type testing,

was acknowledged. Therefore the two ISO standards

[11, 79] included the measurement of rail roughness

and a limit spectrum not to be exceeded for type

testing (see Fig. 16.98). The measurement method

described in the standards is based on the available

1.2 m straight edge devices and asks for the measure-

ment of one to three traces depending on the width of

the running band at six positions defined by the

distance of the microphone from the track as shown

in Fig. 16.97.

The idea behind the limit spectrum is to insure that

the contribution of the track to the noise creation on

interior and pass-by noise is small compared to the

vehicle contribution. This approach insures that the

vehicle manufacturers have the noise creation under

their control and the responsibility in case of exceed-

ing of limit values described in technical specifications

for the order of the vehicle is clearly defined. Further-

more it facilitates the reduction of legal limits, as the

trackside noise has to be treated separately with the

networks.

Within the scope of the development of the Euro-

pean high-speed network the Technical Specifications
regarding Interoperability of the Trans-European High-

Speed system, “TSI-HS” [229], and the Trans-European

Conventional Rail system, “TSI-CR” [230] were

defined. Concerning the method for roughness measu-

rements both, TSI-HS and TSI-CR refer to [11]. In the

TSI-HS the curve labelled “TSI” in Fig. 16.98 is asked

for, whereas in the TSI-CR the curve labelled “ATSI”

was proposed. The definitions for the TSI-HS and

TSI-CR limit curves are still under discussion and

the latest proposal is a compromise between TSI

and ATSI called TSI + as shown in Fig. 16.98.

The definition of the limit curves poses demands on

the measurement technology concerning the precision

necessary and the wavelength range to be measured.

The background noise of the instrument should be

3 dB or more below the limit curve to be compared

with. A comparison with Fig. 16.99 shows that this is

achievable with available instrumentation [226].

A new generation of rail roughness measurement

devices, such as the type mbbmRM1200 [226],

are equipped with digitally working displacement

transducers. This kind of measurement devices do no

longer need a change in the measuring range, and they

are featuring a background noise level of approx.

�25 dB re. 1 mm.

The wavelength range necessary depends on the

frequency range to be considered and the speed of

the vehicles. Table 16.9 shows the evaluation of the

reference section

r r r

r

1

1 2 3 4 5 6

1
r

cross section 

measurement length l
3 parallel, equidistant lines

microphone distance r

Fig. 16.97 Position of

traces for roughness

measurements according

to [EN ISO 3095 [11]]

Fig. 16.98 1/3-octave-band roughness limit spectra according

to [11], [79] and the European Technical Specifications for

Interoperability of the Trans-European High-Speed system,

“TSI-HS” as per [EC [229]] and the Trans-European Conven-

tional Rail system, “TSI-CR” as per [EC [230]]; ———– EN

ISO 3095, — �— �— TSI according to TSI-HS; – – – – –

alternative proposal ATSI according to TSI-CR; ○○○○○○○
latest proposal TSI + (compromise between TSI and ATSI)
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formula f ¼ v=l for relevant speeds v, wavelengths l
and corresponding frequencies f.

Such measurements of the running surface of

the rail are indispensable for the understanding of

many questions of railway acoustics apart from simu-

lation calculations like e.g. comparative tests on super-

structure elements, acceptance tests on rail vehicles

etc., as the question of an exact knowledge of the

excitation by the running surface of the rail in most

cases has not been answered which makes it difficult

to solve the problem.

Figure 16.100 shows measuring results for rough

and plain running surfaces of wheel and rail.

In [11] methods for the measurement of pass-by

levels of trains are described regarding in particular the

roughness of the running surfaces of wheels and rails.

16.5.2.4 Application
The roughness model described above has been

implemented in various ways. Without claiming to

be complete, two implementations should be pointed

out: The TWINS package [219] has been developed by

order of UIC by ERRI. In contrast to the method which

has been previously described in general, some further

selected features are listed in the following: Consider-

ation of FE calculations for the modelling of the

wheel, model of the rail to consider cross-sectional

deformations and discrete bases, extensions so that

the contact can be represented better as well as the

determination of the effective roughness from mea-

surement results of wheel and rail.

16 8 4 2 1 0.5 0.25

Wave length [cm]

–40

–30

–20

–10

0
A

B

R
ou

gh
ne

ss
 le

ve
l [

dB
 r

e 
1E

-6
 m

]

Fig. 16.99 1/3-octave-band background noise level of the sys-

tem versus band centre wavelength. Parameter: measurement

range of the analogue displacement transducer of the rail rough-

ness measurement device RM1200E as per [231, 232]; graph A:

	2.0 mm, graph B: 	0.1 mm

Table 16.9 Relation between frequency f for selected

wavelengths l and train speeds v

Wavelength l (cm) f (Hz) at different train speeds v (km/h)

80 km/h 160 km/h 240 km/h 320 km/h

200 11 22 33 44

100 22 44 67 89

50 44 89 133 178

25 89 178 267 356

12.5 178 356 533 711

6.3 353 705 1,058 1,411

3.14 708 1,415 2,123 2,831

1.6 1,389 2,778 4,167 5,556

25 12.5 6.3 3.15 1.6 0.8 0.4 0.2

Smooth rail
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Fig. 16.100 Examples for measuring results of the roughness of running surfaces of smooth and rough, slightly corrugated running

surfaces of the rail as well as for smooth and rough, but uncorrugated wheels
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The wheel/rail impedance model RIM [220] has

been developed for Deutsche Bahn AG: This is

marked by its extensions to determine vibration exci-

tation and propagation (see also Sect. 16.3).

These models have mainly been developed in the

context of research work dealing with the acoustical

optimisation of the rail/wheel system. Regarding the

work, which has been coordinated by ERRI, especially

the projects “silent freight” and “silent track” should

be pointed out which are promoted by the European

Commission. The main focus of these projects was

the optimisation of the rail and track by means of

optimised intermediate layers, construction forms of

wheels, bogie shrouds and noise control barriers [235].

Deutsche Bahn AG has worked on an “acoustical

innovative ballastless track (“Akustisch Innovative

Feste Fahrbahn”- AIFF) [33, 36, 236, 237]. The target

of this construction is to integrate the positive acoustic

features of the ballasted track in a ballastless track

(“Feste Fahrbahn” (FF)) and thus to compensate the

disadvantage of higher emissions of the FF: A damped

sleeper has been developed which – mounted elasti-

cally on sleeper soffit pads – dampens the rail as

a heavy structure-borne noise absorber. Figure 16.101

summarises the results of a calculation study on the

basis of the A-weighted overall levels of passing

trains, which have been calculated for a velocity of

200 km/h with RIM. The Figure also shows the prin-

cipal connection between parameters of the super-

structure elements and the emitted noise: The

contribution of the overall value of the wheel is not

much influenced by the superstructure although quite

some differences in the frequency range may occur.

The ratio of the rail becomes smaller when the cou-

pling to the sleeper becomes stiffer, when the damping

in the coupling element becomes larger and when the

element, which lies under it, becomes more damped.

The ratio of the sleeper increases with a higher cou-

pling and lower damping.

Apart from constructive influences, the velocity of

the train and the roughness of the running surface of

wheel and rail remain the most important influence

factors on the pass-by level.

Table 16.10 exemplarily shows a compilation of

model parameters as well as their usual range of values

and the effects on the pass-by level. The level

differences stated in the table cannot be used as cor-

rection factors. They only serve for explaining the

influence of the individual parameters on the emitted

airborne noise.
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Fig. 16.101 Comparison of the sum and the ratios of the components of the A-weighted pass-by levels of a passenger train when

driving on different tracks with a velocity of 200 km/h: 1 Ballastless track; 2 Ballastless track with an increased mass of the base

plate; 3 Ballastless track with base plate pad (Zwp) of high damping; 4 Ballastless track with booted Bi-block sleepers; 5 Ballastless

track with booted Bi-block sleepers on base plate pads with increased damping; 6 Ballastless track with booted monoblock sleeper;

7 Ballastless track with monoblock sleeper on a base plate pad with increased damping; 8 Ballastless track with monoblock sleeper

with inner damping on soffit pads; 9 Ballastless track with monoblock sleeper with inner damping on base plate pad with increased

damping; 10 Ballasted track on stiff subgrade; 11 Ballasted track with very soft rail pad (Zw)
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16.5.3 Interior Noise and Aggregate Noise

16.5.3.1 Noise Management
For the development of vehicles, values according to

the specification and limiting values given by law, if

existing, must be observed.

Prediction of the outside noise and the interior

noise facilitate the design process and make it possible

to determine the requirements regarding the sound

power of aggregates and the necessary sound insula-

tion measures for the suppliers. Furthermore, it is

possible to determine sensitivities for an optimised

noise reduction at exactly those sources, which domi-

nate the situation [220, 240].

16.5.3.2 Calculation Models
As a basis for such an investigation, the sources for the

development of airborne and structure-borne noise

have to be considered as well as their characteristics

and the features of the transmission paths. As descrip-

tive values for airborne noise sources, the corres-

ponding sound power levels are necessary, for

structure-borne noise sources the corresponding force

levels are required. The vehicle is described by its

geometry, the position of its sources and the acoustic

parameters of its construction (sound insulation of

the surfaces limiting the interior, reverberation time

in the interior, structure-borne noise insulation of the

structural elements etc.). On the basis of the location

of the sources and the structural features in longitudi-

nal direction of the vehicle, a segmentation is made,

for which the input of airborne noise through outside

walls, floor and roof and the borders of the segments as

well as the input of structure-borne noise into the

segments and the following transmission within the

segments is considered.

Figure 16.102 schematically shows a simplified

cross section of the vehicle as well as a segment

for the model with a listing of the source positions

and the relevant structural elements, which have to be

considered.

In Tables 16.11 and 16.12 the evaluation of

results of such simulation calculations is shown

exemplarily for a certain multiple unit. From this,

it can be seen which sources generally have to be

considered and which are important in the special

case of this vehicle, which sources are important

for the respective driving situation in this case and

which transfer elements are weak points. Such

analyses of sensitivity are required for an economi-

cal optimisation of the noise situation in and around

the vehicle.

Table 16.10 Impact of the track superstructure and vehicle parameters on noise radiation of rail vehicles calculated as per TWINS

(from [METARAIL [238], [11], [79]), cf. [239]

Model parameter

Value for minimum

noise level

Value for maximum

noise level

A-weighted noise level difference

between parameters for minimum

and maximum values

Rail profile UIC54 UIC60 0.7 dB

Static stiffness of the rail pad 5,000 MN/m 100 MN/m 5.9 dB

Loss factor of the rail pad 0.5 0.1 2.6 dB

Sleeper type Bi-block sleeper Timber sleeper 3.1 dB

Sleeper spacing 0.4 m 0.8 m 1.2 dB

Ballast stiffness 100 MN/m 30 MN/m 0.2 dB

Ballast loss factor 2.0 0.5 0.2 dB

Lateral offset of the rolling line

on the wheel

0 m 0.01 m 0.2 dB

Lateral offset of the rolling line

on the rail

0 m 0.01 m 1.3 dB

Roughness of wheel running surface Smooth Rough 8.5 dB

Roughness of rail running surface

for rails without any corrugation

Smooth Rough 0.7–3.9 dB

Speed of train 80 km/h 160 km/h 9.4 dB

Wheel load 12,500 kg 5,000 kg 1.1 dB

Air temperature 10 
C 30
C 0.2 dB
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Fig. 16.102 Schematic model for noise management: Vehicle structure as well as structure-borne and airborne noise sources:

1 Airborne noise source at bottom surface of the vehicle floor; 2 Airborne noise source at the top (e.g. pantograph); 3,4 Airborne

noise sources at the bottom, lateral (e.g. fan); 5,6 Airborne noise sources at the top, lateral (e.g. air conditioning system);

7 Structure-borne noise source at the bottom surface of the vehicle floor; 8 Structure-borne noise source on the roof, A floor,

B Lateral wall below the window, D Lateral wall above the window, C Window, E Roof, F Interior wall and G Bulkhead at

the bottom surface of the vehicle floor

Table 16.11 Significance of the impact of the transmission element parameters on the interior noise, based on the example of

a certain trainset (the evaluation of components presented here is only valid for this vehicle)

Transmission element Open track Tunnel

Sound insulation of the floor ++++++ +++

Sound insulation of exterior doors + +++

Sound insulation of exterior walls + ++

Sound insulation of the roof +++

Reverberation time in the driver’s cab +++++ +++++

Reverberation time in the passenger compartment ++++++ ++++++

Terminating impedance of the floor + +

Sound insulation of the corridor connection +++ +++

Damping between floor and wall ++++++ ++++++

Table 16.12 Significance of the sources for the noise based on the example of a certain trainset (the evaluation of components

presented here is only valid for this vehicle)

Source of noise Interior noise Exterior noise

Rolling noise (rail component) +++++ +++

Rolling noise (wheel component) ++++ ++

Compressed air supply + +

Pantograph + ++

Drive motors ++ ++++

Air conditioning +

Structure-borne noise from the bogies +++++
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16.5.3.3 Determination of Model Parameters
Regarding these calculations, the quality of the model

parameters is decisive for the quality of the prediction.

Suitable databases of measuring results should be used

as a basis. The sound power of the components, the

sound insulation of the building elements, the input

impedances and the loss factors of the structural

elements have to be determined for these calculations.

For the determination of the parameters of the

structure-borne noise coupling elements (dynamic

stiffness) the same information can be applied as has

already been stated for rolling noise models (see

Sect. 16.5.2.3).

In [79] methods for the measurement of interior

noise are described. Here, the roughness of the run-

ning surfaces is especially important as a significant

boundary condition.

16.5.4 Structure-Borne Noise and
Vibrations

Regarding vibrations and structure-borne noise, the

prediction calculations are much more complex than

for airborne noise. A cause for this is e.g. the inhomo-

geneity of the soil and in comparison with air the fact

that several different wave types can appear. The

inhomogeneity of the soil can both be caused by the

bedding of different types of soil as well as by

inhomogeneities in a normally rather uniform type of

rock. However, such inhomogeneities only have to be

considered, if their dimensions are in the range of

a wavelength or above as individual smaller embedd-

ings (as e.g. erratic blocks) are not “noticed” by waves,

which are propagating within the soil, since they virtu-

ally integrate the conditions of the soil of a whole

wavelength. Thus, individual small inhomogeneities

do normally not influence the propagation of vibrations.

Another problem in the detection and prediction

of vibrations is the coupling of buildings to the soil

as well as of structures in buildings. Thus, it is

easily possible that by a connection of unfavourable

circumstances the vibrations excited in the ground by

a train are intensified, e.g. by resonances of room

ceilings or floating floors.

Owing to its significance and complexity, the sub-

ject of vibrations in the ground was also recognised as

significant by UIC and was examined in the context of

projects of ERRI [97] and ORE [147]. Generally

approved simulation models regarding the subject of

vibrations are not known at present, in contrast to

e.g. models for the development of rolling noise for

railways.

16.5.4.1 Empirical Models
At present, in most cases empiric models are used for

the practical work regarding the planning [32, 241].

These models are based on measuring results for

the excitement as well as for the transfer into the

ground and the coupling to buildings as well as on

partly calculated transfer functions in buildings (see

Sect. 16.3.10). Therefore, for a new project it always

has to be assessed if a prediction can be made with

existing data of a similar project or if measurements

are necessary. For new buildings at existing tracks,

this is normally not a problem as measurements can

be carried out on the building ground or in comparable

buildings. For new tracks a higher inaccuracy must be

expected, as in this case both the excitation as well as

the propagation has to be determined from similar

cases. As target values for the planning, KB values

and A-weighted secondary airborne noise levels are

calculated depending on the eigenfrequencies of the

ceilings.

16.5.4.2 Physical Models
As the enquiries made in the context of the project

RENVIB II [97] showed, there are many approaches

for the calculation of the coupling of tracks to the

ground [97, 236, 237, 242, 243], of the propagation

of vibrations in the ground, of the coupling of

buildings to the ground as well as for the propagation

in buildings. The complexity of the models varies a lot

and thus also the accuracy of the calculations.

However, the main problem regarding exact

calculations is not the physical models or their use,

but the parameters applied in these models. Regarding

the determination of the dynamic parameters of the

track, the same is valid as has already been stated for

rolling noise models.

Additionally, the dynamic parameters for the

ground and its bedding must be determined. Experi-

ence shows that one can rather rely on the classifica-

tion of soil and look-up parameters in the respective

tables. The static characteristic parameters which

have been determined for the building ground are in

most cases useless for the prediction calculation if the
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connection with dynamic soil parameters is not known

[236, 237, 244, 245]. Owing to the inaccuracy of the

parameters describing the soil, it is easier to make

a prediction calculation for the insertion loss of

a system for a certain geological situation than to

determine absolute values e.g. of the velocity level.

For studies and for the planning of measures to

reduce structure-borne noise/vibrations depending on

vehicle, track and soil type, this is absolutely sufficient

and target oriented (see Sect. 16.3.7). Also, this saves

the user from having to specify exactly an excitation

for the model, which is normally difficult to define.
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Nahverkehr), S. 225–244. K€oln, T€UV Rheinland, 1988

190. Fritz P, Eilmes H (1994) Planung der immissionsgerechten

Gestaltung von Gleisoberbauten f€ur Stadtbahnstrecken.

Verkehr und Technik 47(H. 4):129–142

191. Imelmann Chr (1994) Luft- und K€orperschallprobleme

beim Schienennahverkehr, Teil 1 und Teil 2. Verkehr und

Technik 47 (1994), H. 1: 3–9 und H. 2: 43–48

192. Kasten P, Kr€uger F (1994) Ger€auschsituation bei

neuen Schienenfahrzeugen des Stadtverkehrs. U-Bahnen,

Stadtbahnen, Straßenbahnen. Eine Bestandsaufnahme aus

den alten Bundesl€andern, Teil I und Teil II. Verkehr und

Technik 47 (1994), H. 3: 83 – 90 und H. 4: 123 – 128

193. Kr€uger F (1996) Minderung von Straßenbahnger€auschen.
Wirkungen von Schallminderungsmaßnahmen an Tatra-

Straßenbahnen – Meßergebnisse und Empfehlungen.

Der Nahverkehr 14 (1996), Nr.6: 41–46

194. Kr€uger F (1997) Schallminderung bei Schienenfahrzeugen

f€ur den Regionalverkehr. Verkehr und Technik 50(H. 7):

327–330

195. Kr€uger F (2000) Leiser Schienennahverkehr – Ergebnisse

16-j€ahriger Forschung zur Minderung von Schall und

Ersch€utterungen. DER NAHVERKEHR 5:36–44

196. Lenz U (1995) Luftschallimmissionen bei Stadtbah-
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Aircraft Noise 17
Ulf Michel, Werner Dobrzynski, Wolf Splettstoesser, Jan Delfs,
Ullrich Isermann, and Frank Obermeier

Aircraft industry is exposed to increasing public pres-

sure aiming at a continuing reduction of aircraft noise

levels. This is necessary to both compensate for the

detrimental effect on noise of the expected increase in

air traffic and improve the quality of living in residential

areas around airports. Therefore, advances in source

noise reduction are required in the first place, which is

the subject of Sect. 17.1 in this chapter. While engine

noise dominates during take-off and the climb-out

flight phase (Sects. 17.1.1 and 17.1.2), during approach

and landing in addition, airframe noise contributes to

the total aircraft noise signature (Sect. 17.1.4). Noise

nuisance from helicopters is mainly due to their low-

flight-level and -speed operations and the typical rotor

impulsive noise characteristic, which is described in

Sect. 17.1.3. The prediction of noise contours around

airports for defined aircraft operation scenarios is a

prerequisite for land use planning in the vicinity of

airports. Related aspects are presented in Sect. 17.2,

while Sect. 17.3 is dedicated to a discussion of the

controversial issue of human noise perception. Finally,

the characteristics and effects of the sonic boom

originating from supersonic aircraft operation are

summarized in Sect. 17.4.

17.1 Noise Emission

17.1.1 Noise of Jet Engines

17.1.1.1 Overview
Themajority of large fixed-wing aircraft are powered by

jet engines. The first engines used were turbojet engines

(Fig. 17.1a) in which the whole mass flow passes

through its compressor, participates in the combustion

process, and expands in the turbine, whose power is

exclusively used to drive the compressor. After leaving

the last turbine stage, the remaining large specific

energy of the flow is used to accelerate the flow to a

very high jet speed, which causes the very high noise

emission of this engine variant.

All present day jet engines (including those of com-

bat aircraft) are turbofan engines. The mass flow is

divided into two separate flow streams after the low-

pressure compressor, the so-called fan. The primary

stream passes the core engine like in a turbojet. An

additional low-pressure turbine is used to drive the fan.

The remaining mass flow, the secondary stream passes

around the engine core and is either discharged through

a separate annular nozzle (short cowl nozzle, staggered

nozzle) (Fig. 17.1c) or is mixed with the primary

stream before being discharged through a common

nozzle (long-cowl nozzle) (Fig. 17.1d). With a turbo-

fan engine, a given thrust is achieved with a larger mass

flow rate and a smaller jet speed, yielding better pro-

pulsive efficiency and lower noise. In engines for combat

aircraft, the combined mass flow may be reheated for a

short period in an afterburner before being discharged

through the nozzle. This heating increases the flow

speed and subsequently the thrust of the engine when

needed.
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The ratio between the mass flow rates of the secondary

and primary streams is called bypass ratio m. This ratio
was still small m < 2 in turbofan engines of the first

generation (since about 1960) (Fig. 17.1b). The low-

pressure compressor required several stages to achieve

the required fan pressure ratio. Current turbofan

Fig. 17.1 Longitudinal

sections of jet engines: (a)

turbojet engines, (b–e)

turbofan engines, (b) with low

bypass ratio, (c) with high

bypass ratio and staggered

nozzles, (d) with high bypass

ratio and common nozzle, (e)

with ultra-high bypass ratio

and gearbox in the hub of the

fan
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engines of the second generation (since about 1970)

feature bypass ratios of m ¼ 4� 7 (Fig. 17.1c, d), the

newest engines for long range aircraft reach values

m ¼ 9� 10. The low-pressure compressor consists of

only a single stage without inlet guide vanes. The

transition to turbofans of the third generation with

bypass ratios m > 10 is imminent (Fig. 17.1e). They

feature very large low-speed fans which may require a

gearbox to allow the low-pressure turbine to run at

higher speeds (geared turbofan).

The sound sources of modern turbofans are indicated

in Fig. 17.2. During take-off and climb-out, when the

engines operate close to their full power, the noise is

dominated by the jet and the fan. During approach,

when the fan rotor operates at about 50–60% of the

maximum speed, the other noise sources turbine, com-

bustion chamber, and at times also the compressor play

a role. The trailing edges of the nozzles are also noise

sources (see Sect. 17.1.4). Other engine noise sources

during approach are the bleed valves, which have to be

opened at approach power for a stable operation to

reduce the core mass flow in later stages of the

compressor.

Numerous authors have dealt with the noise emis-

sion of aircraft engines. The book of Smith [258] may

be recommended as introduction. It contains a multi-

tude of references. A compilation of contributions of

many experts was published by Hubbard [127, 128].

17.1.1.2 Jet Mixing Noise
Jet mixing noise is generated by the turbulent mixing

process of the free jet with the ambient air. This noise

source is also described in Sect. 20.1.4. The flow field

of a subsonic jet with constant flow speed in the nozzle

exit plane is described in Fig. 20.20. The turbulence has

small scales in the region close to the nozzle, where

the higher frequencies are emitted. The sizes of the

turbulent structures increase with increasing distance

from the nozzle resulting in lower frequencies. The

maximum source strength is located close to the end

of the potential core (see Fig. 20.20) at about five to six

jet diameters. With U the jet speed and D the nozzle

diameter, the peak frequency emitted to the side and

into the forward arc (opposite to the jet direction) is

about 0.2 U/D to 0.3 U/D in the narrow-band spectra,

or about 0.5 U/D to 1.0 U/D (see Fig. 17.3) in the one-

third octave-band spectra. The peak frequency of

current large engines is located only slightly above

100 Hz in one-third octave spectra. The directivity is

heart shaped (Fig. 20.22), where the maximum sound

pressure level is measured under an angle of 135� to

150� relative to the engine inlet. The minimum on the

jet axis for an angle of 180� has two causes, the first

one being refraction of the sound waves during their

propagation through the hot and fast mean-flow field

[7], since the refraction is reduced, when the wave-

lengths are long in comparison to the jet diameter, the

sound emission close to the jet axis is dominated by

low frequencies. The second cause is radial interfer-

ence in the source region [192, 193].

The relative one-third octave-band spectrum of a

stationary jet is almost constant over a large angular

range [287, 288]. Lower frequencies are observed in

the direction of the jet (Fig. 17.3). The frequencies of a

flying aircraft observed on the ground are Doppler

shifted according to the flight speed.

A causal relation between the emitted sound field

and the turbulent flow field can be established with the

acoustic analogy [167, 168]. It is based on an inhomo-

geneous wave equation that is derived from the

equations for the conservation of mass and momen-

tum. The terms on the right-hand side of this equation

are considered to be the acoustic noise sources. The

power-spectral density in the far field can be expressed

in terms of a double integral [195]. The acoustic analogy

was studied in numerous variants (e.g., [51, 80, 170,

193, 213, 219, 226, 233]. See review articles for

details [81, 171, 234].

Fan

fan

compressors combuster turbines trailing edges

primary jet

secondary jet

bleed valves

Fig. 17.2 Sound sources of a

modern turbofan engine
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The first publications based on the acoustic analogy

yielded quadrupole source terms (terms with a second

spatial derivative), and the important finding that the

sound power of a free jet is proportional to the eighth

power of the jet speed and that the sound emission is

larger in the rear arc of the jet. (see Fig. 20.22). When

large density gradients are present in the flow, an addi-

tional dipole source term (one spatial derivative) may

become important. The sound emission of this term

is proportional to the sixth power of the jet speed

[194, 197], a result that is found experimentally in

directions normal to the jet axis in model jets [287,

288] as well as in engine jets. In the limit of very high

speeds, the sound power of a jet can only rise with the

third power of the jet speed due to energy conservation.

When the jet’s Mach number exceeds unity, there

are additional noise source mechanisms, broadband

shock noise, screech, and crackling. These are absent

during take-off of modern civil aircraft, but are sub-

stantial with combat aircraft with their very high

exhaust Mach numbers. Broadband shock noise is

important for passenger aircraft during cruise, when

it may dominate the noise inside the rear cabin. Cause

of broadband jet noise is the cell structure of the mean-

flow field of supersonic jets [117, 196, 208, 209, 275,

276, 283, 288], which appears, when the pressure at

the nozzle exit differs from the pressure in the ambient

air. As a consequence of these cells, the mean and the

fluctuating flow quantities as well as the sound sources

change as function of the distance from the nozzle

[196]. Characteristic for this noise is a hump in the

frequency spectrum, whose frequency depends on the

length of the cells and the flow speed and changes with

emission angle as a consequence of interference

effects [117, 208, 209, 288]. The frequency reaches a

minimum in the direction of flight [196, 276]. For

subsonic flights with high Mach numbers the fre-

quency can become very small and equal to resonance

frequencies of structures in the nozzle region. This can

lead to rapid material failure due to acoustic fatigue.

Screech occurs, when broadband shock noise emitted

toward the nozzle induces the generation of instability

waves with the same frequency, which triggers the

whole jet column to oscillate with this frequency

[208, 277]. The screech frequency of a stationary jet

is constant for all emission angles and is Doppler

shifted in flight. The amplitudes in the cell structure

of a supersonic jet can be reduced or even be completely

suppressed by convergent–divergent (Laval) nozzles.

Variable nozzles would be required to adapt to differ-

ent nozzle pressure ratios. Crackling is an especially

unpleasant component of mixing noise of jets with

Fig. 17.3 Typical one-third octave-band spectrum of a free jet (after [205]) for the angle range 0� to 90� and for 150� relative to the
engine inlet. The differences between the one-third octave levels and the corresponding overall sound pressure level are plotted as

a function of Strouhal number fD/U. The peak frequency becomes substantially smaller for angles close to the jet axis (!180�).
In addition the spectrum decays rapidly with rising frequency as shown for 150�. The ratio of the total temperatures of jet and

ambience is 2
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high Mach numbers. It is visible in the microphone

signals in form of sudden rapidly rising pressure

signals [85].

An especially strong sound emission can appear,

when a free jet hits an obstacle [72, 203]. In such a

case an acoustic feedback process is possible even for

subsonic jets [155, 202].

An approximate Eq. (20.32) was already given

for the sound power P of a jet in Sect. 20.1.4. This

equation has to be modified for a jet with nonconstant

density as follows [205, 206, 307]:

P ¼ 6:67� 10�5r0a0
3S

Us

a0

� �8 rs
r0

� �o

F: (17.1)

Here, rs and r0 are the densities of the jet and the

ambient air, respectively; a0 is the speed of sound

in the ambience; Us is the jet speed at the nozzle

exit; and S is the nozzle exit area. The exponent o
and the function F consider the deviation of the sound

power from the U8 relation. Some values are given in

Table 17.1. The directivities can be determined with

the aid of [205, 206].

Equation (17.1) predicts the noise of engine jets

slightly too low. Cause might be the amplification of

jet mixing noise by noise from inside the engine [16].

Coaxial jets of bypass engines exhibit three source

regions. The shear layer close to the nozzle lip of

the secondary jet determines the high frequencies

and the fully developed jet far downstream the

low frequencies. The intermediate frequency range is

dominated by the mixing between the two jets [87,

88]. Further instruments for the jet noise prediction are

presented in [278, 286, 307].

Flight speed reduces the emission of jet mixing

noise into the rear arc substantially yet hardly into

the forward arc. With jet engines, sometimes even

higher levels than in the static case are observed in

the forward arc [65, 267], albeit this could never be

observed in carefully controlled model tests in wind

tunnels [39]. The influence of flight speed can be

considered with empirical methods [65]. The rela-

tively strong sound emission into the forward arc can

be explained with the acoustic analogy [194]. Broad-

band shock noise [1, 196, 276], the noise of the nozzle

lip, and core noise from inside the engine is also

amplified during flight into the forward arc. Important

for jet noise of aeroengines are also installation effects.

An engine mounted below a wing emits noticeably

more noise than when it is installed on the rear

fuselage [295, 297]. This can be explained with

reflections of the sound waves on the underside of

the wing or by an interaction of the jet turbulence

with the trailing edge of the extended flaps.

According to Eq. (17.1), the most effective way to

reduce jet mixing noise is the reduction of jet speed.

The relevant value is the specific thrust (thrust divided

by mass flow rate). While the engines of the super-

sonic transport aircraft Concorde achieved jet speeds

of about 700 m/s during take-off with afterburners

(without afterburner about 600 m/s), the specific

thrusts of first generation bypass engines were about

480 m/s and current engines achieve about 300 m/s

[258]. In order to achieve the same thrust with a

smaller specific thrust, the mass flow rate must be

increased, which in turn requires an increase of the

nozzle exit area. Thus, the sound power of a free jet

with constant thrust is proportional to the sixth power

for quadrupole sources (instead of eighth power for a

jet with constant exit area). Smaller jet speeds and

larger nozzle diameters yield smaller frequencies of

the emitted sound, which is beneficial for the weighted

sound pressure levels, like the internationally

standardized perceived noise level (PNL) [136] or

the A-level (see Sect. 2.3.2).

Table 17.1 Density exponent o and power factor F for the

computation of the sound power of a free jet [204]

log10 Us/a0 o log10 F

�0.45 �1.0 �0.13

�0.40 �0.9 �0.13

�0.35 �0.76 �0.13

�0.30 �0.58 �0.13

�0.25 �0.41 �0.13

�0.20 �0.22 �0.13

�0.15 0 �0.12

�0.10 0.22 �0.10

�0.05 0.5 0

0 0.77 0.1

0.05 1.07 0.21

0.10 1.39 0.32

0.15 1.74 0.41

0.20 1.95 0.43

0.25 2.0 0.41

0.30 2.0 0.31

0.35 2.0 0.14

0.40 2.0 0.14
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The reduction of jet speed accompanied by an

increase of the nozzle exit diameter is only a choice

for new engine designs. However, there are also

possibilities to reduce the emitted sound power of

existing engines, some of them are based on inten-

sifying the mixing process between the jet and the

ambient air. This can be achieved by subdividing

the nozzle exit area into many separate nozzles or by

corrugated nozzles [90, 98]. Such nozzles have been

retrofitted on turbofan or turbojet engines (Fig. 17.1a, b).

They reduce primarily the broadband shock noise and

crackling of supersonic jets [258]. The thrust losses of

these solutions are so large that they are no longer

used. A recently developed noise reducing variant is

the serrated nozzle (chevron nozzle) (Fig. 17.4). Two

counter-rotating longitudinal vortices are generated at

each serration leading to an improved mixing with a

thrust loss of less than 1%. Reductions of the noise

level of up to 3 dB (EPNL) are reported [242].

With bypass engines, there are solutions with

separate (short cowl or staggered) nozzle (Fig. 17.1c)

or common (long cowl) nozzle (Figs. 17.1d and 17.5).

Engines with long-cowl nozzle are noticeably quieter.

One reason is that the two streams are mixed inside the

nozzle, which also yields a small thrust gain. This

process can be enhanced by an internal forced mixer

(Fig. 17.5).

17.1.1.3 Sound Emission by Fan,
Compressor, Turbine,
and Combustor

Next to the free jet, the fan is the most important sound

source during take-off, whereas the turbines and

compressors of the core engine may play a role during

the landing approach. An overview over the turbo-

machinery noise can be found in [100, 258]. The

combustor plays a role during the landing approach

at low frequencies up to 800 Hz [179, 256, 258].

The fans and compressors of aeroengines differ

from the fans described in Sect. 20.3 primarily by

the much larger blade-tip Mach numbers and stage

pressure ratios. Typical circumferential blade-tip

Mach numbers of modern aeroengine fans are 1.4.

The sound emission of a fan, compressor, or turbine

consists of broadband noise and tones. Tones normally

appear at the blade passing frequencies of the various

rotors and their harmonics. As soon as the relative flow

velocity at the rotor tip exceeds the speed of sound,

tones are emitted also at multiples of the shaft rota-

tional frequency composing the annoying buzz-saw

noise [188, 189, 258].
Fig. 17.4 Serrated nozzle for jet noise reduction

Fig. 17.5 Engine BR710 of

Rolls-Royce Deutschland with

internal forced mixer (visible

on the right end in the cut-out

part) for the mixing of primary

and secondary streams
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For all internal noise sources, the propagation capa-

bility of the generated sound waves in the attached

duct plays an important role. For example, the sound

field in a circular symmetric duct can be expanded

into axisymmetric and helical duct modes, and only a

part of these is propagable [71, 200, 290]. For a hard-

walled duct (radius R), the fluctuating pressure as

function of position (x; r; y) in cylindrical coordinates

and time t can be expanded into

pðx;r;y;tÞ ¼
X1

m¼�1

X1
n¼0

P�
mnJm smn

r

R

� �
exp½iðot�my�k�mnxÞ�;

k�mn ¼
o=a
1�M2

�M�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ð1�M2Þ smn

oR=a

� �2
s2

4
3
5:
(17.2)

Here P�
mn are free constants, Jm is the Bessel

function of first kind with order m, smn is the

nth zero of the first derivative J0mðsmnÞ ¼ 0 of

the first derivative; the first ten zeroes are s00¼0;s10¼
1:841;s20¼3:054;s01¼3:832;s30¼4:201;s40¼5:318;

s11¼5:331;s50¼6:416;s21¼6:706;s02¼7:016;

o¼2pf is the circular frequency, M the Mach

number in the duct, which is the averaged flow speed

normalized with the sound speed a in the duct with

M>0, when the flow is directed toward the positive

x-axis. The parameter k�mn is the axial wave number

(real or complex), which depends on M, smn, and o.
Form 6¼ 0, the waves propagate as spinning modes.

For a fixed axial position x in the duct, the pressure can

be described by a wave into the azimuthal direction y

p / exp½iðot� myÞ� (17.3)

and for a fixed azimuthal position, y, we have waves in
x-direction,

p / exp½iðot� k�mn xÞ�: (17.4)

Waves can only propagate in the x-direction if k�mn
is real. This requires that the argument in the root of

above equation for k�mn is positive or that the so-called
cut-off ratio

bmn ¼
oR=affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1�M2Þp

smn
>1: (17.5)

The waves propagate in the positive direction for

positive k�mn and in the negative direction for negative

values. For bmn<1 (for low frequencies o), k�mn is

complex and the amplitudes of the waves decay expo-

nentially, the waves are called “cut-off.” Such waves

are not connected with an acoustic power [70].

With the above-mentioned zeroes smn of the deriv-
ative of the Bessel function, one can determine the

first ten cut-on frequencies f ¼ o=2p, above which the
corresponding radial modes (m, n) in a duct with hard

wall and radius R are propagable.

In the limiting case bmn ¼ 1, we obtain at the wall

(radius R) for the phase velocity in circumferential

direction normalized by the sound speed a

Upu

a
¼ R

a

@y
@t

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1�M2Þp

smn
m

; m 6¼ 0: (17.6)

For mode (m, n) ¼ (1, 0) smn=m ¼ 1:841. For

n ¼ 0 and large m smn=m goes asymptotically toward

1. Waves with smaller circumferential phase velocity

than defined in this equation are “cut-off.”

For a fan we have to distinguish between rotor-alone

noise and rotor–stator interaction noise.

Examples for rotor-alone noise are the waves

generated by a rotor with constant blade forces in the

rotating coordinate system. These waves rotate with

the same speed as the rotor and the azimuthal mode m

is equal to the rotor blade count and multiples thereof.

It can be concluded from Eq. (17.6) that a ducted

propeller does not emit sound into the far field if the

helical blade-tip Mach number is subsonic. This con-

clusion for rotor-alone noise contrasts to an open pro-

peller (see Sect. 17.1.2). The modal composition of the

rotor–stator interaction tones is determined by the

blade counts of rotor and stator [290]. The following

azimuthal modes m can be generated,

m ¼ hBr þ sBs; (17.7)

where Br is the rotor blade count and Bs is the stator

blade count. h ¼ 1 describes the modes for the blade

passing frequency, h ¼ 2, 3. . . their higher harmonics

and s is an arbitrary positive or negative integer. The

azimuthal angular speed of the generated interaction

modes is given by

@y
@t

¼ hBrO
hBr þ sBs

; (17.8)
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where O is the rotation frequency of the rotor shaft

and BrO is the blade passing frequency of the rotor.

For each of the generated interaction modes m the cut-

off ratio (Eq. 17.5) determines, if the frequency hBrO
is propagable. The interaction theory was extended

to counter-rotating rotors [122] and to multistage

compressors and turbines [68].

Important for a low-noise design is that there are no

propagable modes for the blade passing frequency BrO
of the rotor. This is achieved, when the stator blade

count Bs is slightly larger than twice the rotor blade

count Br. The exactly required blade count of the stator

also depends on the flow Mach number, the hub-to-tip

ratio (ratio of inner to outer radius of the annular duct),

the wall impedance, and the propagation direction

in the duct. The propagation direction of a helical

interaction mode according to Eq. (17.8) determines

the ability to propagate upstream through the fan rotor.

Waves with same propagation direction as the rotor

propagate much better through the rotor than those

with counter-rotating direction [100].

Broadband noise plays a large role with current

engines and will likely become even more important

with further success in the reduction of tonal sound

emission. The biggest contributors to broadband noise

are the trailing edges of stationary and moving blade

cascades [4, 25, 28, 97] and the leading edge noise by

turbulent inflow [113, 180, 254]. The flow through the

gap at the blade tip is a further source of broadband

noise [152]. Broadband noise is also generated by the

interaction of the rotor blade tips and the turbulent

boundary layer at the casing wall. The noise of the

fan stator is dominated by the turbulent wake of the

rotor and has lower frequencies than the rotor noise

[198]. A narrow peak in the frequency spectrum with a

peak frequency below the blade passing frequency can

be emitted by slowly rotating highly loaded rotors

[152] due to rotating instabilities. These are generated

by the flow through the gaps at the blade tips and are

precursors to rotating stall of the rotor.

For a minimal noise emission of a fan, a distur-

bance free inflow is required [2, 154, 258]. This is the

reason that none of the modern civil aeroengines has

inlet guide vanes. For the reduction of rotor–stator

interaction noise, the distance between rotor and

stator must be selected as large as possible because

the blade wakes become smaller with increasing that

distance. Such a design is not possible for multistage

compressors or turbines for weight and size reasons.

Therefore, it is especially desirable to design a

turbomachine such that sound waves below 5 kHz

are not propagable. Higher frequencies are highly

attenuated in flight by the atmosphere. For a further

reduction of the rotor–stator interaction noise the sta-

tor blades of new engines are swept in the axial direc-

tion and some are also leaned in the circumferential

direction [301].

A very effective measure to reduce the emitted

noise of turbomachines is the lining of the flow ducts

with sound absorbing surfaces [199, 258]. Such linings

consist generally of honeycomb-like structures cov-

ered with a porous cover in form of perforated metal

plates or wire meshes. The lining is tuned to the most

important frequencies in the spectrum. The damping

bandwidth of liners with perforated plates is quite

narrow. Liners with wire meshes are more broadband.

The bandwidth can be increased by liners with two

honeycomb layers. Liners with three layers have

already been tested [151]. They cover an even larger

frequency range.

The prediction of fan, compressor, and turbine noise

is mostly based on empirical methods [100, 258].

However, numerical simulations are becoming more

and more important.

17.1.1.4 Noise Certification of Jet Aircraft
The manufacturer of each aircraft type has to demon-

strate to the authorities that the internationally agreed

noise limits are satisfied. The methods and limits are

defined by the International Civil Aviation Organiza-

tion [136]. Flight tests have to be carried out in a

prescribed way for three defined measuring positions

as shown in Fig. 17.6. The sideline (lateral) measuring

point is located on a line with a distance of 450 m

parallel to the runway. The maximum noise level

has to be determined on this line. The noise level is

dominated by the engines. The maximum noise level

is generally measured, when the aircraft reaches an

altitude of about 300 m. In the flyover measuring

position 6,500 m after start of roll the engine power

is already reduced. The measured noise levels depend

very much on the achieved flyover altitude, which is a

function of the length of the ground roll and the climb

performance of the aircraft. Since the performances of

aircraft with two, three, and four engines differ, the

noise limits depend on the number of engines. The

approach measuring point is located 2,000 m before

the landing threshold where the aircraft has an altitude
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of 12 m. With a glide angle of three degrees, the

flyover altitude in the approach measuring point is

120 m. Because of this low altitude, the measured

approach noise levels are high. However, these high

levels are limited to a narrow band below the flight

path. The area affected with high sound pressure levels

is much larger during take-off.

The measured sound pressure signals are subject to

an evaluation procedure to determine the “effective

perceived noise level” (EPNL) [136]. The limiting

EPNL values are a function of the maximum take-off

mass of the aircraft. It has become common to add the

three certification values to a cumulative noise level,

which is shown in Fig. 17.7 for some aircraft. This

figure contains the new limits that are valid since 2006.

The EPNL values are determined from the time-

dependent one-third octave levels of whole flyovers.

For each aircraft type, there are generally several

certification levels, which depend on maximum take-

off mass and on the engine choice. With the example

of the Airbus family, A319/A320/A321, one can rec-

ognize that the noise level of an aircraft rises much

more rapidly with increasing take-off mass than the

associated noise limit. For the A321 and the Boeing

777 it becomes apparent, how much the noise limits

may depend on the engine choice.

In Fig. 17.8 are shown examples of one-third octave

spectra during take-off and during approach. The

departure noise spectrum is dominated by jet mixing

noise with a peak frequency of about 150 Hz. The

spectrum decays rapidly with increasing frequency,

supported by the atmospheric attenuation of the higher

frequencies. In contrast, the approach noise is very

broadband. The level maxima and minima in the

range 60–500 Hz are a consequence of frequency

and angle-dependent ground reflections, which are a

consequence of the prescribed microphone height of

1.2 m above ground.

17.1.2 Propeller Driven Aircraft

Themajority of General Aviation (GA) aircraft (leisure,

sporting and small business aircraft) are driven

by propellers and powered by piston- or turboshaft

engines. Compared to turbojet engines, propellers

exhibit a higher propulsion efficiency, since the propeller

thrust is achieved by a high mass flow but a compara-

tively low through flow velocity.

17.1.2.1 Propeller Noise for Steady
Operational Conditions

Propeller noise is composed from a broadband noise

floor and rotational tone noise components. Broadband

noise originates from the interaction of the turbulent

flow with the solid propeller blade surfaces and the

Fig. 17.6 The three measuring points for the certification of subsonic fixed wing aircraft
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blades’ trailing edges. Accordingly, the corresponding

noise radiation characteristics can be modeled by a

Dipole source with its axis orientated perpendicular

to the blade chord. The broadband noise directivity,

thus, shows maximum levels close to the propeller

axis (depending on the actual blade pitch angle) and

the noise intensity increases corresponding to the sixth

power of local flow velocity. Therefore, broadband

propeller noise is of minor importance with respect

to the total aircraft noise signature for a horizontal

aircraft flyover.

The propeller rotational noise comprises tonal

components at the fundamental frequency (or blade

passing frequency) and its harmonics. The fundamental

frequency is determined by the product of the propeller

rotational frequency and the number of blades. For

blade-tip Mach numbers below 0.8, highest tone levels

are observed to occur at the fundamental frequency and

Fig. 17.7 Cumulative noise level (sum of three certification levels) for jet aircraft. The values for some aircraft types (sources:

Luftfahrt-Bundesamt and European Aviation Safety Agency) are compared with the limits of 2006 for aircraft with two and four

engines
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octave spectra of a Boeing 717
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approach. The blade passing

frequencies above 1.5 kHz

hardly influence the one-third

octave levels of this modern

engine
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the levels of successive harmonics decrease almost

linearly with increasing harmonic order. In contrast,

the envelop of rotational tone noise levels exhibits

modulations in the frequency domain and additional

subharmonics come up in case of asymmetries in azi-

muthal blade spacing, blade geometry, or power distri-

bution among the different blades. The latter can be a

result of slight differences in blade pitch angle settings.

For propellers operating at subsonic tip speeds, the

generation of rotational noise is due to the following

two mechanisms:

• Periodic (with 1/revolution) flow displacement by

the moving blades due to their finite thickness

• Periodic (with 1/revolution) variation of the aerody-

namic blade force (lift and drag) vector component

in the direction toward a fixed observer position

The effect of periodic flow displacement (thickness

noise) can be described as an acoustic monopole,

while the reaction of aerodynamic forces on the fluid

(loading noise) corresponds to an acoustic dipole

source (see also Sect. 17.1.3.2). The effective

local flow velocity (vector sum of rotational and

axial velocity components) at a selected radial blade

station represents the most important parameter for

these two sources of rotational noise. Therefore, rota-

tional noise levels are essentially governed by both the

blade thickness and the magnitude of aerodynamic

forces close to the blade tip (typically data at an 80%

radial station are taken as representative integral

values for the complete blade), and the helical blade-

tip Mach number constitutes the most important oper-

ational parameter with respect to propeller noise.

With increasing values of blade-tip Mach number,

the corresponding sound pressure time signatures

exhibit steeper gradients (Doppler amplification)

which in turn results in a rapid increase of higher

rotational harmonic noise levels (Fig. 17.9).

For a typical GA propeller geometry (with about

7% blade thickness re blade chord at a 75% radial

station), loading noise is the dominating source mech-

anism up to helical blade-tip Mach numbers of about

0.6–0.7, while thickness noise typically dominates for

higher Mach numbers. The polar radiation directivity

of loading noise exhibits level maxima both in forward

and (most pronounced) in rear arc directions, while

the thickness noise radiation directivity peaks close to

the propeller rotational plane. The latter, seemingly

strange, source characteristic for a monopole source

is due to a kinematic effect, namely the relative

motion of the source (blade element) with respect to

the observer. Since this relative motion is zero in the

direction of the propeller axis, no rotational noise is

radiated along the propeller axis in case of straight and

uniform inflow conditions. A more detailed descrip-

tion of these effects can be found in [272].

Most of the currently available propeller noise

prediction schemes only tackle the rotational noise

component, while no comprehensive and validated

scheme for propeller broadband noise prediction has

been published yet. However, some semiempirical

approaches have been made to predict the broadband

noise originating from selected source mechanisms

[2–4, 25, 95].

The prediction of propeller rotational noise is based

on the acoustic analogy as developed by Lighthill and

Ffowcs-Williams [82, 167]. The so-called Ffowcs-

Williams/Hawkings (FW–H) equation [84] (see

Eq. (17.22) in Sect. 17.1.3.2); i.e., an integral equation

Fig. 17.9 Increase in

propeller rotational harmonic

noise levels with helical

blade-tip Mach number

MH for constant blade

loading CT (thrust coefficient),

radiation distance r, propeller
diameter D
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of noise generation by moving surfaces, can alterna-

tively be solved in the time domain [17, 74, 76, 79,

273] or in the frequency domain [99, 111, 112, 225,

249]. Also asymptotic solutions have been derived

[69, 217]. The latter provide closed solutions and

thus in principle allow for the extraction of the effects

on noise of different governing parameters. However,

this is generally not feasible due to the complexity of

the solutions.

The time domain method is based on the calcula-

tion of a source distribution along the blade surface

(local blade thickness and aerodynamic forces) and

integrates the respectively emitted sound components

from all source elements which would arrive at the

same time at a selected observer location. As a result,

the total pressure time signature is obtained and the

corresponding frequency spectrum can be calculated

via a Fourier transformation. A detailed description

of the time domain noise prediction method for sub-

sonic propellers is published in [308]. The prediction

method is divided into several segments, starting with

the discretization of the blade surface and the compu-

tation of the steady aerodynamic blade load distribu-

tion, which is a prerequisite for the calculation of the

loading noise component.

To obtain initial propeller noise estimates also, semi-

empirical prediction schemes have been developed,

such as the method of Hamilton Standard [110], the

scheme published in SAE/AIR 1407 [260], or the pro-

cedure developed by [54]. The latter is based on a data

set as obtained from propeller noise calculations

utilizing the time domain method as described above,

however, related to a “representative” constant blade

geometry (planform, twist and specifically a 7% blade

thickness at the 75% radial blade station), a fixed radial

blade loading distribution and typical blade lift and drag

coefficients for a GA propeller. Respective calculations

were performed for an extended matrix of propeller

design (diameter and number of blades) and operational

parameters. With reference to general physical

principles of propeller noise generation and radiation,

the respectively calculated overall A-weighted noise

levels were empirically approximated by simple

equations which contain only easily accessible design

and operational data. Thus, a tool is available which

allows for a quick estimate of propeller noise and

provides additional information on the effects on noise

of different propeller parameters. Since, in practice, the

overall A-weighted noise level is the most frequently

needed information this simple prediction scheme is

provided below. The physical background behind the

different equations is described in [54].

Input parameters are:

Propeller design

parameters:

Operational

parameters:

Environmental

parameters:

n [–] Number of

propellers

N [1/min]

Propeller rpm

T [K] Ambient air

temperature

Pmax [kW] max.

engine power

H [m] Flyover

height

p [Pa] Ambient air

pressure

Nmax [1/min] max.

engine rpm

V [m/s] Flight

speed

D [m] Propeller

diameter

B [–] Number of

propeller blades

In the first step, the following basic operational and

aerodynamic parameters are calculated from this input

data.

Power consumption of the propeller for the actual

operational conditions:

P ¼ N Nmax=½ � � Pmax (17.9)

Ambient air speed of sound:

a0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k � R � T

p
(17.10)

with the adiabatic exponent k ¼ 1:4 and the specific

gas constant R ¼ 287:1m2=s2 K.
Helical blade-tip Mach number:

MH ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2 þ V2

p

a0
with

U ¼ ðp � D � NÞ=60
(17.11)

Ambient air density:

r0¼1:252þ1:250�10�5 � ðpÞ�0:0045 � ðTÞ (17.12)

Aerodynamic blade loading (power coefficient) per

blade:

cP;B ¼ 31; 006 � P
r0 � U3 � D2 � B : (17.13)

In the following, the effects on rotational propeller

noise of different design and operational parameters

are determined in terms of overall A-weighted noise
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level differences relative to respective reference

conditions. Some of the equations contain exponents

which depend on Mach number and thus indicate the

respective balance between thickness and loading noise

contributions:

Effect of blade loading:

DL1 ¼ 10 � lg cP;B
cP;B;ref

� �E1

with

cP;B;ref ¼ 0:01 and

E1 ¼ 2:36� 1:25 �MH

(17.14)

Effect of number of blades:

DL2 ¼ 10 � lg B

Bref

� �E2

with Bref ¼ 2

and

for

B ¼ 2 : E2 ¼ 1:00
B ¼ 3 : E2 ¼ 0:98

B ¼ 4 : E2 ¼ 0:86þ 0:118 �MH

B ¼ 5 : E2 ¼ 0:36þ 0:706 �MH

B ¼ 6 : E2 ¼ �0:26þ 1:441 �MH

(17.15)

Effect of propeller rotational speed:

DL3 ¼ 10 � lg N

Nref

� �E3

with

Nref ¼ 1; 000� 1

min
and

E3 ¼ 3:39� 1:75 �MH

(17.16)

Effect of flyover height:

DL4 ¼ 10 � lg D

H

� �2
(17.17)

Effect of helical blade-tip Mach number:

DL5 ¼ 10 � lg M13:4
H

ð1�MHÞ1:5
" #

for

MH � 0:85:

(17.18)

Correction for climb-out conditions:

DL6 ¼ 3 dB ðDL6 ¼ 0 dB for level flightÞ (17.19)

Effect of number of propellers:

DL7 ¼ 10 � lgðnÞ: (17.20)

The maximum overall A-weighted noise level is

determined by the summation of an empirical constant

and the above calculated level differences according

to:

LA ¼ 108:6þ
X7
i¼1

DLi: (17.21)

The obtained noise level corresponds to a measure-

ment with a ground-based microphone arrangement.

The accuracy of this noise estimate is in the order of

�2 dB. The scheme is valid for the following values of

input parameters:

Maximum engine power: 40–640 kW

Maximum propeller rpm: 1,500–4,000 � 1/min

Propeller blade number: 2–6

Propeller diameter: 1.0–3.0 m

It must be emphasized, however, that due to physi-

cal reasons only parameter combinations are allowed

which would result in subsonic helical blade-tip Mach

numbers [according to Eq. (17.11)] in the range 0.45�
MH � 0.85. Since this noise estimation method does

not account for excess noise due to unsteady propeller

operational conditions and/or to additional noise

contributions from the engine the calculated noise

levels represent a lower noise limit.

From Eqs. (17.14) through (17.20), it is obvious

that a decrease in blade-tip Mach number represents

the most effective means for propeller noise reduction.

This can be achieved through a reduction in blade

diameter for constant engine rotational speed. In

order to maintain the propeller thrust the number of

blades can be increased [55]. The design of a poten-

tially low noise propeller should also avoid high blade

loads to occur in the blade-tip area. For propellers

operating at blade-tip Mach numbers in excess of

0.7, the blade thickness of the outer blade section

should be as small as possible and rounded blade-tip

shapes should be realized. Moreover unsymmetrical

blade spacing was found to provide some reduction of

overall A-weighted propeller noise levels for certain
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radiation directions. This effect is due to interferences

between the sound signatures originating from indi-

vidual blades which cause a redistribution of sound

energy both in the overall noise spectrum and the

radiation directivity [53].

For commuter aircraft, operating at flight Mach

numbers up to 0.8, advanced propellers have been

developed (propfans with 8–12 blades) which feature

supersonic blade-tip speeds. In order to reduce both

aerodynamic losses and additional noise, a bow-type

blade shape (blade sweep) is applied. By such means

the phase lag of sound signatures originating from

individual radial blade segments, which would arrive

simultaneously at the observer position, is staggered in

such a way that otherwise generated steep pressure

gradients are diminished, thus limiting an increase of

higher harmonic noise levels.

17.1.2.2 Propeller Noise for Disturbed Inflow
Conditions

Nonuniform inflow conditions generate additional

unsteady blade forces and thus excess propeller

noise. As a result the azimuthal propeller noise is no

longer unidirectional and the dependence of noise

levels on blade-tip Mach number differs from the

ideal uniform inflow case. In practice, the latter is

not likely to occur since already a slight oblique atti-

tude of the propeller plane with respect to the inflow

direction causes cyclic changes of the blades’ pitch

angle and thus a periodic variation of blade forces. In

addition oblique propeller plane attitude causes cyclic

changes of the helical blade Mach number. Oblique

inflow conditions to the propeller typically occur

during climb out (increased aircraft angle-of-attack)

but can also occur in twin engine aircraft when

the propellers are attached to the wing and therefore

are exposed to the wing’s lifting circulation flow

(installation effect). Numerous experimental and the-

oretical studies have been performed to quantify

the effects on noise of oblique propeller plane attitude

[52, 58, 92, 243].

Propeller operation with the aircraft at rest causes

unsteady recirculation flow conditions to occur at the

blade tips, which in turn result in significantly

increased propeller noise levels compared to those in

flight conditions for the same blade loading. There-

fore, the assessment of noise radiation from different

types of propellers should never be based on static test

results.

The effects of both nonuniform and unsteady

inflow conditions on noise as they typically occur for

pusher propeller configurations are of major impor-

tance [18, 19, 149, 274]. The propeller may either

operate in the turbulent wake flow of a pylon and/or

the wing. Even worse, pusher propellers installed on

ultralight aircraft often operate in the wake flow of the

pilot and his seat. The latter situation causes complex

unsteady propeller inflow conditions which cannot

easily be modeled theoretically. The ensuing effects

on noise, therefore, can best be determined from full-

scale wind tunnel experiments (Fig. 17.10) [43].

In contrast, propeller excess noise generation due

to a defined inflow wake deficit originating from

an upstream located strut can be calculated. The

characteristics of corresponding unsteady blade forces

depend both on the magnitude and the velocity

Fig. 17.10 Effect on

propeller rotational and

broadband noise of disturbed

inflow conditions for a helical

blade-tip Mach number of

MH ¼ 0.5 (resolution

Df ¼ 3.1 Hz)
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gradients of the wake deficit. The latter is most impor-

tant since it determines the higher harmonic excess

noise levels. The presence of correspondingly

generated unsteady blade forces result in the following

changes in propeller rotational noise characteristics

compared to those for uniform and undisturbed inflow

conditions:

• Increase in higher harmonic noise levels, while the

level at the fundamental frequency remains almost

unaffected (see Fig. 17.10).

• Increased noise radiation both for forward and rear

arc radiation directions (Fig. 17.11).

• The azimuthal noise directivity exhibits a noise

maximum in the direction of the rotational blade

motion when it passes through the wake

(Fig. 17.12).

• Reduced noise level increases with helical blade-tip

Mach number.

In contrast to the rotational noise source mecha-

nism of moving blades in a steady and uniform

flow sound generation through unsteady blade forces

is not inherently related to the blades’ motion. This

causes the latter stated effect of a reduced noise level

gradient vs. Mach number in case of unsteady inflow

conditions.

In total, therefore, unsteady/nonuniform inflow

conditions result in significant excess noise levels at

low helical blade-tip Mach numbers, while at high

Mach numbers this detrimental effect diminishes

continuously.

In summary, in order to reduce inflow disturbances –

and thus excess noise generation – the distance

between an upstream located obstacle (e.g., a strut)

and the propeller rotational plane must be increased.

Care should be taken to avoid wake flows with inher-

ent steep velocity gradients. If an upstream obstacle

only extends over half the propeller diameter (e.g., a

pylon) then the direction of the blades’ rotational

motion must be selected in such a way that the blade

does not cut through the wake when it moves towards

noise sensitive directions (i.e., toward the ground).

Also upstream located struts or the like may be bow

shaped or installed in an off-axis position in order to

Fig. 17.11 Typical polar directivities of propeller noise for

undisturbed and disturbed inflow conditions, respectively (for

azimuthal radiation angle w see Fig. 17.12)

Fig. 17.12 Un-symmetry in

azimuthal directivity for an

inflow disturbance (wake

deficit) extending into the

propeller plane on one side

only. A sound pressure level

maximum occurs in the

direction of the propeller

blades’ motion when it cuts

through the wake (for polar

radiation angle ’ see

Fig. 17.11)
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achieve a continuous passage of the blade through the

respective wake.

17.1.2.3 Noise from Counter Rotation
Coaxial Propellers

Coaxial counter rotation propellers were developed

due to their greater propulsion efficiency compared

to single rotation propellers: The swirl energy in

the upstream propeller wake is no longer lost but

rather utilized by the downstream propeller. However,

in such arrangements the downstream propeller is

exposed to the turbulent blades’ wake flows from the

upstream propeller and thus excess propeller noise

is generated. The dominating noise source mecha-

nisms and radiation characteristics of counter rotation

propellers are similar to those from single rotation

propellers operating in disturbed inflow. However,

excess noise radiation from the downstream propeller

is still enhanced, since the relative rotational speed

between the downstream propeller blades and the

upstream propeller blade wakes corresponds to twice

the speed of the individual propellers. Accordingly,

from the view of a coordinate system fixed to the

downstream propeller the latter experiences steeper

wake velocity gradients which in turn result in an

amplification of higher harmonic noise levels.

Noise reduction measures, therefore, aim at an

attenuation of aeroacoustic interaction between both

propellers/rotors by (1) increasing the axial propeller

separation or (2) reducing the aerodynamic loading of

the downstream propeller. Both means diminish the

amplitudes of unsteady blade forces. Numerous (mostly

experimental) investigations in the noise charac-

teristics of counter rotation propellers or propfans

have been performed. Accordingly, there exists a

large number of publications from which only a few

can be cited in the following to provide as guide to an

intense literature search [145, 161–163, 238, 285, 296,

299, 300].

17.1.2.4 Propeller Noise for Nonuniform
Rotational Motion

GA aircraft are frequently powered by piston engines.

Based on their operational principle the drive shafts of

such engines exhibit a periodically nonuniform rota-

tional motion, which can amount up to 2% of the mean

rotational speed. As a result the propeller blades

are periodically accelerated and decelerated during

one revolution. This behavior causes unsteady flow

conditions at the very blade and, thus, unsteady blade

forces. Since this unsteadiness is periodic with the

drive shaft revolution, excess rotational harmonic

noise is generated [56, 303].

In case that there is no interference between

frequencies of the propeller noise (fundamental and

harmonics, “steady” rotational noise) and a frequency

of excess engine rotational nonuniformity, then addi-

tional harmonics (“unsteady” excess noise) rise up

in the rotational propeller noise spectrum as a result

of the periodic propeller kinematics. Corresponding

frequencies are determined from the sum of blade

passing frequencies and the respective frequency of

dominating engine nonuniformity (Fig. 17.13). Vice

versa, in case of coincidence (and this typically occurs

for four- or six-cylinder engines in combination with

even numbers of propeller blades), the spectrum of

rotational harmonic noise levels is modulated and

does no longer show a monotonous level decrease

with increasing harmonic order. Engine drive shaft

nonuniform rotation has the following effects on the

propeller rotational noise directivity (compared to that

for uniform rotation):

• Increased noise radiation both for forward and rear

arc radiation directions (similar as for disturbed

inflow conditions according to Fig. 17.11).

• Azimuthal noise directivity with distinct level max-

ima and minima.

Also similar as for disturbed inflow conditions a

reduced noise level increase with helical blade-tip

Mach number is obtained when compared to that for

uniform rotation conditions.

In order to reduce excess noise due to nonuniform

propeller rotational speed torsional damping devices

may be installed at the engines’ crank shaft or inserted

between the drive shaft flange and the propeller. Mod-

ern aircraft propellers are increasingly powered by

geared piston engines with reduced capacity but high

rotational speed (compared to standard high capacity

engines). Fortunately, the typical rotational speed non-

uniformity of such drive systems does not cause major

propeller noise problems.

17.1.3 Helicopters

Main and tail rotors represent the dominant noise

sources of helicopter external noise. Engine (gas tur-

bine or piston engine) and gearbox noise are of less
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importance. And if necessary, the noise of the drive

unit could be easily treated (e.g., by encapsulation)

than that of the rotors which naturally are operating

in the free atmosphere. An example for the sound

pressure spectrum of a helicopter in the far field is

shown in Fig. 17.14.

At first the aeroacoustic mechanisms of rotor noise

generation and radiation aswell as potential noise reduc-

tion measures will be presented. The chapter then

concludes with a brief description of the procedures

for rotor noise prediction.

17.1.3.1 Rotor Noise Generation and
Reduction Measures

Within the last 20 years, the understanding of the

aeroacoustic mechanisms of sound generation and

radiation of helicopters has significantly been

improved. Apart from theoretical investigations with

modern numerical procedures, flight tests and model

rotor experiments in aeroacoustic (anechoic) wind

tunnels (like the Deutsch-Niederl€andische Windkanal

“DNW”) play an essential role [22, 245, 247].

A classification of the very complex rotor noise

is given in Table 17.2. As shown in this representation,

the rotor rotational noise comprises thickness noise

(due to volume displacement) and aerodynamic

loading noise (due to rotating blade forces, i.e., lift

and drag forces). The thickness noise is important for

the lower frequency range, i.e., the blade passage

frequency and the first few harmonics which

amplitudes rapidly decrease when impulsive noise

events are absent. At low blade-tip Mach numbers

and small aerodynamic blade loadings the discrete

frequency spectrum can be masked by stochastic

broadband noise components [31, 73, 93, 174].

Virtually of more importance for the noise signa-

ture of helicopter rotors, however, are the impulsive

noise mechanisms on the rotor blade surface, which

generate the typical rotorcraft blade slap. These are

firstly the high-speed (HS) impulsive noise and sec-

ondly the blade–vortex interaction (BVI) impulsive

noise. As shown in the flight envelope of Fig. 17.15,

representing climb/descent rate versus flight velocity,

the first one occurs at high flight speed independently

of climb or descent angle, the latter one predominately

at certain descent flight regimes.

In absence of impulsive noise events stochastic

broadband noise can represent the primary source of

rotor noise. It is caused by different mechanisms:

turbulent on-flow, blade–wake interaction (BWI),

and blade self-noise generated by interaction of the

blade airfoil with its boundary layer and its near wake.

Only of this, five different mechanisms are known

which are based on turbulent boundary layer separa-

tion at the blade tailing edge, laminar boundary layer

separation and vortex formation at the trailing edge,

Fig. 17.13 Example for the effect of non-uniform propeller rotational speed (dominating at the sixth engine rational frequency) on

the rotational noise spectrum of a 5-blade propeller driven by a 4-cylinder piston engine. The frequency numbering indicates

multiples of the engine rotational frequency. Left: Measured data; right: calculation (based on FW–H equation) for non-uniformity at

the sixth engine order
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Fig. 17.14 Sound level spectrum of the helicopter UH-1A. Rotor thrust 27,000 N, blade-tip speed 220 m/s, measurement distance

60 m

Table 17.2 Rotor noise classification

Physical mechanism Acoustic source type Spectral

character

Rotor-specific noise

type

Volume displacement Thickness noise Discrete

frequency

Rotational noise

Non-linear effects (at high blade-tip Mach numbers) Shock delocalization Discrete

frequency

HS impulsive noise

Rotating blade forces Deterministic loading noise Discrete

frequency

Rotational noise

Blade–vortex interaction Deterministic loading noise Discrete

frequency

BVI impulsive noise

Turbulent on-flow, flow separation, blade–wake

interference

Nondeterministic loading

noise

Stochastic Broadband noise

Fig. 17.15 Occurrence of

rotor impulsive noise at

moderate speed descent and at

high speed flight
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flow separation (stall), vortex shedding at blunt

trailing edges, and vortex formation at the blade tip.

Character and importance of the broadband noise are

described in detail in [30, 32, 33, 293].

Main Rotor High-Speed Impulsive Noise

At fast forward flight the rotor blade on the advancing

side (c	90�) is subjected to the highest local on-flow

velocity during each rotor revolution. The combina-

tion of flight velocity and blade-tip speed can result in

blade on-flow velocities near the speed of sound. Since

a rotor blade is of finite thickness and furthermore of

convex curvature on the blade upper surface in chord-

wise direction, the flow velocity near the upper surface

increases. Here the flow Mach number M can reach

values exceeding 1, even when the on-flow Mach

number MAT of the advancing blade tip is still

less than 1. That means the flow may be supersonic

for a very short period during which the advancing

blade passes through the azimuthal angle range of

c 	 60�–90�. In the flow region near the blade sur-

face, an aerodynamic shock occurs each time when the

flow rapidly turns from supersonic to subsonic flow.

The periodic occurrence of the shock on the blade and

its propagation across the blade tip (shock delocaliza-

tion) leads to an impulsive acoustic wave formation.

The product of number of blades and rotations per

second yields the fundamental frequency (blade-pas-

sage frequency, bpf) of the periodic impulsive noise

signature (typically 10–30 Hz).

This so-called high-speed (HS) impulsive noise is

characterized by negative spikes in the sound pressure

time signature (Fig. 17.16) which shows a saw-tooth-

like shape with a shock-like pressure rise for advancing

blade-tip Mach numbers near 0.9 and above. The fre-

quency spectrum indicates a large number of harmonics

of the blade passage frequency. The advancing blade-

tip Mach number MAT is the dominant parameter for

high-speed impulsive noise. HS impulsive noise is

strongly focused and directed forward with maximum

intensity in the rotor plane [21, 142, 226, 246, 247]. All

measures suitable for decreasing the supersonic flow

region on the rotor blades (e.g., sweep, thickness reduc-

tion) contribute to a reduction of HS impulsive noise.

Main Rotor Blade–Vortex Interaction

Impulsive Noise

On a lifting blade moving through air, a strong vortex

is formed and shed at the blade tip. This is caused by

air flow around the blade tip from the pressure

(lower) side to the suction (upper) side and by roll-

up of the free vortex layer shed along the trailing

edge of the blade. While for airplanes these tip vorti-

ces form straight trailers, the traces of the blade-tip

vortices for rotors are nearly epicyclical. Under cer-

tain conditions this fact can cause a blade to collide

or interact with the shed tip vortex of a preceding

blade. Thereby, for each BVI intensive local velocity

and blade surface pressure changes are induced

which can be observed in the acoustic waveform as

significant positive impulses (Fig. 17.16) or negative

ones depending on the interaction geometry and the

observer position. The related frequency spectrum

indicates a significant increase in the midfrequency

range of sound pressure (about 6th to 40th bpf har-

monic). The physical reason for the generation of

pressure impulses during the aerodynamic interac-

tion of a single vortex with a fixed blade airfoil, as

explained in [191], is thought to be the break-down

of the stagnation point near the airfoil leading edge

as well as a shock delocalization on the pressure

side of the airfoil induced by the closepassage of

the vortex. Numerical simulations employing Euler

methods could illustrate these aeroacoustic phenom-

ena, e.g., [12].

Such BVI are observed at low to moderate speed

descent flight (at velocities of typically 25–50 m/s and

descent angles of about 5�–8�), representing a flight

condition which is unavoidable during landing

approach flights. In this flight regime, numerous vor-

tex filaments penetrate the rotor plane resulting in

multiple interactions. Accordingly, this noise phenom-

enon is called BVI impulsive noise.

The intensity of BVI impulsive noise is dependent

on parameters like the ratio of flight to descent velocity,

i.e., the flight-path angle and the rotor plane inflow

both defining the rotor tip-path-plane angle aTPP, the
advance ratio m (ratio of flight to blade-tip speed) and

increases with both the rotor thrust coefficient CT, and

the advancing blade-tip Mach number MAT [20, 94,

120, 121, 129, 181, 183, 262, 263]. Since these

interactions are extremely short in time, they only

have marginal effects on the rotor thrust behavior.

Intensive BVI impulsive noise may occur at maneuver

flight as well. It should be noted here that the BVI

phenomenon is crucial for the excitation of rotor

vibrations and for the vibration level of the total heli-

copter fuselage.
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Intensive BVI predominantly occurs in the first

rotor quadrant (I), i.e., on the advancing side

(c 	 45� � 20�), where the vortex segments are

essentially parallel to the blade leading edge. This is

distinctly visible in the blade surface pressure

fluctuations shown in Fig. 17.17a. The corresponding

intensive BVI noise radiation can be observed under-

neath the advancing side (Fig. 17.17b). Similar

interactions occur in the fourth quadrant (IV) of the

rotor plane on the retreating side [265].

Active Noise Reduction Measures. From a physical

point of view, there are several potentialities to reduce

BVI impulsive noise. These may consist of reducing the

tip vortex strength of that specific local vortex segment

which downstream interacts with a rotor blade,

minimizing the interaction intensity by reduction of

the local aerodynamic blade loading and increasing

the blade-vortex miss-distance during the interaction.

All these measures can be realized by so-called active

blade control, whereby the blade angle-of-attack during

a rotor revolution will be locally changed at the “correct

moment.” This momentary (eventually, during a revo-

lution multiple) variation of the blade angle of attack

can be realized in different ways depending on the

arrangement of the active control actuators with respect

to the rotor swashplate.

At higher harmonic control (HHC), the actuators

are placed underneath the swashplate in the fuselage-

fixed system, and the blade pitch variation is

performed by the stationary part of the swashplate,

Fig. 17.16 (a) Generation

mechanism of high-speed

impulsive noise, (b)

Generation mechanism of

blade–vortex interaction

impulsive noise with typical

sound pressure signatures and

frequency spectra
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so that all blades simultaneously experience the iden-

tical pitch angle variation. Concerning simultaneous

noise and vibration reduction this is not always

beneficial. Furthermore, the control frequency in the

rotational system is limited to (B � 1)O, BO, and

(B þ 1)Owith number of blades B and rotor rotational

frequency O, i.e., for a 4-bladed rotor to 3O, 4O,and
5O. Reductions of BVI impulsive noise up to 50%

(6 dB) have been verified in wind tunnel and flight

tests, but mostly at the cost of increased vibration

levels [27, 264].

More beneficial in this respect is the individual

blade control (IBC), where the actuators are placed

above the swashplate in the rotating system. It allows

for both harmonic (typically 2O to 10O) and nonhar-

monic blade pitch variation. With the IBC technique

applied in wind-tunnel and flight tests, noise and

vibration reductions have been demonstrated at a

similar magnitude as for HHC. In particular, it is

possible to reduce simultaneously both BVI noise

and vibrations [143, 266].

A survey on the status of the active rotor control

technology providing numerous references is given

in [305]. This also summarizes the state of the

research work on novel active blade control tech-

niques (i.e., without blade root control) like via aero-

dynamically effective blade trailing edge flaps or by

controlled change of the blade geometry (e.g., blade

twist) by means of “smart” materials.

Passive Noise Reduction Measures. Investigations

on BVI noise reduction by modification of the blade-

tip geometry yield only limited results at the order of

1–2 dB [26]. Significant reductions of BVI noise can

only be obtained by an aerodynamic/aeroacoustic opti-

mization of the rotor in total including the blade

geometry. By means of extensive parametric studies

and optimization procedures and subsequent wind-

tunnel tests, noise reductions of 4–7 dB(A) at simulta-

neously improved rotor performance could be

obtained, compared to a reference rotor of the 1990

decade. This was accomplished by means of selection

of modern high-performance blade airfoils, shaping of

the blade planform with the objective to decrease the

intensity of the blade-tip vortex by shifting the maxi-

mum blade lift location toward the rotor centre,

and a special design of the blade quarter-chord line

(e.g., forward/backward sweep) to avoid or reduce the

parallel BVIs [228].

Noise Reduction by Optimized Approach Flight

Procedures. Flight tests employing numerous ground

microphones have shown that controlled multi-

segment landing approach flight procedures with vari-

able flight speed and descent velocity offer a

significant noise reduction potential. By suitable selec-

tion of deceleration rate and descent rate (flight-path

angle), it is possible to avoid those flight conditions

most critical for BVI noise. Compared to a 6� landing
approach flight with constant velocity (flight condition

for noise certification), noise reductions up to 8 dB

have been demonstrated [144]. But for the implemen-

tation of such low-noise multisegment approach

flights, it will be necessary to provide a flight guidance

system in order to reduce the pilot’s workload.

Fig. 17.17 BVI

characteristics. (a) Leading

edge blade surface differential

pressure fluctuations due to

BVI and (b) band-pass filtered

(6th to 40th bpf) sound

pressure level field (dB)

underneath the rotor with

intensity maxima underneath

the advancing and the

retreating side

17 Aircraft Noise 509



Tail Rotor Noise

The tail rotor aeroacoustic phenomena are especially

complicated because the tail rotor operates in the

aerodynamic wakes of the main rotor, the rotor hub,

and eventually part of the cowling. The blade-tip

speed is of the same magnitude as that of the main

rotor. Therefore at fast forward flight, the combination

of flight velocity and tail rotor rotational speed leads to

transonic on-flow at the tip region of the advancing tail

rotor blade resulting in the same aerodynamic and

acoustic phenomena already discussed for the main

rotor, particularly concerning the thickness and the

HS impulsive noise. Most likely tail rotor self-induced

BVI impulsive noise is also of importance, but a final

proof still needs to be provided. By the impact of the

different aerodynamic wakes on the tail rotor blades,

additional interaction noise (typically broadband

noise) is generated; but the effects of the highly dis-

turbed on-flow have not yet been fully understood. By

theory increased tail rotor noise is predicted, but

experimental results partly have shown less noise

radiation.

Due to the high rotational speed, the acoustic sig-

nature of the tail rotor indicates some similarity with

that of a fast spinning airplane propeller.

Corresponding to its installation on the helicopter,

the tail rotor radiates the aerodynamic loading noise

(inclusively possible BVI noise) in flight direction

forward/down on both sides of the tail rotor plane,

while its thickness noise radiation (inclusively possi-

ble HS impulsive noise) occurs in-plane with a maxi-

mum in flight direction [89, 166, 182]. In climb

condition for an observer on ground, the tail rotor

noise signature dominates the total noise radiation.

At this flight condition, there exists no main rotor

impulsive noise and the tail rotor thrust demand is

particularly high, increasing the loading noise inten-

sity. But at landing approach flight for which normally

main rotor BVI impulsive noise prevails, the tail rotor

noise is masked and negligible.

Noise Reduction Measures. For the tail rotor, a

number of noise reduction potentialities not explained

in detail are listed here (without explanation and with-

out claiming completeness):

• Reducing blade-tip speed

• Decreasing blade air load by increasing number of

blades

• Tail rotor shrouding (e.g., Fenestron of manufac-

turer Eurocopter)

• Uneven blade spacing

• Use of a no-tail-rotor configuration, for which the

required thrust is generated by a lateral air jet and

taking advantage of the Coanda effect on the tail

boom (e.g., NOTAR of the MD500)

17.1.3.2 Rotor Noise Computation
For the computation of rotor noise different methods

have been developed and termed

(a) Acoustic Analogy

(b) Kirchhoff Formulations

(c) Computational Aeroacoustics (CAA)

Of these the Acoustic Analogy is the mostly used

method. The possible procedures of this method are

listed in Table 17.3.

(a) Acoustic Analogy method. The theoretical basis

of the rotor noise calculation consists of an integral

equation describing the sound radiation of moving

sources, known as Ffowcs-Williams and

Hawkings (FWH) equation [84]. This represents

a result of a special evolution of Lighthill’s Acous-

tic Analogy [82, 168]. For solving the FWH

Table 17.3 Schematic of the acoustic analogy method for rotor noise calculation (after F. Farassat)

Given data: rotor trim values, blade-geometry and -motion

Aerodynamic theory ! Aeroacoustic source terms ! Acoustic theory ! Result

e.g.,

• Navier-Stokes equations

• Euler equations

• Full potential equ.

• Lifting surface theory

• Thin airfoil theory

• Lifting line theory

• Calculated temporal blade pressure and velocity

distributions or unsteady blade forces

Alternatively:

• Measured aerodynamic data

e.g.,

• “Ffowcs Williams and

Hawkings” equation

• Curle’s equation

• Sound pressure

time-history

• Frequency spectrum
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equation, information on the blade surface

pressures and on aerodynamic near-field data are

required, which needs to be provided either by

wind tunnel measurements or by aerodynamic

calculations.

The FWH equation is given by

4pp’(~x; tÞ ¼ @

@t

Z
S

r0Vn

r 1�Mrj j
� �

ret:

dSð~yÞ

þ @

@xi

Z
S

Pijnj
r 1�Mrj j

� �
ret:

dSð~yÞ

þ @2

@xi@xj

Z
V

Tij
r 1�Mrj j

� �
ret:

dV

�ð~yÞ (17.22)

Herein is the sound pressure p0 at time t at the

observer-point ~x a function of three aerodynamic

source terms, which emit sound from source location

~y at the retarded time ðtret: ¼ t� j~x�~yj=a0Þ with

speed of sound a0 in air at rest; r is the

source–observer distance at the retarded time and

Mr the component of the blade-tip velocity in

observer direction normalized with the ambient

speed of sound; Vn is the normal velocity component

at the source point, Pij the stress tensor, and Tij the

“Lighthill tensor.” The motion of the sources is taken

into account by the Doppler amplification factor

1=ð 1�Mrj jÞ. The first of the three source terms on

the right-hand side of the FWH Eq. (17.22) – the

surface integral (monopole) – represents the so-

called thickness noise or volume displacement

noise, which originates from the sudden displace-

ment of the air caused by the fast rotating blade.

The second term (dipole), a surface integral as well,

represents the aerodynamic loading noise which in

forward flight is generated by the unsteady aerody-

namic forces (lift and drag) on the rotor blade.

The third term (quadrupole), a volume integral,

comprises the nonlinear composites of the distorted

flow field near the rotor blade, expressed by the

Lighthill tensor

Tij ¼ ruiuj þ Pij � a20rdij: (17.23)

Equation (17.22) simplifies, when the sound radia-

tion is considered for an observer located in the acous-

tic farfield:
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(17.24)

Herein Pij has been replaced by Pr (the force com-

ponent of the blade surface pressure in observer direc-

tion, Fig. 17.18) and Tijby Trr (the component of the

Lighthill tensor in observer direction).

For very accurate calculations, especially in the

acoustic nearfield, additional integral terms must be

considered. An exact analysis of the FWH equation is

provided, e.g., in [77]. The equation is mainly solved

in the “time domain,” but also used in the “frequency

domain” applying Fourier analysis techniques.

Initially published [174] rotor noise calculations deal

only with the loading noise component. Further

evolutions and applications based on the linear source

terms (thickness and loading noise) are given in [73,

75, 173, 293]. An intelligible introduction into

aeroacoustics and the Lighthill acoustic analogy as

well as a derivation of the FWH equation and its

solving approaches for wind turbine noise

(corresponding to a rotor in hover) is provided in

[293].

For the computation of HS impulsive noise,

observed at high advancing blade-tip Mach numbers

(about 
0.85), the nonlinear effects cannot be

Fig. 17.18 Geometry concerning the noise generation of a

rotor blade (see text)
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neglected any more. Therefore, the complicated non-

linear quadrupole term has to be taken into account

either by special simplifying assumptions [227, 246,

250] or as well by integration of the volume integral

[9, 24, 78, 131–133, 251]. The importance of the

individual integrals contributing to the total sound

pressure signature of both a typical BVI and a typical

HS impulsive noise case for a two-bladed model rotor

is illustrated in Fig. 17.19. In case of BVI mainly the

aerodynamic loading noise and in case of HS mainly

the quadrupole noise contributes to the respective

impulsive sound pressure signature [250]. For compar-

ison also the corresponding experimental results are

also given.

A fundamental preposition for the numerical solu-

tion of the FWH equation is the knowledge about the

highly unsteady input parameters like the distribution

of the absolute blade surface pressure and that of the

velocity field around the blade. Due to the lack of

aerodynamic computer codes suitable for unsteady,

real flight conditions with BVI (in the 1990s), in

some cases experimental blade surface pressure data

have been used [150, 173, 201, 250].

Initially, the aerodynamic input parameters have

been calculated for simpler conditions like rotors in

hover or forward flight without lift. Different computa-

tional fluid dynamics (CFD) methods have been

applied comprising potential equations assuming small

perturbations, full potential (Euler) equations, and more

recently Navier–Stokes equations [8, 10, 12, 157, 229,

244], but also singularity methods. Initial approaches

to calculate cases including blade lift with the

corresponding problem of BVI are reported in [10, 12,

244]. Thereby it appeared that for a reliable BVI noise

prediction, an accurate calculation of the unsteady blade

surface pressure (or airload) distribution with high tem-

poral resolution is a necessary preposition (azimuth

resolution <0.5�). A comparison of different aerody-

namic methods, applied to the generic case of an exact

parallel BVI is published in [37] (Caradonna et al. 2000)

and provides in comparison with experimental results

the present state of the numerical simulation. However,

Fig. 17.19 Contribution of the three aeroacoustic source types thickness noise (monopole), loading noise (dipole), and HS noise

(quadrupole) to the total sound pressure waveform and comparison with wind tunnel measurement results (AH-1/OLS rotor) and

full-scale flight test results. (a) BVI impulsive noise (MAT ¼ 0.79, m ¼ 0:194, CT ¼ 0.0054); (b) HS impulsive noise (MAT ¼ 0.90,

m ¼ 0:33, CT ¼ 0.0054)
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if the blade-tip vortex (position, diameter, and strength)

is not given, like for a real rotor, then a precise rotor free

wake code with accurate modeling of the vortex roll-up

process is required in order to precisely calculate

the vortex position, BVI geometry, particularly the

blade–vortex miss-distance during the interaction, but

also the vortex strength and the vortex core diameter.

Furthermore, the potential of multiple vortex formation

on a rotor blade has to be included in the modeling

[15, 33, 147, 294]. With the refined aerodynamic and

aeroacoustic simulation codes, it will then be possible to

evaluate the effectiveness of measures for BVI noise

reduction by active rotor control (HHC, IBC, ABC) or

by blade geometry optimization [27, 228, 266].

(b) Kirchhoff Formulations. The Kirchhoff method

is based on the idea to split the flow field

into two parts. The inner nonlinear area, closely

surrounding the noise source(s), is computed by

employing a CFD field procedure, e.g., an Euler

method. The external linear sound propagation

area then be treated by linear methods. The exte-

rior envelope of the nonlinear area, called

Kirchhoff surface, can be defined as a fixed sur-

face as well as a surface rotating with the rotor.

Starting point and basic parameter for the calcula-

tion of the far field sound pressure is the time-

dependent pressure distribution effective on the

Kirchhoff surface [177, 231]. More recent

investigations [78], however indicated that the

solutions, e.g., for HS impulsive noise, are signifi-

cantly dependent on the choice of the Kirchhoff

surface. Particularly, the penetration of the surface

by shear layers or blade-tip vortices should be

avoided. Therefore, some care must be taken

when this method will be applied.

(c) Computational Aeroacoustics (CAA). Most of the

CFD methods mentioned above can be applied not

only for the near-field calculation of the transonic

flow at the rotor blade and of the unsteady pressure

distribution on the blade, but theoretically also for

computation of the far field of these parameters. In

this way, aerodynamics and acoustics will simul-

taneously be determined with the same formalism

[8, 10, 12, 158]. Due to required high temporal and

spatial resolution within the computation area,

however, the far-field calculations of sound pres-

sure today are largely restricted because of the

limited availability of adequate computer time

and storage capacity. On the present status of the

CAA methods is reported in Sect. 17.1.4.2.

17.1.4 Airframe Noise of Commercial
Aircraft

Aerodynamic noise – or flow noise – is generated by

the interaction of turbulent flow pressures with solid

boundaries. In case of an infinitely extended surface

the correspondingly generated aerodynamic noise is

called “boundary layer noise,” and represents a lower

noise limit. Turbulent flow which is shed off the edge

of a bounded surface is called “trailing edge noise.” In

contrast to “boundary layer noise” the edge noise

mechanisms is much more efficient, i.e., a relatively

larger portion of the unsteady hydrodynamic pressures

is converted into travelling acoustic pressure waves.

The same is true for aerodynamic noise which is

generated through turbulent flows impinging on solid

bodies. Accordingly, aerodynamic noise as generated

through the turbulent flow around an aircraft (“air-

frame noise”) in its landing configuration, i.e., with

deployed landing gears and flaps; it is up to about

10 dB higher compared to that for the aircraft in its

cruise configuration.

Analytical solutions for the prediction of aerody-

namic noise are available only for very simple

geometries and flow fields, such as for flat plate

trailing edge noise [123] and vortex shedding noise

from flow around cylinders. In contrast, aircraft land-

ing gears and high-lift devices represent extremely

complex structures and related aerodynamic noise

generation cannot yet be predicted by analytical

means. A comprehensive overview of the major air-

frame noise sources and the overall physical back-

ground is provided in [41]. In short terms, airframe

noise prediction methods for technical applications

can only be developed on the basis of dedicated

experiments. Until 1977, an empirical model had

been developed [86, 207] for the prediction of air-

frame noise originating from commercial aircraft.

This model is still in use, although it provides only

rough noise estimates and does not allow differentia-

tion between the contributions from the various indi-

vidual flow noise sources on an aircraft. Such

prediction models are, therefore, useless for the devel-

opment of low-noise aircraft components.
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17.1.4.1 Experimental Analysis of Flow
Noise Sources

In the recent past, both flyover noise measurements

[221, 222] and aeroacoustic wind tunnel experiments

[60, 109, 118, 218, 255, 270, 298] were performed

taking advantage of modern source localization

techniques. These tests aimed at a detailed analysis

and understanding of airframe noise source

mechanisms. As one first important result it turned

out that today’s production type aircraft landing

gears and high-lift devices feature a variety of open

cavities and holes in structural elements which are

exposed to the surrounding flow. As a consequence,

tones may be generated due to cavity resonances

which, however, could easily be avoided through an

adequate design of such airframe components. In con-

trast broadband aerodynamic noise originating from

the flow around the complex structures of landing

gears and high-lift devices is the subject of interest

and will be discussed in the following.

Aircraft Landing Gears

Landing gear structures are composed from a large

number of struts, joints, axles, and wheels/tires.

Major sources of broadband aerodynamic noise are

(1) flow separation off the different individual struc-

tural components (bluff bodies) and (2) the interaction

of turbulent wake flows from upstream components

with downstream located structural elements.

Initial experiments on idealized scale model gears

showed that the results from such tests do not

reproduce high frequency noise contributions

originating from flow around the small-scale details

of real landing gear structures. Therefore noise tests

were performed on full-scale landing gears in the

German-Dutch Wind Tunnel (Fig. 17.20) [59, 61].

These experiments revealed that today’s landing

gears represent a 3D cluster of broadband noise

sources. The effect of flow velocity on the emitted

noise level spectra can be presented on a nondimen-

sional basis, i.e., normalized sound pressure levels vs.

Strouhal number (Fig. 17.21). Since no characteristic

source dimension can be defined for a complex gear

structure, the Strouhal number is defined with the tire

diameter as a reference dimension. Sound intensities

Fig. 17.20 Schematic representation of different landing gear configurations

Fig. 17.21 Normalized 1/3-oct. band flow noise spectra for a

typical landing gear configuration and for different radiation

directions, respectively (Vref arbitrary reference speed, Sr
based on arbitrary constant reference length)
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increase according to the sixth power of flow velocity.

The noise source directivity is almost omnidirectional

except for a slight noise increase for both forward

(60�) and rear (140�) arc radiation directions. Due to

the effect of convective amplification for real flight

conditions, the forward arc radiation will, therefore,

dominate the maximum flyover noise level. For under

the wing installed gears, noise levels are affected by

the aircraft angle-of-attack through corresponding

changes of the relevant local velocity at the gears’

position. An increase in angle-of-attack results in an

increase in lift. As a result, local flow velocities

under the wing decrease and thus landing gear noise.

This installation effect is most pronounced in close

proximity to the wing.

From these findings, it is concluded that broadband

landing gear noise can be described as a superposition

of the noise contributions from a variety of individual

compact dipole sources (wavelength > strut diame-

ter) with different orientation in space. The noise

database as obtained from wind tunnel testing of dif-

ferent full-scale landing gear configurations was used

to develop a semiempirical noise prediction tool [259]

designed to account for individual noise contributions

from the major landing gear components and thus is

expected to be capable to predict the effects on noise

of changes in gear configuration. For today’s landing

gears a noise reduction potential of up to 3–4 dB can

be utilized through the protection of complex gear

structures from the flow by means of “streamlined”

fairings.

High-Lift Systems

“Handley page” (slotted) slats and flap side edges

represent the major noise sources of today’s high-lift

systems of commercial aircraft [45, 62, 269]. While

flap side edge noise is most important at high

frequencies, slat noise dominates the low to mid fre-

quency spectral levels. However, the respective noise

source mechanisms are not yet fully understood.

When the slats are deployed, a strong vortex is

generated in the rear slat cove for typical aircraft

angles-of-attack during approach flight conditions

(Fig. 17.22) [240]. This vortex is separated from the

high-speed slot flow through a free shear layer. The

latter contains and propagates flow instabilities (turbu-

lent eddies) toward the slat trailing edge where this

turbulent flow is shed off the edge.

The resulting trailing edge noise generation is con-

sidered the major slat noise source mechanism.

Trailing edge noise intensity is directly related to the

local flow turbulence kinetic energy and increases

correspondingly to the 5th power of the local flow

velocity component tangential to the wall surface and

orthogonal to the edge [123]. The effect of flow veloc-

ity V on the broadband slat trailing edge noise spec-

trum can be accounted for by a Strouhal number

Sr ¼ fl=V (Fig. 17.23) with slat chordlas characteristic

source dimension. This definition assumes that the

dimensions of typical turbulence eddies scale with

the size of the slat cove vortex and thus with the slat

geometry for the limited range of aircraft angles-

of-attack in the order of 5� for approach conditions

[57, 62, 105, 218].

Fig. 17.22 Typical flow field in the slat/wing leading edge area

for a high lift configuration [241]

Fig. 17.23 Normalized 1/3-oct. band slat noise spectra

(Handley page type slat) for different radiation directions,

respectively (Vref arbitrary reference speed, Sr based on arbitrary
constant reference length)

17 Aircraft Noise 515



As value of the exponent describing the increase of

slat noise intensity with flow velocity, about 4.5 is

adopted which is less than the theoretically determined

value of 5 for trailing edge noise. The reason for this

deviation is still a matter of discussion; one reason

might be the superposition of periodical oscillations

of the rear slat cove vortex which would cause a

corresponding modulation of the mean slat-slot mass

flow and thus an acoustic monopole type noise

contribution.

Slat noise spectra exhibit maximum levels for

Strouhal numbers around Sr ¼ 2 (when referenced to

the slat chord dimension). Quite often also tonal noise

components are observed in this Strouhal number

range which may be related to the above-mentioned

vortex oscillations [60, 237]. Broadband slat noise

peaks for rear arc radiation directions at about 130�

(90� corresponds to the direction orthogonal to the

flight trajectory). In scale model experiments often

additional tone noise phenomena are observed at

high Strouhal numbers Sr > 10. Such tones, however,

can be attributed to flow instabilities due to boundary

layer transition from laminar to turbulent conditions

at, respectively, low Reynolds numbers and, therefore,

are not likely to occur at full-scale conditions.

The noise as generated from flow around the side

edges of lifting flaps peaks at higher frequencies

(corresponding to Strouhal numbers above 40 based

on flap chord) than that noise originating from the slat.

Flap side edge noise intensity is higher compared to

slat noise when based on a unit source area. While side

edge noise sources are concentrated at the very flap

edges only, slat noise sources are distributed over the

entire wing span (line source). Therefore, the overall

aircraft high-lift noise signature is governed typically

by slat noise.

Flap side edge noise source mechanisms are not yet

fully understood [114, 115, 124, 253]. A strong edge

vortex develops at the flap side edges. This vortex is

driven by the flap surface static pressure distribution,

which inherently is related to the lift force acting on

the flap. For typical flap deflection angles of an aircraft

in landing configuration this vortex separates close to a

70% flap chord position. The virtual surface which

envelops this vortex represents a free shear layer

with embedded flow instabilities which thus rotate

around the vortex core. The development of such

edge vortex flows has been investigated both experi-

mentally and within dedicated CFD studies [230, 271].

Two potential edge noise mechanisms can be consid-

ered: (1) interaction of the vortical flow with the solid

flap surface and (2) the acceleration of vorticity in the

very vortex flow. The latter mechanism of edge noise

generation has in fact been established within initial

numerical CAA simulations (CAA ¼ Computational
Aeroacoustics) [63] (see Sect. 17.1.4.2). Noise

measurements show flap side edge noise intensities

to increase with the sixth power of flow speed. The

noise radiation directivity exhibits a complex 3D pat-

tern depending on sound frequency [29, 107].

Flap side edge noise can be reduced by means of

edge fences or absorbing edge liners [60, 106, 108,

239, 268]. However, the detailed physical effects of

such devices on the edge noise generation mechanism

are still not completely known.

17.1.4.2 Numerical Simulation of Airframe
Noise Sources

During the mid nineties of the last century, the devel-

opment of so-called CAA methods started. These

methods serve to simulate numerically the

aeroacoustic source processes and the sound propaga-

tion through media in arbitrary motion. The computa-

tion of sound is not based on the solution of an

acoustic wave equation but on the solution of the

balance equations of continuum mechanics. A view

on the noise generation mechanism of airframe noise

shows, which physical phenomena any source simula-

tion method needs to describe. The source process for

airframe noise consists in the conversion of hydrody-

namic (i.e., vorticity related) fluctuating pressure in

acoustic (i.e., propagable) pressure fluctuations at

abrupt changes in geometries as for instance trailing,

leading and side edges, steps, slots, etc. In a CAA

computation of the aeroacoustic source both the

dynamics of the vorticity fluctuations and the related

sound generation represent parts of the simulation

result. In comparison the source term of an inhomoge-

neous wave equation (e.g., Lighthill’s stress tensor as

volume source, surface pressure fluctuations as surface

source) is considered known in advance (e.g., by

modeling) along with all the vortical processes at the

noise generating geometric component. By definition

the perturbation of the medium as described by an

acoustic wave equation does not contain any vortical

(and entropic) degrees of freedom; the source term

embodies all of these. Only for comparatively simple

flows, the vortex dynamics is either known beforehand
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or could be modeled in a simple way. In case of

feedback processes as for instance self-excited oscil-

lation of cavities in tangential flow, the wave equation

approach poses principle problems because here the

vortex dynamics and hence the source term itself

depends on the acoustic signals, i.e., the (unknown)

solution.

In order to make the vortical degrees of freedom

computable with a CAA code while fully taking

into account flow effects on the sound propagation

the equations of mass Eq. (17.25), momentum

Eq. (17.26), and energy Eq. (17.27),

@r
@t

þ~v � rrþ rr �~v ¼ 0 (17.25)

r
@~v

@t
þ r~v � r~vþrp ¼ r � t$ (17.26)

@p

@t
þ~v �rpþkpr�~v¼ðk�1Þðt$ :r~v�r~qÞ (17.27)

are solved numerically to determine the field variables

densityr, velocity ~v and pressurep in a similar way as

in the methods for numerical aerodynamics (CFD). In

these equations kdenotes the isentropic exponent, t$ is

the viscous stress tensor, ~q represents the heat flux, a

dot denotes a simple contraction, and a column

denotes a double contraction (scalar product and dou-

ble scalar product).

In CAA methods, the domain which is occupied by

the (flowing) acoustic medium is covered by a compu-

tation grid, whose intersection points or nodes define

the locations at which the field variables are

represented (discretization of continuum). Various

such discretization schemes have been developed

[6, 38, 46, 165, 282, 284, 302], of which the finite

difference DRP scheme (DRP ¼ Dispersion Relation

Preserving) of Tam and Webb [284] or Tam and Shen

[282], respectively, has become quite popular. The

highly accurate formulation of numerical boundary
conditions at geometries and artificial free field

boundaries of the computation domain are of particu-

lar significance for CAA simulations. Artificial

reflexions of sound signals must be avoided [125,

279, 280]. The first three “NASA CAA-Workshops

on Benchmark Problems” [42, 116, 281] show the

accuracy and efficiency of various CAA schemes.

In the course of a CAA simulation, the distribution

of field variables is advanced from an initial state at

time t ¼ t0 by successive time incrementsDt with a

highly accurate time integration scheme (e.g., fourth

order Runge–Kutta scheme RK4 or modifications with

minimum dispersion error [126]). At the end of the

simulation the variables are available at discrete points

in time tn ¼ t0 þ nDt. In spite of all the conceptual

similarity to the established CFD methods, the

schemes implemented in CAA methods are different

in two respects, which are of essential importance for

aeroacoustics: a) high spectral fidelity (global approx-
imation) and b) high consistency order (local approxi-

mation). A high spectral fidelity ensures for a given

resolution of a wave (number of points per wave-

length, PPW), the best numerical representation of its

dynamics. A high consistency order (typically 
4 in

contrast to 2 for CFD) is necessary to adequately

represent strong gradients of the flow field (boundary

layers, flow separation zones . . .) employing as low a

resolution as possible.

Even with such methods for realistic technical

problems (usually associated with high flow Reynolds

numbers) a complete solution of Eqs. (17.25)–(17.27)

while resolving temporally and spatially, all turbu-

lence scales does not seem feasible for the foreseeable

future. The requirement on computer storage and com-

putation time even on today’s high performance

computers would be orders of magnitudes too high.

For this reason, CAA methods are often used for the

simulation of perturbations g0ðt;~xÞ ¼ ½r0;~v0; p0�about
the time averaged flow field g0ð~xÞ ¼ ½r0;~v0; p0� only.
The steady mean flow g0ð~xÞ is usually taken from a

CFD simulation and contains all time averaged effects

of viscosity and (if a suitable turbulence model is

used) the turbulence eddy viscosity. The flow

variables gðt;~xÞ ¼ g0ð~xÞ þ g0ðt;~xÞ are represented as

mean flow plus perturbation and are substituted in Eqs.

(17.25)–(17.27) resulting in a nonlinear equation sys-

tem for the perturbations.

For many technical applications as for instance

airframe noise, the presence of acoustic boundary

layers is of minor importance such that the viscous

terms may be neglected in the perturbation equations

(inviscid perturbation dynamics). If only linear terms

in the perturbation variables are retained, the pertur-

bation equations are called linearized Euler equations

(LEE). In the LEE, the kinematic effects of the mean

flow on the sound propagation are accounted for as
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well as the dynamics of linear (i.e., weak) vorticity

perturbations (e.g., unstable shear layer waves) and

feedback phenomena of the perturbations onto them-

selves with and without the influence of surface

boundaries. Based on the LEE the mechanisms of the

noise generation at the side edge of a Flowler flap
(although reduced to a generic case) were simulated

for the first time in 1999 [63].

Since due to the multiscale nature of turbulence, the

direct numerical prediction of technical airframe noise

is currently not feasible, it is reasonable for CAA

simulations to use a model for the excitation of
perturbations. In contrast to aeroacoustic source

terms of wave equations which have to be modeled

in the complete source domain accounting for the

detailed vorticity dynamics here only the excitation

of the vorticity perturbations is modeled. Their very

dynamics being the origin of the generation of air-

frame noise is then part of the numerical simulation.

Several such models for the excitation of perturbations

were developed [11, 257]. Depending on the purpose

of the CAA simulation, often it is sufficient to intro-

duce vorticity perturbations into the mean flow g0 only

upstream of the source domain. Given the mean flow,

the vorticity perturbation is carried into the source

domain and generates sound by interacting with

flow gradients and changes in the geometry [63, 101,

257, 302].

In contrast to the technically relevant airframe

noise source at abrupt changes of the geometry, the

sound generation in quasihomogeneous subsonic tur-

bulent flows (e.g., free shear layers, free jet flows,

turbulence in attached weakly curved boundary layers)

cannot be simulated on the basis of the linearized

equations, because the turbulence self-noise is

governed by nonlinear dynamics.

As an example for the numerical simulation of

airframe noise solving the LEE, Fig. 17.24 shows the

3D sound generation at airfoils (spanwise directionz,

streamwise direction x) upon interaction with a 3D test

vortex which was seeded upstream of the airfoil’s

leading edge [101] representing a perturbed

freestream. The acoustic response p0ðtÞ to the vortex

is recorded at virtual microphone positions on a circle

around the airfoil’s nose in the planez ¼ 0. Then p0ðtÞ
is Fourier transformed and compared for various air-

foil thicknesses. The simulation confirms the property

of thick airfoils to convert freestream vorticity

perturbations less efficiently into sound as thin airfoils.

This result quantifies how much less noise thick

airfoils produce compared to thin airfoils subject to

the same turbulent freestream (see also [102]). By

means of the nonlinear perturbation equations it is

possible to verify that even strong, say some 20%

perturbations of the freestream velocity in the above-

mentioned airfoil study changes the acoustic result

Fig. 17.24 Acoustics response of airfoils of various thicknesses for frontal interaction with 3D test vortex in Mach-0.5 flow. Initial

perturbation velocity distribution ~v0=a1 ¼ e � ðx;�y; 0Þexp½�ðx2 þ y2 þ z2Þ=c2 � ln2� far upstream of airfoil, e � 1, c ¼ l=10, l-
airfoil chord length. Sound pressurep̂ðSrÞ=j~v0maxjreferenced to freefield impedance as function of Strouhal number

Sr ¼ f � l=U1withf -frequency evaluated for band width DSr ¼ 0:2
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only slightly. In the context of an analytical investiga-

tion of the generation of trailing edge noise of a plate

Ffowcs-Williams and Hall [83] emphasized the domi-

nant role of the linear components of the source term.

These findings are confirmed in numerical computa-

tions, which are as well based on linear source terms

[216]. As one of the potential uses of CAA for the

prediction of aerodynamically generated sound the

exemplary mentioned “vortex test” may serve as a

design tool for geometry components with minimum

airframe noise.

17.2 Noise Impact

17.2.1 Single Noise Events

If an aircraft passes an observer located at a point P,
the sound level L recorded at P is a function of time

t, as shown schematically in Fig. 17.25. The level-

time-history L(t) can be characterized by two

parameters: the maximum sound level Lmax and the

noise durationt. For aircraft noise, the level L is usu-

ally expressed as an A-weighted sound pressure level

LA, measured with time weighting SLOW, or as a PNL

(which is denoted as PNLT in case that it includes a

tone correction). For the noise duration t , there are

two common definitions:

• The so-called “10 dB-downtime,” t10, where L(t) is
at most 10 dB below the maximum level Lmax (see

Fig. 17.25)

• The “effective duration,” teff, which is defined by

the equation

teff � 10Lmax=10 ¼
Z 1

�1
10LðtÞ=10dt: (17.28)

In practice, a finite integration interval is chosen,

usually the interval t10. According to ISO 3891 [140]

and DIN 45643 [47], the approximate relationship teff
¼ t10/2 can be used.

Both parameters, Lmax and t, are often combined to

a “single event noise level“ LE:

LE ¼ Lmax þ k � lg t=trefð Þ: (17.29)

Examples for the most common single event noise

levels can be found in Table 17.4.

17.2.2 Dependence of the Parameters
Describing a Single Noise Event
on Distance to Observer
and Aircraft Speed

An approximate dependence of the parameters Lmax

and t on the perpendicular distance d to the observer

(usually called “slant distance” or “distance of closest

approach,” see Fig. 17.26) and on the aircraft speed V

can be derived using the following simplifying

approach:

10LðtÞ=10 ¼ A

r2
e�2ar � sin2y: (17.30)

The constant A depends – for a particular aircraft

type – on the actual engine power setting. The distance

Level L

Time t

Lmax

t10

10 dB teff

Fig. 17.25 Schematic noise

level-time history for an

aircraft fly-by
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r between aircraft and observer location as well as the

radiation angle y (see Fig. 17.26) have to be set for the
retarded time t0 ¼ t� r t0ð Þ=a0 (where a0 is the speed

of sound). The absorption constant a has a value of

about 5 � 10�4 m�1 for frequencies close to

1,000 Hz. This frequency range is dominant for the

estimation of LA and PNL. The term sin2y describes a

simplified directional characteristic. Following this

approach yields the maximum sound level as [184]:

Lmax ¼ L1 � 20 lg
d

d1

� �
� 8:69aðd � d1Þ; (17.31)

where L1 is the maximum sound level for a reference

distance d1. The characteristic noise durations then

become

t10 ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
20

p � 1
p

� dV ¼ 2:94 d
V

teff ¼ p
2

d
V ¼ 1:57 d

V

)
for ad � 1;

t10 ¼ 2
ffiffiffiffiffiffiffiffiffiffi
ln 10

p
1
V

ffiffi
d
a

q
¼ 3:03 1

V

ffiffi
d
a

q
teff ¼

ffiffiffi
p

p
1
V

ffiffi
d
a

q
¼ 1:77 1

V

ffiffi
d
a

q
9>=
>; for ad � 1:

(17.32)

The overall relationship t10 (d, V) can be expressed

in good approximation by the equation

t10 ¼ 2:94ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:939ad

p � d
V
: (17.33)

It may be noticed that the effective duration teff is

estimated for the whole integration interval (�1,1).

Integrating only over the 10 dB-downtime t10 yields

(in case of moderate distances) t10 ¼ 2.04�teff. This
confirms the approximate relationship teff ¼ t10/2 given

in the previous section.

17.2.3 Aircraft Noise Calculation
Procedures

The noise around airports can be estimated by mea-

surement as well as by calculation. However in case of

forecasted air traffic scenarios (e.g., for planned

airports) the calculation remains as the only available

tool. So different national and international aircraft

noise calculation procedures have been developed

within the last decades. Examples are the German

“Anleitung zur Berechnung von L€armschutzbereichen

nach dem Gesetz zum Schutz gegen Flugl€arm – AzB”

[36] or the integrated noise model (INM) [91, 104],

which was developed by the US Federal Aviation

Administration (FAA).

Aircraft noise prediction procedures are a combina-

tion of a calculation algorithm (sometimes called

the “noise engine” and a corresponding database,

consisting of acoustic as well as of operational

datasets. These datasets can be defined for particular

aircraft types or for aircraft categories (usually a result

of grouping aircraft of same size and/or noise emis-

sion). The specific structure of the database depends

on the calculation algorithm and – in some cases – on

the specific field of application for which the predic-

tion procedure is designed for (e.g., forecasting or

calculation of past scenarios, where the air traffic can

be described much more exactly).

To perform an aircraft noise study, any aircraft

noise calculation procedure needs a description of

the airport and its air traffic as the basic input. The

first outlines the airport geometry (i.e., runways loca-

tion, shape of approach, and departure tracks), the

latter lists the aircraft operating within a defined refer-

ence time period to the particular flight tracks.

 

d
r

θ

Fig. 17.26 Level fly-by of an aircraft F passing the observer

location P in a distance d

Table 17.4 Examples of single event noise levels LE with the

corresponding parameter values according to Eq. (17.29). The

Single Event Exposure Level LAX is also designated as Sound

Exposure Level LAE [202]

Single event noise level LE k Lmax t tref

Effective Perceived Noise

Level EPNL[134, 140]
10 PNLT teff 10 s

Single Event Exposure

Level LAX[47, 140]
10 LAS teff 1 s

Single Event Level LAZ [47] 13.3 LAS t10 20 s
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For most of the “conventional” aircraft noise

procedures (i.e., for those used in broad practice), an

acoustical data set consists of tables where maximum

as well as single event noise level data are stored as

functions of the slant distance d for different engine

power settings P (so-called “noise-power-distance or

NPD data”). A flight operational dataset is a more or

less exact description of an aircraft’s real flight path by

a series of straight segments. At the endpoint of each

segment, flight altitude and flight speed as well as the

engine power are defined (see Fig. 17.27), hence

describing the vertical shape of the flight trajectory.

The projection of this trajectory onto the horizontal

plane then is matched a flight track, which is usually

described by a series of straight segments and circular

arcs. The effect of a lateral flight track spreading can

be modeled defining a swathe of subtracks building a

flight corridor around the idealized backbone track.

Based on this information, the geometry between

aircraft and observer location is known and the maxi-

mum and single event noise levels can be estimated by

a sound propagation calculation. All conventional cal-

culation procedures account at least for the following

propagation effects:

(a) Geometric spreading of spherical waves (6 dB per

doubling of distance)

(b) Atmospheric attenuation (under standardized

atmospheric conditions)

(c) Excess attenuation E(d) of over-ground sound

propagation

The directional characteristic of the emitted sound

is usually taken into account implicitly in the NPD

tables. For single event noise levels, these tables are

normalized to an idealized fly-by performed on a hori-

zontal flight path of infinite length with a defined

reference speed. Effects of different aircraft speed as

well as of flight-path segments of finite length are

taken into account by suitable correction terms.

The German AzB procedure is differing from this

scheme in so far as maximum level Lmax and noise

duration t10 are calculated separately:

Lmax ¼ LðdÞ � cðbÞ � EðdÞ þ ZðsÞ (17.34)

t10 ¼ a � d
VðsÞ þ d

b

: (17.35)

The maximum level, Lmax, is calculated from a

reference sound spectrum. For each aircraft category

in the AzB, such a spectrum is defined for departure as

well as for approach. L(d) includes the effects of

geometric spreading and atmospheric absorption. The

term c(b) equals 0 for an elevation angle b (between

aircraft and observer) above 15�. With decreasing sinb
c(b) increases to 1 for b¼0�, hence describing in

full overground excess attenuation E(d). Changes

in engine power setting are modeled by an additive

correction Z(s), s being the coordinate along the

flight-path projection into the horizontal plane

(see Fig. 17.27). The coefficients a and b [s] in

Eq. (17.35) are depending on the particular aircraft

category (see Sect. 17.2.2).

Since many years all these conventional calculation

procedures have been proven in practice. However, it

P1
P2
P3

P4

Propagation distance d

Parameter:
Engine power P

Le
ve

l 
L

Distance from brake release σ0

Aircraft altitude h
Aircraft speed V

Engine power P

Fig. 17.27 Databases for aircraft noise calculation procedures: Level versus distance tables for different engine powers (NPD-

tables) on the left, aircraft performance data (for a departure) on the right
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must be remembered that they are based on a set of

simplifying assumptions concerning modeling flight

path, directional characteristic of the source, and prop-

agation effects. A different approach is the use of

simulation procedures, which are based on a

discretization of the flight path and a more exact

description of the sound emission characteristics

of the aircraft. The use of simulation procedures

allows to calculate a level-time-history at the observer

location which – in the ideal case – is as close as

possible to a measured time shape. Based on this

level-time-history, the characteristic noise related

parameters can be derived (see Fig. 17.25).

Although already existing [137, 223] simulation

procedures are not implemented in broad practice.

This is mainly related to the fact that these proce-

dures require very detailed input data which in prac-

tice are not available in the necessary amount. Current

“best practice models” are based on the segmentation

technique described in [67]. Further information on

aircraft noise calculation can be found in [138].

Currently, international (and especially European)

activities are dealing with the harmonization of air-

craft noise calculation procedures and that of the

corresponding databases.

17.3 Assessment of Aircraft Noise

One intention of actual noise related research

activities is the harmonized assessment and manage-

ment of different kinds of transportional and indus-

trial noise (ISO [141], DIN [50], EU [40, 66]). This is

a special topic of interest in cases where noise com-

bined from different sources has to be assessed. It

must be noticed that the reliability of such universal

noise descriptors is limited: noises of equal loudness,

but from different sources, usually result in different

degrees of annoyance (e.g., “railway bonus,” see

Sects. 5.4.2.1 and 16.2.4.1). Nevertheless such noise

descriptors provide a practical approach, necessary

especially as a basis for land-use planning and noise

legislation (DIN 18005 [48], EU [66]). However, the

problem of a common assessment of noise from dif-

ferent sources is currently not solved yet in a satis-

factory way.

Due to the very special character of aircraft noise, a

lot of different specific aircraft noise descriptors are

used in practice since several decades; field of appli-

cation of these descriptors are situations where aircraft

noise is the dominating source, or cases where legal

reasons or aspects of land-use planning require a sep-

arate assessment of aircraft noise.

The world-wide most frequently used noise

descriptors can be expressed as a weighted equivalent

continuous sound level Leq,w :

Leq;w ¼ k � lg tref
T

XN
i¼1

gi � 10LE;i=k
" #

þ C: (17.36)

The summation is performed over all noise events

occurring at the observer location during the reference

time period T. LE,i is the single event noise level of the

ith noise, tref is the reference noise duration used for

the definition of LE (see Sect. 17.2.1), and gi is a

weighting factor depending on the time of day. The

“trade-off factor” k usually equals to 10 (“energetic”

summation). C is a normalizing constant. Examples of

common derivates of weighted equivalent continuous

sound levels are discussed below (see also Table 17.5):

(a) The equivalent continuous sound level Leq(4)
according to the German Air Traffic Noise Act

[35], sometimes denoted as “St€orindex,” has to

be calculated for two cases A and B with different

weighting factors gi (see Table 17.5). The Leq(4) is

Table 17.5 Example of weighted equivalent continuous noise levels Leq,w and the corresponding parameter values according to

Eq. (17.36)

gi for time of day period from

Leq,w LE,i k C 6–7 h 7–19 h 19–22 h 22–6 h

Leq(4)�A LAZ 13.3 0 1.5 1.5 1.5 0

Leq(4)�B 1 1 1 5

LDN LAX 10 0 10 1 1 10

LDEN LAX 10 0 10 1 3.162 10

NEF EPNL 10 �48.63 16.67 1 1 16.67
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the maximum of both values. Reference time

period is the 6 busiest months of a year.

(b) The “Day–Night Average Sound Level” LDN
[135] is probably the word-wide mostly used air-

craft noise descriptor. In most cases the reference

time period is 1 year.

(c) The “Day–Evening–Night Sound Level” LDEN
[135] is a modification of the LDN, accounting for

the additional noise sensitivity during the three

evening hours from 19–22 h by a level offset of

5 dB. This is equivalent to a weighting factor gi of

3.162. In practice the LDEN is normalized to an

average 24 h day – the corresponding reference

time period is not explicitly defined.

(d) The “noise exposure forecast” (NEF) [135] is

based upon the tone-corrected PNL. This descrip-

tor is used in Australia and partly also in the USA.

The reference time period is usually 1 year.

During the process of harmonization of the Euro-

pean noise policy, the European Commission has pre-

scribed a modified Day–Evening–Night Sound Level

LDEN as the harmonized descriptor for all kinds of

transportation noise [66]. This LDEN uses in the same

weighting factors as the LDEN defined by the ICAO,

but is based on a division of the whole day into 16 h for

daytime, 4 h for the evening, and 8 h for the night

period. The exact definition of these three time slices

is free for each member state.

The choice of the trade-off factor k ¼ 13.3 for

the German Air Traffic Noise Act was based on the

assumption, that halving the noise duration or the num-

ber of noise events is – with respect to annoyance –

equivalent to a decrease of the maximum sound level

by q ¼ 4 dB (q usually denotes the halving parame-

ter). This special choice was derived from a laboratory

study performed by K.D. Kryter und K.S. Pearsons

[160] and from a field study performed by A.C.

McKennell [190]. However, the energetic averaging

(k ¼ 10) has been established as the standard proce-

dure, as well as the use of the A-weighting as the

standard frequency weighting for aircraft noise.

Relationships for the approximate conversion between

different aircraft noise descriptors can be found in

[138, 185].

It is often criticized that (weighted) equivalent con-

tinuous noise levels are not describing a noise situation

in an adequate way, e.g., the frequency of the noise

events N/T tends to be small. However, results of noise

effect studies – which have to be the basis for a

suitably modified noise descriptor – are not easy to

obtain. Current approaches (e.g., DIN 4109 [49])

where an averaged maximum sound level is proposed)

are developed more or less ad hoc. It has to be noted

that any modified assessment procedure should at least

fulfill the condition that the corresponding modified

noise descriptor will change steadily to the value of the

unmodified descriptor with an increasing number of

noise events.

A serious problem is the assessment of nocturnal

aircraft noise: wake-up reactions are a fundamental

aspect of the disturbances produced by aircraft noise

during the night. Such reactions are usually correlated

with maximum sound levels. Hence it is questionable

whether equivalent noise levels may serve as suitable

descriptors for the assessment of nocturnal aircraft

noise. So in practice sometimes so-called NAT criteria

(NAT ¼ number above threshold) are used. Such a

criterion is defined by the number of excesses of a

defined maximum level within a reference time

period. A NAT criterion commonly used in Germany

was introduced by Jansen [146]. A different approach

which is also recently developed in Germany [13] is

based on a dose–response relationship between the

maximum sound level and the probability for a

wake-up reaction induced by aircraft noise.

17.4 Sonic Boom

17.4.1 Definition and Description

Pressure waves caused by flying aircraft propagate in

all directions approximately at the local speed of

sound. When the aircraft itself flies faster than the

speed of sound, the sonic waves are confined within

a nearly conical region that is dragged behind the

aircraft. In a linear approach, this cone is called

Mach cone with a half angle sin a ¼ M�1, the Mach

number M is the flight speed of the aircraft measured

in units of the local speed of sound. The supersonic

flow around the aircraft is caused by the thickness

(displacement) and the weight (lift) of the plane, it

consists mainly of systems of compression waves

which originate from the leading edges and trailing

edges of fuselage and wings. The compression waves

are separated by expansion waves. As the later
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compression waves from the leading edges are some-

what faster than the first one and the former compres-

sion waves from the trailing edges are somewhat

slower than the last one due to nonlinear effects, the

compression waves merge with increasing distance

from the aircraft, Fig. 17.28, and result in a sudden

increase of pressure at the front as well as at the end of

the system of pressure waves [224]. These pressure

jumps are called shock waves. Since the shock waves

are generated during the entire supersonic flight they

usually propagate down to the ground along rays,

normal to the Mach cone. Depending on the character

of the ground, they are reflected more or less diffu-

sively. The total system of the incoming and the

reflected waves is perceived as sonic boom (sonic

bang). A schematic profile of the pressure signature

of a sonic boom caused by an aircraft flying at constant

speed and constant altitude is displayed in Figs. 17.28

and 17.29.

The profile starts with a sudden pressure increase

within the rise time t defined as the interval between

the onset of the jump and its peak value Dp ¼ Dpmax.

Then the pressure decreases more or less steadily to

negative values ahead of the tail wave behind which

the pressure jumps back to the ambient pressure. The

time interval between the onsets of both jumps is

called “length” of the sonic boom. Small variations

of the signature shown are mainly attributed to atmo-

spheric inhomogeneities (wind turbulence, tem-

perature fluctuations). These variations can result in

so-called spiky or rounded signatures. The ideal pres-

sure signature is called N-wave because of its shape

similar to the capital letter N.

For future generations of supersonic aircrafts there

are theoretical designs that do appear to generate modi-

fied pressure signatures at the ground where either the

peak pressure is reduced compared to the one of an

ordinary N-wave or that part of the pressure jump with

Fig. 17.28 Pressure profile

of a sonic boom at the ground

surface as a function of time

Δp Δp

t t

Fig. 17.29 Ideal minimized

pressure profiles at the ground

for projected aircraft

(continuos line) und for

present ones (dashed line)
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the sudden pressure increase is reduced. Unfortu-

nately, the aerodynamic drag of such projected

aircrafts would be larger than the one of aircrafts like

the Concorde [44] – at least accotrding to the present

state of knowledge.

The pressure signature of a boom generated by a

single aircraft at constant flight velocity and altitude

still can vary rapidly along the flight path, in fact the

recorded shape can change from a spiky form to a

rounded one along a distance of less than 100 m.

With it also the rise time and the peak pressure vary

considerably [164, 178]. Typical values for t can vary

between 1 ms and 30 ms and for Dt between 100 ms

and 400 ms. Due to the separation between the bow

shock and the tail shock in time, the sonic boom

usually is experienced outdoor as a double boom.

Nevertheless, reflection of the boom at the ground

and at buildings and scattering by inhomogeneities in

the atmosphere (clouds, wind turbulence, temperature

variations) can entangle the shock waves so that they

are experienced on the ground as a mainly deep rum-

ble even at constant flight conditions. Indoor, the sonic

boom often is heard as a single deep bang.

17.4.2 Explanation of Characterizing
Quantities of a Sonic Boom

The peak pressure is the most important parameter

characterizing a sonic boom – especially with respect

to outdoor auditory experiments on human behavioral

response to sonic booms. Effects of booms on

buildings and structural materials correlate probably

better with the characteristic pressure Dpc ¼ 4I=Dt;

hereIbeing the maximum of the indefinite pressure

pulse integral
R t
0
pdt. In the case of an ideal N-wave

with zero rise time, Dpmax equals Dpc.
When an aircraft flies at constant supersonic speed

and constant altitude, Dpmax depends on the weight

(lift), the shape (drag), and the Mach number of the

plane. Typical values for aircraft like the Concorde are

summarized in Fig. 17.30.

The dependence becomes more complex when the

aircraft accelerates, maneuvers, or passes into a nose

dive. In all these cases, Dpmax increases by focusing.

However, in the case of civil supersonic transport,

only the acceleration from subsonic to supersonic

velocities is relevant, where peak pressures double or

quadruple the normal ones along a distance of few

hundred meters and roughly 200 km after take-off.

The length between the bow and the back shock

increases mainly with the length of the aircraft, in

addition slowly with flight altitude [224].

Measured rise times (see above) are often larger

than those predicted by theories of plane shock waves

even when viscosity and heat conduction are taken

into account. Of crucial importance seems to be the

increasing air density along the downward propaga-

tion of the boom [169] and the wind turbulence in the

lower atmosphere [164, 172, 178]. Additionally, the

rise time is also affected by focusing of the boom due

to atmospheric gradients of the temperature and the

wind, due to flight maneuvers, and by relaxation

effects (N2 and O2) which depend very much on the

vapor content of the air [220].

Furthermore, it is important to mention that the

experimentally recorded signature as well as the theo-

retically predicted one of a focused sonic boom is
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shaped very much like the capital letter U but no longer

like the letter N. Additional information concerning

focusing can be found in [64, 103, 214, 292].

Additional amplifications of the peak pressure can

be attributed to reflections from the roughness of the

ground and from buildings, e.g., by a factor of 3 within

three-dimensional corners. However, these effects are

of very local importance only.

A more precise characterization of a sonic boom is

obtained from the energy spectrum of its pressure

signature. A spectrum typical for the case of an N-

wave with finite rise time is displayed in Fig. 17.31.

The energy density (per Hz) has its maximum at the

rather low frequency of 0:55Dt�1. That can be impor-

tant to excite vibrations of buildings and of the ground.

The high frequency contributions are mainly attributed

to the rise time (bent of the envelope of the spectrum).

These frequencies are of crucial importance to the

loudness of the sonic boom and its startling effects.

17.4.3 Boom Carpet

Pressure waves causing the sonic boom are generated

continuously during the entire time of the supersonic

flight. Hence the double cone of the front and tail shocks

traces out a path on the ground where the boom is heard.

This area is called “boom carpet.” The size of this carpet

depends on the size of the aircraft, its flight path, and on

atmospheric conditions. Since the speed of sound

increases with increasing temperature near the ground,

the rays along which shock waves propagate are bent

away from the ground and, hence, reduce the ground

area exposed to the sonic boom, Fig. 17.32. This lateral

extension can be 100 km wide, Fig. 17.33.

The width of the carpet grows with the velocity and

the altitude of the aircraft. An additional result of

refraction effects occurs. When flying in the strato-

sphere with M � 1.15, the boom is refracted by the

atmosphere and does not reach the ground.

Fig. 17.31 Example of the

spectral energy density of a

sonic boom [148].

Dt ¼ 350 ms, t ¼ 8 ms

Fig. 17.32 The paths of rays

along which the sonic boom

propagates bent by refraction

in the atmosphere (geometric

acoustics)
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A comprehensive survey of a boom carpet is

displayed in Fig. 17.34. Here especially the area of

focusing is pointed out. It occurs when the carpet

reaches the ground first; it is horseshoe shaped; it

extends along the centreline of the carpet is

30–100 m; and it reduces to zero at the borders of

the carpet. Here the lateral extension of the boom

carpet is approximately 25–35 km. The peak pressure

values at the centre line can be read qualitatively from

Fig. 17.34, at the border of the carpet these values are

essentially smaller. New experiments indicate that

these values may even be lower.

As the precise location of the horseshoe-shaped

area cannot be predicted in the case of real flights –

for civil supersonic transport it is uncertain by � 6 km –

the risk of high peak pressures exists for a rather large

area.

Finally, even originally upwards propagating shock

waves can be refracted downward to form a secondary

boom carpet at a larger distance from the main boom

carpet. Fortunately, here the peak pressure is much

smaller than the peak pressure along the original car-

pet. Hence, any adverse human responses in this area

are not expected.

The physical properties of a sonic boom should be

measured and described in accordance with the norm

ISO 2249 [139].

17.4.4 Effects of Sonic Booms on Human
Beings

Based on many different studies and experiences,

especially with stronger booms caused by explosions

and artillery barrages, it seems to be very unlikely that

sonic booms generated by civil supersonic transport

will cause any hearing loss. However, strong startling

response and psychological and physiological

sequelae (impact on breathing, heart function, or mus-

cle tension) are expected.

Fig. 17.33 Width of boom

carpet [153] for standard

atmosphere [291] at sea level,

wind effects neglected

Fig. 17.34 Boom carpet

(qualitatively) [235]
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17.4.4.1 Loudness of Sonic Boom
In the literature, there are different methods of

evaluating the loudness L of a single sonic boom.

They are usually based on the energy spectrum of the

sonic boom, but the different methods do not yield

exactly the same results. In [187] a simplified method

is proposed:

L¼ 79þ lg
Dpmax

Pa

� �
�12:5lg

t
ms

� �� �
phon: (17.37)

From this estimate, one sees that the loudness will

increase with increasing peak pressure or decreasing

rise time. It does not depend on the signature length.

Newer additional results on the dependence of the

subjectively assessed loudness upon Dpmax and t are

discussed in [204]. Admittedly, the description

Eq. (17.37) has to be handled with care as often

Dpmax and t cannot be determined very precisely.

Even though it is emphasized in [148, 306] that only

the energy spectrum should be applicable for the eval-

uation of loudness, it is shown in [215] that the rise

time and the peak pressure can vary considerably for a

single energy spectrum by means of phase scrambling

of the Fourier components of the pressure profile

attributed to atmospheric turbulence.

Subjective ratings of the loudness of N-waves in

laboratory tests indicate a reasonably good agreement

with calculated loudness at least when the peak pres-

sure varies between 40 Pa and 115 Pa. Nevertheless,

one has to realize – generally speaking – that it is still

an open question which method (loudness, PNL, or A-

rated sound level) correlates best with the annoyance

due to sonic booms. In the US modified C-rated sound

pressure levels are used for explosions and sonic

booms [248].

17.4.4.2 Annoyance of Sonic Booms
If regular civil supersonic transport (SST) were to

occur, people below flight paths will be exposed to

several sonic booms per day. The annoyance by series

of booms has been investigated experimentally in

comparison with the annoyance caused by subsonic

flights as well as absolutely. In the probably most

significant investigation [210] test persons were

subjected to outdoor sonic booms of different peak

pressures, Dpmax. They had to decide whether they

would accept 10–15 booms per day of a given peak

overpressure during day time and the evening (but not

at night). Booms of Dpmax ¼ 36 Pawere accepted by

all test persons, about 60% still accepted booms of

Dpmax ¼ 100 Pa (some kind of average of former SST

like Concorde), but no one accepted booms of

Dpmax ¼ 172 Pa. Similar results with respect to the

acceptability of sonic booms were obtained during

tests in Oklahoma City in 1964 when people were

exposed at daytime to eight booms per day over a

period of 6 months. Here the peak pressures were

somewhat lower, i.e., 75–100 Pa [119]. These and

additional tests made governments to take legal

actions in order to ban civil supersonic transport on

their territories [176, 252]. Over the territory of the

Federal Republic of Germany, military supersonic

flights are allowed with some restrictions, there are

no restrictions for flights above 15,000 m [175].

Initial stages concerning a theoretical estimation of

the annoyance by series of sonic booms within a given

time – for instance during a day – were presented by

different authors [186, 304]. In the US, a rating called

“composite noise rating” (CNR) is used which is based

on the perceived noise level (PNdB) assigned to sonic

booms [159, 160]:

CNR ¼ PNdB� 12þ 10 lgN; (17.38)

N is the number of flights at daytime.

The issue of sleep disturbance or startling response

is discussed in [236, 241, 289]. An epidemiological

study on long-term effects by sonic booms caused by

military aircrafts is described in [5].

17.4.5 Effects of Sonic Booms on Animals

Sonic boom cause mainly startling response on

animals – especially on flocks of animals – e.g., sud-

den shying or hasty run-away with corresponding

consequences. Newer investigations [232] indicate

that also hearing losses may occur in the cases of

very intense exposure to sonic booms (Dpmax ¼
200 Pa, Dt ¼ 200 ms, t ¼ 10 ms). Further results

can be found in the survey [235] and the

bibliographies [96, 211]. Possibly adverse response

to noise by very sound sensitive sea animals, e.g.,

whales swimming close to the ocean surface could

neither be proved nor be excluded completely.
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It is known that sonic booms can penetrate through

the ocean surface when the Mach angle of the Mach

cone is smaller than 13:1�ðM > 4:4Þ. In the ocean, the
peak pressure of a sonic boom decays exponentially

with increasing depth [261].

17.4.6 Effects of Sonic Booms on Buildings
and on the Ground

Effects of sonic booms on buildings depend on the

properties of the building and its building materials

beside the actual pressure signature of a boom. The

number of not well-known parameters makes it diffi-

cult to predict the damage caused by a particular

supersonic flight on a single building. Hence, only

some kind of averaged total damages along a flight

path can realistically be estimated. With reference to

[156, 235], the following can be stated: Effects on

load-bearing parts of a building are negligibly small

in the case of flights at constant altitude and constant

speed. There are small risks of breakage glass when

their strength is below the norm or when they were

mounted unprofessionally, i.e., mounted with preload.

The sonic boom can only trigger other failures – the

fall off of jointing from pantiles or the cracking of

plaster – when these parts are already endangered by

strong winds. There is no fear of damage to sound

plaster and stucco. Measured accelerations of

vibrations in buildings and structural components indi-

cate that slamming doors causes accelerations of the

same order of magnitude. However, when sonic

booms occur frequently and have an effect on

buildings extending over years then the lifetime of

structural components can possibly be reduced. With

respect to further results it is referred to the literature

survey [212]. Effects on other aircrafts – including on

full size gliders – are not expected neither in the air nor

on the ground as they are designed to withstand much

larger dynamical loads than those caused by sonic

booms. The same is valid for ships.

Vibration velocities of grounds of different

properties that are exposed to sonic booms with

Dpmax between 24 and 240 Pa [235] add up to

5 � 10�5 m/s to 5 � 10�4 m/s (corresponding

velocities caused by foot steps of a person weighing

90 kg are 10�4 m/s). These induced velocities are

confined to a very thin layer of the ground surface

and they are by two orders of magnitude smaller than

the legal limit for blastings fixed by the US Bureau of

Mines. Hence, considerable effects are hardly to be

expected [14, 23]. Triggering of avalanches could not

be observed in experiments with 18 sonic booms and

peak pressures up to 500 Pa [235]. Nevertheless, it

cannot completely be excluded that the onset of slid-

ing of unstable masses of mud or snow can be trig-

gered by sonic booms.

17.4.7 Bibliographies

The bibliography [130] contains 519 papers on

measurements, prediction, propagation, and simula-

tion of sonic booms, in addition, on their effects on

human beings, animals, buildings, and ground. The

bibliographies [96, 211, 212] concentrate on the

effects of sonic booms on life and buildings.
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Construction Noise 18
Achim B€ohm, Olaf-Tobias Strachotta, and Volker Irmer

18.1 Introduction

Construction is, as one of the more meaningful tasks of

mankind, indeed of a positive nature. With the growth

of the world population (approximately 2 billion in

1950 to already 6 billion in 2000), construction

activities will increase as well and so will the number

of persons being affected by noise and vibration.

Construction sites of all kinds are, in contrast to

stationary installations, time limited and thus not subject

to licensing. In the list of complaints by European

authorities however, complaints about noise and vibra-

tion range from third to sixth place. In areas of high

population, the violations of exposure limits are particu-

larly high. Noise induced hearing loss still is the number

one occupational disease among construction workers.

Approximately 25% of all pensions paid to occupational

diseases are paid in the construction industry.

Therefore, reducing the emission of construction

noise remains important in the future. All limitations of

construction equipment noise emission and, especially,

the timely limitation of construction activities are trou-

blesome, expensive and, at this point of time, sometimes

not even realizable for construction companies. There-

fore, it is necessary to strive for low-noise construction

equipment and for low-noise techniques.

It is considered desirable of legislation to adjust

the noise emission values to the state-of-the-art

technology.

In view of the globalization and the cross-border

international market for construction equipment, a

harmonization of regulations and laws is becoming

increasingly more important.

Practical experience shows that the sound power

level, depending on the construction equipment and on

the number of workers, is an important criterion for the

expected noise level in the vicinity of a construction

site. Decisive factors, however, are the handling and

the technical skills of the workers. The individual

factor of the technical skills at construction sites is

not to be underestimated.

That is why construction site workers should not

only have the technical skills but should also know that

there is a significant difference between construction

sites in rural areas and those in areas of high popula-

tion. Information on the relationship of “distance

between noise source and noise impact site” and

“operating duration of noise equipment” should be

imparted to the workmen. It would be unfortunate if

the efforts to lower the noise level of construction

equipment and techniques, according to the state of

the art, were nullified by inefficient or unskilled

handling [1, 2].

Already in the early 1980, a standardized noise

labeling of construction equipment was introduced

by European legislation in the member states. The

so-called “Outdoor Noise Directive 2000/14/EG” of

July 3rd 2000 [3, 4] approximates the laws of the

member states relating to the noise emission in

the environment by equipment for use outdoors,

especially valid for construction equipment.
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There are still neither European nor international

regulations concerning vibration emissions (For

further information on construction sites, see Chap. 22.)

18.2 Noise Exposure

Noise exposure caused by construction activities occur

at workplaces as well as in the vicinity of construction

sites. Both areas are covered by different regulations

and measuring procedures as well as on different

levels (European and national). European directives

for the workplace have been transformed and supple-

mented into national law. Since the European member

states refer to the subsidiary principle, there are no

equivalent European regulations in the environmental

sector; the member states have enacted national

legislations, if necessary.

18.2.1 Noise Exposure at the Workplace

In the entire German industrial sector, about 1,000

new cases of occupational diseases caused by noise

are admitted every year. According to the Federal

Occupational Safety & Health and Medicine Agency

of Germany [5], approximately 200 of them are caused

by construction site noise. In order to ensure health,

safety, and work ability of the workers, noise at the

workplace has to be kept as low as possible.

18.2.1.1 Legislative Regulations
In Directive 86/188 EEC of 12May 1986 relating to the

protection of employees from the risks of noise at the

workplace [6], the European Council lays down

requirements protecting the worker from extreme

noise exposure in order to ensure a situation in which

risk to hearing ability can be avoided to a large extent.

These requirements have been transposed into German

law by the “Arbeitsst€attenverordnung” [7] and the

“UVV L€arm” [8]. The Standard DIN 45645 Part

2 [9], the VDI-Guideline 2,058 parts 2 and 3 [10, 11],

and the ISO-Standard 1999 [12] contain additional

regulations that supplement the regulations of the

“Arbeitsst€attenverordnung” and the “UVV L€arm.”

Some standard examples for measured noise levels

at workplaces are listed in Table 18.1. The values

listed in the left column were obtained during the

years 1970–1980, while the values in the right column

are results of measurements of construction equipment

that was awarded the “Blue Angel” (Table 18.1).

18.2.1.2 Noise Reduction Measures
The noise exposure at the workplace on the building

and construction sites has been reduced considerably

during the past years. This is partly due to a series of

noise emission limits that have been fixed. These

limits have reduced the general noise level on con-

struction sites. This is particularly perceptible for

equipment of small power, with which substantial

reduction was reached by noise reduction measures

used at the source. In addition, operator’s cabins

have been greatly improved acoustically and in the

sense of technical vibrations, to provide the workers

with more comfort – not only at the handling level, but

also and most of all in terms of noise exposure. Nowa-

days, average sound pressure levels of 70 dB (A) at the

workplace are no longer a rarity. Such low values,

however, can only be achieved on equipment of

a higher performance, because only this provides

enough space for the use of optimal sound protection

techniques.

18.2.2 Noise Exposure in the
Neighborhood of Construction Sites

In the neighborhood of construction sites, noise expo-

sure generally only occurs for a limited time period

(weeks or months). Depending on the distance

between the construction site and the neighborhood,

noise exposures can be very high. It is, however,

impossible to prohibit the operation of construction

sites because of high emission or exposure, as it is

possible with the setup and the operation of instal-

lations subject to licensing. Therefore, the legislator

can only pass regulations for the operation of construc-

tion sites and the noise exposure caused thereby and

keep the exposure as low as possible.

18.2.2.1 Target Values for the Exposure in
the Neighborhood, Germany

According to the German Federal Immission Control

Act (BImSchG) [13], construction sites are regarded

as installations not subject to licensing. They are there-

fore covered by } 22 BImSchG. They have to be set up

and operated as follows:

540 A. B€ohm et al.



• Harmful effects on the environment, which are,

according to the state-of-the-art technology, con-

sidered avoidable, have to be prevented.

• Harmful effects on the environment, which are,

according to the state-of-the-art technology, consid-

ered not avoidable, have to be reduced to aminimum.

These, rather general, requirements are put in con-

crete terms in the General Administrative Regulation

(AVwV) for the protection against construction noise

[14]. The responsible authority of each state of the

Federal Republic of Germany has to follow this Gen-

eral Administrative Regulation during the evaluation

of construction noise and the fight against it. The

AVwV lays down the target value for the exposure

of construction sites for the protection of the neigh-

borhood on the one hand, and gives advice to the

authorities on what measure to take for preventing

harmful effects upon the environment, in case of

limit violations, etc., on the other.

The exposure value limits of the AVwV correspond

in most terms to those of the “TA L€arm” [15]. In

contrast to the “TA L€arm,” however, some particula-

rities have to be commented on:

• The average level is determined as “Taktmaxi-

malpegel” (maximum level in a 5 s time period).

• For the determination of the rated energy equivalent

level from these “Taktmaximalpegel,” assessment

periods of 13 h at daytime (from 7 a.m. to 8 p.m.)

and 11 h at night-time (from 8 p.m. to 7 a.m.) have

been fixed.

• For the determination of the rated level, an adjust-

ment of up to 5 dB (A) can be taken into account, if

distinctly audible tones occur in the noise.

• No daytime maximum level criteria exist.

• Operation hours of less than 11 or 13 h are taken

into account for the assessment by means of a

simplified regulation.

• The target values should be kept, if possible. The

responsible authority should only intervene, if the

rated level determined exceeds the target value by

more than 5 dB (A). This is to be seen as a reaction

to the limited time of exposure to the noise of the

construction site. In this case, measures to reduce

the noise are to be issued.

All the following measures should be implemented

at the source or close to it:

• Measures for the set-up of construction sites

• Measures for the construction equipment

• Use of low-noise construction equipment

• Use of low-noise construction techniques

• Timely limitation of operating hours for high-noise

level construction equipment

• Instructions for the workers on how to minimize

work performance-related noise (hammer blows,

throwing of boards, and loud shouting)

With regard to noise emission, more advanced

equipment of the same design and of comparable

power should be used, in order to assess whether

noise of construction equipment is, according to the

state-of-the-art technology, avoidable. This essentially

Table 18.1 Rating levels at the equipment’s workstation

Type Rating level in dB(A)
1970–1980 without special

noise reduction measures

1990 to 2002 with special

noise reduction measuresa

Excavator 16–145 kW 86 70

Wheeled loader 13–155 kW 91 72

Vibrating roller 32–82 kW 89 –

Vibratory plate 1.5–6.6 kW 89 –

Self-erecting crane 3–10 kW 70 69a

Tower crane 10–35 kW 75 65

Mobile crane 120–315 kW 85 71

Dumper 25–200 kW 90 81

Dozer 70–150 kW 85 75

Grader 50–150 kW 88 78

Hammer, handheld 18–33 kg 97 89

Truck concrete mixer 7–9 m3 – 74

aMeasured in the closed driver’s cabin, ventilation running
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corresponds to the definition of the state-of-the-art

technology of the BImSchG.

The state-of-the-art technology is – among other

things – described by the criteria that construction

equipment has to meet in order to be awarded the

“Blue Angel” [16].

At inner-city construction sites, it is often impossible

to avoid the exceeding of the target value of the AVwV,

even if the equipment according to the state-of-the-art

technology is used. Restrictions of the operating time

and the information regarding the neighborhood might

be helpful in order to minimize conflicts between

parties.

18.2.2.2 Exposure Values in the
Neighborhood, Other Countries

The spectrum of different approaches elsewhere, on

the basis of selected countries, is pointed out in the

following:

Austria

The abatement of construction noise is a matter for

each individual Austrian Federal State having found

various solutions. In the states of Kaernten, Salzburg,

and Vienna, a general regulation stipulates that con-

struction noise has to be avoided (however, it does not

lay down any limits or guidelines). In the states of

Tyrolia and Upper Austria, limits for the individual

regional categories have been set. There are no

corresponding regulations in other federal states of

Austria.

Switzerland

A Construction Noise Regulation contains instructions

for the responsible authorities [17]. According to the

regulation, in the case of heavy and long-term con-

struction noise exposure, measures have to be taken

that depend on

• The distance between construction site and the

closest noise-exposed areas

• The time of the day during which the operation is

undertaken

• The noise sensitivity of the areas involved

• The “noisy” construction phase, more precisely the

duration of the noise-intense construction work

The measures are divided into three levels, A, B,

and C, as shown in Table 18.2.

The “Construction Noise Regulation” is way too

complex to be presented here in detail. Depending on

the situation:

• In distances of more than 300 m (328 yards, 984

feet) to the neighborhood, construction equipment

of any kind is allowed during the daytime (no

measure to be taken)

• In distances of less than 300 m (328 yards, 984 feet)

to the noise-sensitive neighborhood, noisy con-

struction operation (piling and saws) can only be

undertaken with the state-of-the-art construction

equipment (e.g., equipment that has been awarded

the “Blue Angel”), during the daytime, even if

these measures hinder the construction process

(C-level measurement).

Sweden

The exposure values (average level) applicable to the

neighborhood of construction sites are compiled in

Table 18.3.

If the construction period is shorter than a month

(6 months), the daytime and evening values may be

exceeded by 10 dB (A) (5 dB (A)).

Denmark

Legislative regulations explicitly concerning construc-

tion noise do not exist in Denmark. In cases of com-

plaint within the neighborhood, however, measures

can be taken. The legislative regulations for noise-

emitting industrial and commercial facilities can,

with special regard to the individual construction

noise characteristics, also be applied. They lay down

indicators for intolerable noise pollution.

Hungary

Regulation 4/1984, Attachment 4 of the Ministry of

Health lays down the permissible average level of

construction noise in residential areas. See Table 18.4.

The Netherlands

There are no legislative regulations concerning con-

struction noise in residential neighborhoods in the

Netherlands. Local authorities might have enacted

corresponding regulations.

In 1981, the government published an enactment

including the statement that no work should be done in

the evening and at night-time and that the average
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noise level of 60 dB (A) should not be exceeded

between 7 a.m. and 7 p.m.

Great Britain

Throughout the country, no standardized exposure

values exist for the neighborhood of construction

sites. It is regarded more efficient to discuss and

solve construction-site problems on a local or commu-

nal basis. Therefore, it is left to the local authorities to

decide upon noise exposure values of construction

sites in residential areas on a case-by-case basis. The

builder can obtain a declaration of consent for the

planned construction measure from the authorities.

More explicit details about the procedures and about

the basics of construction noise are included in the

British Standard BS 5228 [18].

Hong Kong

During the night-time (7 p.m. to 7 a.m.) and through-

out the day on holidays, construction operations req-

uire permission in order to be carried out. Permission

is granted by the responsible authorities (Environmen-

tal Protection Resort), who set forth the appropriate

exposure values and check adherence to it. There are

Table 18.3 Exposure levels in the neighborhood of construction sites in Sweden

Area Exposure levels in dB(A)

07:00 a.m. to 6:00 p.m. 06:00 p.m. to 10:00 p.m.

(Saturday and Sunday)

10:00 p.m. to 07:00 a.m.

Residential areas, hospitals, and recreational areas 60 50 45

Office areas, other areas without loud activities 70 65 –

Industrial areas 75 70 70

Table 18.2 Requirements concerning different levels of measures in Switzerland

Level Measures taken may hinder or otherwise construction

work and transport on the construction site

Equipment and vehicles have to meet

A Not hinder The normal standard

B Hinder The established state of noise reduction techniquea

C Hinder considerably The best available state of noise reduction techniqueb

aCorresponds to existing European directives
bCorresponds to the German Blue Angle Award

Table 18.4 Permissible exposure levels in the neighborhood of construction sites in Hungary

Area Permissible average level in dB(A) for construction work

Less than 1 month 1 month to 1 year More than 1 year

06:00 a.m. to

10:00 p.m.

10:00 p.m. to

06:00 a.m.

06:00 a.m. to

10:00 p.m.

10:00 p.m. to

06:00 a.m.

06:00 a.m. to

10:00 p.m.

10:00 p.m. to

06:00 a.m.

Recreational area, near

hospitals, and natural reserve

60 45 55 40 50 35

Residential area not densely

built up

65 50 60 45 55 40

Residential area densely built

up

70 55 65 50 60 45

Industrial area, densely built up

areas

70 55 70 55 65 50
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no restrictions, however, concerning construction

noise during all other times (i.e., weekday’s daytime)

in Hong Kong.

18.3 Noise Emission of Equipment for
Use Outdoors and at Construction
Sites

During the years of 1979 and 1995, eight European

directives on noise emission of various types of con-

struction equipment have been enacted. They included

the obligation to have noise emission measured by

institutions appointed by the member states in order

to adhere to the emission values and to label equip-

ment with the guaranteed sound power level LWA in

dB/pW.

In 1996, the European Community announced in its

green paper “Future Noise Policy” that it was about to

prepare a Directive on the regulation of noise of

a large number of equipment for use outdoors that

would replace the existing EC Directive [19].

18.3.1 EC Directive on the Limitation
of Noise Emissions

On July 3rd, 2000, the Directive 2000/14/EC of the

European Parliament and the Council of 8 May

2000 on the approximation of laws of the member

states relating to noise emission in the environment

by equipment for use outdoors (in the following

“Outdoor Noise Directive”) was published in the

Official Journal of the European Communities and,

thus, came into force at the European level [3, 4].

The EC “Outdoor Noise Directive” aims at:

• Guaranteeing the smooth functioning of the Euro-

pean market

• Harmonizing the common laws regarding noise

emission of equipment for outdoor use

• Protection of human health and well-being

Measures to reach those aims in the European

Community are:

• Harmonization of the noise emission by limits

• Harmonization of the conformity assessment

procedures

• Harmonization of noise labeling of equipment

• Collection and publication of data on noise emis-

sion of equipment with an impact on the environ-

ment, put on the market

The Outdoor Noise Directive contains provisions

for the noise emission in the environment. The regula-

tion on noise emission at the workplace included in the

“EC Machinery Directive 98/37/EC” [20] remains

unaffected. The transposition into German law by

means of the “Third Ordinance to the Law concerning

the Safety of Machinery” (Engine Noise Information

Ordinance – 3. GSGV) has still to be followed [21].

This means that the principle established in the EC

Machinery Directive is still valid, which requires

equipment to be designed and built in a way that

reduces the risks of noise emission to a minimum.

Furthermore, data on the equipment’s noise emission

at the workplace have to be included in the instructions

accompanying each product. It is important that for

measurements pursuant to the EC Machinery Direc-

tive, for the same type of equipment, the same type of

measurement procedure is applied.

Thus, the measurement procedures laid down in the

Outdoor Noise Directive have an impact on both, the

measurement procedures of the EC Machinery Direc-

tive as well as the determination of the sound pressure

level LpA in dB/20mPa at the operator’s workplace.

A continuation of the obligatory labeling of the

sound pressure level at the workplace is possible on

a voluntary basis and has to be agreed upon by the

notified body. The industry’s desire is understandable

since the lowest sound pressure level possible with

which the equipment is labeled is a reference to the

quality of the equipment. Thus, it presents a distinct

sales argument for construction equipment.

18.3.2 Content of the EC Directive
2000/14/EC

The provisions of the Outdoor Noise Directive apply,

if the equipment is placed onto the European market or

put into service in Europe for the first time. Placing

on the European market in this case means that the

equipment is made available, commercially and non-

commercially, for the use within the European Com-

munity. The directive applies to the first use by the

end-user. If a product is first placed on the market and

put into operation on the European common market,
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it has to meet the criteria of the new directive. The

directive is valid for both, the products manufactured

in the EC or manufactured elsewhere (e.g., USA and

Japan). It does, however, not apply to equipment that

has already been placed on the market (e.g., were sold)

or put into operation earlier.

Generally, the regulations are valid for all types of

equipment manufactured and put into operation out-

side the EC, if it is first imported to the EC or Common

Market.

18.3.2.1 Equipment Subject to Limitation
and Labeling

The Outdoor Noise Directive [3] applies to 63 types

of equipment (37 types of construction equipment),

most of them being designated for outdoor use. The

types of equipment are listed and defined in the

Directive.

Tables 18.5 and 18.6 discuss the equipment with

and without the limits. All products have to be

labeled with both, the EC conformity marking and

the manufacturer’s indication of the guaranteed noise

emission level of all equipment produced. Twenty-

two of these types of equipment (18 types of con-

struction equipment) also have to meet the permissi-

ble sound power level LWA in dB/pW. The directive

fixes limits on two levels, the first having been put

into force on 3 January 2001 and the second with

a limit of about 3 dB(A) less, coming into force on

3 January 2006.

Table 18.5 Equipment covered by noise emission limits [3]

Type of equipment Net installed power

(P in kW)

Electric power

(Pel in kW)
Permissible sound power level (LWA/1 pW in dB(A))

Mass of appliance

(m in kg)

Cutting width

(L in cm)

Stage I as from 3 January

2002

Stage II as from

3 January 2006

Compaction machines (vibrating rollers,

vibratory plates, and vibratory rammers)

P � 8 108 105

8 < P � 70 109 106

P > 70 89 + 11 lg P 86 + 11 lg P

Wheeled dozers, wheeled loaders, wheeled

excavator-loaders, dumpers, graders, loader-type

landfill compactors, combustion-engine driven

counterbalanced

P � 55 104 101

Lift trucks, mobile cranes, compaction machines

(non-vibrating rollers) paver finishers, and

hydraulic power packs

P > 55 85 + 11 lg P 82 + 11 lg P

Tracked dozers, tracked loaders, and tracked

excavator-loaders

P � 55 106 103

P > 55 87 + 11 lg P 84 + 11 lg P

Excavators, builder’s hoists for the transport

of goods, construction winches, and motor hoes

P � 15 96 93

P > 15 83 + 11 lg P 80 + 11 lg P

Hand-held concrete breakers and picks m � 15 107 105

15 < m < 30 94 + 11 lg m 92 + 11 lg m

m � 30 96 + 11 lg m 94 + 11 lg m

Tower cranes – 98 + lg P 96 + lg P

Welding and power generators Pel � 2

2 < Pel � 10

Pel > 10

97 + lg Pel

98 + lg Pel

97 + lg Pel

95 + lg Pel

96 + lg Pel

95 + lg Pel

Compressors P � 15 99 97

P > 15 97 + 2 lg P 95 + 2 lg P

Lawn mowers, lawn trimmers, and

lawn-edge trimmers

L � 50 96 94

50 < L � 70 100 98

70 < L � 120 100 98

L > 120 105 103
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18.3.2.2 Noise Emission Measurement
Methods

Since the noise emission value is dependent on the

measurement method applied, a special measurement

method is laid down for every type of equipment

including general rules concerning the measurement

method (basic noise emission standard with the num-

ber and place of microphone positions, measuring

distance, averaging method, measurement surface,

etc.) on the one hand and operating conditions during

the measuring process on the other.

The basic noise emission standard of the Outdoor

Noise Directive is the DIN EN ISO 3744 [22]. In order

to achieve the required accuracy, at least the following

criteria have to be taken into consideration:

• Grade of accuracy: 2

• Measuring environment: outdoors or indoors

• Criteria for the suitability of the measuring envi-

ronment: K2 � 2 dB

• Distance to background noise: > 6 dB

(if possible > 15 dB)

• Number of microphone positions: � 9

• Sound level meter: class 1 (IEC 6551/804)

• Accuracy ofmeasuring LWA in dB/1 pW: sR� 1.5 dB

For the determination and application of measure-

ment accuracy and for the determination of the

required statistical data in accordance with [23], see

Chap. 5.

The positioning of the microphones and the mea-

suring paths pursuant to DIN EN ISO 3744 [22] or [9]

for different equipment, which are given in the Out-

door Noise Directive, are referred to in Fig. 18.1.

Figure 18.2 shows the arrangement of the six

microphones according to ISO 6395 [24, 25]. The

arrangement has been proven over the years and can

especially be applied to noise emission measuring of

construction equipment – measurements taken during

the operation cycle with and without a drive-through

path.

The choice of the noise measurement must be

approved by the Notified Body. This method should

also be recommended to manufacturers, whose pro-

ducts do not yet have a noise emission limit but have to

be labeled with their guaranteed sound power level.

Incorrect noise emission measurements can lead to the

interpretation that the admission to the free movement

of goods is no longer available. As has been explained

in Sect. 18.3.2.1, continuation of the obligatory label-

ing with the sound pressure levels at the workplace on

a voluntary basis is highly recommendable. Generally,

the criteria that have to be met for the determination of

sound pressure levels at the workplace as well as for

the determination of sound power levels and

guaranteed values for the EC marking are the same.

Table 18.6 Equipment that has to be labeled with the

guaranteed sound power level [3]

Arial access platforms with combustion engine

Brush cutters

Builder’s hoists for the transport of goods (electric motor)

Building site band-saw machines

Building site circular-saw benches

Chain saws, portable

Combined high pressure flushers and suction vehicles

Compaction machines (explosive rammers only)

Concrete and mortar mixers

Construction winches (electric motor)

Conveying and spraying machines for concrete and mortar

Conveyor belts

Cooling equipment on vehicles

Drill rigs

Equipment for loading and unloading silos or tanks on trucks

Glass recycling containers

Grass trimmers/grass-edge trimmers

Hedge trimmers

High pressure flushers

High pressure water jet machines

Hydraulic hammers

Joint cutters

Leaf blowers

Leaf collectors

Lift trucks, combustion-engine driven

Mobile waste containers

Paver finishers (equipped with a high compaction screed)

Piling equipment

Pipe layers

Piste caterpillars

Power generators (more than 400 kW)

Power sweepers

Refuse collection vehicles

Road milling machines

Scarifiers

Shredders/chippers

Snow removing machines with rotating tools

Suction vehicles

Trenchers

Truck mixers

Water pump units (not for use under water)
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The procedure is to be included into the mandatory EC

conformity assessment and agreed upon by the notified

body. For the determination of the sound pressure

level at the workplace of construction equipment,

ISO 9396 [23] has to be applied.

18.3.2.3 EC Conformity Assessment
Procedures

The manufacturer must subject all types of equip-

ment to an EC Conformity Assessment Procedure.

All products that are not subject to noise limits will

be subject to an “internal production control.” The

manufacturer can measure the noise emission of his

equipment himself or he can delegate the measure-

ment to others (Annex V of the Outdoor Noise

Directive [3]).

For all products that are subject to noise limits, the

manufacturer has to have the measurement checked

for plausibility by a Notified Body. The Notified Body

should do this by means of the technical documents,

but it can also conduct its own assessments on a

regular basis, or, in an ad hoc manner, e.g., in case of

doubt. Furthermore, the Notified Body supervises the

keeping of the value during the production. Assess-

ment by the Notified Body is not necessary, if every

Fig. 18.1 Model of a measuring surface and of the microphone positions according to ISO 3744 (1995)

Fig. 18.2 Microphone array on the hemisphere with micro-

phone positions
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single product is checked (Annex VII) or if the manu-

facturer runs a full quality assurance system (Annex

VIII). With respect to the procedures in all annexes,

the manufacturer has to label the products on his own

responsibility with the CE-marking. The label has to

be fixed in a well visible and indelible form, and has,

furthermore, to inform about the guaranteed sound

power level. (Fig. 18.3).

18.3.2.4 Statistical Procedures for the
Control of Noise Emission Data

Detailed information on the procedure will be given in

Chap. 5. The manufacturer has – on the basis of noise

emission measurements – to estimate, which value in

the series, with regard to the production uncertainty

and the inaccuracy of the measurement, can be

guaranteed.

In case of a validation of the values by the

Notified Body or by any other official institution,

operating on behalf of the member states, the values

must be verifiable. This means that the manufacturer

has to label the equipment in such a manner that he

can pass a verification procedure of his values in

case of an inspection. Therefore, it became neces-

sary for the member states to lay down statistical

testing procedures. Furthermore, the manufacturer

has to use internationally recognized and har-

monized statistical procedures. The statistical

methods to be applied are, following a general

expert’s and legislative reasoning, the following

standards: EN ISO 4871 [26] or ISO 7574

(corresponds to EN 2754-1-4 [27]).

According to Article 16 of the Outdoor Noise

Directive and Annex II, the manufacturer is committed

to add an EC declaration of conformity to each prod-

uct. In doing so, he assures that the product meets all

legal criteria. With respect to the noise emission of the

equipment, the declaration has to state the sound pres-

sure level and the sound power level that has been

measured on a representative equipment.

18.3.2.5 Market Surveillance Within the EC
Member States

The manufacturer has to submit a copy of the EC

declaration of conformity for each type of equipment

to the responsible authorities of the European member

state in which he is located or in which the product will

be put on the market, as well as to the European

Commission. The Notified Body checks the proper

and correct issuing of the EC declaration of conformity

during the production assessment of the respective

equipment.

On the basis of the reporting and the data submitted

therewith, increasingly detailed lists will develop,

providing the authorities and the market with further

information. The responsible authorities of the

EC member states thus have the possibility to mon-

itor which equipment may or may not participate in the

free movement of goods. The EC member states are

committed to supervise the manufacturer’s compliance

of the regulation and to cooperate with the other EC

member states. This also includes the inspection of the

noise emission limits and the guaranteed sound power

level, a task that the member states either perform

themselves or delegate to approved bodies.

Only by following the correct procedure can the

manufacturer guarantee the undisturbed participation

in the free movement of goods within the European

Community. Incorrectness is, for example, if the criteria

for statistics have not been followed or if the noise

emission standard EN ISO 3744 has not been observed.

All data and documents that are connected to the Out-

door Noise Directive have to be kept with the manufac-

turer for 10 years. In order to increase his own certainty,

the manufacturer of equipment being subject to noise

emission limits and labeling should consult the Notified

Body as a technical service on a voluntary basis.

The retention period also means that, even several

years later, the member states are able to remove the

equipment from the market for the sake of improve-

ment. If it is impossible for the manufacturer or his

representative in the EC to deposit the data, a fine to

absorb the profits that have been achieved without justi-

fication can be counted on. This may lead to unforesee-

able economical consequences for the manufacturer.

The EC member states are not allowed to prohibit,

limit, or hinder the placing on the market or putting

into service of equipment, which complies with the

regulations of the Outdoor Noise Directive, which are

labeled with the CE marking and the guaranteed sound

Fig. 18.3 CE Conformity label (sample)
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power level, and that is included in the release list of

the free-movement-of-goods products.

18.3.3 Consequences for Manufacturers
and Consumers

According to the Outdoor Noise Directive, manu-

facturers of equipment predominantly designed for

outdoor use in the future have to check:

• Whether the type of equipment falls, according to

the lists in Articles 12 and 13, under the EC

Directive

• Whether the type of equipment has to be labeled

only or is subject to noise limits, too and have to

determine:

• The noise emission of the equipment; for types with

limits look for a Notified Body and, depending on

the procedure desired, (Annexes VI, VII, and/or

VIII) call the Notified Body

• Statistically, which sound power level LWA in dB/pW

can be guaranteed for the equipment of a certain series

Manufacturers have to:

• Label each piece of equipment with the CE

marking and the marking giving the guaranteed

sound power level LWA in dB/1 pW, according to

Annex IV

• Include an EC declaration of conformity with the

data laid down in Annex II

• Send a copy of the EC declaration of conformity,

pursuant to Article 16, for each type of equipment

to the responsible national authority and to the

European Commission, and

• Be prepared, by means of statistical production

control (e.g., following EN ISO 4871 [26]), for

the inspection of products by member states or by

the Notified Body.

The Outdoor Noise Directive improves the infor-

mation on the noise emission of equipment to the

consumer and, thus, ensures for more transparency

on the market.

18.3.4 Present and Future User
Advantages for Low-Noise
Equipment

Noise emission limits for equipment for use outdoors

may only be laid down by European legislation.

Member states are, however, allowed to limit the use

of this equipment in areas considered noise sensitive.

The member states can lay down that, in the neighbor-

hood of hospitals and resorts or in other residential

areas, only equipment quieter than is required by the

Outdoor Noise Directive is to be used. This procedure

is an openly declared policy of the European industrial

nations of a high population density. In the following,

for two member states advantages will be displayed

through examples.

18.3.4.1 Germany
Equipment awarded the German environmental label

“Blue Angel,” RAL UZ-53 [14] provably represent the

state-of-the-art noise reduction techniques. In order to

lay down a standardized basis, the following proce-

dure has been established:

• In an evaluation process, the criteria for the

granting of the “Blue Angel Award” are being

drafted (the Federal Environmental Agency, UBA,

as well as experts in science, the economy, of trade

associations, and official authorities will be called

upon)

• A jury of independent public figures decides upon

the criteria for the awarding of the “Blue Angel”

• Manufacturers have to render proof that for

each type of equipment, for which they desire the

Blue Angel Award, the criteria are being met. In a

contract with the RAL, the German Institute

for Quality Assurance and Labeling Association,

they are legally bound to use the Blue Angel

Award only for those products that meet the strict

criteria of the jury

• Manufacturers are allowed to use the “Blue Angel”

label for products that meet the criteria for the

awarding of the Blue Angel.

Fig. 18.4 German environmental label RAL UZ-53 for low-

noise equipment “Blue Angel”
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Figure 18.4 shows the German environmental label

RAL UZ-53 for low-noise equipment that is awarded

to manufacturers and their products that represent the

state-of-the-art sound protection techniques in Europe.

Tables 18.7 and 18.8 show the criteria for the pres-

ently regulated types of equipment that may be

awarded the “Blue Angel.”

That the use of ecofriendly equipment does not

only stand for non-economic advantages but also for

financial advantages to the user will be demonstrated

by means of the positive example of the Netherlands.

18.3.4.2 The Netherlands
Up to 1990, the so-called WIR Environment Protec-

tion Award existed. In 1991, VAMIL, a tax deduction

possibility for environmentally friendly investment

was established and finally, since 1999, the MIA, an

investment deduction for environmental friendly

investments was founded.

A so-called environment list, which is being

updated annually, contains products subject to tax

allowances. The following environmental areas are

covered by the list:

1. Water

2. Air

3. Soil

4. Refuse

5. Noise

6. Energy

Under Sect. 18.5, Noise, the following equipment is

included in the Environmental List during 2002:

• Generators

Table 18.7 Requirements for Blue Angel award RAL-UZ 53

Type of equipment PowerP
in kW

Permissible sound

power level (LWA

in dB/1 pW)

Lowest sound

power level (LWA

in dB/1 pW)

Highest sound

power level (LWAmax

in dB/1 pW)

Tracked machines (no excavators) All LWA ¼ 80 + 11 lg P 99 101

Dozers, loaders, excavator- loaders graders, wheeled

loaders and excavator-loaders, landfill compactors,

dumpers, and mobile cranes

All LWA ¼ 79 + 11 lg P 97 101

Compaction machines (vibratory rollers) All LWA ¼ 82 + 11 lg P 97 101

Excavators All LWA ¼ 78 + 11 lg P 91 101

Table 18.8 Requirements for Blue Angel award RAL-UZ 53

Type of equipment Power related range Sound power level LWA in dB/1 pW

Compressors Net capacity (Q in m3/min)

Q � 5

5 < Q � 10

10 < Q � 30

Q > 30

88

89

91

93

Power generators All 91

Welding generators All 91

Combined power and welding generators All 91

Paver finishers Q < 300 t/h 90

100

Q � 300 t/h 94

104

Truck mixers Net capacity < 8 m3

Net capacity � 8 m3
98

100

Tower cranes P � 15 kW

15 < P � 30 kW

P > 30 kW

86

88

90
–Lifting device

–Power device All 91

–Unit of lifting and power device All 91

Concrete pumps �50 kW

>50 kW

99

101
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• Compressors

• Loaders

• Excavators

• Pumps

• Shredders

• Forklift trucks

• Mobile cranes

• Hydraulic power packs

The procedure of getting a tax advantage is so easy

(informing the tax office is all) that the amount of

environmental investments has increased ten times

between 1991 and 2001 and amounts to € 1.1 billion

(VAMIL) and € 0.7 billion (MIA).

Spurred on by government aid for ecofriendly

investments, the sound power levels of (for example)

forklift trucks could be lowered from 105 dB(A) to

102 dB(A) (median level), as Kruithof and Werring

stated [28]. It would be desirable, if the Netherlands’

environmental politics with its tax advantages for

users would be imitated by other EC Member States.

The tax incentives as well as the requirements are

listed in VAMIL [29].

18.3.5 Sound Power Level of Construction
Equipment: Relative Spectra

Table 18.9 lists the sound power level LWA in dB/pW,

which can be used for the prediction of noise emission

and of noise exposure due to construction equipment.

This table is based upon the results of several research

projects concerning the state-of-the-art sound reduc-

tion techniques of construction equipment (parti-

cularly promoted by the UBA) as well as on the data

of noise emission measurements in connection with

the EC type approval procedure, which were valid

before the Outdoor Noise Directive was put into force.

18.4 Noise Limits and Noise Reduction
Measures

18.4.1 Complaints About Insufficient Noise
Limits and Noise Reduction
Measures

The most common complaints reported to noise

protection agencies are:

• Exceeding of the operating hours that have

been agreed upon by authorities, especially the

too early start of noise-intense construction work

(e.g., 6 a.m. instead of 7 a.m.)

• Use of hand- and engine-operated hammers during

reconstruction of occupied buildings

• Use of non-silenced construction site drain pumps

during night-time

• Driving by of construction site heavy vehicles at

neighboring houses

• Operation of demolition equipment breaking up

building rubble (according to the new Waste

Recycling Act, waste should no longer be taken

to the disposal site, but should be broken up on

the spot)

In case of legitimate claims and infringements,

sanctions up to the closing down of the construction

site by interim injunctions are possible. Furthermore,

fines may be imposed and in especially severe cases,

legal proceedings because of physical injury might be

the consequence.

It is important to plan and set-up construction sites

under sound technical aspects in order to exclude the

risk of contravention and to avoid unnecessary trouble

with the neighbors.

18.4.2 Noise Planning, Setup, and Clearing
of Construction Sites

Especially prior to the set-up of large-size construction

sites, but also for smaller ones in agglomerations, com-

petent authorities will often demand proof of sufficient

noise protection in the form of a prognosis [1, 30].

The acoustical advisor is confronted with the

question as to which noise levels (noise emission limits,

sound power level data, state-of-the-art noise reduction

techniques, company data, or in-house data) he should

use for the calculations. Since the coming into force of

the Outdoor Noise Directive, there is an extended num-

ber of construction equipment, for which, since 3 Janu-

ary 2002, the permissible sound power levels are given.

Furthermore, there is an extended list of the equipment

requiring noise labeling.

However, neither the use of equipment meeting the

lowest emission limits nor the use of low-noise equip-

ment that has been awarded the “Blue Angel” (envi-

ronmental mark) guarantee the keeping of the area and

operating times-related target values for the exposure.

For noise planning and the setting up of a construction

site, additional measures have to be considered:
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• Limitation of operating hours

• Use of additional low-noise techniques

• Measures such as screens, encapsulations, and

silencers

• In-time recognition of conflicts and planning of

appropriate measures

• In-time information of those who might be affected

by the noise

• Quick response in dealing with complaints from

those affected by noise

Construction noise-reduction plans should not only

entail the calculation of expected noise exposure for

the respective construction period and appropriate

measures for noise reduction, but also a cost/benefit

analysis for additional noise reduction measures in

order not to cause economically unbearable costs.

The detailed VDI regulation 3758 on acoustical

planning and setting up of construction sites, which

existed as a draft, was unfortunately not published in

time.

In coordination with the Federal Environmental

Agency (UBA), a “Standards Performance Book of

Construction Engineering” (LB 898) for the con-

struction noise and vibration sector has been published

in April 1996 and since then has been regularly

updated [31]. It contains detailed advice and standard

performance descriptions with reference to the reduc-

tion of noise and vibration.

This LB 898 version has been prepared for elec-

tronic data processing. Suggestions for improvement,

supplementation, and extension are being received by

the UBA on a regular basis. For the prognosis of noise

from large-sized construction sites, the following

aspects generally have to be observed:

• Determination of permissible sound pressure levels in

the area of impact of the construction site in

Table 18.9 Sound power levels LWA and relative spectra of equipment and working processes from in situ measurements on

building sites

Nr Equipment LWA Relative octave spectra in dB frequency in Hz

63 125 250 500 1,000 2,000 4,000

1 Compaction machines (vibratory rollers) 100–108 �30 �19 �15 �7 �6 �5 �10

2 Compaction machines (vibratory plates and vibratory rammers) 100–115 �32 �24 �15 �7 �7 �6 �10

3 Dozers 105–115 �20 �15 �12 �9 �5 �6 �12

4 Wheel loaders 95–115 �25 �16 �12 �7 �4 �7 �12

5 Paver finishers 100 �21 �7 �15 �7 �6 �7 �12

6 Excavators 110 �20 �15 �10 �7 �5 �7 �10

7 Concrete breakers, hand-held 110 �37 �25 �19 �14 �10 �9 �5

8 Tower cranes 95–103 �23 �15 �8 �6 �4 �10 �13

9 Power and welding generators 95–105 �26 �19 �13 �8 �5 �8 �10

10 Compressors 92–102 �18 �8 �11 �8 �7 �8 �11

11 Circular saws (electric motor) 108–112 �40 �35 �27 �18 �9 �5 �4

12 Chain saws (electric motor) 105 �40 �16 �18 �6 �6 �7 �9

13 Concrete and mortar mixers 96–108 �18 �14 �8 �11 �9 �8 �11

14 Drill rigs 110–115 �30 �22 �14 �9 �4 �6 �10

15 Percussion drills (drilling into rock) 110 �40 �32 �24 �12 �6 �3 �7

16 Trenchers (cutting asphalt) 115 �40 �23 �17 �13 �8 �9 �5

17 Piling equipment (impact hammer) 123–134 �31 �26 �18 �11 �5 �4 �8

18 Piling equipment (vibratory rammer) 125 �22 �17 �12 �7 �7 �8 �11

19 Truck mixers 100 �17 �19 �13 �6 �4 �7 �13

20 Concrete pumps 105 �19 �18 �13 7 �4 �7 �12

21 Concrete shaker 100–108 �46 �36 �15 �10 �12 �7 �7

22 Heavy trucks 103–112 �20 �16 �9 �5 �5 �9 �18

23 Truck, noise from 115 �37 �32 �22 �21 �6 �4 �6

24 Breaker for building rubble (mobile) 108–115 �23 �19 �11 �8 �4 �6 �12

25 Cutting of concrete by water jet

(noise from air compressor and water jet)

110–114 �30 �13 �15 �9 �6 �4 �11

26 Building a framework on building sites 114–118 �23 �19 �13 �10 �7 �4 �7
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cooperation with the competent authority. If neces-

sary, definition of possible short-term time periods

during which the permissible noise levels may be

exceeded (pursuant to theAVwVConstructionNoise)

• Calculation of the expected noise emission of

equipment and work process

• Calculation and assessment of the expected noise

exposure at fixed points in the neighborhood

• If necessary, establishing of the average daily

operating hours at daytimes (7 a.m. to 8 p.m.) and

nighttimes (8 p.m. to 7 a.m.), and determination of

the appropriate time adjustments in dB(A)

• Calculation of the expected sound exposure due to

construction heavy vehicles on public roads

If the noise-affected neighbors have agreed, it might

even be better not to limit the noise-intense daily

operating hours, if, as a result, the overall duration of

the construction can be reduced.

Switzerland has a different method for noise

planning and set-up of construction sites: the con-

struction noise guideline [17], which came into

force on 3 February 2000. According to the guide-

line, concrete stipulations for noise reduction

measures, instead of limits, have to be established.

A list of measures shall serve as a basis for the

planning and the performance. These measures will

be suited to the respective noise emission of the

construction site, the noise-sensitivity of the neigh-

borhood, and the duration of the construction work

[32].

An additional help for the noise planning of con-

struction sites is the VDI guideline 3765 [33] “Char-

acteristic noise emissions of typical work phases at

construction sites,” whose draft was submitted in

December 2001.

The noise indices mentioned in the guideline do

not only reflect noise of the machines used, but also

the influence of the material to be handled and the

noise emission due to the behavior of the workers.

A rough calculation of the sound pressure level in the

vicinity of the construction site requires at least the

following:

• The noise emission values of the three to five most

noise-relevant construction machines, tools, and

devices and

• Their distance to the exposed places.

The factor “operating hours” has to be constantly

checked and improved by inspections.

18.4.3 Noise Reduction of Equipment Used
Outdoors

During the past years, a large number of studies con-

cerning construction equipment have been conducted.

Because of the precise measurements of single com-

ponents (occasionally with the assistance of sound

intensity measurements), the main noise sources of

most of the construction equipment are well known.

The UBA financed a series of research projects

for the determination of the state of the art of noise

reduction. In academies and universities, as well as by

supervising institutions and acoustical advisors, spe-

cific investigations have been carried out. Some

manufacturers of construction equipment carried out

acoustical research projects concerning the reduction

of their equipment’s noise emission and the gain with

low-noise equipment in competition [34].

If the legislative body will put even more pressure

on the manufacturers, additional reduction of noise

annoyance by equipment for outdoor use and construc-

tion sites can be expected.

With the increasing mechanization of construction

activities, however, more construction equipment,

which has not yet been investigated will be used.

Thus, the noise reduction of equipment and con-

struction sites remains an ongoing topic.

Examples for noise reduction measures for con-

struction equipment are given in the following.

18.4.3.1 Wheel Loaders, Backhoe Loaders,
and Excavators

Figure 18.5 shows the main noise sources of a wheel

loader.

Examples of noise reduction measures are:

1. Encapsulation of the main sound source (e.g.,

engine, pumps, and transmission)

2. Use of low-noise aggregates

3. Use of optimized exhaust silencer

4. Use of silencers in cooling fans, oil coolers, and

suction filters

5. Isolation and encapsulation of all hydraulic and

driving components

6. Buffers for hydraulic cylinders

7. Use of a mechanically separated, vibration-isolated

driver’s cabin for a considerable noise reduction

at the operator’s position

18 Construction Noise 553



18.4.3.2 Concrete Mixers
Figure 18.6 shows the main noise sources of concrete

mixer trucks.

Examples for noise reduction measures are:

1. Use of a low-noise chassis

2. Use of noise-minimized load transmission by

means of optimized construction and isolation

against airborne and structure-borne noise

3. Reduction of the sound radiation of the mixing

drum by means of optimized bearings

18.4.3.3 Piling Equipment (Impact Hammers
and Hydraulic Pilings)

With sound power levels of 125 � 10 dB(A), piling

equipment belong to the loudest sound sources at

construction sites.

1. A noise reduction of approximately 5 dB(A) can be

achieved for example, by insertion of Teflon™ or

plastic disks on top of the pile

2. Noise reduction of 5–8 dB(A) can be achieved by

encapsulation

Fig. 18.5 The most important noise sources of a loader

Fig. 18.6 The most important noise sources of a truck mixer

554 A. B€ohm et al.



3. Values of 5 up to 15 dB(A) less can be reached by

using different techniques such as:

• Vibrating of piles

• Drilling instead of ramming or vibrating

• Supporting the excavation by means of drilling

poles

• Supporting the excavation by means of slit walls

• Pressing of sheet piles

18.4.3.4 Circular Saws
Examples of noise reduction measures are:

1. Encapsulation by means of sound protection hoods

2. Shielding by means of portable absorbing walls

3. Use of saw blades with a low tooth height and

diamond technique

4. Use of saw blades with a damping layer (sandwich

blades)

18.4.3.5 Other Measures of Noise Reduction
• Use of electric engines instead of internal combus-

tion engines

• If internal combustion engines are used, they

should be low-noise ones (e.g., those with water

cooling instead of air cooling)

• If construction site pumps or underground water

pumps have to be operated at night-times, they

should be low-noise type and should be installed

as far away as possible from the sensitive neigh-

borhood (even though longer cables and hoses

might be needed)

• Demolition work at noise-sensitive construction

sites should not be done with pneumatic equipment

(concrete breakers or picks), but with diamond-

type cutting techniques or with hydraulic concrete

crushers

• Setting up of self-supporting screens; their use

makes a reduction of 3 up to 6 dB(A) possible.

Additional valuable suggestions for all types of

general noise reduction measures on construction

equipment are given by Pickartz and Hecker [35].

The Federal Environmental Agency, Berlin,

Germany, has an extensive collection of research

reports on low-noise construction equipment at its

disposal. The reports are based on research projects

that were financed by the Minister of Environment,

Nature Conservancy, and Nuclear Safety in the name

of the Federal Government.

Noise emission data of low-noise equipment can

be found in [36].
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Urban Noise Protection 19
Michael J€acker-C€uppers

19.1 Introduction

Noise belongs to the severest environmental

impairments in towns, with road traffic being the

most annoying noise source. The reduction of these

impairments and the precaution against new noise

impacts is an important task of the communities. How-

ever, many of the potential abatement measures are

not in the responsibility of the communities. In most

European countries, noise emission regulations for

road and rail vehicles and outdoor machinery are

nowadays enforced by the European Union. Noise

reception limits are generally enforced by national

laws. Therefore, efficient noise abatement in towns

has to be coordinated with the regional, national and

supranational, i.e. European noise policy. The most

important fields of action for the urban noise abate-

ment are the roads, railways and airports with heavy

traffic. For the avoidance of health risks due to noise

here short-term reductions are needed, which can gen-

erally be achieved only by a combination of measures

for which different stakeholders are responsible. This

underlines the importance of integrated and coordi-

nated noise abatement concepts.

19.2 Impairments Due to Noise in Towns

Recent surveys on the environmental awareness in

Germany in 2004 show that in towns road traffic

noise is judged to be most disturbing, even more than

air pollution from road vehicles. Only 40% of the

interviewees indicate not to be disturbed or annoyed

at all, at least 10% feel themselves highly disturbed or

annoyed. Noise from neighbours is the second impor-

tant source, followed by noise from air traffic, rail

traffic and industry [1] (Fig. 19.1).

Also, the noise impacts on the German population

show the dominant role of road traffic. Figures 19.2

and 19.3 show the noise impacts in the ‘old’ German

L€ander from road and rail traffic in the years 1999

resp. 1997 (outdoor equivalent sound pressure levels

in dB(A)) [2].

The results were gained with a simulation model of

the German Federal Environmental Agency (UBA),

which determines the total exposures in Germany

through a projection of the exposures in representative

communities. The simulation model – developed in

the early eighties – is restricted to noise from to road

and rail traffic, industry and construction sites in

the former Federal Republic due to methodological

reasons.

An analysis of the data shows that high exposures

above 65 dB(A) are found along inner-urban major

roads (69% of the highly exposed population), a quar-

ter of the highly exposed live along minor roads and

6% along federal motorways [3]. Many communities

got the noise levels in their area calculated in the

framework of noise action plans. The Environmental

Map of Berlin, for example, shows – on the basis of

traffic volumes of 1998 – road traffic exposures up to

80 dB(A) at daytime and 75 dB(A) at night-time [4].

Along railways, night-time exposures above 75 dB(A)

can be found. The comparison of these figures with

the noise abatement targets in Sect. 3.1 demonstrates

the high amount of necessary noise reductions.
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Fig. 19.1 Impairments in towns in Germany 2004
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Fig. 19.2 Cumulative daytime noise impacts from road and rail traffic in Germany
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19.3 Principles in Urban Noise
Protection

19.3.1 Noise Effects and Targets

The impacts of noise exposure are determined by

research on noise effects. In general, the outdoor

equivalent sound pressure level is chosen as indicator.

Additional indicators such as maximum levels of short

time events, i.e. pass-by of noisy vehicles and air

planes are particularly relevant for sleep disturbances.

In the field of urban noise protection, one has to distin-

guish among health, psychic and social noise effects.

Health1 effects consist above all in an increased risk

of cardiac infarction due to traffic noise. Epidemiological

studies2 on the correlation between noise and cardiac

infarction show a consistent tendency of increased risks

at exposures above 65–70 dB(A) (outdoor equivalent

sound pressure levels Leq at daytime). Daytime road

traffic noise exposures above Leq ¼ 65 dB(A) may lead

to an increased risk of cardiac infarction by about 20%.

Sleep disturbances may also constitute negative

health effects, they consist in the change of the sleep

stages with and without awakening, the impediment of

getting to sleep, the shortening of the deep sleep time

and in vegetative reactions (emission of hormones,

etc.). With equivalent levels below 25 dB(A) in

sleeping rooms, no significant disturbances can be

expected, with equivalent levels not above 30 dB(A)

and maximum levels not above 45 dB(A) sleep

disturbances due to noise can be avoided. The

corresponding outdoor levels are about 15 dB(A)

higher if the sleeping with partly opened windows

should be possible.

Psychic effects consist above all in the impairment

of recreation, relaxation and communication as well as

in reduced performance. These effects can be avoided

if the levels are below 50 dB(A) outdoors and 35 dB

(A) within buildings. Outdoor levels above 55 dB(A)

will lead to considerable annoyance.
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Fig. 19.3 Cumulative nighttime noise impacts from road and rail traffic in Germany

1 Following the human health definition of the WHO (state of

complete physical, mental and social well-being) psychic and

social noise effects are relevant to health.
2 See z. B. H. Ising et al. Risikoerh€ohung f€ur Herzinfarkt durch
chronischen L€armstreß Zeitschrift f€ur L€armbek€ampfung 44 (1997)

1–7 (“Risk increase for cardiac infarction by chronic noise stress”).
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Social noise effects consist in the reduction of

activities in residential areas (reduction of the commu-

nication in the case of a speech with increased loud-

ness, in the use of balconies, terraces, gardens) and the

change in the social structure. In the seventies, 2% of

all removals in Germany had the target to escape noisy

areas (1%-sample of 1978).

Inner-urban noise also leads to removals especially

of mobile households with higher income to urban

outskirts. Rents and real estate prices are reduced by

noise (in 1981 in Cologne land prices dropped by 1.5%

per dB(A) with exposures between 50 and 70 dB(A)).

This leads to a concentration of low income

households in noisy areas (see [5]).

On the basis of the above mentioned research

results on noise effects, the following targets in

urban noise abatement are proposed from different

institutions [2, 6, 7] Table 19.1.

Priority has the compliance with the targets for

outdoor levels, as noise protection should include the

outdoor residential areas (balconies, terraces,

gardens); besides, the reduction of the outdoor levels

improves the quality of the use of inner-urban streets,

parks and squares.

19.3.2 Principal Conflicts in Urban Noise
Protection

Comparing the existing exposures and the targets, it is

obvious that the most difficult problem with the

highest priority is the noise reduction along traffic

lines with high impacts, that is the remediation of

an existing situation, for example in urban

redevelopments (case ‘noise remediation’). Also for

other sources (industry, leisure facilities, etc.) grown

and mixed situations pose special problems. This

problem type also includes the many transient single

noise events, which often cause the complaints of

citizens.

In planning of new urban facilities, one has to

distinguish three principal conflict cases according to

the polluter or initiative:

• New traffic generating facilities such as roads and

other sources in the neighbourhood of residential

areas (Case ‘Noise precaution’)

• New residential facilities near to existing sources

(Case ‘Approaching residential areas’)

• Joint planning of residential facilities and sources

(streets, etc.)

Methodology, responsibilities, legal framework

and measures differ for these four cases. Generally,

the targets of urban noise protection are not suffi-

ciently observed in the evaluation of new traffic

generating structures. Urban noise protection must

therefore become an integral part of urban land use

and traffic planning.

19.3.3 Methodology in Urban Noise
Protection

The task of urban noise protection consists of the

following major steps:

• Definition of the area of conflicts and investigation

• Assessment of the existing and future noise levels

for the area of investigation

• Evaluation of the exposures on the basis of limit or

target values

• Analysis of the driving forces

• Development of an action plan

• And its implementation

Table 19.1 Target values for urban noise control

Protection target Reference time LAm (dB) Receiver Comment

Health (risk of cardiac infarction) Day time (nighttime) �65 (�55) Outdoor Short-term target UBA, SRU

Prevention of high annoyance Daytime <55 Outdoor UBA, WHO, SRU

Prevention of annoyance Daytime <50

<35

Outdoor Long-term, UBA, WHO

Indoor

Prevention of considerable

sleep disturbances

Nighttime <45

<30

(LAFmax<45)

Outdoor UBA, WHO

Indoor

Indoor

Prevention of sleep disturbances Nighttime <45

<25

Outdoor Long-term UBA, WHO

Indoor
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The solution of noise conflicts should be based on

the participation of all stakeholders, a broad participa-

tion of the persons affected must be guaranteed at all

steps. Besides, for efficient and citizen-oriented noise

action plans, sufficient and qualified urban staff must

be available.

19.3.3.1 Definition of the Area of Conflicts
and Investigation

The impairments due to noise often seem to be a local

problem, which might be solved by local measures.

The German Guideline for industrial noise (TA L€arm)

[8] for example defines the affected area of an indus-

trial installation as the one where the noise exposure

due to the installation is 10 dB(A) or less below

the guideline values. But a deeper analysis of noise

exposures often shows far reaching driving forces

(local traffic may have relevant regional or even

international contributions). Some measures such as

the shift of disturbing traffic from a road will increase

the exposure elsewhere. Therefore, a sufficiently large

area of investigation should be chosen, especially in

the case of traffic noise, at least the community area

should be included.

19.3.3.2 Assessment of the Existing and
Future Noise Levels for the
Area of Investigation

Generally, the noise levels will be determined for each

source separately with its proper assessment scheme.

These schemes define the exposure indicators, the

reference time, emission data and the propagation

model. In most cases, the exposures are calculated,

because only then the assessment of future exposures

is possible. But some schemes contain procedures for

the measurement of exposures as well (such as the

German TA L€arm [8]). In the German standard DIN

45 682 ‘Schallimmissionspl€ane’ (‘Sound immission

maps’) of September 2002, the source related schemes

are listed and supplementary procedures for the

visualisation of the exposures are defined.

The most important assessment schemes for urban

noise abatement in Germany are:

• DIN 18005 Part 1 Urban Noise Control; calculation

scheme [9]

• Instructions for road traffic noise protection

(Richtlinien f€ur den L€armschutz an Straßen; edition

of 1990 (RLS-90) [10])

• Instructions for the calculation of railway noise

exposures (Schall 03 – edition of 1990 [11]).

RLS-90 and Schall 03 have a special legal character,

as they are an integral part of regulations for noise

reception limits for newly built or substantially altered

traffic lines (roads and railways, see Chap. 4).

In the road traffic guideline, simplified average

traffic situations are used, which are classified

according to the upper speed limit. For the urban

noise abatement sometimes a more detailed assess-

ment of the traffic situation is needed (for example,

‘noise reduction measures for a major road in the city

centre with two lanes, few congestions and with bus

traffic’). This can be calculated with the computer

program CITAIR.3

For new and substantially altered roads and

railways in Germany, the design of noise protection

measures has to be based on the predicted traffic

volumes. For roads this is the traffic volume in

10–20 years,4 for railways this is the full capacity of

a line.5

In June 2002, the European Union (EU) enforced

a Directive of the Council and the Parliament with

which the assessment, evaluation and management of

environmental noise shall be harmonised in the EU

[13]. In the medium and long term, this will consider-

ably influence the national calculation schemes, as

they differ in indicators, emissions and in the propaga-

tion model from the future harmonised schemes. The

Directive prescribes that the exposure of the European

population has to be assessed in so-called ‘strategic

noise maps’ (‘map designed for the global assessment

of noise exposure in a given area due to different noise

sources or for overall predictions for such an area’) for

agglomerations, major roads, major railways and

major airports. The time schedule has the following

steps:

3 CITAIR: Computergest€utztes Instrument zur Prognose the

Auswirkung verkehrlicher Maßnahmen zur Immissionsre-

duzierung (Computer-based instrument for the prediction of

the effects of traffic management for the reduction of pollutions

[air and noise]) can be bought from the German Federal Envi-

ronmental Agency.
4 See the official explanations for }3 of the 16. BImSchV [12] in

the Bundesratsdrucksache 661/89, S. 37.
5 See the “Application guidelines for the 16. BImSchV” version

6 September 1993 of Deutscher Reichsbahn and Bundesbahn.
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• Step 1: By 30 June 2007 strategic maps have to be

made for:

– Agglomerations with more than 250,000

inhabitants

– Major roads with more than 6,000,000 vehicle

passages per year

– Major railways with more than 60,000 train

passages pro Jahr per year

– Major airports with more than 50,000

movements per year

• Step 2: By 30 June 2012 strategic maps have to be

made for

– Agglomerations with more than 100,000

inhabitants

– Major roads with more than 3,000,000 vehicle

passages per year

– Major railways with more than 30,000 train

passages per year

(see Chap. 4)

19.3.3.3 Evaluation of the Exposures with
Respect to Limit and Target Values

Exposures have to be compared with limit, target or

guideline values. In general, these values depend on

the particular land use, as defined in corresponding

plans (in Germany defined in the so-called Land

Use Ordinance – Baunutzungsverordnung [14]).

They are visualised in so-called sensitivity maps,

exposure above the limits can be shown in conflict

maps [15].

The prioritisation of the conflict cases may be

accomplished by a weighting of the number of the

exposed persons with their exposure or with the

difference between their exposure and the target

levels.

19.3.3.4 Analysis of the Driving Forces
An efficient noise reduction must be based on the

analysis of the driving forces. This shall be

exemplified for road traffic. The noise levels in a

road, for example, depend on the following influential

factors:

• Categories and numbers of the emitting vehicles

• Emissions from the road traffic

• Transmission of the emissions to the receiver

This shall be explained for the vehicle categories

and their emissions.

Categories of the Emitting Vehicles

It is well known that noisy vehicles such as heavy

trucks even in small portions determine the noise

exposure. According to the emission assumptions in

the German road traffic calculation scheme (RLS-90

[10]), a truck above 2.8 t generates a noise exposure

(upper speed limit of 50 km/h), which is 13.6 dB(A)

above that of a car, thus 23 cars are as noisy as one

truck. Equivalent levels are, therefore, determined by

trucks if their percentage exceeds 4.2%. The reduction

of the number of trucks and the reduction of their

emissions is, therefore, of special importance.6

The emissions from road traffic are mainly deter-

mined by the two sources propulsion and road/tyre

interaction. For a car (which runs on petrol and with

a motor power of 55 kW), Fig. 19.4 shows the sound

pressure levels and the principal parameters, which

determine the influence of these two sources7:

• Road/tyre noise increases with the vehicle speed

• Propulsion noise increases with the engine speed

and the engine load. Engine speed and vehicle

speed are linked with each other via the gear trans-

mission ratio

Figure 19.4 shows that the emissions at full load

(for example, due to acceleration) can be up to 7 dB

(A) above operations without load (constant speed

with low driving resistance). Therefore, these two

operational conditions have to be distinguished.

A certain constant vehicle speed can be reached in

different gears. The differences in emissions in total

vehicle noise are very high, at 30 km/h, for example,

the emissions in the second gear are about 11 dB(A)

higher than in the fourth gear. Therefore, the manner

of driving is of high importance for the noise

reduction.

Figure 19.4 furthermore shows the typical relation-

ship between road/tyre noise and propulsion noise,

which of course may be different for other technical

designs. Road/tyre noise is already dominant for con-

stant speed between 30 and 50 km/h in the third gear.

6 According to the assumptions of the RLS-90 ([10], Table 19.3)

only on municipal roads the average truck percentages are lower

(3%).
7 See Kemper, G, Steven H Ger€auschemissionen von

Personenwagen bei Tempo 30, Zeitschrift f€ur L€armbek€ampfung

31 (1984), 36–44 (Noise emissions from cars in 30 km/h zones).
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The road/tyre noise is generated by the interaction

of tyre and road surfaces; thus for the reduction of the

emissions, the following actions and stakeholders are

involved:

• The vehicle manufacturers determine the propul-

sion noise through the technical design of the

vehicles

• Legislation limits the maximum allowable

emissions of the involved sources

• Manufacturers of tyres and road surfaces determine

the rolling noise through the technical design of

their products

• The drivers will considerably influence the

emissions by gear selection, vehicle speed and

engine load

• Car owners (among them also the communities and

public transportation) could purchase low noise

vehicles and tyres

• The local road construction and traffic management

authorities can influence the driving manner

through road design and upper speed limits

19.3.3.5 Development of noise action plan
On the basis of conflict maps and the analysis of

the influential factors concepts for measures are to be

developed to reduce the exposures (see Chap. 5).

The legal framework and the responsibilities have

to be observed.

Integrated concepts on communal level are, for

example, the noise action plans according to }47a
of the German Federal Immission Control Act

(see Chap. 4). As many measures are in the responsi-

bility of national or European authorities, the commu-

nal noise action plans have to be supplemented and

supported with higher-ranking concepts such as

further steps for the reduction of allowable emissions

from the involved sources.

On the European level such noise action plans

are now obligatory via the Directive on Environ-

mental Noise [13]. The action plans have to be

presented about 1 year after the strategic noise maps

(see Sect. 3.3.2), this is by 18th July 2008 resp. 2013.

19.3.4 Principles, Instruments, Measures
and Stakeholders in Urban
Noise Protection

The paramount problem of high exposure situations

can generally be solved only through a combination of

measures (these are concrete implementations of noise

reduction actions such as the construction of a noise

barriers) and instruments (they induce such measures

as in the case reception limits). It is useful to structure

the potential measures and instruments according to

priorities, degree of obligation and responsibilities.
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In environmental policy, the general principle

‘avoidance prior to reduction prior to compensation’

is valid. Applied to traffic noise abatement one gets the

following ranking of measures:

• Measures for the avoidance of traffic

• Prior to measures which shift transportation to less

emitting means of transport

• Which are prior to the reduction of the remaining

emissions

• And these prior to the reduction in the propagation

path

• And at the receiver

Traffic avoidance is of paramount importance

because this principle is the common basis to reach a

broad range of targets (safety, reduction of greenhouse

emissions, air pollution and consumption of areas,

urban quality, etc.). Synergies can be utilised and the

negative side effects of traffic avoiding measures are

generally small.

Also for the case of shifting traffic, there may be

synergies (for example, with respect to energy saving

and noise). But the principle to shift traffic requests the

identification of vehicles, which are – with respect to

transport performance – quieter than others.

Emissions reduction as measure at the source

corresponds to the polluter-pays-principle. It may

cause conflicts between different targets (as, for exam-

ple, increase of energy consumption due to increased

weight caused by encapsulations of vehicle sources).

Finally, measures in the propagation path are often

not compatible with urban quality such as inner-urban

noise barriers; measures at the receiver such as sound

insulation windows do not protect outdoor living areas.

These principles – here explicated for traffic noise

abatement – can be transposed to other sources in an

analogous way.

With respect to the degree of obligation, the

following instruments might be distinguished:

• Setting of noise emission limits and receptions

through acts, ordinances and administrative

instructions

• Obligation for noise reduction in the framework of

legally prescribed balancing of concerns as in the

urban land use planning

• According to the polluter-pays-principle attribution

of the costs of noise exposures to the polluter

• Privileges and preference for low noise products

and processes as in public procurement or on the

part of the consumers

• Instruments which aim at the modifications of

manners and behaviours such as information, edu-

cation, campaigns

• State aid for noise abatement

In general, the highest and most concrete level of

protection will be achieved with the setting of noise

emission limits and noise reception limits.

Measures and instruments for noise abatement are

in the responsibility of different actors or stakeholders

(see also Sect. 3.3.4):

• State institutions set limits for the emissions (Euro-

pean Union) or the reception (nations, regions);

they also define the general framework for the

qualitative demands on noise reduction. National

and regional governments influence the costs for

the use of noisy sources through tax and fiscal

policy

• Through planning regions and communities influ-

ence the vicinity of noise sources and sensible land

use or the traffic generation. They are responsible

for local action plans

• Different local authorities supervise the extent of

noise levels as regulatory bodies (industrial regu-

latory bodies, plan approval bodies)

• The road traffic authorities are responsible for the

noise reduction via traffic management

• The citizens will generate or avoid noise through

their behaviour and consumption

• The manufacturers define the noise emissions of

their products

• Police and courts will be addressed in many

conflicts due to noise impairments.

In many conflicts, this variety of responsibilities

aggravates a fast solution for the affected persons.

Urban noise control can improve this situation through

the installation of a centralised body of contact (‘noise

phone’).

19.4 Legal Framework in Urban Noise
Protection

For urban noise abatement all acts, ordinances and

administrative instructions are relevant, which regu-

late or influence traffic generation or avoidance, the

shift of traffic, the control of the emissions and

receptions. The latter are of paramount importance

as direct regulations for the emission and pollution
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control. Among the traffic related legal framework, the

example of the German Regional Land Use Planning

Act (ROG) [16] will be cited which gives clear rules

for the avoidance of traffic and the shift to less-emit-

ting transport means.

}2 ROG states:

1. The principles of regional land use planning have to

be applied in the spirit of the governing concept of

sustainable spatial development according to }1
Abs. 2.

2. Principles of the regional land use planning are:

5. Condensed areas have to be safeguarded as focal

points for living, production and services. The develop-

ment of land use shall be oriented at an integrated

transport system and the safeguarding of free space.

The attractivity of public transport has to be expanded

by the development of public transport associations and

the creation of efficient interfaces. Green areas shall be

safeguarded as elements of the free space and shall be

merged. Environmental damages have to be reduced.

12. A good accessibility of all space elements among

themselves through passenger and goods traffic has to

be assured. Above all in spaces and corridors which are

heavily burdened with traffic, the prerequisites for the

shift of traffic to more environmentally friendly means

of transport such as rail or waterways shall be

improved. The development of land use has to be

organised through allocation and mixture of different

land use types in such a way that the traffic impacts are

reduced and additional traffic is avoided.

Among the noise reception limits and noise emis-

sion limits, the German Federal Immission Control

Act (BImSchG) of 1974 [17] is the most important

one. It regulates – together with corresponding

ordinances or administrative instructions

• The noise control for the establishment and opera-

tion of installations (}4ff) with setting of reception

guideline values in the general administrative

instruction ‘Technische Anleitung zum Schutz

gegen L€arm’ (Technical instruction for noise con-

trol) (TA L€arm) in the version of 1998 [8]

• Noise limits for vehicles (}38) in combinationwith the

Straßenverkehrs-Zulassungs-Ordnung (StVZO)

(RoadTrafficLicencingOrdinance),which transposes

the respective European Directives into national law

(limits and measurement procedures) since 1970

• The noise control for the new construction and the

substantial alteration (due to construction!) of traffic

lines (noise precaution) (}}41–43) with the setting of
limits and calculation schemes in the Verkehrsl-

€armschutzverordnung (Vl€armSchV) (Traffic Noise

Ordinance) of 1990 [12]. The Vl€armSchV defines

the admissible outdoor levels8 in Table 19.2, the

exceedance of which has to be avoided (}41 (1)),

as long as the costs of the protective measures com-

mensurate with the desired objective for protection

(}41 (2)); if not, only so-called passive protective

measures shall be applied, i.e., measures which guar-

antee a certain indoor level and which will be

designed according to the Verkehrswege-

Schallschutzmaßnahmenverordnung of 1997 [18]

(Noise Protection Ordinance for Traffic Lines). The

limits for railways are 5 dB(A) higher than those for

roads due to the fact that railway noise is assumed to

be less annoying.

• The Vl€armSchV also defines the substantial alter-

ation of a traffic line: this implies a significant

change in the construction, which increases the

levels by 3 dB(A)9 and more or to levels above

Table 19.2 Noise reception limits and guideline values for the noise control along traffic lines in Germany

Noise precaution (new lines)a Noise remediation (existing traffic lines)b,c

Daytime Nighttime Daytime Nighttime

Hospitals, etc. 57 47 70 60

Residential areas 59 49 70 60

Mixed areas 64 54 72 62

Industrial areas 69 59 75 65

aNew or substantially altered according to the Traffic Noise Ordinance
bFederal roads and railways (in accordance with the availability of financial means)
cTargets of the German Federal Environmental Agency (UBA): 65/55 dB(A) daytime/nighttime for residential areas

8 Rating levels, i.e. with a correction of the equivalent levels

representing noise nuisance effects such as the railway “bonus”

(railway noise considered to be less annoying than road noise).
9 Due to the rounding rules this corresponds to 2.1 dB(A) and

more.
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70 dB(A) at daytime/60 dB(A) at night-time. Fur-

thermore, the Vl€armSchV lays down the

corresponding calculation schemes for road and

railways.

• The noise action plans of the communities (}47a of
1990): local authorities have to determine the noise

exposures in areas in which harmful environmental

effects are caused by noise or are expected to be

caused thereby and, if necessary, to draw up noise

action plans. Even if }47a does not contain any

deadlines, it is the most important instrument for

the noise remediation of existing harmful

situations. Representatives of the regional pollution

control in Germany have passed a model adminis-

trative instruction [19] defining the noise

exposures, which represent harmful effects on the

environment. For roads and railway lines, these

thresholds are identical with the limits in the

Vl€armSchV (see Table 19.2).

• And with }50 for the regional planning stating that

areas for specific types of use shall be zoned in such

a manner that harmful effects on the environment

are kept to a minimum.

It is planned to integrate the transposition of the

EU-Directive on environmental noise into national

law – which was due by 18th July 2004 – within the

Federal Immission Control Act.

For the urban land use planning the German Con-

struction Code (Baugesetzbuch BauGB, in the version

of 1997) is the most important law [20].

The urban land use planning shall “guarantee a

sustainable urban development and a socially equitable

land use, which corresponds to the public well-being;

it shall contribute to safeguard a humane environment

and to protect and develop the natural basis of life”

(}1 BauGB). The general demands for healthy living

and working conditions and the environmental

concerns have to be observed.

‘In the development of urban land use plans the

public and private concerns have to be fairly balanced

against and among each others’. (}1 (6) BauGB)

The planning instruments for these targets are

among others the type and degree of the land use and

the definition of areas for special installations and

provisions in order to protect against harmful environ-

mental impacts in the sense of the Federal Immission

Control Act (}9, contents of the land use plan).

In the Construction Code itself, no limit values are

given to avoid harmful environmental impacts due to

noise. In the supplementary sheet 1 of the German

standard DIN 18005 ‘Urban Noise Control’

(‘Schallschutz im St€adtebau’) of May 1987 [21], the

guideline values in Table 19.3 are recommended for

urban planning. The guideline values are no limits,

they have to be balanced with other concerns. ‘The

exposures should be not higher or even below the guide-

line values in order to fulfil the expectations for an

adequate noise protection, which are linked to the spe-

cific characteristics of the concerned areas for land use’.

The guideline values are of paramount importance

for the planning of new residential areas. They are not

valid for the authorization of single buildings

according to }}30 and 34 BauGB. For the especially

problematic case of a new building along an existing

road with high exposures the standard does not give

any guideline value. But in this case at least ‘the

demands for healthy living and working conditions

must be fulfilled’ (}34(1) BauGB).
DIN 18005 has not been introduced in all German

regions, for example, not in Hamburg, here ‘such low’

targets in agglomerations are thought to be

unrealisable [22]. But anyhow two principles should

be observed:

• Exposures which cause negative health effects have

to be excluded (see Sect. 3.1: rating levels of 65/55

dB(A) at daytime/night-time)

Table 19.3 Noise guideline values for urban planning

Land-use Guideline values in dB(A) daytime night-timea

1. Pure residential, weekend cottage and holiday home areas 50 40/35

2. General residential areas, camping sites 55 45/40

3. Special residential areas 60 45/40

4. Village and mixed areas 60 50/45

5. Centre zones and industrial areas 65 55/50

6. Special sensitive areas according to their sensitiveness 45–65 35–65

7. Cemeteries, allotments, parks 55 55

aLower values for industrial and leisure noise
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• Low exposures for living- and especially sleeping

rooms have to be safeguarded by appropriate orien-

tation within the buildings, averting them from the

sources. In [22], the target value of 49 dB(A) at

nighttime is proposed (compare Traffic Noise

Ordinance).

The German Road Traffic Ordinance Straßen-

verkehrs-Ordnung (StVO) in }45 authorises the urban

traffic authorities to restrict traffic in order to protect

the population against noise and air pollution.10 The

following measures can be applied:

• Speed limits as in so-called Tempo-30-zones

(upper speed limit 30 km/h) or in traffic calming

zones (upper speed limit about 7 km/h)

• Parking management

• Installation of pedestrian zones

• Traffic bans for certain times and vehicle categories.

The application of }45 STVO for noise control has

been put in concrete terms in 1981 by instructions

by the German ministry of transport [23]. According

to that, its application might be especially considered

if in residential areas daytime resp. nighttime levels

exceed 70/60 dB(A). But jurisdiction11 clarified that

such measures are not only justified if certain high

levels are exceeded but already then if exposures not

customary in a place can be reduced by reasonable

restrictions (such as the ban of through traffic in roads,

which are dedicated to local accession).

19.4.1 The Directive of the European
Union on Environmental Noise [13]

This Directive for the first time introduces deadlines

for the assessment of strategic noise maps (see

Sect. 3.3.2) and the design of noise action plans

(see Sect. 3.3.5) it is, therefore, more stringent than

the above-mentioned regulations in }47a BImSchG.

19.4.2 Noise emission limits in the
European UNION

As is generally known the EU is responsible for the

harmonisation of product regulations – including noise

limits. In several Directives limits for:

• Cars, trucks and busses [24] since 1970, motor

cycles[25] since 1978, with the last changes of the

emission limits in 1992 [26] (development of the

limits see [2])

• Tyres of road vehicles [27] since 2001

• Outdoor machinery [28], last version of 2000

have been enforced.

Noise limits for rail vehicles are in force for high

speed trains since 1 December 2002 and in preparation

for conventional interoperable rail vehicles.12

The effectiveness of the Tyre Directive will be

rather limited according to the evaluation of many

organisations (such as the German Federal Environ-

mental Agency): the limits are already today observed

by very many tyre types, furthermore, for all tyres on

the market, they are enforced only by 1 October 2009.

19.4.3 Evaluation of the Legal Instruments
for (Traffic) Noise

The protection against noise in Germany, especially

traffics noise is not comprehensively regulated:

• The German Traffic Noise Ordinance is only valid

for newly built or substantially altered roads and

railways

• Substantial alterations require substantial construc-

tive changes. Increase of levels due to increased

traffic volumes or speeds are disregarded

• The limits in the Traffic Noise Ordinance related to

outdoor living areas are not compulsory if the costs

of the active measures do not commensurate with

the objectives for protection

• }47a BImSchG does not envisage deadlines and

noise limits

10 }45 STVO (1) The traffic authorities are allowed to restrict or

forbid the use of certain roads or parts of them for traffic safety

or orderliness reasons and they are allowed to reroute the traffic.

They have the same right for the protection of the population

against noise and air pollution.
11 On }45 StVO decision of the Bundesverwaltungsgericht (Fed-

eral Court of the Administrative Law) of 4 June 1986 (7C76.84)

(NJV 1986, 2655ff.) Guiding principle : “1. StVO } 45 Abs. 1 S

2 Nr 3 provides protection against road traffic noise not only if a

certain level is exceeded; it is sufficient that the exposures are

above the levels which have to be accepted as customary taking

the concerns of traffic into account.”

12 These will be defined within the Technical Specifications for

Interoperability.
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• }45 StVO is subject to be balanced with other

concerns (such as ensuring mobility)

• Also in land use planning this balancing of

concerns has to carried out; regulations for single

projects are missing

• In the German regulations the sources are treated

separately. Appropriate protective measures for

multiple exposed persons or those who do not

have any quiet façade cannot be demanded

• The noise emission limits of the EU do not always

correspond to the state of art in noise reduction.

Especially at the existing inner-urban roads and

railways with high exposures concrete protective

regulations are missing (the problem of the ‘noise

remediation’). For this case, the gravest problems are

tackled by the noise remediation programmes for

federal roads (since 1978) and railways (since 1999).

The limits applied in these programmes (see

Table 19.2) are above the levels, which are necessary

for the protection against negative health effects. In

addition these programmes are financed by voluntary

federal contributions depending on the available

budgets. This situation has been criticised for a while

now,13 corresponding political initiatives have not

been successful yet.

19.5 Measures

In the following, measures for noise reduction will be

presented. They will be structured according to the

ranking described in Sect. 3.4. Often certain sets of

measures comprise several ranking related elements.

The concept of ‘area wide traffic calming’ (see Sect.

5.3.2), for example, not only aims at low noise driving

manners but also seeks to promote the use of transport

means without emissions (walking, cycling). Also, the

noise action plans according to $47a BImSchG

or the Environmental Noise Directive should be

based on the coordinated integration of many single

measures.

19.5.1 Traffic Avoidance

Traffics avoidance more exactly means the avoidance

of motorised traffic (mt). This means in a broader

sense the reduction of the mileage (m) of the

motorised traffic according to the following tautology

(compare [29] p. 434):

m ¼ m

tp

tp

a

a

b
b;

(a) Reduction of the mileage intensity m
tp

(b) Reduction of the transport intensity tp
a

(c) Reduction of the activity intensity a
b

mit tp – transport performance (in passenger-

kilometres or tons-kilometres)

a – activities

b – benefit

(a) Means increase of the occupancy or the work-

load14 of the vehicles.

(b) Means the reduction of the transport performance

(tp) per activity, for example for the ways to and

from work (traffic avoidance in the narrower

sense through low traffic land use structures).

(c) Means the reduction of activities linked with a

certain benefit (for example, benefit recreation:

one long vacation instead of many short trips).

Analogous relationships can be used for freight

traffic, whereby activities have to be substituted

by commodity units. Reductions of the commodity

intensity according to (c) would then, for example,

13 See, for example, the German Council for Environmental

Questions in its special report “Environment and Health” of 31

August 1999 (extract from the short version [18]:). In contrast to

installations which are subject to the Federal Immission Control

Act (}} 17, 25 BImSchG) the legal regulations do not provide for

the remediation of existing traffic installations. This legislative

state where noise control nearly completely relies on fiscal

considerations is not acceptable in the long term even under

budgetary restrictions. The attitude of refusal of the fiscal policy

does not only deviate from the individual preferences of many

citizens. The obligation to protect the health of the citizens

according to the German Constitution (Article 2, Paragraph 2)

rather demands appropriate actions against noise exposure from

existing installations, at least if they are on the verge to endanger

health what is to be expected for long-lasting considerable

annoyances. As above all low income households are exposed

to unacceptable noise a reduction of the noise exposure is also a

requirement of the welfare state.

14 Thus, cars used for the journeys to and from work are

occupied by 1.1 persons/vehicle on the average, in public trans-

port the occupancy rate is only 20%.
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be the use of long-lasting commodities instead of ex

and hopp products or renting instead of buying.

Traffic avoidance according to (c) means the renun-

ciation of a life style with high use of commodities and

a high travel intensity; it is a more general cultural task

but it can be supported on the urban level through the

promotion of living without a car (for example, by

developing car free residential areas15).

But the growth of the transport performance of the

total motorised traffic in Germany16 from about 88

billion passenger-kilometres (Pkm) in 1950 to 905,7,

billion Pkm in 2002 shows how rather ineffective

strategies of traffic avoidance have been up to now.

Indeed, the reasons for growing transport demands

such as prosperity, individualization of lifestyles,

globalisation, economic concentration are unbroken.

In [30], a lot of traffic avoidance strategies have

been described, here only some more important

examples will be presented.

The effects of measures to avoid traffic are gener-

ally not easy to be quantified and of relative low

efficiency. A quite ambitious reduction of the mileage

by 50% corresponds – as is generally known – to an

average reduction of exposures by only 3 dB(A).

An example for the reduction of the commodity

intensity according to (c) (renting instead of buying/

owning) is car-sharing:

Car-sharing supports a way of life without one’s

own car. One shared car corresponds to 5–8 private

cars17 with a corresponding reduction of materials and

transportation in the car production. Persons who

share cars reduce their car mileage from 7,000 to

4,000 km/year on average (whereas private cars have

an average mileage of 12,700 km/year). Car-sharing

companies with the German Environmental Label

oblige themselves to utilise low noise vehicles

(the type approval noise emissions of the vehicles

shall be �71 dB(A) i.e. 3 dB(A) below the limit, in

addition low noise tyres have to be used according to

the German Environmental Label).

Low traffic land use according to (b) or the ‘short
distance city’ will be promoted by urban land use

planning with the instruments ‘mixture of use’,18

‘decentralisation’19 and’ condensation’20. In [31] it is

recommended to safeguard urban quarters with high

historic urban quality, to build dwellings preferably in

down town areas and to preserve the greenbelts around

the cities. A good example for a ‘compact’ city is Delft

(92,000 inhabitants) in the Netherlands; here 90%

of the residential area are within a radius of 2.2 km

around the city centre, whereas for comparable

cities in Germany the figures are 3.0 (T€ubingen) to

5.0 km (Trier). Land use structures can only slowly

be changed; therefore, the conservation or extension of

structures with mixed land use should be promoted

with additional instruments such as a housing policy,

which eases moves nearer to the workplace, the decen-

tralisation of urban services (see the example of

the city of Heidelberg), the conservation of service

facilities near to the dwellings such as the village

store through corresponding trade and commerce

policy, etc.

The short distance city ideally allows to make the

necessary journeys by foot or bicycle. After all 50% of

the journeys today made by car are shorter than 5 km,

thus there is a high potential for a mobility without

emissions.

Generally, noise reception limits and guideline

values depend on the type of land use (see Tables 19.2

and 19.3), areas with a high mixture of uses are less

protected than, for example, pure residential areas. This

dilemma between pollution control and traffic

avoiding mixtures of land use is only partly solvable,

one example in Germany is the definition of ‘special

residential areas’ which allow a high degree of mixture

but at the same time have ambitious noise guideline

values for the night.

An important instrument for traffic avoidance is the

rise in prices of the motorised traffic internalising its

‘true’ or external costs, which comprise the cost of

15 Compare http://www.carfree.com/.
16 ifo Institut, Verkehrskonjunktur 2000; BMV: Verkehr in

Zahlen 1999; (Traffic in Figures) with 1950 0.5 journeys and

1997 3 journeys per day with motorised vehicles, 1950 about

9,076 km mileage per person, 1997 15,330 km
17All figures from Germany.

18 via definition of the type of land use according to the

Baunutzungsverordnung BauNVO (Land Use Ordinance).
19 via allocation of the land use zones in the Land Use Plan.
20 via definition of the degree of the utilisation of the land area

(BauNVO }17),here again the allowed value of the Floor Space

Ratio corresponds to the reception limits.
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noise exposure.21 This instrument will influence the

mileage if the cost elements reflect this parameter.

This instrument is implemented in different forms:

• Petroleum tax (taking mileage into account) in

Germany supplemented by ecological elements

• Motor vehicle tax (independent from mileage but

which may take the specific emissions of a vehicle

type into account)

• Road pricing as an urban instrument, which aims at

the limitation of traffic in the case of insufficient

road capacities and excessive environmental impacts

(applied in Singapore, Norway, London [congestion

charge]22), in Germany in the framework of pilot

projects (Stuttgart) but with relatively small effects

• Lorry toll (taking mileage into account) as applied

in Switzerland and planned in Germany by 1st

January 2005 substituting the mileage independent

vignettes. In Switzerland, the toll money is used for

the construction of railway tunnels and the railway

noise remediation programme

• Parking management, a measure with potentially

high efficiency.

On the other hand, in countries such as Germany

people get a tax reduction depending on the length of

their way to work. This subvention promotes or at least

supports commuting.

The pedestrian and bicycle friendly city promotes

this mobility without emissions via

• The increase of safety (especially through the

reduction of the speed of the motorised traffic)

• Granting privileges at traffic lights (such as reduc-

ing waiting time)

• Increase of the travel speed and the comfort

(through direct and shortest ways, sufficient, safe

and independent areas such as bike lanes, no pedes-

trian and biker underpasses)

• Safe parking lots

• Public relations

• Availability of service bikes

• And the personal example in administration and

policy.

The example of the city of M€unster in Westfalia

(270,000 inhabitants) shows the potential of transfer to

biking (see Table 19.4). The portion of ways by bike

was more than tripled within 18 years.

With traffic restrictions, traffic volumes can locally be

reduced. But this contributes only then to traffic avoid-

ance if the traffic is not merely shifted to other roads.

The traffic ban of the historic Old Town of L€ubeck

(216,000 inhabitants) from 10 to 18 Uhr (with

exemptions for its inhabitants, taxis and public transport)

reduced the levels between 4 and 6 dB(A) (Table 19.5).

19.5.2 Measures for the Shift to Low
Emission Sources

This measure is implemented in the following forms:

• Shift of the motorised private traffic (cars, etc.) to

busses and rail vehicles of public transport

• Shift of long-distance travels to rail traffic (freight,

passengers)

Table 19.4 Modal Split in M€unster (% of the journeys)

Walking Cycling Public Transport Car

M€unster 1972 10

M€unster 1990 27 34 5 34

Germany 1992 27 9 10 53

Netherlands 1991/1993 27

Groningen 1990 39

21 For the external costs of the noise exposure, there are some

estimates:

• UBA estimates costs in 1993 to be 10.4 billion .DM per year

for the road and 4.5 billion DM for the rail (Huckestein, B,

Verron H “Externe Effekte des Verkehrs in Deutschland” in:

Fortbildungszentrum Gesundheits- and Umweltschutz

“Mobilit€at um jeden Preis?”, 382. Seminar, 611.1995.

• INFRAS/IWW estimates the costs in 1995 to be 5.69 billion €
for the cars, 2.61 billion € for the trucks, 0.404 billion € rail

passenger and 0.325 billion € rail freight transport („External

Costs of Transport“, March 2000).
22 See the official website on the congestion charge, https://

www.cclondon.com/whatis.shtml# “Congestion charging is a

way of ensuring that those using valuable and congested road

space make a financial contribution. It encourages the use of

other modes of transport and is also intended to ensure that, for

those who have to use the roads, journey times are quicker and

more reliable. The London scheme requires drivers to pay £5 per

day if they wish to continue driving in central London during the

scheme’s hours of operation.”
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• Shift to low emission vehicles within one vehicle

category (for example, via incentives)

The shift can be promoted by

• Land use planning

The lines and stations/nodes of public transport as

nuclei of urban development

• Freight logistics

(Freight stations near to consumers, cargo transport

centres with connection to the rail net)

• Economic instruments

Reduction of the charges for public transport with

respect to the costs of cars and trucks (so-called

environmental tickets, rail cards, job tickets, etc.)

• Promotion of combined transport forms

Walk/Bike/Park and Ride, combined road/rail

transport, car-sharing + public transport, transport

of bikes in trains, trams and busses

• Privileging public transport

(Areas, bus lanes, priority at traffic lights)

• Improved offers in public transport

(Frequency, density of stops and stations, service,

punctuality. . .)

• Public relations, information.

The example of the city of Z€urich (385,000

inhabitants) shows the potential for the use of public

transport if the latter is promoted and privileged,

expressed in the modal split (% of the journeys). By

the way, among European major cities Z€urich has the

lowest portion of private car travels.

Measures for the shift of traffic aimed at noise

reduction must be based on the knowledge of quieter

alternatives. In [32], the environmental impacts of

the different transport means have been compared in

relation to the same transport performance: with

respect to noise buses are right now the quietest

means of transport (2–4 dB(A) lower exposures than

from cars; whereas trams operating in streets generate

2 dB(A) higher exposures than cars, but trams are

supposed to be less annoying than cars).

19.5.3 Reduction of the Emissions

Noise emissions are reduced mainly by technical

measures at the sources and by low noise operation.

For road traffic noise, this means technical measures at

the vehicles and the road surfaces as well as low noise

driving manners.

19.5.3.1 Technical Measures
Technical measures for the noise reduction generally

are not applied automatically (e.g. the demand for

vehicles, which create less noise into the environment

is limited); therefore, they must be induced by the

following instruments:

• Statutory law (highest degree of obligations)

e.g., noise limits for vehicles and their components

e.g., reception regulations for new roads

(incentives for application of low noise road

surfaces) (see Chap. 4)

e.g., bans for noisy vehicles

• Subventions and duties (voluntary)

e.g., financial incentives for the purchase of low

noise vehicles

(vehicle taxes, compare the introduction of the cat-

alytic converter in Germany)

• Incentives for low noise vehicles (voluntary)

e.g., exemptions from traffic bans with respect to

times and areas

• Information on low noise products

e.g., via an Environmental Label (‘Blue Angel’ in

Germany) for such products

• Preference for low noise machinery and vehicles

within the environmentally friendly procurement of

local authorities

• Construction of low noise road surfaces.

Traffic bans for noisy vehicles as well as the last

four instruments are also in the responsibility of the

communities and shall therefore be explained.

Incentives for Low Noise Vehicles [33]

Incentives for low noise Vehicles are a measure,

which has been applied in communities. The most

common implementation is the exemption of low

noise vehicles from bans (in Germany according to }
45 STVO (see Chap. 4)). In Germany this measure was

first introduced in Bad Reichenhall. Here the bans for

trucks – already existing since 1954 – were abolished

Table 19.5 Modal split in Z€urich (% of the journeys)

Walking Cycling Public transport Car

Z€urich 1989 25 4 42 29

Stuttgart 1989 29 5 23 35 + 8a

Essen 1996 27 5 15 42 + 11

aFirst number: drivers, second number : passengers
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or eased in October 1981 for ‘low noise trucks’. In

November 1984, the ‘low noise vehicle’ was defined

in the Annex XXI of the German Road Traffic

Licencing Ordinance (StVZO) thus establishing the

legal basis for such incentives.

In December 1989, Austria introduced a night time

lorry ban (22:00 to 5:00) with the exemption of low

noise version (with a definition slightly different from

the German one) on the transit expressways crossing

the Alps, which above all caused a considerably

increased offer of low noise truck types on the market.

In the framework of a pilot project of the German

Environmental Protection Agency (UBA) the city of

Heidelberg introduced lorry bans with the exemption

for low noise lorries in several quarters of the town in

two steps in 1991 and 1994 (‘Truck noise control

zones’ see Fig. 19.5). Since 1999, this instrument

was applied in one street with high exposures in the

city of Berlin.

The effectiveness of the measure depends on the

percentage of trucks of the total traffic volume and

on the year of introduction. The noise emission limits

of new truck types since 1996 differ only slightly from

the corresponding limits of the ‘low noise truck’ as

defined in 1984. At least this measure substantially

contributed to the fact that the today’s ‘normal truck’

corresponds to the former low noise truck.

The German L€ander Berlin and Baden-W€urttemberg

subsidised the purchase of low noise trucks.

Information on Low Noise Products

The purchase/procurement and the operation of low

noise products imply the knowledge of this segment of

the market. The most important identification of

low noise products in Germany is the Environmental

Label. The example of the label for vehicles tyres shall

demonstrate the importance of this instrument. The

Environmental Label RAL – UZ 89 for low noise

Fig. 19.5 Traffic sign in

Heidelberg for the Truck

Noise Control Zone (second

step)
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and fuel saving road vehicle tyres of 1997 demands a

noise emission level of 72 dB(A), which is worldwide

the most ambitious limit for tyres and which is up to 4

dB(A) below the limits in the Directive 2001/43/EG

[27] (see Chap. 4) (if taking into account the different

rounding rules even up to 6 dB(A)). Furthermore, due

to the prescribed low rolling resistance one can reduce

fuel consumption by 5% with labelled tyres.

Labelled low noise products should be preferred

in public procurement. Information on these products

should be part of the public awareness campaigns

accompanying the implementation of noise action

plans.

Preference for Low Noise Equipment and

Vehicles in the Environmentally Friendly

Procurement of Local Authorities

In the framework of urban noise reduction concepts, it

is important that the local authorities themselves set

a good example. They can do this in the procurement

of equipment and vehicles for the urban institutions. In

Germany, the manual ‘Umweltfreundliche Beschaffung’

(‘Environmentally friendly procurement’) makes

some recommendations [34]. The manual proposes

among others that the noise emission from cars should

be 5 dB(A) below the EU-limits (p. 177). Low noise

lorry for urban services (with the Environmental Label

RAL – UZ 59 a and b) and tyres (RAL – UZ 89) should

be preferred.

Construction of Low Noise Road Surfaces

For roads, squares and railway lines, which are in the

communal responsibility the local authorities can

directly influence the emissions (rolling noise from

road and rail-bound vehicles).The following rules

should be observed in the design of road surfaces:

• The application of paving stones can result in

a considerable increase of levels (up to 10 dB(A)).

For vehicle speeds above 20 km/h low noise paving

stones should be applied. There are concrete paving

stones on the market, which are not noisier than

asphalt surfaces. They are relatively large, without

chamfers and as smooth as possible but with a

certain micro roughness and a diagonal lay-out.

Above 50 km/h, no paving stones should be used.

• For inner-urban roads with speeds above 70 km/h

fine-grained asphalt road surfaces with open voids

(DA ¼ ‘drainage asphalt’, porous asphalt) should

be installed, e.g. DA 0/8 (i.e. with a maximum grain

size of 8 mm). These are currently the most silent

surfaces; the open voids help to reduce the high

frequency aerodynamic parts of the rolling noise,

the so-called air-pumping. With respect to mastic

asphalt, the reductions are about 4 dB(A). Further

reductions (up to additional 4 dB(A)) through

optimised drainage asphalts seem to be possible.23

Drainage asphalts lose their noise reducing

properties in the course of time due to the clogging

of the voids. Then they have to be renewed.

• Unfortunately, drainage asphalts on urban roads

with lower speeds have not been effective, here

the clogging is relatively fast. Currently two layer

drainage asphalts are investigated but the prove of

permanent reductions is still missing. Therefore,

fine-grained stone mastic asphalts are currently

the best and most stable solution (i.e. SMA 0/5,

maximum grain size 5 mm).

19.5.3.2 Low Noise Driving Manners
Figure 19.4 shows the principal potential of a low

noise driving pattern. This is characterised by

• A driving pattern with low engine speed

• At reduced vehicle speed

• Changing into higher gears as soon as possible,

changing into lower gears as late as possible.

• And accelerating and braking as little as possible.

The reduction potential of a driving pattern with

low engine speed is about 6 dB(A) with respect to an

average driving behaviour for pass-by levels during

acceleration.

A reduction of the upper speed limit from 50 to 30

km/h will reduce pass-by levels by 5–8 dB(A),

depending on the chosen gears. The reduction of the

equivalent levels is 2 dB(A) lower.

In practice, the effectiveness of speed restrictions

is lower, it depends on the degree of observance.

According to the German calculation scheme RLS-

90, a reduction of the allowable speed from 50 to 30

km/h will reduce the equivalent level by only 2 dB(A).

The introduction of ‘speed 30’ (Tempo 30) should,

therefore, be accompanied by speed damping road

lay-out and additional traffic management regulations

23 s. S. Ullrich. Noise reduction potential of motorway

pavements. International Workshop Further Noise Reduction

for Motorised Road Vehicles, Umweltbundesamt 17./18.Sept.

2001.
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such as equal right-of-way for crossing roads. The

combination of all the regulatory and constructive

measures has been called ‘traffic calming’,24 this con-

cept has intensively been tested in the German model

project ‘Area wide traffic calming’ [35]. Table 19.6

shows the resulting possible noise reductions through

speed restrictions.

In [36], road lay-out elements, which are suitable

for speed reductions are presented and evaluated.

19.5.4 Measures in the Propagation path

These measures types consist of four essential

elements:

• Increase of the distances between source and

receiver (including the spatial shift of traffic)

• Shielding of the source (or the receiver) through

constructive measures (encapsulation, barriers,

etc.)

• Increase of the absorption in the propagation space

• Prevention of reflections, especially for the façades

averted from the source.

19.5.4.1 Noise Reduction Through Increase
of Distances

As it is well known the sound pressure levels with

increased distance from the source are reduced due

to the increase of the enveloping surface of the sound

wave (‘geometric’ sound reduction). For point sources,

the reduction is 6 dB(A), for line sources 3 dB(A) per

doubling of the distance . In addition, the sound pres-

sure levels are reduced by air absorption. Above all this

measure is applied in the allocation of sources and

sensitive forms of land use according to }50 BImSchG

and in urban land use planning. Hereby sources should

be grouped together as much as possible (major roads

and industrial areas, etc.); adjacent forms of land use

should be allocated according to their degree of

sensitivity.

In inner-urban areas, this measure is due to

the limited and expensive space-generally only

implementable in the form of shifting traffic flows.

Often the concentration of traffic volumes on roads

with high exposures will be justified because a consid-

erable level reduction in the minor roads corresponds

to an only slight level increase along the major road.25

But such an approach complicates the noise reduction

at roads with high exposures, which has priority

for health reasons. Concentration of traffic volumes

should, therefore, be implemented only on traffic lines

without sensitive dwellings or in conjunction with

noise reducing measures.

Also, the construction of ring roads for the relief of

cross-town links belongs to this type of measure. Here,

one has to compare the reductions at the cross-town

link with the new exposures along the ring road. There

are no binding procedures for that, recommended is

the calculation of the annoyed persons for the two

planning alternatives.26

19.5.5 Shielding

Industrial sources can be shielded through encap-

sulations and enclosures, traffic lines through buildings,

noise barriers, walls and tunnels or through the

Table 19.6 Noise reduction through speed reduction

Noise reductions for cars – comparison with original

situation (50 km/h) in dB(A)

Noise emissions

(pass-by levels)

Noise exposure

(equivalent levels)

‘Traffic calming zones’ (maximum speed 7 km/h) Up to 6 Up to 4

30 km/h zone (Tempo-30-Zone) Up to 5 Up to 3

Speed reduction at major roads (compliance with 50 km/h) Up to 5 –

24Also see http://www.trafficcalming.org/.

25 If from a minor road with a traffic volume of 6,000 vehicles/

day 50% are shifted to a major road with 60,000 vehicles per

day, the reduction at the minor road is 3 dB(A), the increase at

the major road 0.2 dB(A) instead.
26 The number of highly annoyed persons can be calculated

according to the VDI-Guideline 3722 “Wirkungen von

Verkehrsger€auschen” (“Effects of traffic noise”) if the noise

exposure of the affected persons is known.
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geometry of the cross-section (road in a cut, etc.). The

effects of shielding along traffic lines can be calculated

with the schemes mentioned above (see Sect. 3.3.2).

The use of barriers is limited in inner-urban areas.27

Especially through complete enclosures such as

tunnels high reductions can be achieved but generally

they are also very expensive. A special form of a

tunnel is its combination with dwelling above it such

as the dwellings built around and above an inner-urban

motorway in Berlin (Schlangenbader Straße).

19.5.5.1 Increase of the Sound Absorption
in the Propagation Space

The use of absorbing coatings or elements in the

propagation space contributes to the noise reduction.

Most important application is the coating of noise

barriers with highly absorbing materials in order to

avoid reflections. Tramways can be built in the form

of lawn tracks. But often the effects of absorbing

materials or elements are overestimated as in the

case of plants.

19.5.5.2 Prevention of Reflections
In the case of scattered buildings, one has to prevent

that façades within the acoustical shadow get

reflections from other buildings as this may lead to

a considerable increase of levels.

19.6 Measures at the Receiver

These measures comply

• Noise control in building sand rooms in the true

sense through improvement of their sound

insulation

• Orientation of rooms within dwelling according to

their sensitivity

• And the shielding effect of buildings or parts of

them.

The sound insulation of rooms also yields protec-

tion against sources in the building itself, such as noise

from neighbours or installations within buildings.

The limits of the sound control in buildings

has already been mentioned: the outdoor living areas

remain unprotected. Sound insulation windows as

most important application of the noise control in

buildings are, however, very effective compared to

their costs. Therefore, they are applied in Germany

for the noise control of new roads according to the

Traffic Noise Ordinance [12] when active measures

are not justifiable as well as in the noise remediation

programmes, here on an equal basis with active

measures.

The dimensioning of the sound insulation of

buildings along newly built or substantially altered

traffic lines follows the regulation in [18], information

on the minimum requirements for sound insulation

in buildings against sources within and outside the

buildings are provided by the German standard DIN

4109 ‘Sound insulation in building construction’.

This standard is supplemented by the VDI-guideline

4100 ‘Sound insulation of buildings’ which defines

improved levels of sound protection (see also [37]).

Noise control through orientation of the rooms [38]

within buildings aims at the use of rooms with a quiet

façade – i.e., which are in the acoustal shadow – for

sensitive activities such as sleeping. In this sense, the

construction of groups of dwellings in such a way that

they enclose quiet courtyards is a very efficient means

to guarantee reception levels, which allow a nearly

sleep disturbance even along roads with high

exposures (reductions between 30 and 35 dB(A)).

References

1. Bundesministerium f€ur Umwelt, Naturschutz und

Reaktorsicherheit (BMU) (2000) Umweltbundesamt (UBA)

Umweltbewusstsein in Deutschland 2000 Berlin 2000

2. Umweltbundesamt (2000) Jahresbericht 1999 Berlin

3. Wende H, Ortscheid J, K€otz WD, J€acker-C€uppers M,

Penn-Bressel G (1998) Schritte zur Reduzierung

gesundheitlicher Beeintr€achtigungen durch Straßenverkehr

in: Bundesministerium f€ur Umwelt, Naturschutz und

Reaktorsicherheit Gesundheitsrisiken durch L€arm
Tagungsband zum Symposium Bonn

4. Senatsverwaltung f€ur Stadtentwicklung Berlin (2002)

Digitaler Umweltatlas Berlin http://www.stadtentwicklung.

berlin.de/umwelt/umweltatlas/

5. Umweltbundesamt (1989) L€armbek€ampfung ’88 Erich-

Schmidt-Verlag, Berlin

6. Der Rat von Sachverst€andigen f€ur Umweltfragen

(1999) Pressemitteilung vom 31. August 1999 zum

Sondergutachten 1999 “Umwelt and Gesundheit”

7. WHO (1999) Executive Summary of the Guidelines for

Community Noise, Genf

8. Sechste Allgemeine Verwaltungsvorschrift zum Bundes-

Immissionsschutzgesetz Technische Anleitung zum Schutz

27 Here, a shielding through –for example – industrial buildings

is preferable.

19 Urban Noise Protection 575

http://www.stadtentwicklung.berlin.de/umwelt/umweltatlas/
http://www.stadtentwicklung.berlin.de/umwelt/umweltatlas/


gegen L€arm – TA L€arm vom 26.August 1998 Gemeinsames

Ministerialblatt 49. Jahrgang, Nr. 26, 503–515

9. DIN 18005 Teil 1 (1987a) Schallschutz im St€adtebau;
Berechnungsverfahren

10. Bundesminister f€ur Verkehr (1990) Richtlinien f€ur den

L€armschutz an Straßen; Ausgabe 1990 (RLS-90)

11. Deutsche Bundesbahn – Bundesbahn-Zentralamt (1990)

Information Akustik 03 Richtlinie zur Berechnung the

Schallimmissionen von Schienenwegen – Schall 03 –

Ausgabe 1990

12. Sechzehnte Verordnung zur Durchf€uhrung des Bundes-

Immissionsschutzgesetzes (Traffic Noise Ordinance – 16.

BImSchV) vom 12. Juni 1990 BGBl. I S. 1036

13. Directive of the European Parliament and of the Council of

25 June 2002 relating to the assessment and management

of environmental noise Official Journal of the European

Communities L 189/12ff 18 July 2002

14. Verordnung €uber die bauliche Nutzung der Grundst€ucke
(1990) (Baunutzungsverordnung BauNVO) BGBl. I S. 132

15. DIN 45682 (1997) Schallimmissionspl€ane Entwurf Juni

1997

16. Raumordnungsgesetz (ROG) (1997) BGBl. I S. 208

17. Bundes-Immissionsschutzgesetz (BImSchG) (1974) in der

Fassung der Bekanntmachung vom 14. Mai 1990 BGBl. I S.

880

18. Vierundzwanzigste Verordnung zur Durchf€uhrung des

Bundes-Immissionsschutzgesetzes (Verkehrswege-

Schallschutzmaßnahmenverordnung- 24. BImSchV) vom

4. Februar 1997 BGBl. I S. 172

19. Unterausschuss L€armbek€ampfung des L€anderausschusses
f¨r Immissionsschutz (1992) Musterverwaltungsvorschrift

zur Durchf€uhrung des $47a BImSchG Aufstellung von

L€armaktionspl€anen
20. Baugesetzbuch (BauGB) (1997) BGBl. I S. 2141

21. Beiblatt 1 zur DIN 18005 Teil 1 (1987) Schallschutz im

St€adtebau; Berechnungsverfahren Schalltechnische

Orientierungswerte f€ur die st€adtebauliche Planung
22. B€onnighausen G (1995) Die Ber€ucksichtigung des L€arms in

der Bauleitplanung – Aufstellungsgrunds€atze f€ur
Bebauungspl€ane in: L€armkontor GmbH Informations- and

Beratungssystem noise (INFOSYS) 1997 (CD-Rom)

23. Bundesminister f€ur Verkehr (1981) Vorl€aufige Richtlinien

f€ur straßenverkehrsrechtliche Maßnahmen zum Schutz der

Bev€olkerung vor L€arm (L€armschutz-Richtlinien-StV) vom

6.11.1981 Verkehrsblatt 1981: 428ff

24. Richtlinie 70/157/EWG des Rates vom 6. Februar 1970 zur

Angleichung der Rechtsvorschriften der Mitgliedstaaten
€uber den zul€assigen Ger€auschpegel und die Auspuffvor-

richtung von Fahrzeugen

25. Richtlinie 87/56/EWG des Rates vom 18.Dezember 1986
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Flow Noise 20
K.R. Fritz, C.-C. Hantschk, S. Heim, H. N€urnberger, E. Schorer,
B. St€uber, and D. Vortmeyer

In this chapter, sound sources are discussed where

sound is generated by aerodynamic or hydrodynamic

flow or where flow is at least an essential influencing

quantity. To start with, sound generation originating

from flow should be explained considering some

typical examples.

20.1 Sound Generation by Flow

20.1.1 Source Terms

When solving the Lighthill equation [1], it results that

a sound field generated by subsonic flow can be

created by an arrangement distribution of elementary

emitters with monopole, dipole and quadrupole char-

acter [see first, second and third integral in equation

(17.22)].

Regarding monopole sources, a variable volume

flow is responsible for sound generation, e.g. a pulsat-

ing exhaust flow or a collapsing cavity.

Concerning dipole sources, on spatial average no

volume is supplied at any time. However, there are

alternating forces, e.g. on the surface of rigid objects

hit by the flow. These forces are caused by vortex

shedding or by irregularities in the incident flow.

If all alternating forces are compensated, like in

case of free vortex pairs or free turbulences, the

sound sources are of quadrupole character.

In the following, the sound powers P of different

sound sources are compared with each other, namely

breathing sphere and breathing cylinder as well as

sources consisting of point forces and line forces. It

is assumed that the length l of the breathing cylinder

and the line forces are large compared with the sound

wave length, l0 < l, i.e. k0 l � 1 with

qðtÞ ¼ q0 e
io t – volume flow in m3/s

FðtÞ ¼ F0 e
io t – force in N

o – angular frequency in s�1

t – time in s

c – sound velocity in the flow field in m/s

r – density of the flow medium in kg/m3

k0 ¼ o/c – wave number

l – length of the cylinder in m

Dr – distance between the point and line forces in m

a – radius of the breathing sphere or breathing cylinder

20.1.1.1 Monopole
Breathing sphere with k0 a � 1 (three-dimensional

source):

P ¼ rc
8p

q20k
2
0: (20.1a)

Breathing sphere with k0 a � 1 (one-dimensional

source):

P ¼ rc
8p

q20k
2
0

1

k20a
2
: (20.1b)

Breathing cylinder with k0 l � 1 and k0 a � 1

(two-dimensional source):
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P ¼ rc
8p

q20k
2
0

p
k0 l

: (20.2a)

Breathing cylinder with k0 l � 1 and k0 a � 1

(one-dimensional source):

P ¼ rc
8p

q20k
2
0

p
k0 l

2

pk0a
: (20.2b)

20.1.1.2 Dipole
Point force (three-dimensional source):

P ¼ 1

12p
F2
0

rc
k20: (20.3)

Line force with k0 l � 1 (two-dimensional source):

P ¼ 1

12 p
F2
0

rc
k20

3p
2k0l

: (20.4)

20.1.1.3 Lateral Quadrupole
Parallel point forces with k0 Dr � 1 (three-

dimensional source):

P ¼ 1

60 p
F2
0

rc
k0Drð Þ2k20: (20.5)

Parallel line forces with k0 Dr � 1 and with k0
l � 1 (two-dimensional source):

P ¼ 1

60 p
F2
0

rc
k0Drð Þ2k20

15p
8k0l

: (20.6)

It results from an analysis of the dimensions that for

the sound power P of the three different elementary

sources, the following velocity dependencies can be

expected if the typical angular frequency o (or k0)
characterising the noise and the velocity u (e.g. typical

flow velocity) are proportional, if the sources are

“compact” and, in addition, the following propor-

tionalities are valid for volume flow and force:

q0 ~ u and F0 ~ u2.

20.1.1.4 Two-Dimensional Flow

P � rc3 �M2mþ1: (20.7)

20.1.1.5 Three-Dimensional Flow

P � rc3 �M2mþ2: (20.8)

m ¼ 1 – volume flow (monopole)

m ¼ 2 – alternating force (dipole)

m ¼ 3 – free vortices (quadrupole)
The Mach number gives the velocity in units of the

sound velocity,

M ¼ u

c
: (20.9)

A breathing sphere and a breathing cylinder with

k0 a � 1 [Eqs. (20.1b) and (20.2b)] are one-dimen-

sional sound sources with P � rc3 �M2.

For Mach numbers M � 1, the relations (20.1a)–

(20.8) show:

– The emitted sound power is determined mainly by

the flow velocity. Therefore, the essential sound

sources in a flow field can normally be found in

the areas of the highest flow velocities.

– The dependency of the emitted sound power from

the flow velocity increases with an increasing order

m of the sound sources. This is the reason why

the direct sound emission of quadrupole sources is

practically of no importance in water – where Mach

numbers usually are very low.

– Although alternating velocities in the near field of a

sound source usually increase with the order m of

the source, the sound power emitted in the far field

is reduced.

Disturbing objects can considerably influence the

sound field. In which way the sound field is influenced

depends on whether the disturbing object is located in

the near field or in the far field of the sound sources.

Disturbing objects in the far field led to a dispersion of

the emitted sound power without changing its quan-

tity. By contrast, disturbing objects in the near field of

a sound source can lead to an increase or to a reduction

in sound emission. Such a behaviour can be observed

not only for resonating objects located near to a sound

source, but also for disturbing objects which are rigid

and immobile. A distinctly increased sound generation

by disturbing objects is restricted to sources with a

strong near field, i.e. especially to aerodynamic and

hydrodynamic sound sources. This disturbance causes

an increased transformation of the flow energy in the

near field into sound energy.
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The effect of a disturbing object is shown in

Fig. 20.1. A rigid circular cylinder is put near a lateral

two-dimensional quadrupole. In this way, the emitted

sound power can increase considerably, whereas the

sound emission of a monopole does not change.

With regard to the facts stated above, the following

rules should be observed when noise reduction is

aimed for:

– Reduce flow velocities

– Put areas with antiphase movements as close to

each other as possible, i.e. increase the order m of

the sound source

– For a sound source with high order m (e.g.

quadrupoles), avoid disturbing objects closest to

the source (Fig. 20.1)

20.1.2 Cavitation

As soon as in the area of a flowing fluid a certain

critical pressure, which is approximately the vapour

pressure pD of the fluid, is reached or if the pressure

falls below this critical pressure, cavities filled with

gas (vapour) will develop if there are seeds.1 This

effect, which is typical for fluids, is called cavitation,
more exactly flow cavitation. If the ambient pressure

rises above the critical pressure, these cavitation

bubbles will suddenly collapse (Fig. 20.2). Locally,

this leads to very high-pressure peaks (for strong cavi-

tation more than 105 bar [5], a reason for material

damage). Apart from that, this results in a consi-

derable noise generation. Usually, cavitation causes

a characteristic crackling broadband noise with only

a small content of low frequencies. Extensive bib-

liographical references on this subject can be found

in [6–9].

20.1.2.1 Cavitation Initiation
Figure 20.3 shows that in case of a profile exposed to

a fluid flow sound emission can increase by more than

40 dB when cavitation starts [10] (similar observations

can also be made for other flow processes [11]). The

cavitation number s used in Fig. 20.3 is defined by:

s ¼ ps � pD
0:5 r0 u2

: (20.10)

ps – static pressure of the undisturbed flow in Pa

pD – vapour pressure of the fluid in Pa

r0 – density of the undisturbed fluid in kg/m3

u – typical flow velocity (e.g. velocity of approach of

the profile) in m/s

Fig. 20.1 Influence of

a circular cylinder near

a two-dimensional, lateral

quadrupole on the emitted

sound power [2]. P sound

power with cylinder, P0 sound

power without cylinder,

z distance between the axis

of the cylinder and the

punctiform quadrupole

source, R radius of the

cylinder, l sound wavelength

Fig. 20.2 Development and collapse of cavitation bubbles

at a profile in the flow [3, 4]

1 In water, cavitation seeds are above all air bubbles, which are

usually there.
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The point of cavitation initiation for a certain flow

process, e.g. in water, depends not only on the cavita-

tion number, but also very much on the air content

(seed content) of the water. For a high air content,

cavitation starts already at low flow velocities,

more precisely at higher cavitation numbers. In this

case, cavitation noise increases only gradually with

a decreasing cavitation number. For a low air content,

cavitation starts a little bit later. However, it will then

lead to a sudden increase in noise.

20.1.2.2 Types of Cavitation
In a stationary non-separated flow, two types of

cavitation can be distinguished, i.e. bubble cavitation

(travelling bubbles [12], transient cavities [13]) and

sheet cavitation (fixed cavitation [12], steady state

cavities [13]). In [6], these two types of cavitation

are defined as follows:

Bubble cavitation: The cavitation bubbles move con-

tinuously with the flow along the wall while expanding,

imploding and decaying. The life of an individual bub-

ble can be observed cinematographically [14].

Sheet cavitation: A multitude of small bubbles –

the life of an individual bubble cannot be observed –

creates two-phase areas attached to the wall in the

form of sheets, heaps or streaks. The outer shape

of these two-phase areas seems to be essentially

stationary to the naked eye. However, in isolated

cases it could be proven by means of cinematographic

observations that there are strong temporary changes

in the shape of the cavitation areas [15–17].

The appearance of cavitation can be considerably

influenced by flow separation and turbulence. Cavita-

tion can also be observed in the centre of separated

vortices (e.g. in the tip vortex and root vortex of a ship

propeller).

20.1.2.3 Theory
For beginning cavitation or a small seed content,

there are mainly individual cavitation bubbles which

hardly influence each other (see Fig. 20.4, conditions

1 and 2).

The temporal behaviour of the volume of individual

bubbles can be approximately determined by means of

the Rayleigh–Plesset differential equation [4, 18, 19].

If the time dependency V(t) of the bubble volume is

known, the monopole term of sound emission,

which is essential for Mach numbers M � 1, can be

determined [3, 20]. For the sound pressure p in the

distance r from the bubble cloud, the following equa-

tion is valid:

pðr; tÞ ¼ r0
4 p r

@2

@t2
V t� r=c0ð Þ: (20.11)

r0 – density of the undisturbed fluid in kg/m3

t – time in s

c0 – sound velocity in the undisturbed fluid in m/s

For a fully developed cavitation, usually proper

bubble clouds with many small bubbles can be found

(see Fig. 20.4, conditions 4 and 5).

As shown in Fig. 20.5, initially the sound power

emitted from a cavitation area increases with the

number of cavitation bubbles (individual bubbles)

and decreases when a maximum is exceeded (bubble

cloud). It can be concluded from this behaviour that

the sound emission of an individual bubble is strongly

influenced by the neighbouring bubbles.

For the theoretical treatment of the fully developed

cavitation, it would hardly be practical and often not

even possible to observe the life of individual bubbles.

Therefore, some authors [21–25] regard the cavitating

fluid as continuum. Thus, Eq. (1.28) for a one-phase

Fig. 20.3 Overall sound power level of a profile in a fluid flow

for beginning cavitation according to [10] [for definition of s,
see Eq. (20.10)]
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Fig. 20.4 Development of a

cavitation cloud at a profile in

a fluid flow for five different

seed contents of the fluid and

constant cavitation number

according to [10] (see also

Fig. 20.5)
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fluid continues to be valid if an average density r is

introduced [22, 23]:

r ¼ r0ð1� bÞ � brB; (20.12)

rB is the density of the bubbles in kg/m3.

b is a place and time function and describes the

volume occupied by the cavitation bubbles per

volume unit (0 < b < 1).

With rB � r0 and b � 1, the following equation

results from Eq. (20.12)

r ¼ r0ð1� bÞ

or

dr
dp

¼ dr0
dp

� r0
db
dp

or also

1

c2
¼ 1

c20
� r0

db
dp

: (20.13)

In this equation, c0 is the sound velocity in the

undisturbed fluid and c the average local sound

velocity in the two-phase flow.

If Eq. (20.13) is inserted in Eqs. (1.28) and (1.29)

and only the essential monopole term is considered,

the following equation results for the sound pressure

p in the distance r of a cavitation area with the

volume V:

pðr; tÞ ¼ 1

4 p

ð
V

1

r

@

@t

1

c20
� 1

c2

� �
@p

@t

� �
dV

¼ r0
4 p

ð
V

1

r

@2b
@t2

� �
dV: (20.14)

The functions in the square brackets [. . .] have to be

taken at the time t – r/c0.

This relation shows that the noise of a cavitation

area is caused by an expansion and collapse of more or

less independent steam bubbles (monopole sources).

20.1.2.4 Cavitating Nozzles
At cavitating nozzles, extensive sound measurements

were carried out [11, 26]. The form of the nozzles was

chosen in a way that no pressure minimum could occur

at the nozzle (Fig. 20.6) and thus cavitation within the

nozzle was impossible (free cavitation).

Figure 20.7 shows the water sound power P

standardised with r0 d
2 u4/c0 as function of sk/s with:

r0 – density of water kg/m3

c0 – sound velocity in the undisturbed, not cavitating

water in m/s

u – flow velocity at the narrowest position in the

nozzle in m/s

uk – critical flow velocity, when the respective nozzle

starts to cavitate, in m/s

d – diameter of the nozzle (6.3 mm � d � 38 mm)

in m/s

s – cavitation number in Eq. (20.10)

sk – critical cavitation number, when the respective

nozzle starts to cavitate

For the investigated nozzles, the critical cavitation

number sk is between 0.3 and 0.7.

For the water sound power P of the investigated

nozzles, the following approximation is valid:

Fig. 20.5 Overall sound power level of the cavitation noise of a

profile in a fluid flow depending on the volume concentration of

the bubbles according to [10]. The bubble cloud structures of the

conditions 1 to 5 are shown in Fig. 20.4

Fig. 20.6 Investigated nozzle type without pressure minimum

according to [27]. D/d ¼ 1 + 0.0576 (x/d)3
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No cavitation

P ¼ 10�8 r0
c0

d2u4 for s> 0:8 sk: (20.15)

Fully developed cavitation

P ¼ 5 � 10�4 r0
c0

d2u4 for s< 0:4 sk: (20.16)

The acoustic efficiency x is the ratio of emitted

sound power P and flow power PF:

x ¼ P

PF

(20.17)

with

PF ¼ r0
2
u3

p
4
d2: (20.18)

It follows from Eqs. (20.15) and (20.16):

No cavitation

x ¼ 2:5 � 10�8 u

c0
for s> 0:8 sk: (20.19)

Fully developed cavitation

x ¼ 1:3 � 10�3 u

c0
for s< 0:4 sk: (20.20)

For cavitation, the acoustic efficiency of a water

nozzle (according to Fig. 20.6) increases by a factor

of >30,000 (45 dB).

The sound spectra measured during cavitation

are broadband and have a distinct maximum [11, 28],

approximately at the frequency:

fm ¼ 0:03 � u
d
105:5�s for s< sk: (20.21)

In line with theory [3], with an increasing flow velo-

city u of the jet the frequency of the maximum level fm
shifts towards lower frequencies (Fig. 20.8). All 1/3

octave sound power spectra measured during cavitation

(s < 0.8 sk), which are related to the total water sound

power, are within the hatched area in Fig. 20.9.

For simple orifice-type injectors, the cavitation area

already develops within the nozzle, and cavitation

already starts at cavitation numbers of about 3.0, i.e.

at about 2.5 times lower jet velocities than for the

nozzles according to Fig. 20.6.

If, for example, a cylinder is put in front of the

nozzle, as shown in Fig. 20.10, the following obser-

vations can be made:

– Cavitation already starts at higher cavitation num-

bers (lower jet velocities)

– The sound pressure levels increase sharply

– The maximum in the sound pressure spectra shifts

to lower frequencies

Fig. 20.7 Standardised total

water sound power level of

water nozzles according to

Fig. 20.6
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Cavitation noise is generated by a distribution of

monopole sources. If a smooth boundary layer

consisting of air (e.g. a styrofoam plate) is placed

near the cavitation area (e.g. near a cavitating nozzle),

a system of two monopole systems vibrating in

antiphase is created. In case that the distance between

the cavitation area and the “acoustically soft” plate is

small, the arrangement has a dipole character with

reduced sound emission in the lower frequency range

(Fig. 20.11). The measured level reduction is in line

with the theoretically expected reduction.

Further measuring results concerning cavitation

noise can be found e.g. in [10, 29–33].

20.1.2.5 Noise Reduction
In order to avoid cavitation, the cavitation number

according to Eq. (20.10) must be increased. This can

be achieved by a reduction in the flow velocity u or by

an increase in the static pressure ps; this method is

applied e.g. for water pipe fittings.

By a reduction of turbulences and vortices in a flow

field, the cavitation noise can be reduced or perhaps

even totally avoided. If possible, there should be no

disturbing objects in the cavitation area (Fig. 20.10).

“Soft” layers near a cavitation area can reduce

cavitation noise considerably (Fig. 20.11).

If gas is blown into the cavitation area, the collapse

of bubbles will be cushioned which often leads to

a considerable noise reduction.

20.1.3 Circular Cylinders Exposed to Flow

If a rigid object is approached by flow of a gaseous

or liquid medium with subsonic velocity, it can be

observed from a certain Reynolds number onwards,

which is characteristic for the respective process

[Eq. (20.22)], that vortices separate from the surface

of the object (Fig. 20.12). This vortex shedding leads

to local and temporal pressure changes at the surface

of the rigid object and thus also sound is generated.

Fig. 20.8 Frequency of the maximum sound emission fm for

cavitating nozzles. d diameter of the nozzle, u flow velocity

at the narrowest position of the nozzle

Fig. 20.9 Maximum spread

of all 1/3 octave sound power

spectra at cavitating nozzles

according to Fig. 20.6 for

s < 0.8 sk. LW total sound

power level, LW/1/3oct 1/3

octave sound power level, fm
see Eq. (20.21)
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The vortex shedding was investigated experimen-

tally and theoretically in detail on the basis of a rigid

circular cylinder approached by flow perpendicular to

its axis and the connected sound field (see also Blake

[7], Chap. 4). The experimental investigations were

carried out either in wind tunnels or at rotors

(Fig. 20.13), e.g. consisting of two discs with circular

cylinders fixed in between [34, 35].

Fig. 20.10 Influence of

a cylinder on the underwater

noise level of a cavitating

water nozzle according

to Fig. 20.6. Diameter of

the nozzle d ¼ 14.1 mm,

cavitation number (related

to the jet velocity) s ¼ 0.2,

diameter of the cylinder

25 mm, measuring distance

r ¼ 1 m

Fig. 20.11 Influence of a styrofoam plate on the underwater noise level of a cavitating water nozzle according to Fig. 20.6.

Diameter of the nozzle d ¼ 14.1 mm, cavitation number s ¼ 0.2, measuring distance r ¼ 1 m

Fig. 20.12 Kármán vortex street [28]
Fig. 20.13 Incident flow to circular cylinders in a rotor
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20.1.3.1 Description of the Flow Field
The form of the flow field behind a circular cylinder

approached by flow perpendicular to its axis is essen-

tially determined by the Reynolds number.

Re ¼ u d

n
: (20.22)

u – velocity of the flow hitting the cylinder in m/s

d – diameter of the cylinder in m

n – kinematic viscosity of the flow medium in m2/s

(Table 20.1)

On the basis of numerous investigations [36–40],

following types of flow fields can be distinguished:

(a) In the symmetric area (4 < Re < 40), there is no

vortex shedding. Only one stable pair of vortices is

created, which does not separate from the cylinder

and, thus, does not create either alternating forces

or sound.

(b) In the stable area 40 < Re < 200, the vortex for-

mation becomes asymmetric. The vortices shed

regularly, move downstream and create a Kármán

vortex street (Fig. 20.12), which in the further

course falls apart or turns into a turbulence.

(c) In the unstable area 400 < Re < 105, the bound-

ary layer of the cylinder is still laminar, but the

vortices are accompanied by low- and high-

frequency disturbances already during shedding,

i.e. the regular shedding of the free individual

vortices is superimposed by turbulent changes in

velocity leading to a rapid disintegration of the

vortices (turbulence) in the further course. The

transition of the more or less regular vortex street

to full turbulence is nearer to the cylinder the

larger the Reynold’s number.

(d) In the overcritical area Re > 3 � 105, the flow is

already turbulent at the cylinder. Nevertheless,

several authors [40–42] could still observe a peri-

odic vortex shedding (up to Re ¼ 8 � 106).

The Reynold’s numbers indicated for the individual

areas are valid for laminar flow. If the approaching

flow is already slightly turbulent, the four areas shift

towards smaller Reynold’s numbers [36]. Surface

roughness has an effect similar to an increase in the

Reynold’s number [43].

20.1.3.2 Sound Generation (Karman Tone
Generation)

The main share of the sound power radiated by a

circular cylinder approached by flow results from the

so-called “Karman tone” which is caused when during

the alternating vortex shedding an alternating force

perpendicular to the flow direction with the vortex

shedding frequency is created.

This alternating force can be illustrated as follows

(Fig. 20.14). The vortices shed alternately from each

side of the cylinder carry an angular momentum. As

the approaching flow has no resulting angular momen-

tum, it results from the principle of conservation of the

angular momentum that the creation of a new vortex

must be accompanied by a circulating flow around

the cylinder with an opposite angular momentum.

Therefore, if vortices with an alternating circulation

�2G and þ2G shed from the cylinder, the circulation

around the cylinder fluctuates between þG and �G.
According to the Kutta–Joukowsky buoyancy formula,

an alternating force is linked with this fluctuating circu-

lation affecting the cylinder in the direction perpendi-

cular to the approaching flow with the vortex shedding

frequency.

The vortex shedding frequency and thus the fre-

quency of the Karman tone is described by the

Strouhal relation [44]:

fKarman ¼ St
u

d
: (20.23)

For 2 � 102 < Re < 2 � 105, the Strouhal number

St is relatively constant for a laminar flow (Fig. 20.15)

and is approximately 0.2.

The “Karman tone” is not a pure tone, but a narrow-

band noise with a bandwidth of at least 1/3 octave.

The bandwidth of the Karman tone is increasing

Table 20.1 Kinematic viscosity n for air and water

Kinematic viscosity in 10�6 m2/s

Temperature in 	C 0 20 40 60

Air 13.20 15.10 16.90 18.90

Water 1.79 1.01 0.66 0.48 Fig. 20.14 Alternating force affecting a cylinder in a flow in

perpendicular direction to the flow
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with the Reynolds number and the turbulence of the

approaching flow. In addition, outside of the rotational

axis, Doppler broadening also becomes apparent in

rotors (Fig. 20.13) [34, 35].

Apart from periodic vortex shedding, alternating

forces (i.e. sound emission with dipole character) at

obstacles in a flow also occur when the flow is not

completely laminar and, thus, leads to small changes

in the flow resistance (force parallel to flow direction)

and the buoyancy (force perpendicular to the flow

direction). Finally, a sound excitation mechanism

with quadrupole character must be mentioned which

can be explained by the free turbulence in the slip

stream behind the solid (see Sect. 20.1.4).

20.1.3.3 Calculation of Sound Emission
As stated above, the vortex shedding at a cylinder

perpendicular to the flow direction leads to an

alternating force F on the cylinder in the same direc-

tion. The coherence length of vortex shedding strongly

depends on the construction of the investigated

arrangement at the ends of the cylinder [34, 48]. On

the basis of the investigations in [34], for the arrange-

ment shown in Fig. 20.16 for 1 < l/d < 10, Re < 105

and M < 0.6 (M ¼ u/c Mach number), the vortex

shedding might be coherent practically over the

entire length of the cylinder (two-dimensional vortex

shedding) and thus the amplitude and phase of the

alternating force F should also be nearly constant

over the whole length l of the cylinder.
In this case, for the sound pressure p at a large

normal distance r from the cylinder axis, the following

equation results:

pðr; y; tÞ ¼ 1

4 p r
sinðyÞ @

@r
Fðt� r=cÞ: (20.24)

where y is the angle between the direction of the

approaching flow and the line connecting the cylinder

and the reference point. The alternating lifting force

F is often replaced by the coefficient CL:

FðtÞ ¼ CLðtÞ l d 1
2
ru2: (20.25)

The squared temporal mean C2
L was measured in

flow channels (Fig. 20.17) by several authors [48–55].

The tolerance range according to [34] indirectly

resulted from sound emission. As it can be seen

here, there is a good correspondence with the directly

measured values of CL. The only exception is the

results of Gerrard [51] for small Reynolds numbers.

This difference can possibly be explained by the fact

that Gerrard carried out his measurements for a very

small turbulence of the incident flow [36, 55–57].

According to Fig. 20.17, for a turbulence of the flow

Fig. 20.15 Dependence

of the Strouhal number St

on the Reynolds number

Re [38–42, 45–47]

Fig. 20.16 Incident flow on a rigid cylinder clamped on both

sides
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which is not too low, approximately the following

equation results:

C2
L 
 0:01þ 7:5 � 10�6 � Re

1þ 2 � 10�5 � Re� �3 : (20.26)

The sound power P emitted from a circular cylinder

approached by flow for coherent vortex shedding can

be described by:

P ¼ p
16

r St C2
L l d M

2 u3 Gðk0 lÞ: (20.27)

For the function G(k0 l), the following simplifica-

tion is valid:

Gðk0 lÞ 

2
3 p k0 l; k0 l � 3 p

2

1; k0 l >
3 p
2

(
: (20.28)

where k0 ¼ 2pƒKarman/c is the wave number with

ƒKarman according to Eq. (20.23).

The converted flow power PF for a circular cylinder

in the direction perpendicular to the flow is:

PF ¼ CD

1

2
r u3 l d: (20.29)

CD 
 1.1 resistance coefficient of a cylinder appro-

ached by flow (see e.g. [7], Chap. 4).

For the acoustic efficiency x, it follows from

Eqs. (20.17) and (20.26) to (20.29):

10�3M2<x<2 � 10�2M2 for 4d=l<M: (20.30)

Applying the noise spectra stated in [34], the

standardised octave sound power spectra shown in

Fig. 20.18 approximately result for the circular cylin-

der approached by an air flow for coherent vortex

shedding.

If the cylinder is not approached perpendicularly to

its axis but at an angle f, in Eqs. (20.23), (20.27) and

(20.28) u must be approximately replaced by u cos f .

If the vortex shedding is incoherent, i.e. for a very

large ratio l/d or for a changed fixation of the cylinder

[34, 48] or for flow direction angles other than perpen-

dicular to the cylinder axis, in the frequency range of

the Karman tone and thus also in total, a smaller sound

emission results than might be expected according to

Eqs. (20.27) and (20.28).

For a known coherence length lc of the vortex

shedding, for lc < l the emitted sound power can

be estimated with Eqs. (20.27) and (20.28), if in the

iteration Eq. (20.28) l is replaced by lc. For the

Fig. 20.17 Coefficient CL of

the alternating lifting force

affecting the cylinder versus

the Reynolds number Re
[32, 45–51, 53] (squared

temporal mean value)

Fig. 20.18 Standardised mean octave sound power spectrum of

a circular cylinder in an air flow according to [34]. LW/Oct octave

sound power level, LW total sound power level
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arrangement in Fig. 20.15, the following equation is

valid:

lc ¼ lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:01 � l=dð Þ2

q : (20.31)

For 4 < l/d < 10 and for a circular cylinder fixed

on one side, about 13 dB lower sound levels were

measured compared with the cylinder fixed on both

sides [34]. This is shown in Fig. 20.19 for the rotor

according to Fig. 20.13.

An increased sound emission can occur in case that

the frequency of the Karman tone corresponds to the

eigenfrequency of the cylinder [55] or to the eigen-

frequency of the pipeline where the cylinder is located.

For example, very high sound levels can occur

in heat exchangers if there is a correspondence

between the vortex shedding frequency of the tube

bundles and the eigenfrequency of the adjacent pipe

or duct (see [58] with many recommendations for

further reading).

20.1.3.4 Noise Reduction
Noise emission of circular cylinders subject to flow

can be reduced e.g. by the following measures:

– Reduction in the velocity of the incident flow [see

Eq. (20.27)]

– Spoiling of coherent vortex shedding, e.g. by a

corresponding arrangement at the ends of the cylin-

der [34, 48] (Fig. 20.19) or by an angular flow

direction to the cylinder at an highest possible angle

– Selection of a streamlined form of the object in

the flow (vortex shedding only starts at a higher

Reynolds number Re, small CL)

20.1.4 Turbulent Open Jet

Apart from the ideal case of a dancing vortex pair

[59, 60], the details of sound generation by free vor-

tices are subject to intensive investigations. The focus

of attention is on the turbulent open jet (Fig. 20.20)

as this is an important sound source regarding jet

engines [61–66].

Fig. 20.19 Measured 1/3

octave sound pressure level

for rotors with two discs or

one disc. Diameter of the rotor

disc: 200 mm, diameter of

the cylinders: 5 mm, length

of the cylinders: 28.5 mm,

track speed of the cylinders:

105 m/s, measuring distance

from rotor axis: 0.5 m
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While for the sound generation mechanisms

discussed so far the position of the sound source

coincides with a distinct limiting surface (fluid –

cavity for cavitation, solid – flowing medium for the

Karman tone), for the turbulent open jet the position of

sound generation is much harder to locate.

Concerning the turbulent open jet, the sound is

generated in a so-called mixing zone, i.e. in a distance

equal to several nozzle diameters outside of the dis-

charge opening (Fig. 20.20). If there are no disturbing

objects in the potential core and in the mixing zone, the

generated noise is a very broadband noise (Fig. 20.21)

with a distinct directional characteristic (Fig. 20.22).

In the range of 0.7 < M < 1.6, the sound power P
of a turbulent open jet increases with the eighth

power of the flow speed [67]; in the range M > 2

it increases with the flow speed to the third power

[68]. For the sound power, the following approxi-

mation is valid:

P ¼ 5 � 10�5r S u3M5; M � 1:82

10�3 r S u3; M> 1:82

(
: (20.32)

r – density of the flowing medium at the jet opening in

kg/m3

S – discharge opening cross-sectional area in m2

u – jet discharge velocity in m/s

c – sonic speed of the flowing medium in m/s

M ¼ u/c – Mach number, see Eq. (20.9)

For the acoustic efficiency x, it follows from

Eqs. (20.17) and (20.32):

x ¼ P

0:5 r u3 S
¼ 10�4 M5; M � 1:82

2 � 10�3; M> 1:82

(
: (20.33)

In the range M < 0.7, open jet noise (three-

dimensional quadrupole sources) is very often masked

by other noise sources, especially by turbulent emana-

tion. The sound power of the noise generated in this

way increases with the sixth power of the discharge

velocity. In such a case, the location of the sound

generation is not the mixing zone but the exhaust

opening (three-dimensional dipole sources). For dia-

meters d of the discharge opening which are not too

large (d < 200/u, d in m, u in m/s) the spectrum is

shown quite well in Fig. 20.21.

If there is a disturbing object in the potential core,

mostly distinct individual tones develop which lead

to an increase in the sound power by 10–20 dB2 [70].

Fig. 20.20 Geometry of the open jet

Fig. 20.21 Standardised mean octave sound power level spec-

trum of a turbulent open jet. LW/Oct octave sound power level,

LW total sound power level, d nozzle diameter in m, u jet

discharge velocity in m/s

Fig. 20.22 Directional characteristic of a turbulent open jet in

the range of 0.7 < M < 1.6 (M ¼ u/c Mach number)

2 Very loud discrete sounds can also be observed when a jet

blows into the opening of a cavity. Connected with this is a rise

of temperature in the cavity. Sometimes, dangerously high

values can be reached [69].
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For supersonic jets, individual tones (screech tones)

can also appear without disturbing objects [71, 72].

In both cases, feedback mechanisms are involved,

i.e. phenomena similar to the generation of edge

tones in flue pipes.

If an open jet hits a large even plate, the radiated

sound power is slightly increased compared with an

undisturbed jet. If the plate is at a distance of 5 nozzle

diameters from the discharge opening, the increase is

about 5 dB and for 10 diameters it is only about 2 dB.

At smaller distances of the plate, individual tones may

be generated.

The different methods of noise reduction for jet

engines (application of a large bypass ratio, installa-

tion of “corrugated nozzles”) will be briefly discussed

in Sects. 14.1.1.2 and 14.1.1.3.

20.1.5 Turbulent Boundary Layer

For turbulent flow along a wall, high alternating

pressures occur in the boundary layer. The thickness

of the boundary layer can be estimated by:

d 
 0:37 � l � Re�0:2: (20.34)

where l is the length of run from the beginning of

the wall and Re is the Reynold’s number calculated

with the length l and the free flow velocity u [see

Eq. (20.22)]. The alternating pressure can be measured

with a small pressure receiver installed in the wall

[73–80]. From this, standardised spectra result with

a course as shown in Fig. 20.23. The mean square

of the alternating pressure over all frequencies is

approximately

p2 
 6 � 10�3 � 1
2
rU2

� �2

or p2 
 ð2 tÞ2

(20.35)

with t being the local wall shear stress.

The course of the spectrum at low frequencies is

somewhat controversial as it is very difficult to sepa-

rate the pressure fluctuations from other disturbing

influences in this area. For high frequencies, the mea-

sured alternating pressure strongly depends on the

dimensions of the applied pressure receiver. Pressure

fluctuations in the boundary layer can be assumed to

be created because small “turbulence bales” (eddies)

with dimensions comparable with the thickness of the

boundary layer “roll” along the wall (and are

interrupted from time to time by sudden “bursts”)

[78, 79]. The rolling speed is approximately 60–80%

of the free flow velocity. In moving, the turbulence

bales fall apart and new ones are permanently created.

For this reason, the correlation coefficient between

two pressure receivers separated in flow direction rap-

idly decreases and already reaches zero at a distance of

more than 20 d.
As areas of different pressure are very close to

each other in a boundary layer – the correlation

length is always small compared with the sound

wavelength – the direct sound emission of a turbu-

lent boundary layer (e.g. in front of a completely

rigid wall) is usually negligible. Nevertheless, tur-

bulent boundary layers can indirectly lead to a con-

siderable sound emission, that is, if they border on a

very light wall which can be slightly set into motion

by the alternating pressures. For infinitely large

homogenous walls, the resulting movements would

have a similar three-dimensional structure as the

wall pressure fluctuations [81] and thus do not emit

any sound. However at all discontinuities (reinfor-

cements, edges etc.) free waves occur [82–84] emit-

ting much more sound. This can, for example, lead

to the fact that inside an airplane (at least in the front

part where the engine noise level is low), the sound

Fig. 20.23 Standardised spectrum of the alternating pressure in

a turbulent boundary layer, measured with very small pressure

receivers. p2ðoÞ mean square of the alternating pressure at

angular frequency o and a bandwidth of 2p � 1 Hz, d* 
 d/8
size of displacement
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levels are determined by the noise of the boundary

layer.

The noise generation by turbulent boundary layers

is discussed in detail in Blake [7], Chap. 7. Besides, it

comprises detailed bibliographical references.

20.2 Pipelines (Ducts)

In many industrial plants, pipelines are most important

sound sources. The noise generated inside of a pipe-

line by flow is normally not important for its external

sound emission. Pipeline noise is generated, e.g.

by fans, compressors, control valves and pumps con-

nected to the pipeline. The generated gas or liquid

sound (fluid sound) spreads in the flow medium in

the pipeline, excites structure-borne sound vibrations

of the pipe walls and is then partly emitted to the

outside in the form of airborne sound. Apart from

that, the pipe wall can also be excited directly by

structure-borne sound transmission from a sound

source and by the aerodynamic or hydrodynamic

near field behind the sound source. However, these

types of excitation are normally of minor importance

in practise.

This chapter deals with sound emission of pipelines

excited by gas or liquid sound (fluid sound). In the

following, the term “pipeline” is used for both circular

pipelines and rectangular ducts.

20.2.1 Sound Emission into the Pipeline

Below the following limiting frequencies, only even

sound waves can spread in a long, straight pipeline or

duct (modes of vibration of zeroth order):

Circular pipe fG ¼ 0:58
c

di
;

Rectangular duct fG ¼ 0:5
c

b
:

(20.36)

c – sound velocity of the flow medium inside of the

pipeline in m/s

di – interior diameter of the circular pipeline in m

b – largest side of the rectangular duct in m

Above these limiting frequencies, sound trans-

mission inside of the pipe additionally occurs by

numerous other types of waves. Above all in the

low-frequency range f < fG, a sound source in the

free field and in a pipeline behaves very differently.

Figure 20.24 shows the difference between the

sound power P in a circular pipeline and the sound

power P0 in the free field for a monopole source. In

this figure, the ratio P/P0 is shown depending on k � di
(k ¼ 2pf/cwave number, f frequency, di interior diam-

eter of the pipe). The parameter is the distance r0
between the point sound source and the pipe axis.

A monopole in a pipe in the area k0 � di < 2 emits

a sound power which is distinctly higher than in the

free field. The following approximation is valid:

P=P0 
 1þ 0:77 fG=fð Þ2: (20.37)

This approximation is also valid for dipole and

quadrupole sources when averaged over all radiation

directions of these sound sources.

20.2.2 Inner Sound Power Level and Sound
Pressure Level

The relation of the inner sound power level LWi

(re 10�12 W) to the sound pressure level Li

Fig. 20.24 Ratio of the

sound power P in a circular

pipe and the sound power P0

in the free field for a monopole

and averaged over a

bandwidth of D(k di) ¼ 0.2.

k ¼ 2pf/c wave number, di
interior diameter of the pipe,

r0 distance between the

monopole and the pipe axis
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(re 2 � 10�5 Pa) inside of a pipe is described by the

following equation:

LWi ¼ Li þ 10 lg
r0 c0
r c

� �
þ 10 lgðSÞ � Kd: (20.38)

r0 c0 – characteristic impedance of air (
410 Ns/m3)

r – density of the flow medium in kg/m3

c – sound velocity in the flow medium in m/s

S – inner cross-sectional area of the pipeline in m2

In the characteristic Kd, it is considered that the

different sound waves above the limiting frequency

fG do not all pass normal the cross-sectional area of the

pipe. If the sound pressure level Li is measured at the

pipe wall, the following approximation is valid [85]:

Kd¼
0 for f �0:77 � fG
3þ10 lg 1þ0:1 � f=fGð Þ1:3

h i
for f>0:77 � fG

(
:

(20.39)

20.2.3 Sound Power of Pipelines Filled
with Gas

At the position l ¼ 0 of a very long pipeline filled with

gas, an inner sound power P(0) is fed into the pipeline

(e.g. by a fan). This inner sound power is more or less

continuously decreasing along the pipeline. For

pipelines filled with gas, this happens mainly owing

to dissipative processes in the flowing medium as well

as due to the sound absorption at the pipe wall. A small

part of the sound power is reduced when sound is

transmitted to the pipe wall and then to the open air

by airborne sound emission, to other building elements

by structure-borne sound transmission and because of

the damping in the pipe material. For the sound power

passing through the position l of a pipeline filled with

gas, the following equation is valid:

PðlÞ ¼ Pð0Þ exp �ðaþ tÞU
S
l

� �
: (20.40)

a – sound absorption coefficient of the flow medium

and the pipe wall

t – sound transmission coefficient of the pipe

U – circumference of the pipeline in m

S – inner cross-sectional area of the pipeline in m2

Apart from the absorbed sound power inside the

pipe, for the sound power emitted per unit of length to

the outside of the pipeline at the position l, the follow-
ing equation is valid:

dPaðlÞ
dl

¼ PðlÞtU
S
: (20.41)

For a sufficiently long pipeline filled with gas, it

follows for the total airborne sound power emitted to

the outside:

Pa ¼ t
aþ t

Pð0Þ: (20.42)

The sound transmission coefficient t and the sound

absorption coefficient a are discussed in detail in

Sects. 20.2.5 and 20.2.7.

20.2.4 Sound Power of Pipelines Filled
with Fluid

For a fluid-filled pipeline, there is a strong coupling

between the interior of the pipe and the pipe wall. By

means of the Statistical Energy Analysis (SEA), the

airborne sound power Pa emitted to the outside of

the pipeline can be estimated from the fluid sound

power Pe:

Pa ¼ �wa
� þ �wa

Pe: (20.43)

�wa – coupling loss factor between the pipe wall (w)

and the outside (a),

� – loss factor of the pipe wall by dissipative

processes in the pipe wall as well as by structure-

borne sound transmission via the pipe brackets to the

supporting structure and to building elements

connected to the pipe wall with regard to structure-

borne sound.

In this equation, it is assumed that the pipeline is

sufficiently long and has several bends where a trans-

formation of fluid sound into structure-borne sound is

easy. The factor � includes the loss by sound emission

from the pipe wall neither to the interior of the pipe nor

to the outside of the pipe. The loss factor � and the

coupling loss factor �wa are discussed in Sects. 20.2.6

and 20.2.8.

20 Flow Noise 593



20.2.5 Sound Level Reduction in Pipelines
Filled with Gas

With Eqs. (19) and (20) in [86], the sound level reduc-

tion DLL per unit of length owing to dissipative

processes in pipelines filled with gas (with smooth

inner wall) can be calculated, if losses owing to flow

effects are neglected. From this relation, for all gases

the following simplified numerical value equation

results [87]:

DLL 
 0:13
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S=1m2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f=1Hz

ps=1 Pa

s
4

ffiffiffiffiffiffiffiffiffiffiffiffi
T

293K

r
dB/m:

(20.44)

S – inner cross-sectional area of the pipe in m2

T – absolute temperature in K

f – frequency in Hz

ps – pressure in the pipe in Pa

In Fig. 20.25 measured sound level decreases in

circular pipelines (at environmental conditions) are

compared with the values calculated according to

Eq. (20.44).

The level reductions per unit of length stated in

Eq. (20.44) are valid for straight pipelines without

cross-sectional jumps, bends or junctions. In order to

estimate these influencing variables, the statements

made in [86] can be applied. The level reduction by

a pipe bent is certainly smaller than 1 dB, as long

as the sound wave length is larger than the interior

diameter of the pipe (compare pipelines 4 and 5 in

Fig. 20.25).

The turbulent flow in a pipeline causes an addi-

tional sound level decrease [88]. This can be con-

sidered approximately by multiplying the right side

of Eq. (20.44) by

ð1þ 11� u=cÞ: (20.45)

u – average flow velocity in the pipeline in m/s

c – sound velocity in the flow medium in m/s

Between the sound absorption coefficient a and the

sound level decrease DLL per unit of length (in dB/m)

in a pipeline filled with gas, there is a following

connection:

a ¼ 0:065 �
ffiffiffi
S

p
� DLL: (20.46)

Fig. 20.25 Sound level reduction in circular pipelines without flow for air at 1 bar and 20	C [88–90]
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20.2.6 Sound Level Decrease in Pipelines
for Structure-Borne Sound
Excitation

In a petrochemical plant under construction, five non-

insulated circular steel pipelines filled with air [91]

were excited at one end with a tapping machine and

the decrease in the octave acceleration levels along

the pipelines were determined. For the octaves with

mid frequencies of 125–4,000 Hz, a frequency-

independent average structure-borne sound level

decrease of

DLK 
 0:24 dB/m (20.47)

was determined.

On the basis of these results (octaves 125–4,000 Hz)

and additional measurements in a test stand (octaves

31.5–8,000 Hz), the total loss factor � of a sufficiently

long pipeline made of steel or aluminium

– By dissipative processes in the pipe wall

– By structure-borne sound transmission to building

elements connected with the pipe wall with regard

to structure-borne sound

can be calculated approximately by:

� 
 0:02

1þ 0:002 ðf=1HzÞ : (20.48)

This approximation is valid for pipelines without

special damping measures.

Decisive for the damping of a pipeline in the lower

frequency range is the structure-borne sound transmis-

sion from the pipe wall via the pipe brackets to the

supporting structure.

20.2.7 Sound Insulation of Pipelines Filled
with Gas

According to a suggestion in [92], in order to define

the transmission loss RR for pipelines filled with gas

the relation between the sound power Pi passing

through the pipe cross section, referred to the inner

cross-sectional area S, and the sound power emitted

to the outside Pa, referred to the emitting surface U � l
(U circumference and l length of the pipeline), can be

applied:

RR ¼ 10 lg
1

t

� �
¼ 10 lg

Pi

Pa

U l

S

� �
: (20.49)

t – sound transmission coefficient.

In this equation, the pipeline is assumed to be

so short that no sound level decrease occurs in the

pipeline, and the interior of the pipe ends is assumed

to have a sound absorbing termination.

20.2.7.1 Circular Pipelines
Basic experimental and theoretical investigations

regarding the sound insulation of cylinder shells

were carried out by Lothar Cremer [93] and Manfred

Heckl [94, 95]. Figure 20.26 shows the typical

frequency course of the transmission loss for circular

pipelines filled with gas. An important quantity char-

acterising the sound insulation behaviour of a pipeline

is the so-called ring expansion frequency:

fR ¼ cL
p di

: (20.50)

cL – longitudinal wave velocity in the pipe wall mate-

rial in m/s

di – inner diameter of the pipe in m

For example in [86], Table 20.3, statements on the

longitudinal wave velocity of different materials can

be found.

Close to the ring expansion frequency, the transmis-

sion loss is small. In the frequency range above the ring

expansion frequency, the pipeline behaves approxi-

mately like an even plate. For frequencies smaller

Fig. 20.26 Transmission loss of circular pipes filled with gas
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than the ring expansion frequency, the sound insulation

of a circular pipe filled with gas strongly depends on the

type of the sound field inside of a pipeline (more

exactly: on the alternating pressure field).

Below the limiting frequency fG [see Eq. (20.36)] in

a straight and long pipe, only even waves can spread,

which theoretically leads to a high transmission loss.

However, this high transmission loss is normally not

reached in practise as the pipe wall is generally not
excited by vibration modes of zeroth order (even

waves), but by higher modes for which the sound

insulation is considerably smaller. The modes of

higher order occur near the sound source (near field)

and near unbalances in the pipeline (i.e. pipe bends,

pipe junctions, pipe contractions, etc.). Therefore, in

these areas mainly the pipe wall is excited. If it is

possible to prevent a structure-borne sound transmis-

sion from these excitation points to the straight parts of

the pipeline, it would actually be possible to achieve

approximately the theoretically expected high trans-

mission losses in the frequency range below the first

limiting frequency fG – as shown in [96]. Thus, espe-

cially in the low-frequency range f < fG pipe bends

lead to a strong reduction in sound insulation of circu-

lar pipelines.

In the whole frequency range, the sound insulation

increases with an increasing damping of the pipe wall.

The structure-borne sound power transmitted to the

pipe wall from the interior of the pipe decreases by:

– Dissipative processes in the pipe wall

– Airborne sound radiation to the outside

– Structure-borne sound transmission via the pipe

brackets to the supporting structure

– Structure-borne sound transmission to the building

elements connected with the pipe wall with regard

to structure-borne sound

Based on [86, 90, 94–97] and additional theoretical

considerations, the transmission loss of circular pipes

filled with gas can be roughly estimated by applying

the following equation:

RR ¼ 9þ 10 lg
rw cL h
r cdi

� Aðf Þ
� �

with Aðf Þ ¼ fR
f

� �2
1

1þ z dil
fR
f

for f < fR

Aðf Þ ¼ f

fR

� �2

for f � fR (20.51)

rw – density of the pipe material in kg/m3

h – wall thickness of the pipe in m

c – sound velocity of the flow medium in m/s

r – density of the flow medium in kg/m3

f – frequency in Hz

z – number of pipe bends

l – pipe length in m

This approximation is valid on the condition that:

– The sound excitation of the interior of the pipe is

broadband.

– The excitation of the pipeline by the acoustic near

field of the sound source can be neglected.

– The pipeline is not mounted resiliently.

– The flow velocity is smaller than one-third of the

sound velocity.

Equation (20.51) is an approximation, which was

deliberately set to the lower limit of existing measur-

ing results with regard to a desirable safety.

In the low-frequency range, transmission losses

of circular pipelines are distinctly larger than those

of rectangular ducts of the same cross-sectional area

and wall thickness.

20.2.7.2 Rectangular Ducts
Based on [98] and complementary experimental and

theoretical investigations, the transmission loss of

a thin-walled, elastically mounted steel duct (without

reinforcement and without a special damping) can be

estimated by applying the following equation:

RR ¼ 22þ 10 lg
rw h f
r c

� �
for f � fg=2: (20.52)

rw – density of the duct wall material in kg/m3

h – wall thickness of the duct in m

c – sound velocity in the flow medium in m/s

r – density of the flow medium in kg/m3

f – frequency in Hz

The critical frequency of coincidence fg in an even

plate of the same thickness as the duct wall (sound

radiation to the outside) can be described by:

fg ¼ c20
1:8 cL h

: (20.53)

c0 – sound velocity of the outside air in m/s

cL – longitudinal wave velocity in the duct wall mate-

rial in m/s
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If structure-borne sound is noticeably transmitted

from the duct wall to other building elements (duct

is not elastically mounted), the loss factor of the

duct wall is increased and thus also its transmission

loss according to Eq. (20.52), especially in the low-

frequency range.

20.2.8 Radiation Factor

By means of the radiation factor s, a connection can be
made between structure-borne sound velocity and the

sound power of a pipeline radiated to the outside.

There is the following relation between the radiation

factor s of a pipeline and the radiation loss factor �wa
between the pipe wall and the outside air [Eq. (6.16) in

[99]]:

�wa ¼
r0 c0 s
rw ho

: (20.54)

r0 – density of the medium at the outside in kg/m3

c0 – sound velocity of the medium at the outside in m/s

rw – density of the pipe wall material in kg/m3

h – wall thickness of the pipe in m

o – angular frequency in Hz

20.2.8.1 Circular Pipelines
According to a suggestion of Manfred Heckl, the radi-

ation factor s of a circular pipeline for airborne sound

radiation to the outside can be estimated as follows

[92, 94, 97, 100, 101], if the critical frequency

of coincidence fg Eq. (20.53) and the second ring

frequency f2 of the pipeline

f2 ¼ 0:49
cL h

d2a
: (20.55)

as well as the functions

Gðf Þ ¼ 1þ 2

p
c0

p f da

� �3
" #�1

Xðf Þ ¼ lg f=fg
� �

lg f2=fg
� �
(20.56)

are introduced (see also Fig. 20.27):

s ¼
Gðf Þ for � f2

Gðf2ÞXðf Þ for f2 < f < fg

1 for f � fg

8><
>: : (20.57)

cL – longitudinal wave velocity in the pipe wall mate-

rial in m/s

da – outside diameter of the pipeline in m

For pipes with h/da > c0/cL is valid: f2 > fg. Here,

it is recommended to apply the relation stated for

f < f2 to the whole frequency range.

If f2 < fg, three frequency ranges must be distin-

guished (Fig. 20.27):

– Below the frequency f2 Eq. (20.55), only bending

waves are excited on a pipeline [94]. In this fre-

quency range, a long pipeline behaves like a cylin-

der radiator of first order. The radiation factor

increases with the frequency to the power of three.

– Above the frequency f2, the radiation factor

increases much more slowly with the frequency,

i.e. – depending on the respective pipeline – to the

power of 0.5 up to 1.2.

– Above the frequency fg Eq. (20.53), the radiation

factor of the pipeline is approximately 1.

For f2 � fg, the pipeline behaves like a cylinder

radiator of first order in the whole frequency range.

The radiation indices of a circular pipeline for

structure-borne sound excitation do not differ substan-

tially from those for airborne sound excitation.

Fig. 20.27 Radiation index 10 lg(s) of circular pipes for

f2 < fg, fg and f2 see Eqs. (20.53) and (20.55)

20 Flow Noise 597



20.2.8.2 Rectangular Ducts
Based on the investigations [98, 101], the radiation

factor s of a thin-walled elastically mounted steel

duct (without reinforcements and without special

damping) for airborne sound excitation from the inte-

rior of the duct and sound radiation to the outside can

be estimated as follows:

s ¼
f=fg for f � fg=4

1=4 for fg=4 < f < 0:8 fg

1 for f � fg

8><
>: : (20.58)

fg – critical frequency of coincidence [see

Eq. (20.53)] of an even plate of the same thickness

as the duct wall in m.

For structure-borne sound excitation of a rectangu-
lar duct, the radiation index is smaller than for

airborne sound excitation. Besides, it very strongly

depends on the type of excitation.

20.2.9 Sound Insulating Lagging
of Circular Pipelines

One of the most important measures to reduce sound

radiation of circular pipelines is sound insulating lag-

gings. They usually consist of some kind of insulating

fibre material covered by a sound-deadened sheet

metal coating (thickness approximately 0.5–1 mm).

Extensive investigations regarding the sound-insu-

lating effect of pipe claddings have already been car-

ried out using the measuring method described in

[102]. The effectiveness of a sound-insulating clad-

ding does not only depend on the buildup of the

insulation system, but also depend on the diameter of

the pipe. The insertion loss De to be expected can be

estimated according to [102] with:

De ¼ 40

1þ 0:12=da
lg

f

2:2 f0

� �
for f > f0

with

f0 ¼ 60ffiffiffiffiffiffiffiffiffiffiffi
m00 hF

p : ð20:59Þ

m00 – weight per unit area of the covering metal sheet

in kg/m2

hF – thickness of the insulating fibre layer in m

da – outside diameter of the pipe in m

f – frequency in Hz

This equation is valid for laggings without rigid

spacers.

The standard deviation of the measured values to

the values determined by the approximation is 4 dB.

Figure 20.28 shows the course of the damping curves

for pipe laggings of 100 mm thickness on pipelines

with nominal widths of 80, 150 and 300 mm.

20.3 Fans

The most common fan types are centrifugal fans and

axial fans (Fig. 20.29). Extensive literature can be

found in [103].

20.3.1 Characteristics

Fans are usually characterised by their Dp� _V dia-

gram. In this diagram, Dp (Pa) is the total pressure, i.e.
the pressure difference between the discharge and

Fig. 20.28 Approximation for the insertion loss of sound

insulating pipe laggings
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suction side of the fan. _V(m3/s) is the volume of the

flow medium transported per unit of time. In this

diagram, the functions Dpð _VÞ (fan characteristics) are

shown with the revolutions per minute of the fan

as parameter.

The delivery performance PL(W) of a fan can be

calculated using the following equation:

PL ¼ Dp _V: (20.60)

Its efficiency � is defined as quotient of the output

PL to the consumed driving power Pe:

� ¼ PL

Pe

: (20.61)

The output pressure generated by the fan is neces-

sary to overcome pressure losses caused by internal

parts, cross-sectional jumps, deflections, etc., in the

pipe system in front of and behind the fan. More

detailed results on the pressure losses to be expected

in ducts with a flow medium can be found, e.g., in [104,

105]. In most cases, the output pressure is proportional

to the square of the conveyed amount of air:

Dp ¼ W _V2: (20.62)

where W is the total resistance of the ductwork

connected to the fan. Equation (20.62) describes the

characteristic curve of the duct system, i.e. the plant.

In order to further characterise the different types

of fans, the following characteristic numbers are

normally introduced using the diameter D and the

circumference speed U of the impeller:

Flow coefficient

’ ¼
_V

p
4
D2U

: (20.63)

Pressure coefficient

c ¼ Dp
0:5 rU2

: (20.64)

r – density of the flow medium in kg/m3.

Figure 20.30 gives an overview of different types of

fans according to [104] with indication of ’ and c.
Figure 20.31 shows typical characteristics of the main

types of fans (see [104, 106]).

20.3.2 Sound Generation

Noise spectra of fans consist of a broadband noise

component and superimposed tones. Normally, sound

sources with dipole character are responsible for

the broadband noise. These sound sources can be

Fig. 20.29 The most important types of fans
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explained by vortex shedding and turbulent flow

impinging solid structural components. Single tones

in the spectrum are usually caused by periodically

alternating forces, which result from an interaction

of moving and stationary solid structural components

of fans and the connected periodically varying flow

these components are exposed to.

In Table 20.2, the most important sound generation

mechanisms of fans are listed. Moreover, the influence

of the most important quantities on the emitted sound

is outlined (see also Sects. 17.1.2 and 17.1.3). The

following parameters are used:

u – relative velocity between the blades and the

flowing gas

c – sound velocity in the flow medium

M ¼ u/c – Mach number

b – impeller width

Tu – turbulence factor of the flow approaching the

blades

Y – projection of the blade perpendicular to the flow

direction

SL – total surface of the blades

z – number of blades

P – emitted sound power

R – impeller radius

n – rotational speed of the fan in s�1

20.3.3 Approximate Calculation of Sound
Emission

Based on numerous measurements, different empirical

relations regarding the sound power level LW of fans

have been determined [117–125].

Fig. 20.30 Overview of

different types of fans

according to [104]
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The octave sound power level LW/Oct (re 10
�12 W)

of the broadband noise transmitted into the connected

discharge duct can be estimated with the following

equation:

LW=OctðfoctÞ ¼ 79þ 10 lg
Peð1� �Þ � ðU=cÞ1:5

1þ ðSt=St0Þm
( )

dB:

(20.65)

with

St0 m

Centrifugal fan 2.5 1.5

Drum rotor 5 1.5

Axial fan with outlet guide vanes (single stage) 17 1.7

Pe – power consumed by the fan in W

foct – octave centre frequency in Hz

� – fan efficiency

U – tip speed of the impeller in m/s

c – sound velocity in the discharge pipe in m/s

St ¼ fm D/U
D – diameter of the rotor blades in m

If a centrifugal fan does not intake from a long

straight pipeline but from a suction box or a 90	

elbow in front of the suction flange, the low-frequency

turbulence of the incoming flow increases. This is

associated with an increase in the octave sound power

level by approximately 3 dB. For centrifugal fans,

single tones in the spectrum, which determine the

overall level, can be caused by an interaction between

rotor blades and the volute tongue; for axial fans with

the outlet guide vanes by an interaction between

rotor blades and guide vanes. The frequencies of the

single tones can be described by:

fn ¼ ðnþ 1Þzn with n ¼ 0; 1; 2; . . . (20.66)

z – number of rotor blades

n – rotational speed in s�1

In order to consider the approximate contribution

of these single tones to the emitted sound power, for

the octaves containing single tones (fm > 0.7 f0), the
following allowances DL are made for the octave

sound power levels LW/Oct calculated according to

Eq. (20.65) (empirical connection):

Fig. 20.31 Typical dimensionless characteristics of centrifugal and axial fans used in ventilation systems according to [104]
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Centrifugal fan

DL ¼ 10 lg 1þ 0:4
f0
fm

� �2:5 ðU=cÞ1:5
Dr=D

( )
: (20.67)

Axial fan with guide vane

DL ¼ 10 lg 1þ 4 1þ fm
8 f0

� �2
 !,( )

: (20.68)

Dr – minimum distance between rotor blades and

tongue in m

f0 ¼ z n in Hz [Eq. (20.66)]

In order to estimate the octave sound power levels

of the noise emitted into the suction duct, the levels

calculated according to Eqs. (20.65)–(20.68) are redu-

ced by 2 dB.

The approximate calculation of the airborne sound

power emitted to the outside from the suction and dis-

charge piping is carried out considering the equations

described in Sect. 20.2.

Table 20.2 The most important sound generation mechanisms of fans

Mechanisms of sound generation Emitted sound power Characteristics of the spectrum

Centrifugal fan

Sound generation by alternating forces at

the blade surfaces due to vortex shedding

at the trailing edge of the blade

P � ru3Mð2...3Þz bð1...2Þ, P increases with

Tu and the coherence rate of vortex

shedding. The coherence rate depends on

b and the type of lateral blade

termination (see Fig. 20.19)

Broadband spectrum with a broad

frequency maximum (Doppler effect)

[34, 35] at fmax 
 0:18 u=Y [35, 107],

above this maximum decrease by about

4 dB/octave (see Fig. 20.18)

Sound generation by alternating force on

the blade surfaces caused by the turbulent

wake behind the blade leading edge, inlet

guide vanes, struts, intake nozzles, etc.

P � ru3M3SL and P � Tu2 [108] Broadband spectrum

Sound generation by alternating forces

on the surface of the volute tongue due

to the very turbulent incident flow

caused by vortex shedding

P � ru3M3; P increases when the tip

clearance (distance between tongue

and impeller) is reduced [109],

see Fig. 20.32; the tongue radius

is of minor importance [109]

Broadband spectrum

Sound generation by alternating on

the tongue and the blades caused

by interaction between them

P � u3M3 [109], P increases very strongly

when the tip clearance is reduced

[109–111], see Fig. 20.32; an influence

of the tongue radius on P is existing

but small [109]

Spectrum consists of single tones

fu (n ¼ 0, 1, 2, . . .); for z symmetrically

arranged blades, the following equation

is valid: fn ¼ ðnþ 1Þzn, with increasing

tip clearance, the content of harmonics

is reduced [109], see Fig. 20.32

Axial fan

Sound generation by alternating forces

at the rotor blades, caused by vortex

shedding at the trailing edge

P � ru3Mð2...3Þz R;P increases with

Tu and depends on the blade angle

Broadband spectrum with broad frequency

maximum at fmax 
 0:18 u=Y [35, 107],

above this maximum decrease by about

4 dB/octave (see Fig. 20.18)

Sound generation by alternating forces

on the rotor blades due to the turbulent

wake behind inlet guide vanes, struts,

intake nozzles, etc.

P � r u3M3SL and P � Tu2 [108, 112] Broadband spectrum

Sound generation by alternating forces on

downstream guide vanes caused by the

turbulent wake of the rotor blades

P � ru3M3; P increases when the

distance between rotor and stator

is reduced

Broadband spectrum

Sound generation by alternating forces on

guide vanes and rotor blades caused by

interaction between them [108, 113–115]

P � ru3Mð2...3Þ; P increases very strongly

when the distance between rotor and stator

is reduced [108, 112], see Fig. 20.33;

P decreases with an increasing z [116]
and depends on the angle between

stator and rotor [108]

The spectrum consists of single tones

fn � n which depend on the number

of guide vanes and blades and on their

arrangement; with an increasing distance

between stator and rotor, the content

of harmonics is reduced
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If the suction or discharge pipe has an opening to

the outside, the airborne sound power radiated from

this opening can be calculated applying a correction

for the sound reflection at the orifice according to

[124, 125].

In air coolers and forced-draught cooling towers,
single-stage axial fans are used. The noise spectra are

usually broadband without prominent pure tones

[122]. Tones can occur:

– If solid obstacles are close to the rotating fan blades.

– If from the gear box or structure-borne sound from

directly driving motors is transmitted via the drive

shaft to the hub and blades of the fan and is then

radiated from these elements as airborne sound.

According to [122], the total octave sound power

levels (re 10�12 W) radiated by the suction and

discharge side of such an axial fan can be calculated

approximately by applying the following equation:

LW=OctðfoctÞ ¼ 87þ 10 lg
PeðU=cÞ3

1þ ðSt=17Þ1:5
( )

dB:

(20.69)

With this equation, the total A-weighted sound

power level of axial fans for air coolers and forced-

draught cooling towers can be calculated with a preci-

sion of þ2/�4 dB(A). For axial fans with very broad,

airfoiled and pressure-balanced blades sound levels

result which are by up to 5 dB lower than those

calculated with Eq. (20.69).

Equation (20.69) can also be used for an approxi-

mate calculation of other single-stage axial fans

without guide vanes emitting into the free field (e.g.

wall fans).

20.3.4 Noise Control

Constructive measures at fans are only useful if

sound emission is reduced without or only with a

small decrease in the output. Furthermore, the

following items must be observed (see also [103,

125–129]):

Centrifugal fan
– The relative velocity u between blades and flow

medium should be as small as possible, but with

the same output (’ and c should be as large as

possible). This can be achieved by:

An increase in the number of blades, thus reduction

in u for the same U
An extension of fan dimensions

Favourable design of the inlet section with regard

to flow in order

To reduce pressure losses (diffuser, be careful with

guide vanes!)

– The distance between tongue and impeller (tip

clearance) should always be as large as permissible

with regard to efficiency (see Fig. 20.32)

– Obstacles and disturbances in the intake section

should be avoided [130]

– A fixation of the rotor blades on both sides should

preferably be avoided, see Fig. 20.19

Axial fan

– The relative velocity u between rotor blades and

flow medium should be as small as possible for the

Fig. 20.32 Influence of the

tip clearance Dr on the most

important contributions to

the noise and efficiency of

a centrifugal fan according

to [109] for an optimal flow

coefficient ’opt
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same output (’ and c should be as large as possi-

ble) (see Fig. 20.34). This can be achieved by:

An increase in the number of blades

An extension of the width of the blades

An extension of the blade diameter

Airfoiled blades

Favourable design of the inlet and outlet section for

minimised pressure drop (diffuser, hub cone,

obstacles and disturbances are to be avoided,

see Fig. 20.35)

Large blade angles

Tip clearance (gap between impeller tips and cas-

ing, recommended only for little variations of

the tip clearance) [131–133]

Guide vanes downstream of the impeller (attention,

tones!)

– Inlet guide vanes should be avoided

– The distance between blade wheel and outlet guide

vane should be at least 20 to 30 times the size of

displacement (see Fig. 20.23)

– Vortex shedding at the rotor blades can be influ-

enced by modifications of their trailing edge

When selecting a fan and designing the connected

duct system, the following factors have to be taken into

account:

– Pressure drop in the connected duct system

should be as small as possible, unnecessary

sudden cross-section changes or deflections are

Fig. 20.33 Influence of the

distance between rotor and

stator on the first fundamental

tone which is caused by an

interaction between blades

and guide vanes of an axial

fan, according to [112]. Dr
distance between rotor and

stator, b length of the guide

vanes or rotor blades,

measured in low direation

Fig. 20.34 Octave sound power level spectra of two axial fans for cooling towers for similar operating conditions

Fig. 20.35 Good and bad

installation of an axial

fan, from [106]
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to be avoided, convection should be used, when

possible.

– For a given flow and pressure (an exact knowledge

of the “plant resistance” is required) the fan should

work in the range of maximum efficiency (point d

in Fig. 20.36). The fan must not be operated at

an ascending branch or at a saddle point of the

characteristic curve (area between points b and c

in Fig. 20.36) [103], as this would likely provoke

low-frequency oscillations resulting in a high noise

level and “pumping” of the fan.

– If possible, the volume flow should be adjusted

by speed control, not by vane control or throttle

valves [130, 134] (Fig. 20.37).

– An additional sound level decrease in the duct

system at low frequencies can be achieved using

thin-walled rectangular ducts.

The most efficient measure to reduce fan noise is to

install silencers (see Chap. 11).

Fig. 20.36 Diagram showing the different flow conditions of an axial fan for different throttling conditions, from [106]

Fig. 20.37 Octave sound pressure level at 1 m distance of a centrifugal fan. Adjustment of the volume flow by vane control

(a) or speed regulation (b)
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20.4 Compressors

In this chapter, two typical compressors are discussed:

– Screw compressors are used to achieve high

pressures.

– Axial turbo compressors are used for large mass

flows in a medium pressure range.

20.4.1 Sound Generation

20.4.1.1 Screw Compressor
The compressor noise is mainly caused by the periodic

conveyance of gas and, to a small extent, by flow and

expansion processes during pressure compensation at

the discharge flange. The spectra of the tonal noise

components transmitted to the connected pressure line

can be calculated with good accuracy if the volume

flow take and owing to the construction data of the

compressor is known. Essentially, noise spectra con-

sist of harmonic single tones with the fundamental

frequency:

f0 ¼ zH nH: (20.70)

zH – teeth number of the main rotor

nH – rotational speed of the main rotor in s�1

If at the end of the compression process, the pres-

sure in the tooth space volume is smaller than the

pressure in the pressure line, after opening the tooth

space volume to the pressure duct there will be a

backflow from the pressure duct to the tooth space

volume. This process leads to particular high sound

levels.

20.4.1.2 Axial Turbo Compressor
The noise generated in the compressor by flow

consists of a broadband noise and superimposed

tones. The broadband noise is caused by:

– Alternating forces at the rotor blades caused by

vortex shedding at the trailing edge and the turbu-

lent wake of the inlet guide vanes struts and inlet

nozzles

– Alternating forces on the downstream guide vanes

due to the turbulent wake of the rotor blades

The single tones are mainly caused by periodic

alternating forces at the guide vanes and rotor blades,

caused by the interaction of rotor blades and guide

vanes [108, 113–115, 135].

20.4.1.3 Sound Transmission Paths
The noise caused by both types of compressors is

emitted to the outside via:

– The compressor casing

– The connected pipelines

– The cooler

– The oil separator (for oil-flooded screw compressors)

Without any noise control measures, most part of

the noise is emitted to the outside via the connected

pipelines.

20.4.2 Approximate Calculation of Sound
Emission

20.4.2.1 Screw Compressor
An estimation of the non-weighted octave sound

power levels LW/Oct (re 10�12 W) of the noise trans-

mitted to the suction and discharge piping can be made

by applying the following equation:

LW=Oct ¼ 147þ 20 lgð _VÞ þ DLOct dB: (20.71)

with

foct/f0 0.5 1 2 4 8 16

Pressure duct DLOct �20 �4 �4,5 �10 �18 �21

Suction duct DLOct �31 �16 �17 �18 �19.5 �21

_V – volume flow at the suction port in m3/s

foct – octave centre frequency in Hz

f0 – see Eq. (20.70)

The estimation of the sound power emitted from the

suction and pressure duct to the outside is made by

means of the procedures discussed in Sect. 20.2.

20.4.2.2 Axial Turbo Compressor
A rough estimate of the A-weighted sound power

levels LWA of the compressor noise emitted via the

different sound transmission paths (without noise con-

trol measures) can be made with the following equa-

tion (see also Fig. 20.38):

L
WA=Oct

¼ 112þ 20 lg PN=1MWð Þ dB(A): (20.72)

PN – nominal driving power in MW.
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The A-weighted sound power levels of the com-

pressor casing are normally by 5–35 dB(A) lower than

those in the connected pipelines (Fig. 20.38). In order

to estimate the A-weighted octave spectrum LWA/Oct,

Fig. 20.39 can be used.

20.4.3 Noise Control

Both for the screw compressors and for the turbo

compressors, silencers are used to reduce the sound

transmission to the connected pipelines, which are

effective against gas-borne sound in the pipelines as

well as against structure-borne sound in the pipe walls.

However, the most common noise control mea-

sures at pipelines are sound-insulating claddings (see

Sect. 20.2.9). In order to reduce airborne sound emis-

sion of compressors, they are installed in buildings or

provided with sound-insulating enclosures.

20.5 Pumps

In the following, at first the most important types of

pumps are described. More detailed information on

basic principles of pumps can be found in [136–140].

Hydrostatic pumps are used to create very high

pressures. Characteristic for these pumps is the mechan-

ical closure between suction and pressure side and that,

depending on the tightness of this closure, the volume

flow depends only very little on the counter-pressure.

The most important hydrostatic pumps are vane pumps,

gear pumps, axial piston pumps and screw pumps (basic

sketches see Fig. 20.40).

For hydrodynamic pumps (centrifugal pump,

Fig. 20.41), there is no mechanical separation between

suction and pressure side, and the pressure difference

between the two ports must be maintained by hydro-

dynamic forces. The blades of the rotating blade

wheel transfer speed energy to the fluid coming from

axial direction, which is converted to a large part into

pressure energy. The conveyance is continuous.

20.5.1 Sound Generation

The main cause for the noise emission of a pump is

alternating pressures in the fluid created during

pumping. The structure-borne sound levels caused by

the movement of mechanic transmission elements

(bearings, gear, drive, etc.) are normally essentially

lower.

20.5.1.1 Hydrostatic Pumps
For hydrostatic pumps, there are three main mechanisms

of noise generation:

– Cavitation and separation of gas during the suction

process

– Periodic fluctuations of the output and changes in

flow velocity connected with it

Fig. 20.38 A-weighted sound power level of axial turbo

compressors and connected pipelines. Filled circle Total sound
emission of the compressor casing and the connected pipelines,

open circle Sound emission from the compressor casing only

Fig. 20.39 Average standardised A-weighted octave sound

power level of axial turbo compressors including the connected

pipelines without noise control measures. LWA/Oct A-weighted

octave sound power level, LWA total A-weighted sound power

level
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– Impulsive pressure compensation when fluid

volumes of different pressures meet. This mecha-

nism does not occur with the screw pump

Separation of Gas and Cavitation During the

Suction Process

With decreasing suction pressure, the gas dissolved in

the fluid separates in the form of bubbles. A gas/fluid

mixture is created. As a result, the emitted airborne

sound increases (Fig. 20.42). Much more problematic

than the noise of gas separating from the fluid is cavita-

tion noise (see Sect. 20.1.2). During normal operation,

the mechanisms stated in the following are important.

Periodic Fluctuations of the Discharge Flow

With most pumps separate small volumes in closed

cavities (piston stroke, tooth pockets, etc.) are trans-

ported so that is nearly always small fluctuations in the

output flow result. Thus, the constant flow is combined

with an alternating velocity v(t). If in a pipe with the

cross section S, the fluctuations in the volume flow are

described with

_VðtÞ ¼ S vðtÞ (20.73)

for pressure fluctuations in narrow pipelines (only

even sound waves propagate) the following relation

results

pðtÞ ¼ r c vðtÞ (20.74)

or

pðtÞ ¼ r c
_V0

S
e: (20.75)

r – density of the fluid in kg/m3

c – sound velocity in the fluid in m/s
_V0 – average volume flow in m3/s

S – inner cross-sectional area of the pipe in m2

e – the relative temporal change of the volume flow

e ¼
_VðtÞ
_V0

: (20.76)

Fig. 20.40 Basic sketches of

the most important types of

hydrostatic pumps (a) vane

pump, (b) gear pump, (c) axial

piston pump, (d) screw pump

or helicoidal gear pump

Fig. 20.41 Sketch of a centrifugal pump, from [136]
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e depends on the geometry of the pump. For gear

pumps, e is approximately 0.02, for axial piston and

vane pumps it is approximately 0.2–0.005.

Impulsive Pressure Compensation Processes

This mechanism will take effect if during operation of

the pump a small volume of fluid Vo is taken up at the

suction side (displaced volume), e.g. between the

blades of a vane pump or between the teeth of a gear

pump and transported to the pressure side. There, it

suddenly connects with the liquid column, which is

under high pressure, and the fluid in the volume V0 is

compressed. The resulting volume reduction is

DV ¼ V0

Dp
r c2

(20.77)

and Dp is the difference of the static pressure in the

volume V0 immediately before and after connection

with fluid on the pressure side. If the fluid is not

compressed during the pumping process, Dp then

accounts for the pressure difference between discharge

and suction side (discharge pressure). For compression

of the displaced volume Vo by an amount DV, some

fluid must flow back from the pressure side. The

associated velocity of the fluid on the pressure side is

vðtÞ ¼ 1

Dt
DV
S

: (20.78)

Dt – duration of the compression in s.

From Eq. (20.74) follows the partial tone ampli-

tudes of the alternating pressure p(t):

pn ¼ r c
S

2

T

ðT
0

DV
Dt

cosð2 p n t=TÞ dt with n ¼ 0; 1; 2; ::::

(20.79)

T – 1/(z n) cycle duration in s

z – number of discharges

n – rotational speed of the pump in 1/s

When considering that the displaced volume is

compressed very fast (Dt � T), for the first partial

tones with _V0 ¼ V0=T and Eq. (20.77) the following

equation results:

pn ¼ r c
2

T

DV
S

¼ 2 _V0

Dp
c S

with n ¼ 0; 1; 2; 3; 4:

(20.80)

This relation is valid e.g. for the first five partial

tones, which essentially determine the total level.

20.5.1.2 Hydrodynamic Pumps
(Centrifugal Pumps)

Similar to a centrifugal fan, the fluid sound spectrum

of centrifugal pumps consists of broadband noise and

superimposed tones. The broadband noise results from

vortices and turbulences caused at fix construction

structures in the pump, from the asymmetrical

flow towards the blades and possibly also from cavita-

tion caused at the rotor blades during the suction- or

Fig. 20.42 Influence of

the suction pressure on the

airborne sound level emitted

by a gear pump according

to [141]
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outlet-process. The single tones are caused by periodic

alternating forces resulting from an interaction of the

moving rotor blades with the outlet edge of the casing.

For a non-cavitating pump, the single tones determine

the total sound power level in the fluid.

20.5.2 Approximate Calculation of Sound
Emission

20.5.2.1 Hydrostatic Pumps
The total sound power level LW (re 10�12 W) of the

noise transmitted from a non-cavitating hydrostatic

pump to the discharge pipe stems from Eqs. (20.75)

and (20.80):

LW ¼ 117þ 10 lg r c
_V2
0

S
e2 þ 40

Dp
r c2

� �2
" #( )

dB:

(20.81)

The sound power level at the suction side is by

10–30 dB lower than at the pressure side.

Figure 20.43 shows the total sound pressure

level L (re 2 � 10-5 Pa) resulting from Eq. (20.81)

depending on the discharge pressure Dp and the dis-

charge rate _V0 in comparison with measuring results

[142].3

Equation (20.81) cannot be applied for the screw

pump, as the leakage loss is much larger than for the

pumps discussed before and, therefore, an impulsive

pressure compensation between two fluid volumes

does not occur. There will rather be a gradual rise

in pressure on the way to the pressure side. Hence,

the screw pump is halfway between hydrostatic and

hydrodynamic pumps. On the other hand, it is possible

that the fluctuations of the volume flow are compara-

bly large and grow with increasing discharge pressure.

Measurements have shown that the total sound

pressure level in the fluid exclusively depends on the

discharge pressure. Figure 20.44 shows the measured

dependency of the total sound pressure level from the

discharge pressure in the fluid of a screw pump.

Figure 20.45 shows schematic octave spectra in the

conveyed liquid on the pressure side of some pumps.

Fig. 20.43 Dependence of the total sound power level L in oil

from the discharge pressure and the volume flow (internal diam-

eter of the pipe system 24 mm). Continuous line calculated with
Eq. (20.81); Symbols: measuring results

Fig. 20.44 Dependency of the total sound pressure level in oil

from the discharge pressure and volume flow of a screw pump at

the pressure side (internal diameter of the pipe system 24 mm)

3 It was considered here that owing to reflections at the load

resistor (valve) and the pump the level will increase by approxi-

mately 6 dB on the measuring length.

Fig. 20.45 Schematic normalised octave sound levels in the

pressure pipe of hydrostatic pumps
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The frequency of the fundamental tone, which shows

in all spectra, can be calculated by the following

equation:

f0 ¼ z � n: (20.82)

z – number of output volumes per revolution

n – rotational speed of the pump in s�1

The noise of the vane pump, axial piston pump

and gear pump has many harmonics. Therefore, for

narrow-band analyses a pure tone spectrum results

where lines show up to the 50th order.

If cavitation is the main noise source, the broad-

band spectrum shows fewer individual lines.

The sound power emitted from the pressure pipe to

the outside can be estimated considering the relations

described in Sect. 20.2 using the octave sound power

spectrum in the fluid. For an approximate calculation

of the airborne sound emitted from the pump casing,

resort to [143].

20.5.2.2 Hydrodynamic Pumps (Centrifugal
Pumps)

In industrial plants, one finds a large number of cen-

trifugal pumps. The noise generated (by a centrifugal

pump) is mainly emitted to the outside via the

connecting pipelines and not via the casing. As

shown in Fig. 20.46, the total A-weighted sound

power level of a centrifugal pump including the

pipelines can be estimated from the rated power of

the motor PN in kW [144]:

LWA ¼ 68þ 16 lg PN=1 kWð Þþ6

�9
dB(A): (20.83)

Ninety percent of all measuring results are in the

indicated tolerance range (Fig. 20.46). According to

Schmitt, Klein [145], the A-weighted sound power

level emitted by standard chemistry pumps (series

CPK) via the casing can be calculated using the

following equation:

LWA ¼ 60þ 12 lg PN=1 kWð Þ dB(A): (20.84)

This equation is valid for rated powers between

1 and 100 kW [146, 147]. Further information on the

airborne noise emitted by the pump casing is given in

[148].

In order to estimate the A-weighted octave sound

power level LWA/Oct, Fig. 20.47 can be used.

20.5.3 Noise Control

20.5.3.1 Primary Measures
As stated in Sect. 20.5.1, in order to reduce fluid sound

of hydrostatic pumps the important thing is to keep

discharge fluctuations and pressure differences when

coupling the pumped fluid volumes at the pressure side

Fig. 20.46 A-weighted

sound power level of

centrifugal pumps and the

connected pipelines [144].

Filled circle sound emission

of the casing and the

connected pipelines, open
circle sound emission of the

pump casing only
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as small as possible and to make all processes as “soft”

as possible.4

For gear pumps, the pressure differences between

the pumped fluid volume and the fluid volume to

which it is coupled can be essentially reduced by

installing a pilot groove in the saddle apron as well

as a groove for pressure relief [141, 150]. Thus,

a reduction in the emitted airborne sound level by

approximately 5 dB can be achieved.

For axial piston pumps, the pressure difference

between the pumped volume and the fluid on the

pressure side can be reduced by twisting the control

plate. Thus, the pressure in the pumped volume can be

adjusted so that the pressure in the cylinder volume in

the moment of coupling is equal to the pressure of the

system. As a result, pressure peaks are largely reduced

and the sound pressure level decreases by approxi-

mately 5 dB compared with an operation without

previous pressure compensation. Of course, the

pressure compensation must be adjusted to each new

operating pressure in the system to achieve the same

effect.

Another solution, which is stated in [151], is

a pressure compensation channel. Here, for example,

a hole is drilled in the middle of both bars of the

control plate. These holes are then connected with

each other by means of a throttle duct. Thus, a sudden

expansion and compression of the fluid volume locked

at the dead-centre position is avoided. By means of a

suitable design of the pressure compensation channel,

a reduction in the emitted airborne sound by more

than 10 dB can be achieved.

The tonal noise of a centrifugal pump with guide
vanes can, above all, be reduced by a suitable selection

of the number of rotor and guide vanes, as well as by

an increase in the distance between rotor and guide

vanes [152].

At all costs, a pump operation free of cavitation

must be aimed for.

20.5.3.2 Measures at the Pipe System
A very effective measure is to attach a flexible layer

in the immediate vicinity of the position, where the

alternating pressure is generated. This layer compensates

pressure surges, i.e. spreads them over a longer period

(at least some milliseconds). Such pulsation dampers are

more effective the closer they are located to the sound

source and the “softer” they are.

If the sound can only be damped in the pipeline,

normally also soft layers are used which reflect the

arriving fluid sound, i.e. prevent its transfer. As there

is a very close coupling of fluid sound and structure-

borne sound in the pipe wall, the propagation of

structure-borne sound must also be prevented. If the

line pressure is less than 5 bar, soft rubber expansion

joints are suitable.

The construction of silencers for liquid-borne

sound is more difficult, if the static pressure is more

than 10 bar and thus the soft layers are strained too

much. So-called reinforced discharge hoses are rather

ineffective, as they are already too hard for acoustic

purposes.

The most important noise control measures for

pumps are sound-insulating enclosures or claddings

Fig. 20.47 Average

standardised A-weighted

octave sound power level

spectrum of centrifugal pumps

including the connected

pipelines [144]

4 “Soft” means that discontinuities in acceleration and their

derivations should be avoided as far as possible [149].
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of the pump casing and sound-insulating lagging of the

connected pipes (see Sect. 20.2.9).

20.6 Electric Motors

Three-phase current low-voltage motors (usually

400 V) are used for rated powers of approximately

1–400 kW, and three-phase current high-voltage

motors (prevalently 6,000 V) for rated powers from

approximately 160 kW upwards.

In recent decades, motor manufacturers have suc-

cessfully reduced the noise emission of their electric

motors. The most important share of noise emitted by

air-cooled motors is caused by the fans. The noise

caused by magnetostriction and by the bearings is

usually negligible. Only for speed-controlled motors

powered by a frequency converter, magnetostrictive

noise can be important.

For low-voltage motors with quiet fans and for

high-voltage motors with integrated noise control,

the following A-weighted sound power levels LWA

(re 10�12 W) can be expected at sinusoidal power

supplies:

Low-voltage motor

LWA ¼ 60þ 10 lg PN=1 kWð Þ dB(A): (20.85)

High-voltage motor

LWA ¼ 85þ 5 lg PN=1 kWð Þ dB(A): (20.86)

PN – rated power of the motor in kW (1–3,000 kW).

For water-cooled high-voltagemotors, the A-weighted

sound power levels fall below the values according to

Eq. (20.86) by approximately 5 dB.

Figure 20.48 can be used to estimate the A-weighted

octave spectrum LWA/Oct.

Further noise reduction can be achieved by a

sound-insulating enclosure of the motors.

20.7 Wind Turbine Generator Systems

The first German highly advanced wind turbine gener-

ator system was developed by H€utter from 1955 to

1957 and was tested in the Swabian Jura Mountains

until 1968. The energy crisis in the early 1970s led to a

strong public support of the development of wind

turbine generator systems (WTGS). As a result, the

large wind turbine generator system Growian was

developed with a rated power of 3 MW.

20.7.1 Design and Operation

Regarding about 30 existing different turbine systems,

only the high-speed axial-flow rotor with three rotor

blades has gained final acceptance. The rotor blades

are mounted on the upwind side so that the wind hits

the blades first and afterwards the tower or mast. The

electric generator is housed within an engine car at

the level of the rotor hub and is either directly

(gearless WTGS) or through the intermediary of

a gear transmission coupled to the shaft of the wind

rotor.

WTGS are switched on at a hub wind speed of

about 3–4 m/s, reach their rated power at about

12–14 m/s and are regulated to their rated power at

higher wind speeds up to 25 m/s to protect them from

overload. Two control mechanisms are common,

either “pitch” control or “stall” control. For the pitch
control, the rotor blades’ angle of incidence is adjusted

dynamically, so that the point of attack is smaller at

higher wind speeds. In the stall control, the form of the

rotor blades leads to a flow separation at the back side

of the rotor blades when the rated power is reached and

thus to an increase in the resistance at the rotor blades.

The electric power Pe that can be generated by

aWTGS can be calculated with the following equation

[153]:

Fig. 20.48 Average standardised A-weighted octave sound

power level spectrum of air and water-cooled electric motors.

LWA/Oct A-weighted octave sound power level, LWA total

A-weighted sound power level
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Pe ¼ � cp S
r
2
v3: (20.87)

Pe – electric power that can be generated, in W

� – electric efficiency (� 
 0.75)

cp – coefficient of performance (cp 
 0.45)

S – area swept over by the rotor in m2

r – density of air, 
1.2 kg/m3

v – wind speed at upwind side in front of the rotor in

m/s.

The data of four wind turbine generator systems is

shown in Table 20.3.

20.7.2 Noise Generation

The noise emitted by the WTGS consists of aerody-

namically and mechanically generated noise. The

aerodynamic noise, which in most cases governs the

sound level, is caused by the rotor blades by vortex

shedding at the blade tips and at the blade’s trailing

edge. Mechanical noise is generated by the gear unit

(for gear-equipped WTGS only), by the generator

and by auxiliary equipment like fans, yaw drives and

power converters. Above all, the gear noise can cause

an emission of loud single tones from the machine

car and from the steel tower.

20.7.3 Approximate Calculation of Sound
Emission

For a rated power of 0.5–3 MW, sound power levels of

103 dB are typical during operation of WTGS, as

shown in Table 20.3. For plants with a rated power

below 0.5 MW, the sound power level can be less than

100 dB(A). Some empirical values are given in

Fig. 20.49.

The noise emission of a WTGS depends on the

wind speed. The noise emission is lowest at the

onset-wind speed and rises with increasing wind

speed. Once the rated power is reached, the noise

emission remains nearly constant for WTGS with

pitch control, whereas it still increases for WTGS

with stall control. The increase in the A-weighted

sound power level with wind speed up to the rated

power is about 1–2.5 dB(A) for every 1 m/s of wind

speed increase [155, 156].

The A-weighted sound power level for WTGS

without gear box and with pitch control can be

estimated according to the following equation:

Fig. 20.49 A-weighted

sound power levels of wind

turbine generator systems

including penalties kT and kI
for tonal and impulsive noise,

according to [154]

Table 20.3 Technical characteristics of wind turbine generator systems

Rated power (MW) Rotor diameter (m) Hub height (m) Revolutions per minute

at rated power (1/min)

Sound power level at

rated power (dB(A))

4.5 113 124 12 103

1.5 66 70 23 103

0.6 46 60 24 95

0.25 30 40 40 95
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LWA ¼�9þ50 lg
U

1 m/s

� �
þ10 lg

D

1 m

� �
dB(A)

(20.88)

U – circumferential speed in m/s

D – rotor diameter in m

20.7.4 Noise Reduction

Important measures to reduce the noise emission

of WTGS are:

– Reduction in the rotational speed. Experience

shows that a noise emission reduction of 4 dB(A)

results in a halving of the generated electric power.

This method is applied if, for example, noise

reduction is required during nighttime.

– Application of special planetary gears with small

gear errors and high contact ratio.

– Vibration isolation of rotor and gear box.

– Vibration isolation of the machine car and the

mount base of the generator by means of resilient

elements.

– Reduction in the noise emission of the tower by

reinforced concrete construction.

– Application of silencers in the cooling air circula-

tion of the machine car.

20.7.5 Measurement and Evaluation
of Noise

The noise emission of the WTGS is determined

according to the European standard [157]. Comments

to this standard and additional details are stated in

[158]. This information helps to reduce the measure-

ment uncertainty and to increase the reproducibility of

noise test results.

According to the standard [157], noise emission

measurements (and the determination of the actual

electric power) should be carried out at wind speeds

between 6 and 10 m/s (measured at a height of 10 m)

or, at most, at a standardised wind speed for 95%

nominal power of the WTGS. The background noise

from vegetation or buildings is determined separately

and is considered in the determination of the sound

power level by a correction factor of up to 1.3 dB(A).

The essential acoustic characteristics to be determined

are:

– The A-weighted sound power level and its 1/3

octave band spectrum (Fig. 20.50)

– A penalty for tonality if the noise emitted by the

WTGS contains single tones

Optionally, the following WTGS acoustic data may

be documented:

– Directivity of the sound emission

– Impulsiveness, if the noise emitted by the WTGS is

impulsive

– Infrasound and low-frequency components, if

existent

– Amplitude modulation of the emitted noise, if

existent

Infrasound measurements, which were carried out

in the past, show that the sound at frequencies below

20 Hz generated by the mainly used upwind turbines

is far below the human perception threshold and is

therefore not important [159].

The fact that WTGS noise is sometimes regarded

as annoying can be explained by the pitch variations

caused by gusty wind, which are perceived as very

disturbing.

20.8 Turbulent Flow

20.8.1 Sound Generation

If air or another gas flows in a pipeline or flows out

of the pipeline, vortices result at all technically inter-

esting flow velocities and generate sound. Intensive

sound is also generated by obstacles in the flow

Fig. 20.50 Typical standardised A-weighted octave sound

power spectrum of WTGS. LWA/Oct A-weighted octave sound

power level, LWA A-weighted sound power level
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(orifices, deflections, grids, etc.). The noise caused by

turbulent flow or vortex shedding and turbulent flow

towards obstacles results, in the end, from alternating

forces (dipole sources).

Perforated plates in the flow path can produce

distinct peaks in the noise spectrum [160–162].

These “orifice tones” are generated at sharp-edged

openings owing to a feedback mechanism: The

pressure wave running back from the outlet edge

periodically controls the ring vortex shedding at the

inlet edge. The same tone generation was investigated

by Heller [163] at sharp-edged openings for high sub-

sonic flow velocities.

The frequency of the fundamental tone fL is

approximately:

fL ¼ 1
h

a uL
þ h

c�buL

with 0:8< a< 1 and 0:9< b< 1:

(20.89)

h – thickness of the plate (¼length of the openings)

in m

uL – average flow velocity in the opening in m/s

c – sonic speed in the undisturbed gaseous medium in

m/s

20.8.2 Approximate Calculation of Sound
Emission

The total sound power level LW (re 10�12 W) of the

noise emitted by a single-stage throttle in a gas flow

can be estimated using the following equation [87]:

LW ¼ 93þ 10 lg q� c2
1

10�12W

� �

� 10 lg 1þ 6
p2

p1 � p2

� �2:5
" #

dB: (20.90)

q – throughput in kg/s

c – sound velocity of the flow medium in m/s

p1 – pressure in front of the obstacle in Pa

p2 – pressure behind the obstacle in Pa

Figure 20.51 shows the sound power levels of

single-stage throttles (obstacles, valve types, nozzles

and ring nozzles in a pipeline as well as ventilation

grids, perforated plates, bar grates, flow rectifiers

and wire meshes) depending on (p1 – p2)/p2. For com-

parison purposes, Eq. (20.90) is also drawn in.

As shown in [160], an increase in the turbulence of

the approaching flow can amplify the emitted sound

power significantly (by more than 10 dB).

Fig. 20.51 Total sound power level of a single-stage throttle. LW total sound power level in dB, q throughput in kg/s, c
sound velocity in the flow medium behind the obstacle in m/s, p1 pressure in front of the obstacle in Pa, p2 pressure behind

the obstacle in Pa
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References regarding the pressure difference p1 � p2
can be taken e.g. from [104], and information on

noise spectra can be found e.g. in [160, 164, 165].

According to [160], for ventilation grids and emis-

sion to the free field, the noise spectrum can be calcu-

lated e.g. with the average standardised octave sound

pressure level shown in Fig. 20.52.

If the noise generated at a single-stage throttle is

emitted to the free field via an exhaust opening, the

noise spectrum is about that sketched in Fig. 20.21.

For sound emission into a pipeline, the change in the

noise spectrum owing to the influence of the pipe

according to Sect. 20.2.1 must be considered.

20.8.3 Noise Control

As noise rapidly increases with pressure losses and

thus with the rise of flow velocity, it is recommended

to use low velocities and to avoid forms that are

unfavourable with regard to flow (sudden changes in

the cross section, sharp edges, etc.). For perforated

plates in the flow sharp edges should be avoided

to avoid orifice tones. Obviously, attention must

also be paid to self-excited vibrations and cavity

resonances.

If perforated plates are located in a pipeline with

a relatively low flow velocity (Mach number <0.2),

tones may be generated. These tones are caused

by vortex shedding at the perforated plates and

synchronised by transverse resonances in the room

behind the perforated plate. A generation of such

tones can be avoided by means of sound-absorbing

linings of the duct walls behind the perforated plates.

20.9 Valves

For flow and pressure control of flowing gaseous and

fluid media, fittings (valves, control elements) are used

to vary the flow resistance by varying the cross section

of the opening. Some types of fittings are shown in

Fig. 20.53.

20.9.1 Sound Generation

Figure 20.54 shows typical pressure and velocity

distributions in a fitting. In the vicinity of the smallest

cross section of the fitting, the highest flow velocities

occur. Therefore, this area is the location where most

sound is generated.

20.9.1.1 Liquids
If the pressure p1 in front of the fitting is constant and

the pressure p2 after the fitting is reduced so that the

pressure p3 drops to a value near the steam pressure

pD, cavitation occurs, together with a strongly growing
noise. If the pressure p2 is further reduced, the pressure

p3 remains constant, i.e. about at the steam pressure

pD. This happens, until all the liquid is vaporised.
Fig. 20.52 Standardised octave sound power level of ventila-

tion grids [160] for sound emission to the free field

Fig. 20.53 Types of

fittings [166]
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As soon as p2 has also reached the value of the steam

pressure, cavitation bubbles cannot collapse any

longer, as the medium behind the valve is already in

a gaseous state (“evaporation”). For this reason, less

noise will be generated then. Figure 20.55 shows the

A-weighted sound pressure level measured near a

liquid valve depending on the pressure p2 after the

valve for a constant pressure p1 upstream of the valve.

As a rule, the noise emitted by fittings for liquid

can be neglected as long as neither cavitation nor

evaporation occurs.

20.9.1.2 Gas
If the ratio p1/p2 of a single-stage relief exceeds

a value of approximately 2, the flow velocity in the

narrowest part reaches sonic speed. Downstream of

this narrowest spot, also supersonic speed and, thus,

shock waves can occur. The flow in the valve is very

turbulent.

For fittings in a gas flow, noise mainly occurs

owing to the flow field in the area of the narrowest

cross section (the so-called veha contracta), caused by:

– Vortex shedding and turbulent flow approaching

solid structural components, so that alternating

forces (dipole sources) occur

– Open-jet noise in the mixing zone (quadrupole

sources)

– Compression shocks, when sonic speed is reached

or exceeded in the valve

Besides, resonance vibrations of the valve cone –

valve spindle system can occur in a valve and, thus,

pulsations in the flow (monopole sources). This effect

can occur for certain valve settings and lead to

a “rattle” which can destroy the valve.

For some types of valves, for certain operating

conditions and distinctly subcritical5 flow, occasionally

high-frequency tones occur which can be explained by

Fig. 20.54 Sound generation

in fittings

Fig. 20.55 Sound pressure level of a liquid valve according to

[167]

5 Flow velocity in the valve smaller than half the sound velocity.
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a control of vortex shedding owing to eigenfrequencies

of the valve cavity. In general, small changes in the

valve cone are sufficient to avoid this effect.

According to [87, 168–170], the pipeline connected

to a fitting is mainly excited by the acoustic alternating

pressure field is generated by the fitting and not by the

turbulent flow field behind the fitting, as long as relief

only takes place within the fitting.

20.9.2 Approximate Calculation
of the Sound Emission

In this chapter, the estimation of the sound power level

of fittings with single-stage relief is discussed. The

noise caused by a fitting and transmitted to the outside

is mainly emitted via the pipe downstream of the

valve. For this reason, the estimation of the sound

emission is restricted to the pipe after the valve. At

first, the sound power level spectrum is determined,

which is emitted by the fitting under free-field

conditions (i.e. the diameter of the pipe after the

valve is very large). The statements made in

Sect. 20.2, can be used to calculated the sound power

level in the pipeline after the valve, from which the

sound power level spectrum of the noise emitted to the

outside can be calculated.

Further calculation methods of the sound emission

from fittings are described in [171–173]; they require

specific information on the valve in contrast to those

following next.

20.9.2.1 Liquid
The total sound power level (re 10�12 W) of the

noise transmitted to the pipeline downstream of the

valve is estimated considering the results stated in

Sect. 20.1.2.4.

20.9.2.2 Without Cavitation

LW ¼ 41þ 10 lg
q

c0
u3

1

10�12W

� �
dB for s> sk:

(20.91)

20.9.2.3 Fully Developed Cavitation

LW¼88þ10lg
q

c0
u3

1

10�12W

� �
dB for 0< s< 0:5sk:

(20.92)

20.9.2.4 Evaporation

LW 
 88þ10 lg
q

c0
u3

p2
pD

� �3
1

10�12W

 !
dB for s< 0

(20.93)

with

s ¼ p2 � pD
0:5 r u2

: (20.94)

u – flow velocity at the narrowest cross section of the

fitting in m/s

c0 – sound velocity in the undisturbed fluid in m/s

q – flow volume in kg/s

s – cavitation number

sk – critical cavitation number when the respective

valve starts to cavitate

p1 – pressure upstream of the fitting in Pa

p2 – pressure downstream of the fitting in Pa

pD – steam pressure of the fluid in Pa

r – density of the fluid in kg/m3

In the range sk > s > 0.5 sk, the sound power

strongly increases with a decreasing s (Fig. 20.7),

such that definite calculation of the sound power

level cannot be made, whereas the sound power

level for evaporation can be roughly estimated by

Eq. (20.93).

An approximate calculation of the flow velocity

u at the smallest passage in the fitting can be made

using the following equation:

u ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:4 � 2

r
ðp1 � p2Þ

s
: (20.95)

The sound power spectrum can be estimated

with Fig. 20.9 in connection with Eqs. (20.21) and

(20.37), if
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d ¼
ffiffiffiffiffiffiffiffiffiffi
4 q

pr u

s
: (20.96)

20.9.2.5 Gas
The total sound power level LW of the noise trans-

mitted to a pipeline downstream of a fitting in a gas

flow can be estimated for a standard adjustable valve

with single-stage relief by application of Eq. (20.90)

for sound emission into the free field (very large pipe

diameter). Figure 20.56 shows the measured total

sound power levels LW (re 10�12 W) – standardised

with q c2 – versus (p1 – p2)/p2 for different standard

valves. The solid curve represents Eq. (20.90) for

comparison.

According to [87], the 1/3 octave spectrum in

the pipeline downstream of the fitting in a gas flow

can be calculated approximately with the following

equation:

LW=Terz ¼ LW þ DL1 � DL2 � 5 dB (20.97)

with [see Eq.(20.37)]

DL1 ¼ 10 lg 1þ 0:77fG=fð Þ2
	 


dB (20.98)

with fG as in eq: ð8:36Þ:
and

DL2 ¼
10 lg 1þ f0=fð Þ2:5

	 

dB for f<f0

10 lg 1þ f=f0ð ÞdB for f � f0

8<
:

with f0 ¼ 0:4
uffiffiffiffiffi
S3

p : (20.99)

In the narrowest cross section of the fitting, the flow

velocity u, the density r and the surface S3 can be

estimated as follows:

u=c¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðp1 � p2Þ=p2

p
for p1 < 2p2

1 for p1 � 2p2

(

r3=r1 ¼
1� 0:47 p1 � p2ð Þ=p2½ �1=k for p1<2p2

2=ðkþ 1Þ½ �1=ðk�1Þ
for p1 � 2p2

8<
:

S3 ¼ q

r3 u
: ð20:100Þ

r1 – density of the gas in the pipeline in front of the

fitting in kg/m3

k – isentropic coefficient of the gas

c – sound velocity of the pipe downstream of the fitting

in m/s

20.9.3 Noise Control

For fittings for liquids, the main task is to avoid cavi-

tation. This can be achieved by:

Fig. 20.56 Total sound

power level in a pipeline

behind a single-stage standard

valve in a gas flow [87] (very

large pipe diameter). Open
circle single-seat adjustable
valve with parabolic cone or

butterfly valve, crosses ball
valve
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– Selection of a large counter-pressure, e.g. by

installing the fitting at the lowest possible location.

– Using a fitting with a small pressure recovery (mul-

tistage fitting). Sometimes it is sufficient to change

the flow direction or to install two valves in series.

– Installation of a flow resistance downstream of the

fitting, e.g. perforated plates.

Regarding fittings for gas, the main task is to keep

the maximum flow velocity in the fitting as low as

possible and to shift the noise spectrum to very high

frequencies. This can be achieved by:

– Relief in several steps

– Installation of flow resistances, e.g. perforated

plates

– Partition of the free cross section of the opening

into several small openings

The level reduction achieved by these measures can

be up to 25 dB.

Further noise control measures for fittings are:

– For fittings in a gas flow, installation of silencers6

between the fitting and the connected pipelines. For

noise in the pipelines, level reductions by 20 dB(A)

or more are possible.

– Sound insulating laggings for the pipelines and the

valve casing. A level reduction of up to 35 dB(A)

can be achieved.

20.10 Water Noise in Cooling Towers

For large cooling towers (in power stations, refineries

and petrochemical plants), noise is generated by water

falling freely from several metres of height [174–179].

The emitted sound power is assumed to be propor-

tional to the water throughput and the impact velocity

of the drops.

An estimation of the A-weighted sound power level

of the water noise of cooling towers, which has proved

to be effective in practise, can be made with the

following relation together with Fig. 20.57:

LWA ¼ 33þ 10 lg
q

1m3/s

� �
 2 dB(A): (20.101)

q – water throughput in m3/s.

According to [177], the resulting noise spectra

strongly depend on the depth h of the cold water

basin, as shown in Fig. 20.58. From this, the following

possibilities for water noise reduction in cooling

towers exist:

– Constructive measures at the basin so that the water

level is as shallow as possible.

– Impact reduction, e.g. by means of close-meshed

grids or webbings floating on the water surface.

With such measures, the sound power level of

water noise can be reduced by 10 dB(A).

Fig. 20.57 Average standardised A-weighted octave sound

power spectrum of the water noise of a cooling tower [179].

LWA/Oct A-weighted octave sound power level, LWA total

A-weighted sound power level
Fig. 20.58 One-third octave sound power spectra of impact

noise emitted by water drops hitting the surface of water with

different depths h

6 Reduction of gas sound in the pipelines as well as of structure-

borne sound in the pipe walls.

20 Flow Noise 621



20.11 Pneumatic Conveying Pipelines
for Solids

The pneumatic transport of solids – powders,

chemicals, grains, pellets, metal parts, solid wastes,

coal, rocks, and foods – via pipelines is a common

method owing to its high efficiency and the low-

maintenance transport routes. The use of pipe bends,

switches and branching gives these systems a large

degree of flexibility for routing, distribution and

automated networking. Although all components

of pneumatic transport systems (generation and condi-

tioning of the delivery air, product feeding device,

transport pipeline and product discharge device) may

be important from the acoustic point of view, often the

pipelines are problematic sound sources because of

their large extension and their exposed position.

Apart from the type of the conveying system,

the type of the fluid flow engine which supplies the

delivery air is also decisive for the sound emission

of a pneumatic transport system. Therefore, from

the acoustic point of view, there are two basically

different types of pneumatic transport systems which

differ from each other with regard to the pressure level

of the delivery air.

20.11.1 Low-Pressure Conveying Systems

As a rule, low-pressure transport systems have con-

veyor fans which are flown through by the delivery

air and the bulk material to be transported. Conveyor

fans are radial fans with a specially designed impeller.

The total pressure difference is normally <0.1 bar.

The transport lines are normally thin-walled sheet

metal pipes or ducts with a length of up to 100 m.

Product feeding is normally direct aspiration of the

material to be transported by the suction port of the

fan. The delivery air speed is normally above 20 m/s.

During the transport, the low-concentrated material

is spread evenly over the pipeline’s diameter. This

state of transport is called dilute- or lean-phase

pneumatic conveying [180, 181]. The product dis-

charge is usually made by ejection of the delivery

air and the transported material within a storage con-

tainer or a storeroom. The delivery air can then be

separated by means of a textile filter or a cyclone

separator.

Examples for such pneumatic low-pressure trans-

port systems are the blowers used in agriculture for the

transport of hay, straw or chopped straw as well as

suction systems for wood shavings, sawdust,

particulates or paper cuttings. As the specific weight

of the material to be transported is normally very

small, there is only little contact noise during its pas-

sage through the pipelines and the sound emission

of the pipelines is actually only determined by the

sound power radiated by the blower. Therefore,

silencers between blower and transport pipeline

are usually suitable to reduce the sound emission of

pneumatic low-pressure transport pipelines or their

discharge ports, if the type of the silencer allows the

unhindered passage of the material to be transported.

For low-pressure lean-phase pneumatic conveying

systems, the relation of the mass flow rate of the

material to be transported _MP and of the conveying

air _ML, which is also called load factor m is normally

<1. Therefore, the sound absorption of the air loaded

with solids is in usual applications only marginally

higher than that of pure air and the sound level

decrease along the pipeline actually corresponds

to that in regular ventilation ducts. Thus, there are

normally no specific acoustic phenomena for pneu-

matic low-pressure transport systems and possible

sound reduction measures are the same as for standard

blowers applications.

20.11.2 High-Pressure Conveying Systems

For pneumatic high-pressure transport systems, the

required delivery air is generated by a rotary blower

(roots compressor or rotating screw compressor) or is

taken from a compressed air net. The pressure is

between about 0.5 and 5 bar. The transport pipelines

consist of steel, stainless steel or aluminium. The

pipelines can have a length of several 100 m up to

about 2 km. Owing to the high pressure of the delivery

air, the material to be transported must be fed into the

transport pipe by a sealed feeding device. For grainy

bulk goods, e.g., rotary-vane feeders are used, and

for powdered material screw feeders are used. The

product discharge at the end of the transport pipeline

is made either directly or by a cyclone separator. The

product is filled into a storage or transport container or

is discharged directly at the place of consumption.
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Concerning the sound emission of pneumatic trans-

port pipelines, the transport condition, i.e. the type of

flow in the pipeline, is decisive. In the literature as

well as in practise, a variety of terms can be found to

describe the transport condition, for instance dilute- or

dense-phase, plug, streak, cyclic or slow motion con-

veying. These terms are not used in a standardised way

by manufacturers and experts of pneumatic transport

plants and can therefore lead to confusion. For a better

understanding of the sound generation in transport

pipelines, the two possible extremes of the transport

state should be discussed, lean-phase pneumatic con-
veying and dense-phase pneumatic conveying [182].

At a high air speed and with a small material

fraction in the delivery air, the gaseous and solid

phases are transported through the pipe in a nearly

completely mixed state. The velocity of the solid

particles is approximately 50–80% of the air speed.

This state of flow clearly belongs to the domain of

lean-phase conveying and is acoustically characterised

by a large number of collisions of the solid particles

with the pipe wall which causes a considerable

structure-borne sound excitation – and thus sound

emission – of the transport pipeline (Fig. 20.59).

Therefore, the velocity and mass of the particles as

well as the thickness and material of the pipe wall are

essential parameters of the sound emission.

For low air speeds and a high solid loading of the

delivery air, especially for coarse-grained bulk goods,

an almost completely separated gas/solid flow results.

In this case, the bulk goods are transported in the form

of streaks or dunes at the bottom of the pipe with the

air sweeping across it. The velocity of the solid

particles is much lower than the air speed, which

means that this is pure dense-phase conveying

(Fig. 20.59). Owing to the slow movement of the

solid accumulations and the accompanying rubbing

and rolling, the transport pipe is much less excited to

vibrations than in lean-phase conveying.

For technically used transport systems, there is no

clear parting line between the above mentioned

extremes of lean-phase and dense-phase conveying.

The sound emission of the transport pipes is deter-

mined by the percentage of lean-phase flow in the

mass flow of the bulk goods.

Depending on the concentration of the solid

particles and the type of the transported goods, an

increased sound reflection and sound absorption can

occur in the transport pipeline. Thus, as a rule the

noise transmitted to the transport pipe by the delivery

air blower or the feeding device is reduced so much at

some metres of pipe length that the sound emission of

the transport pipe is practically only determined by the

collision excitation of the pipe wall by the solid

particles. It is obvious that a sound reduction in these

transport pipelines cannot be achieved with silencers,

but only with a sound-insulating cladding, whereas

a silencer at the exit of the delivery air blower may

be useful owing to the often considerable length of

air piping between blower and solid feeding point, if

the sound emission of the air conduit is essential and

a sound insulation of the pipe is more expensive.

20.11.2.1 Sound Generation at Bends
Owing to the high momentum change in the material

to be transported caused by obstacles and changes of

direction, elbows and bends of transport pipes are

object to intense wear and attrition, especially in lean-

phase conveying systems. Therefore, in pipelines for

highly abrasive goods, special welded constructions

with a reinforced outward curve, often called “box

Fig. 20.59 Conditions of the gas–solid flow in the pipeline of a lean-phase or a dense-phase pneumatic conveying system

Lean-phase conveying Dense-phase conveying

(left) completely mixed (right) completely separated

Gas-solid flow Gas-solid flow
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elbows” due to their rectangular shape, are commonly

used instead of normal pipe elbows.

As in this case the collision excitation of the pipe

wall is much more vigorous, the sound emission of

bends is much higher than that of a straight transport

pipe. Owing to the structure-borne sound excitation of

the bends, the adjacent parts of the transport pipes also

have a higher sound emission than those pipe sections

which are more distant from the bends. Compared

with the straight pipe, an increased sound emission

can be assumed in a section about double the length

of the bend.

As compromise between the smallest possible

bending radius and a minimal wear of material, the

relation of bending radius R and pipe diameter da
of transport pipe bends is normally dimensioned to

R/da ¼ 6. In this case, the “acoustical” length lak,B
(in m) of a bend, i.e. the length of a straight transport

pipe of equal sound emission, can be estimated

according to:

lak;B ¼ kbda (20.102)

with

kb ¼ 80 for bends in lean-phase conveying pipelines

¼ 160 for bends in dense-phase conveying pipelines

¼ 320 for box elbows in lean-phase conveying

pipelines

da – outside diameter of the transport pipeline in m

These recommended values are meant for 90	

bends. For directional changes by 45	, the above listed
values for kb can be halved.

20.11.2.2 Approximate Calculation of the
Sound Emission

The A-weighted sound power level LWA (re 10�12 W)

of a pneumatic high-pressure transport pipeline can be

calculated approximately according to:

LWA ¼ 10 1g
X
n

lak;B þ lg;L

 !
dB + LW00A: (20.103)

Slak,B – sum of the “acoustic lengths” of n bends,

elbows and switches in the pipeline according to

Eq. (20.102)

lg,L – geometric length of the straight sections of the

transport pipeline

LW00A – the length-specific A-weighted sound power

level per metre of the transport pipeline, which can

be estimated for granular material with a Young’s

modulus of 200–2,000 N/mm2 and metal transport

pipelines as follows:

LW00A ¼ 28þ 13 lg
da
1m

� �
� 30 lg

h

1mm

� �

� 10 lg
rw

1 kg/m3

� �
þ 3:5 lg

_Mp

1 t h=

� �

þ 7 lg
mp

1mg

� �
þ 10 lg

vL

1m s=

� �
dB:

(20.104)

da – outside diameter of the transport pipeline in m

h – wall thickness of the transport pipeline in mm

rw – density of the pipe wall in kg/m3

vL – air speed in the transport pipeline in m/s
_MP – product mass flow in the transport pipeline in t/h

mP – particle mass of the material to be transported

in mg

For dense-phase conveying, the significant product

velocity vP has to be inserted in Eq. (20.104) instead of

the air speed vL. For conventional applications vp 
 1

m/s.

Figure 20.60 shows the standardised octave sound

power spectrum of pneumatic transport pipelines of

lean-phase or dense-phase pneumatic conveying

systems.

20.12 Industrial Burners

Burners in process furnaces, steam generators, steam

superheaters and flares are among the most important

noise sources in refineries, petrochemical plants and

power plants [183, 184].

The main noise generation mechanisms in burners

are the turbulent combustion process itself [185–190],

the turbulent jets (see Sect. 20.8) of gaseous fuel

injected through the burner nozzles and, if applicable,

the jets of injected steam or air to atomise liquid fuel or

to optimise the combustion process. Combustion noise

itself is mainly dependent on the fired duty (heat release

rate) and the degree of turbulence in the flame.
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From an acoustics point of view, the burners in

process furnaces, steam generators, steam super-

heaters and ground flares are firing into an enclosure.

In that case, a typical burner noise spectrum is

characterised by broadband noise to which a number

of peaks with higher noise levels are superimposed,

the latter ones being caused by resonances in the com-

bustion chamber and, sometimes, in the connected

ductwork of the supply systems for gaseous fuel

and/or combustion air.

In situations, where an undesired feedback between

the resonances of the combustion chamber and the

combustion process leads to self-excitation of pul-

sations in the system, tonal noise components with

very high intensity can be generated (see Fig. 20.63

and Sect. 20.13).

20.12.1 Approximate Calculation
of the Noise Emissions

The noise generated by burners in process furnaces,

steam generators and steam superheaters is mainly

radiated into the air supply system and into the com-

bustion chamber. The noise radiated into the air supply

system is either emitted directly into the open – in case

of self-aspiring natural draft burners – or transported

upstream in the air supply duct system in case of

forced draft burners. Noise in the air supply system

is transmitted through the duct walls and from there

radiated into the open. Likewise, noise in the combus-

tion chamber is transmitted through the combustion

chamber walls and casing, through the walls of

the flue-gas duct system and via the flue-gas stack

into the open.

Burner noise emissions are mainly influenced by

– The fired duty (heat release rate) of the burner

– Composition, temperature and pressure of the

injected fuel gas

– Flow rate and exit velocity of injected steam or air

for fuel oil atomisation or combustion enhancement

– Flow rate and flow velocity of the combustion air

Noise originating from sources in the gas or

air supply system – from control valves or fans, for

example – can be amplified by the combustion process

and contribute to the overall noise emissions of the

burner.

Generally applicable calculation models that allow

to predict reliably the noise emissions of burners,

taking into account the relevant process parameters,

are still subject of current research.

For process furnaces, steam generators and steam

superheaters provided with high-quality noise control,

it is in most cases possible to comply with an

A-weighted sound power level LWA (re 10�12 W) of

LWA ¼ 83þ 10 lg
N0

1MW

� �
dB(A): (20.105)

N0 – nominal heat release rate of a burner in MW;

0.1 MW < N0 < 5 MW

for the noise generated in the burners and radiated

into the open. By adding 25 lgðN=N0Þ to the right-

hand side of Eq. (20.105), the A-weighted sound

power level at the actually fired heat release rate

N can be estimated.

So-called ground flares typically consist of a num-

ber of burners firing into a kind of stack open at the top

with a large diameter. In typical ground flares, noise

from the burners is radiated to the open either from the

top of the flare enclosure – the flare stack – or through

the air intake openings at the bottom of the flare – the

burner “windows”. For locations at ground level and at

short to medium distances from the flare, the noise

received from the burner windows is usually up to

6 dB higher than the noise coming from the stack top

Fig. 20.60 Standardised A-weighted octave sound power spec-

trum of high-pressure pneumatic transport pipelines. LWA/Oct

A-weighted octave sound power level, LWA A-weighted sound

power level. Continuous line dense-phase conveying, dotted line
lean-phase conveying
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if the flare is not equipped with any secondary noise

control. To reduce the noise emissions from the burner

windows, state-of-the-art ground flares are usually

equipped with noise barriers around the base. Often,

for this purpose, the so-called wind fence that prevents

wind from blowing into the burner windows is

improved with respect to its efficiency as a noise

barrier by adding a sound-absorbing lining on its

inner side and by increasing its sound transmission

loss.

For a standard steam-assisted ground flare with

good secondary noise control, in normal operation

and firing a waste gas with little tendency to smoke,

a rough estimate of the total A-weighted sound power

level can be obtained as

LWA ¼ 100þ 15 lg
q

1 t/h

� �þ3

�5
dB(A): (20.106)

q – waste gas mass flow rate in t/h (3–100 t/h).

A typical corresponding octave-band spectrum is

shown in Fig. 20.61 [191].

Ground flares are normally built for waste gas flow

rates of up to 100 t/h.

So-called elevated flares are generally

characterised by a stack with the discharge point at

the top end where the waste gases burn in a single

large flame in the open. The range of possible designs,

operating conditions, smoke suppression systems and

fired waste gases is even wider than for ground flares.

Accordingly, the noise emitted by elevated flares will

strongly depend on these and a number of additional

parameters, so that no simple approximate equation

for their calculation is available. As a rule of thumb, it

can be assumed that the noise emissions of an elevated

flare without additional noise control, in smokeless

operation, are between 10 and 20 dB(A) higher than

for a ground flare firing the same rate of fuel [183].

The approximate calculation of flare noise emissions

based on simple correlations as in Eq. (20.106) and

[183] can be subject to very high uncertainties. Due

to the complexity of noise generation in flare systems,

the development of reliable models for flare noise pre-

diction is still subject to research in progress [192].

20.12.2 Noise Control

For process furnaces, steam generators and steam

superheaters, the following noise control measures

are usually installed to reduce the emission of burner

noise into the open:

– For natural draft burners: Installation of silencers

(mufflers) at the air intakes of the burners.

– For forced draft burners: Installation of combustion

air ducts with circular cross section instead of rect-

angular cross section (higher sound transmission

loss, see Sect. 20.2.7); application of an exterior

acoustic insulation to the combustion air ducts (see

Sect. 20.2.9) and/or installation of a silencer

between the burner and the combustion air duct.

– Application of an exterior acoustic insulation to the

burner casing (wind box).

– Optimisation of the furnace walls from an acoustics

point of view: higher sound transmission loss

by increased mass per unit area or acoustic

double-shell design [193]; increased sound absorp-

tion inside the furnace combustion chamber, for

example, by a lining with ceramic fibre.

– Installation of a silencer between furnace and flue-

gas duct in the stack.

For flare systems in general, the following noise

control principles may be considered [191]:

– For flares with steam injection for smoke suppres-

sion: limitation of the steam flow rate and the steam

exit velocity to the minimum necessary to maintain

smokeless combustion.

– Minimisation of the exit velocity of the waste

gases.

– If noise from inside the flare gas system plays a

role: installation of a silencer in the gas piping.

For ground flares, the following additional noise

control measures are possible:

Fig. 20.61 Example for the A-weighted octave-band spectrum

of the sound power level of the noise emitted by a typical steam-

assisted ground flare with good secondary noise control, in

normal operation and for a waste-gas composition with little

tendency to smoke [144, 191]. LWA/Oct A-weighted octave-band

sound power level, LWA total A-weighted sound power level
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– Increased sound absorption in the flare stack, for

example by an absorptive gravel bed.

– Installation of sound barriers or acoustically

optimised wind fences at the burner windows.

20.13 Self-Excited Combustion
Oscillations

In combustion systems of all kinds and sizes – from

domestic heating devices to process furnaces, jet engines

and stationary gas turbines – so-called self-excited com-

bustion oscillations are observed. They are characterised

by loud humming or whistling noise that can also show

beats phenomena and strong vibrations of the affected

unit. The pressure fluctuations associated with self-

excited combustion oscillations show very high amp-

litudes at discrete frequencies, which is the main dif-

ference from normal broadband combustion noise.

Amplitudes reach far higher values than in case of

pure resonance effects, i.e. when the natural frequencies

of the combustion chamber are excited by combustion

noise. Combustion oscillations are accompanied by an

increased heat transfer to the system walls; they often

have a negative effect on flame stability and system

efficiency and can lead to increased pollutant emissions.

In addition to the unacceptable noise emissions, the

increased mechanical and thermal loads brought about

by the oscillations lead to premature wear and can, in

extreme cases, result in the complete destruction of the

burner and/or connected system components.

In contrast to the noise emissions originating exclu-

sively from the turbulent flame, self-excited com-

bustion oscillations are characterised by a feedback

between the oscillations and the combustion process

(the flame). Oscillations are maintained by a periodic

energy supply from the combustion reaction, with that

periodic energy supply being caused and timed by the

oscillations themselves. Thus, the oscillations can

excite and intensify themselves.

Although described for the first time already more

than 200 years ago [194], it was only much later that

significant problems caused by self-excited combustion

oscillations were observed in technical applications

[195, 196]. Since then, their importance has constantly

grown. Also in these days, self-excited combustion

oscillations ever more often cause problems in indus-

trial combustion systems which, among other reasons,

is mainly owed to the continually increasing power

densities of modern burners and the intensified deve-

lopment towards lean premixed combustion – both

effects increasing the susceptibility for combustion

oscillations.

Avoiding or eliminating self-excited combustion

oscillations is made difficult by the often extreme

sensitivity of the effect to minimal variations of indi-

vidual system parameters, such as system duty, tem-

perature, pressure, flow velocity, vorticity, geometry,

and fuel mixing. Often are minor variations of these

parameters critical for self-excitation.

20.13.1 Self-Excitation Mechanisms

From case to case, the mechanism leading to self-

excitation of combustion oscillations can differ signif-

icantly in its details. However, in most technically

relevant cases, it is based, in principle, on a feedback

interaction between the sound field in the system,

the flow through the system and the energy supplied

by the exothermal chemical reaction.

An example for such an interaction shows Fig. 20.62

as simplified block diagram. Pressure fluctuations p0

Fig. 20.62 Self-excited

combustion oscillations:

simplified block diagram

of a possible feedback

mechanism
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excite a characteristic sound field in the combustion

chamber and the connected air and gas ducts. These

pressure fluctuations and the fluid movement associated

with them can induce a fluctuating mass flow rate _m0 of
the air and/or gas flow entering the combustion cham-

ber. Carried by the mean flow to the reaction zone,

these mass flow rate fluctuations result in an unsteady

supply of the flame with combustible mixture, which in

turn leads to fluctuations of the chemical conversion

rate and thus of the heat released by the combustion

process _Q0. Via the volumetric expansion of the

gases, the oscillating heat release rate _Q0 acts as an

acoustic monopole source and generates new pressure

fluctuations p0. Under suitable circumstances, these

pressure fluctuations further excite the sound field

in the combustion chamber and a positive feedback

loop is established: the oscillation amplitudes excite

themselves.

In the above example, flow rate fluctuations of the

fuel/air mass cause the unsteady heat release rate in the

flame. Alternatively, other mechanisms can lead to an

unsteady heat release rate as well, for example, fluctu-

ation in the fuel/air mixture composition [197–199],

unsteady fuel conditioning (e.g. [200]), periodic vor-

tex shedding (e.g. [201, 202]) and fluctuations of

the heat transfer rate from the flow to solid surfaces

[203, 204].

A periodic heat release rate _Q0 will only excite

pressure fluctuations p0 in a fluid flow if the heat is

added to the flow at the right moment, i.e. with the

proper timing. A more specific wording for this fact

was found already in 1777 by Lord Rayleigh with the

criterion later named after him: according to

Rayleigh’s criterion, pressure oscillations are excited

by periodic heat addition, if the phase shift between

pressure and heat oscillations is no more than 90	

[205, 206]. Originally, Rayleigh applied his criterion

to harmonic oscillations only, but it has been the basis

for numerous modifications and additions which con-

siderably generalised and widened the range of its

applicability [207–209].

20.13.2 Calculation

There is a variety of methods for modelling self-

excited combustion oscillations, which can differ

greatly in the accuracy of their results and in the

necessary computational effort. A short description

of the most important approaches and an extensive

overview of the existing literature (until 2001) can be

found, for example, in [210].

Many calculation approaches use forms of the

acoustic wave equation to describe the sound field

excited by the oscillations. This usually works well.

However, modelling the unsteady behaviour of the

flame into the wave equation – which is necessary to

properly describe the self-excitation mechanism – is a

critical problem.

To account for the flame behaviour, a large group

of calculation models uses so-called time lags,

which consider the time it takes until fluctuations

of the pressure in the burner lead to corresponding

fluctuations of the heat released by the flame. Incor-

porated into the acoustic equations, an equation sys-

tem is obtained for which solutions with amplitudes

growing over time can be found (e.g. [195, 211, 212]).

The total magnitude of the fully excited system ampli-

tude (limit cycle) can usually not be calculated with

this approach.

The flame behaviour can be accounted for in more

detail with so-called flame transfer functions.

Simplified, flame transfer functions reproduce the

frequency-dependent amplification and phase shift

that a sound wave is subjected to when it moves

through the flame, i.e. the “acoustic transmission

behaviour” of the flame. The flame transfer function

in turn can be incorporated into the acoustic field

equations (e.g. [213, 214]).

The main problem of the described models – and of

most models for the calculation of self-excited com-

bustion oscillations in general – is that they do not

describe the oscillating system as a whole with all

effects involved in the self-excitation mechanism.

Accordingly, they require input parameters – as time

lags or flame transfer functions – that are not known

in advance and that are difficult to determine since,

ultimately, they are part of the solution to be calcu-

lated [215].

In the development of methods that allow for a real

prediction, simulations have been performed that use

as a starting point a very fundamental system of

equations mainly consisting of the unsteady conserva-

tion equations (species, mass, momentum and energy),

a thermodynamic equation of state and suitable

equations to describe the chemical reaction in the

combustion process. Solutions of this equation system

describe the oscillating system more or less in its
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completeness so that interactions between combus-

tion, flow and sound field and the associated self-

excitation mechanism are directly obtained as a result.

In spite of the considerable progress that has been

made in the numerical calculation of such equation

systems [210, 216–221], the described procedures

cannot yet practicably be used for the calculation and

prediction of self-excited combustion oscillations in

industrial systems. Even today the enormous compu-

tational efforts required for such simulations are usu-

ally not economically justifiable.

20.13.3 Counter Measures

Self-excited combustion oscillations in industrial fir-

ing systems can still not be reliably predicted to date.

They usually show up unexpectedly and must then be

eliminated or at least mitigated afterwards. The most

important principles applied for this purpose are

briefly outlined in the following. Because of the large

number of publications on this topic, given references

must remain a selection of examples only.

Passive measures dampen or affect the oscillations

without requiring an external energy supply. Examples

are ordinary silencers in gas, air and/or flue-gas ducts

of the system or acoustic insulation and sound absorb-

ing linings, in the first place. In the example shown

in Fig. 20.63, the experienced problems with strong

oscillations in a process furnace could be eliminated

by the installation of a sound-absorbing lining of the

furnace floor.

Other important passive measures are the

Helmholtz resonator [222] and the quarter-wave

Fig. 20.63 Sound pressure

levels in a process furnace

(a) standard non-absorbing

furnace floor, large pressure

amplitudes by self-excited

combustion oscillations,

(b) furnace floor with

sound-absorbing lining
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resonator (l/4-resonator). Since the effect of these two
special damping elements is based on excitation of their

fundamental natural frequency, they are only effective

within a very narrow frequency band and become

very large if they are designed to operate at low fre-

quencies. Therefore, it is often difficult to integrate

these resonators into existing combustion systems.

To interfere with the sound propagation in the

system and to restrict the number of eigenmodes at

lower frequencies, baffles can be installed [223].

Usually designed as fin plates and orifice plates, these

elements subdivide the volume in the system and lead

to fewer low natural frequencies. By increasing the

pressure drop across the fuel gas injection ports – e.g.

by orifice plates – the susceptibility of the gas supply

system to fluctuations of the pressure in the combustion

chamber can be reduced. An additional effect is brought

about by all kinds of flow restrictions because of the

dissipative losses at these obstacles which increase

sound absorption. In contrast to the measures men-

tioned in the beginning, which can usually be designed

in a way such as to create only little or no additional

flow resistance, baffles and other obstacles in the sys-

tem inevitably create additional pressure drops and thus

limitations to the system performance. Problems can

also arise from the high thermal loads that baffles and

other obstacles in the combustion chamber are

subjected to and which can destroy these components.

Since the eigenfrequencies of the gas volume in

the combustion system play an important role for the

self-excitation mechanism, the system can be “de-

tuned” by changing the geometry. If the resonance

frequencies can be shifted – e.g. by modifying the length

of the air supply or flue-gas system – such as to disturb

the interaction between fluctuations in the energy supply

and the pressure pulsations of the sound field (Rayleigh

criterion), self-excited oscillations can be avoided. This

approach is often very successful in smaller systems

with only few eigenmodes at lower frequencies.

Disadvantages of this method are the risk that

oscillations are only shifted to another frequency and

the effort required for variations in the geometry

of systems already in operation that often cannot

be justified. In cases in which the excited oscillation

modes are highly symmetrical, methods that disturb

this symmetry have been very successful [224].

Examples are a slightly irregular arrangement of burners

in boilers and incinerators or an irregular load distribu-

tion over the side-wall burners of process furnaces.

Another possible starting point for passive counter

measures is the combustion process itself. For exam-

ple, a combustion system can be influenced by equiv-

alence ratio and fired duty, the flame length [“soft”

flame, see also Eqs. (20.1a) and (20.1b)] or the burner

design (axial- or swirl burner, staged combustion etc.),

as well as the path to be taken by the combustible

mixture towards the reaction zone – e.g. by changing

the location of fuel injection [220]. Since modi-

fications of the combustion process – as far as they

are possible at all – often have undesired side effects

(e.g. lower efficiency, increased pollutant immissions

etc.), other approaches try to disturb the interaction

between flame, flow and sound field via the flow field

mainly [225, 226].

Active counter measures are based on the principle

of feedback control and compensate the self-excited

oscillations by automatically counteracting with a

suitable actuator. For example, the signal measured

by a pressure sensor in the combustion chamber can

be phase-shifted and amplified suitably and used to

drive an actuator. This actuator modulates the air or

fuel supply in a way as to level out the fluctuations

of the heat release rate caused by the self-excitation

process, so that no self-excited oscillations can build

up anymore.

While it has been shown many times in laboratory-

scale combustion systems that oscillation feedback

control works well (for an overview see [227–229]),

it has, to date, only occasionally been implemented

in industrial systems. The main reasons for this are

difficulties in finding suitable actuators, a strong, often

non-linear, dependency of the oscillations – and thus

of the control parameters – on the respective operating

condition and finally the considerable technical efforts

required. An example for successful implementation

of “active instability control” with stationary gas

turbines can be found in [224, 230].
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Ultrasound 21
H. Kuttruff

21.1 Introduction

Sound with frequencies above the range of the human

hearing is called ultrasound. Although the upper fre-

quency limit of hearing differs from one person to

another and also changes in the course of life, its

average is usually assumed as 20 kHz. Accordingly,

there is general agreement that the lower limit of

ultrasound frequencies is about 20 kHz.

Basically, the propagation of ultrasound is governed

by the same laws as that of sound of all other

frequencies (see Chap. 1). In particular, this is true for

the radiation of sound from vibrating surfaces, for the

reflection of a sound wave at a boundary, and for its

refraction when it enters another medium. Likewise, the

diffraction or scattering of ultrasonic waves by

obstacles follows the general laws. However, the latter

phenomena are less prominent in the ultrasonic range.

This holds especially for sound waves with frequencies

above 1 MHz. On the other hand, sound attenuation or

absorption becomes more significant than in the audio

range where it is often neglected. The attenuation of

ultrasound will be briefly discussed in Sect. 21.2 which

contains also some remarks about the reflection and

refraction of ultrasound, including the behaviour of

transverse waves (shear waves) in solids (see Sect. 1.7).

Regarding the various practical uses of ultrasound,

one has to distinguish between the applications of low-

amplitude ultrasound and those for which high sound

intensities or large particle velocities are required. In

the former case (Sect. 21.5), the ultrasound is used as a

carrier of information, for instance, to obtain insight

into an opaque body. Most important in this field are

the nondestructive testing of materials and medical

diagnosis with ultrasound. In high power applications,

as treated in Sect. 21.6 the ultrasound is utilised to

effect certain changes of the object treated with ultra-

sound. Of particular importance is ultrasonic cleaning

and joining. Certain special fields such as underwater

sound or the techniques of surface wave (SAW)

devices will not be discussed here.

Since this chapter is to present a brief overview on

the field of ultrasonics, only few original papers will

be cited. Instead, reference will be given mainly to

comprehensive presentations of the whole field and to

some special topics.

21.2 Propagation and Radiation

21.2.1 Attenuation

In general, the absorption of sound energy and hence

the attenuation of sound waves increase strongly with

frequency; therefore, they play a more prominent role

in the ultrasonic range than in the audio range. As a

rule, it is higher in gases than in liquids, and here it is

higher as in solids. For this reason, ultrasound propa-

gation in air plays a minor role only; hence, the propa-

gation of ultrasound in solids and liquids lies in the

foreground of interest.

Ultrasound attenuation is caused by manifold

quite different physical processes which cannot be

described here in detail [1, 2]. It may just be mentioned
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that the relevant loss processes in gases are viscosity,

heat conduction and thermal relaxation. In liquids the

same processes may occur, but often additional dissi-

pative effects become more significant. They are

linked to the internal structure, for instance, to the

molecular constitution of the medium. Accordingly,

the observation of the ultrasonic attenuation and its

frequency dependence is a valuable tool for the physi-

cal examination of materials. In solids the number of

effects responsible for the sound absorption is even

larger. A fact of great practical importance is the

polycrystalline structure of many metallic materials:

the crystallites which the material is composed of

scatter the sound waves; the attenuation caused by

this effect rises steeply with the frequency and hence

makes these materials practically opaque for ultra-

sound beyond a certain frequency. Table 21.1 lists

the ultrasonic attenuation in various materials.

21.2.2 Reflection and Refraction

A plane sound wave impinging on the plane boundary

between two different media of infinite extent will be

partially reflected at this boundary while another por-

tion of the wave will be refracted, i.e., it will enter the

adjacent medium [1]. Figure 21.1 depicts the most

general case of two solids rigidly connected to each

other. We assume first that the incident wave is longi-

tudinal arriving at an angle W1L.
In general, both the reflected and the refracted waves

contain a longitudinal and a transverse component. The

latter is produced by “wave-type conversion” at the

boundary; the direction of particle oscillation lies in

the drawing plane. The reflection and refraction angles

involved are related to each other by Snell’s law

sin#1L

c1L
¼ sin#0

1L

c1L
¼ sin#0

1T

c1T
¼ sin#2L

c2L
¼ sin#2T

c2T
:

(21.1)

The dashed quantities refer to the reflected

components; ciL und ciT (i ¼ 1 or 2) denote respectively

the longitudinal and transverse wave velocities in both

media (Table 21.2). An analogous relation holds, if the

incident wave is a transversal wave with particles

oscillating in the plane of incidence; in this case, the

first fraction in Eq. (21.1) has to be replaced with

sin W1T/c1T . If, on the contrary, the particle motion is

perpendicular to the plane of incidence, no wave-type

conversion occurs. The same holds for normal incidence

of the primary wave, be it longitudinal or transverse.

It may happen that one or the other of the partial

equations above cannot be fulfilled because the value of

the sine function is always within the range�1. Then the

corresponding secondary wave vanishes. If, for instance,

c2L > c1L, no refracted longitudinal wave will occur

if the angle of incidence W1L exceeds arcsin(c1L/c2L).

In this case, the refracted wave is purely transverse. If

additionally c2T > c1L, then for W1L > arcsin(c1L/c2T)Table 21.1 Sound attenuation in some media

Material

Frequency

(MHz)

Attenuation

(dB/cm) Source Remarks

Air (20�C, 1
at)

1 1.7 [3] At 70%

relative

humidity

Water (20�C) 1 0.0022 [2]

Ethyl alcohol

(20�C)
1 0.0047 [2]

Steel 2 0.3 [4]

Aluminium 2.5 0.02 [4]

Polyethylene

(20�C)
1.46 9.7 [4]

Plexiglass

(20�C)
1.46 2.3 [4]

Soft tissue 1 0.5–2 [5] Frequency

dependence

about linear

Bone 1 4–10 [5] Fig. 21.1 Reflection and refraction at the boundary between

two rigidly fixed solids
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there will be no refracted wave whatsoever (total

reflection).

If one of both media is fluid, i.e., a liquid or a gas,

then no reflected or refracted transversal wave can

exist in it. In the case of two fluid media, the reflection

factor R and the transmission factor T are given by the

equations

R ¼ Z2 cos#1L � Z1 cos#2L

Z2 cos#1L þ Z1 cos#2L

; (21.2)

T ¼ 1þ R ¼ 2Z2 cos#1L

Z2 cos#1L þ Z1 cos#2L

: (21.3)

Both quantities are defined as the sound pressure

of the secondary wave divided by that of the incident

wave. Z1 and Z2 are the characteristic impedances, Zi ¼
riciL, of both materials.

21.2.3 Radiated Sound Field

In this section the discussion is restricted to the radia-

tion into a fluid medium from a plane oscillating disk,

whose lateral dimensions are large compared with the

wavelength l. In this case, one has to distinguish

between the near field and the far field of the radiator;

the limit between both is roughly given by

rf � S

l
; (21.4)

where S is the area of the disk. Figure 21.2 is to give an

idea of the spatial extension of the sound field. For

r < rf sound field is contained within a tube whose

cross section equals roughly the oscillating disk; the

sound intensity in this range, however, is by no means

constant but exhibits rather strong spatial fluctuations.

Beyond the far-field distance rf, the tube expands into

a conic spreading focussed on the centre of the disk,

the aperture of the cone being the smaller the shorter

the wavelength. A more accurate calculation of the

sound field shows that in the near field the region filled

with sound has a constriction (see Fig. 21.9), which is

sometimes denoted erraneously as a “focus.”

21.3 Generation of Ultrasound

Nowadays, technical ultrasound is almost exclusively

generated by electrical means, i.e., by electroacoustic

transducers. Among those, the piezoelectric trans-

ducer principle (Sect. 14.4.1.1) is proved to be partic-

ularly useful and versatile.

In the simplest case, a piezoelectric sound generator

consists of a layer or a disk of some piezoelectric mate-

rial, suitably oriented between two metal electrodes

forming an electric capacitor (see Fig. 21.3a). If an

electric voltage is applied to it, a certain strain will be

produced in the material due to the piezoelectric effect,

i.e., the thickness of the disk will undergo a relative

change s:

s ¼ d � E; (21.5)

Table 21.2 Sound velocity of some materials

Material

Density

(kg/m3)

Sound velocity

(longitudinal,

m/s)

Sound velocity

(transverse,

m/s)

Oxygen 1,429 316 –

Hydrogen 0.090 1,284 –

Nitrogen 1,251 334 –

Carbondioxide 1,977 259 –

Air 1,293 331 –

Water 998 1,483 –

Mercury 13,500 1,451 –

Benzene 878 1,324 –

Carbon

tetrachloride

1,594 938 –

Aluminium

(rolled)

2,700 6,420 3,040

Iron 7,900 5,950 3,240

Brass (70%

Cu, 30% Zn)

8,600 4,700 2,110

Steel

(stainless)

7,900 5,790 3,100

Glass (flint) 3,880 3,980 2,380

Quartz, fused 2,200 5,968 3,764

Plexiglass 1,180 2,680 1,100

Polyethylene 900 1,950 540

The data for gases are for a temperature of 0�C, those for liquids
are for 20�

Fig. 21.2 Sketch of the sound field produced by a plane

oscillating disk of radius large compared to the wavelength l
(rf ¼ far-field distance after Eq. (21.4))
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provided the surfaces of the disk are free of external

forces (E ¼ electrical field strength which is assumed

as homogeneous). The factor d depends on the type of

the material and is called the piezoelectric modulus.

Alternatively, the piezoeffect can be described by the

elastic stress caused by the electrical field inside the

disk, which now is assumed as clamped in such a way

that its thickness is kept constant:

s ¼ e� E: (21.6)

The piezoelectric constant e is related to the piezo-

electric modulus d by the elastic constants of the

material.

Apart from this longitudinal piezoeffect considered

so far, there is also a transverse effect, i.e., along with

the change of thickness, the lateral dimensions of the

disk will also be altered. Furthermore, under certain

conditions, a shear deformation or shear stress of the

disk material may be generated. In the following,

however, we shall restrict ourselves to the longitudinal

effect, as it is the most important one in view of the

practical applications. Accordingly, we call the device

sketched in Fig. 21.3a a thickness transducer.

If the thickness b of the disk is a not small com-

pared with the acoustical wavelength in the piezo-

electric, the disk must be considered an acoustical

waveguide. Consequently, any change of the elastic

state due to piezoelectric interaction will be

propagated in the form of a longitudinal wave

travelling parallel to the electrical field. It will be

reflected repeatedly between the disk surfaces, giving

rise to a standing wave if the electrical signal is sta-

tionary. The dynamical properties of such an ultrasound

transducer can be discussed using, for instance,

Mason’s equivalent electrical circuit [6] as shown in

Fig. 21.3b. Here, all mechanical quantities are treated

as electrical ones. The piezoelectric force per unit

area, for instance, corresponds to an electrical voltage

eE. The adjacent media are represented by their char-

acteristic impedances Z1 und Z2. The forces acting

onto their boundaries are easily calculated from the

equivalent circuit, as well as the acoustical power

radiated towards both sides. In Fig. 21.4 the power

radiated from a symmetrically loaded thickness trans-

ducer is presented as a function of b/lL. The most

obvious feature of this diagram is the regular sequence

of maxima, which are the more pronounced the greater

the mismatch between the disk material and the

surrounding medium. They occur at the frequencies

fn ¼ ð2nþ 1Þ � cL
2b

n ¼ 1; 2; ::::ð Þ; (21.7)

and can be interpreted as thickness resonances of the

disk. If the transducer is used for ultrasonic power

applications, these resonances are quite welcome, but

they are annoying if one is interested in the generation

of acoustic broadband signals, for instance, of short

ultrasonic impulses. The bandwidth of a transducer

can be increased to a remarkable extent, however, by

applying some damping material to one of its surfaces

which combines high internal losses with a relatively

good acoustical match to the transducer material

(Z2 ¼ Z0).

Fig. 21.3 (a) Schematics of piezoelectric thickness transducer.

(b) Equivalent electrical circuit (after Mason):

Z0¼jZ0 tanðpb=lLÞ; Z0¼Z0=jsinðpb=lLÞ, Z0 ¼ characteristic

impedance of the transducer material, lL ¼ wavelength, both for

longitudinal waves in the piezoelectric material
Fig. 21.4 Power radiated from a symmetrically loaded, piezo-

electric thickness transducer as a function of the ratio b/lL,
Z0/Z1 ¼ 10
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The transducer described so far is the prototype of a

piezoelectric ultrasound transmitter. According to the

practical requirements, it can be modified in many

ways. For producing high acoustic power output at

relatively low frequencies, very often compound

transducers are used (see Fig. 21.5a). It consists of at

least two piezoelectric disks in the middle and two end

pieces of metal. The latter may be formed in a suitable

way, for instance, so as to improve the sound radiation

into the region where the ultrasound is needed (see for

instance Fig. 21.11). For many applications, the trans-

ducer is attached to a so-called velocity transformer

consisting of a rod with varying cross section in which

the transducer excites a standing extensional wave.

The simplest version of such a transformer is a

“stepped horn” as presented in Fig. 21.5b. In this

case, the velocities at both its ends are inversely pro-

portional to their cross-sectional areas. Both halves

have the length of a quarter wavelength. Besides this,

velocity transformers with continuously varying cross

section, for instance, of conical or exponential shape,

are in use; their transformation ratios differ from the

above-mentioned rule [7, 8].

Although quartz is the classical piezomaterial, it is

no longer used for sound generation to any large

extent. Practical piezoelectric transducers consist

mostly of ceramic materials such as barium titanate,

lead circonate titanate (PZT) or lead metaniobate.

They can be given almost any shape, for instance,

spherical or cylindrical. However, prior to use, they

must be electrically polarised. The same holds for foils

of piezoelectric high polymers such as polyvinyliden-

fluoride (PVDF) which are sometimes used too for the

construction of ultrasound transducers. Table 21.3 lists

the properties of some piezoelectric materials.

Besides the piezoelectric transducer, magnetostric-

tive transducers can also be used for the generation of

intense ultrasound in the frequency range of up to ca.

50 kHz. They are based upon the change of

dimensions which a ferromagnetic body undergoes

when it is magnetised. However, in contrast to the

piezoelectric effect, magnetostriction is basically a

nonlinear effect; therefore, particular measures are

needed to obtain linear transduction. Nowadays, the

magnetostrictive transducer principle has been widely

superseded by the piezoelectric one.

21.4 Measurement and Detection

Like most electroacoustical transducers, the piezoelec-

tric transducer is reversible, i.e., it can be employed

not only for the production of ultrasound but also

for detection and reception of ultrasonic signals. This

fact is the basis for the construction of ultrasound

microphones, mostly named hydrophones. Further-

more, one and the same transducer can be employed

to generate ultrasound fields and to receive the echoes

caused by obstacles therein.

As before we consider a transducer consisting of a

plate of piezoelectric material (see Fig. 21.3a). The

relation corresponding to Eq. (21.6) is D ¼ �es,

where s is the strain, i.e., the relative change of the

plate’s thickness enforced from outside, and D is the

dielectric displacement observed at short-circuited

electrodes. From a practical point of view, however,

the open circuit voltage of the plate is more interesting

than the displacement. It is given bya

b

Fig. 21.5 (a) Piezoelectric compound transducer; both piezo-

electric disks have opposite polarisation. (b) Piezoelectric com-

pound transducer with attached velocity transformer (step

transformer)

Table 21.3 Properties of some piezoelectric materials

Material

Sound

velocity

cL(m/s)

Density

(kg/m3)

Relative

dielectric

constant

Piezo

constant

e(As/m2)

Quartz (x-cut) 5,700 2,650 4.6 0.17

Lead zirconate

titanate

(PZT-5A)

4,350 7,750 1,700 15.8

Lead

metaniobate

3,300 6,000 225 3.2

Polyvinylidene

fluoride

(PVDF)

2,200 1,780 10 0.14
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Ue ¼ � e

es
� db: (21.8)

Here db denotes the thickness change of the piezo-

electric disk and es is its dielectric constant at constant
thickness (clamped disk).

Figure 21.6 shows two forms of piezoelectric

hydrophones. At the left hand, a small hollow cylinder

of a piezoelectric material serves as the active ele-

ment; inside, it is damped by some lossy material.

Other common forms use one or several small piezo-

electric disks (Fig. 21.6b). If the hydrophone is to act

as a pressure receiver, it must be small compared with

the acoustical wavelength in the surrounding medium.

A particularly wide frequency bandwidth is achieved

with the so-called needle hydrophone [9]; it consists of

a metal needle whose tip is covered by a thin layer of

polyvinylidenfluoride (PVDF).

For the detection of ultrasound, mechanical, ther-

mal or optical effects can also be employed. A limited,

parallel sound beam in an otherwise resting fluid

exerts a constant pressure on an obstacle, the so-called

radiation pressure. If the obstacle consists of a sound

absorbing plate arranged perpendicularly to the axis of

the sound beam, the radiation pressure equals numeri-

cally the energy density in the sound wave; with a

reflecting plate, it is twice that value. From the radia-

tion force acting on the target the energy density and

the intensity can be determined. Instruments used for

this purpose are known as radiation balances [10].

Thermal ultrasound sensors determine the sound

intensity from the temperature rise of a small sound

absorbing body placed in the sound field [12]. Optical

methods are based on the fact that harmonic (progres-

sive or standing) ultrasound waves propagating in a

transparent material act as optical diffraction gratings

due to the density changes produced by the sound

wave. By comparing the brightness of the various

diffraction orders, the sound intensity can be deter-

mined absolutely, i.e., without any additional calibra-

tion [13]. Finally, an extended sound field can be

visualised by using Toepler’s Schlieren method.

Again, it is the density gradients associated with the

sound waves upon which this method is based.

21.5 Small Signal Applications

21.5.1 Impulse Echo Method

In the applications to be described in this section, the

ultrasonic wave is used as a carrier of information.

Most of these applications are diagnostic, particularly

in nondestructive testing of materials and technical

components [4, 14] and in medical sonography [5,

15]. In both fields, the task is the inspection of an

optically opaque body and its inhomogenities.

Apart from special purposes, the standard proce-

dure for ultrasound diagnostics is the impulse echo

method: An ultrasound impulse is emitted in the

form of a well-collimated beam into the object to be

examined. Any inhomogenities of sufficient size, for

instance, voids, inclusions, or boundaries, will cause

secondary waves due to scattering or reflection; the

part travelling back towards the sending transducer

will be detected for diagnosis, either by this transducer

itself or by a second transducer nearby.

The principle of the impulse echo method is

depicted in Fig. 21.7a. The transducer T is fed by an

electrical signal generator IG via a separating circuit S

which may be thought of as a kind of switch. Immedi-

ately after the emission of a sound impulse, this circuit

disconnects the transducer from the signal generator

and connects it with the receiving circuitry where the

received signal is properly amplified and rectified in

AR. Finally, the signal is visualised by means of a

monitor, typically by an oscilloscope. The first of the

displayed signal peaks is due to electrical cross-talk

and marks the moment of signal emission; the

subsequent peaks indicate echos received from the

inspected area. The distance of a particular signal

peak from the initial peak is proportional to the transit

time of the corresponding ultrasound signal from

which the location of the indicated inhomogenity can

Piezo element

Absorptive backing

Plastics or rubber

Elastic mounting

Fig. 21.6 Piezoelectric hydrophones, after [7] (courtesy

S. Hirzel Verlag)
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be determined provided the velocity of sound in the

medium is known.

Often an interior boundary reflects only a part of the

primary sound energy; therefore, the remaining sound

wave can penetrate it and produce echos from

boundaries or obstacles behind it. If the test object is

a plate, a tube, a container, etc., its rear wall will

produce in general a strong echo. Hence, the impulse

echo method is also an excellent tool for measuring the

thickness of walls.

The method outlined so far is the so-called A-scan.

The more illustrative B-scan is mainly applied in

medical diagnosis; it produces a two-dimensional

mapping of the inhomogeneities embedded in a given

object area (see Fig. 21.7b): Whenever the transducer

emits a sound impulse, the electron beam on the screen

starts a downward trip with constant speed over the

screen of the monitor; the lateral position of this trace

is controlled by a voltage corresponding to the lateral

position of the transducer. The received echo signals are

used to control the energy of the electron beam and

hence the actual brightness of the spot on the screen; if

no signal is received, the spot remains dark. By scan-

ning the surface of the test object in this manner, a more

or less faithful map of the included obstacles is

obtained.

The centre frequency of the test impulse determines

the extension of the smallest, just detectable object.

For instance, if the object were a rigid sphere or

circular disk with ka � 1 (a ¼ radius), the intensity

of the backscattered secondary wave would increase

with the fourth power of the frequency. For other

objects, the law of increase is different; nevertheless,

it can be stated as a general rule that the detectability

of an object of given shape and size is the better the

higher the test frequency. However, with increasing

frequency the attenuation of ultrasound waves also

grows, which can only partially be compensated for

by electronic depth compensation. In any case, a suit-

able compromise with respect to the operating fre-

quency must be met. In flaw detection of materials,

the testing frequencies are mostly in the range of

1–10 MHz. A similar statement holds for the medical

sonography, although for the examination of small

organs such as the eye or the skin, ultrasound of a

much higher frequency is employed.

The lateral resolution of the impulse echo method

depends on the width of the sound beam emitted by

the transducer (see Fig. 21.2). In certain situations, it

can be improved by using convergent sound beams.

They are produced with suitably curved piezoelements

or by combining the transducer with a collecting

lens. The axial resolution depends on the duration

of the ultrasound impulse, i.e., again on its centre

frequency.

21.5.2 Nondestructive Testing of Materials

Figure 21.8a depicts a typical probe, i.e., an ultrasonic

transducer for material testing. On its front side, the

piezoelectric disk is provided with a protective cover.

If properly designed, it can improve the impedance

match between the transducer and the material under

test. On the rear side of the piezoelement, a block of

damping material is usually attached to it in order to

increase the bandwidth (see Chap. 3). For detecting

flaws near the surface, the probe may be combined

with an acoustical delay line, for instance, of

plexiglass (see Fig. 21.8b). Furthermore, probes with

a b

S S

T
T

ARAR

Synchronization Synchronization

Fig. 21.7 Impulse echo

method. a A-scan; b B-scan.

(IG impulse generator,

S separating circuit,

AR amplification and

rectification)

21 Ultrasound 643



separate transmitting and receiving transducers as well

as probes for oblique insonification are in use with a

wedge of plexiglass or similar material between the

transducer and the surface. In the latter case, the

refraction and wave-type conversion at the surface

has to be taken into account (see Sect. 21.2.2); if the

angle of incidence is sufficiently large, a purely trans-

versal wave is emitted into the test volume.

Usually the probe is directly set onto the surface of

the material under test with a liquid film in between,

for instance, oil or water. Alternatively, both the test

piece and the transducer may be immersed in a water

tank. In this case, the water serves as a delay line and,

at the same time, as a coupling of the wave to the test

piece. Also, coupling via a water beam is occasionally

employed. Scanning the surface of an extending test

piece is achieved either manually or automatically.

Nondestructive flaw detection with ultrasound can

be applied to nearly all materials, however, with dif-

ferent success. An important factor is the interior

structure of a material: many materials are not homo-

geneous but have a polycrystalline structure, or they

contain small inclusions (for instance carbon in cast

iron). Diffraction by such inhomogeneities attenuate

the sound signals on the one hand and contributes to a

kind of background noise consisting of many tiny

echoes on the other. Fortunately, most sorts of steel

are well suited for ultrasonic testing. About the same

holds for light metals such as aluminium and magne-

sium and their alloys. Examples of materials which are

difficult to test with ultrasound are cast iron as well as

copper and its alloys such as brass or bronze. Because

of the coarse structure, ultrasonic testing of concrete

and artificial stones is possible only at very low

frequencies.

Ultrasound is used for the inspection of raw

materials and semifinished products as well as for

detecting flaws in finished workpieces, the latter

both right after manufacture and in the course of

maintenance periods. In the foreground of interest

are machine components and assemblies which are

of particular importance or which are heavily stressed.

Just a few examples are sheet metal, bars, axles and

tubes, many types of containers, welds, rails and rail-

way wheels, etc. – an enumeration that could easily be

continued.

21.5.3 Medical Diagnosis

The most important medical application of ultrasound

is the sonography, which permits the inspection of

organs in the human body and their state of health. It

employs almost exclusively the impulse echo method.

Sonography is particularly well-suited for the investi-

gation of soft tissue structures as the characteristic

impedances show only slight variations and thus per-

mit large penetration depths. In contrast, air-filled

organs such as the lungs cannot be examined with

ultrasound since their boundaries are almost perfect

sound reflectors. Hence, regions covered by the lungs

are shielded inaccessibly to sonography from outside.

About the same holds for bones.

It is a particular advantage of sonography that it

does not use ionising radiation and hence is free of the

health risks accompanied with that kind of radiation.

Moreover, the average sound intensity can be kept low

enough to prevent excessive mechanical stress or

intolerable temperature increase, damaging the

tissues.

In sonography methods are preferred which yield a

visual display of the examined region, mostly in the

form of a B-scan. For systematically scanning a cer-

tain region, transducer arrays consisting of 60–200

small piezoelements arranged equidistantly side

by side are widely used (see Fig. 21.9). The width

of the single transducer element corresponds to few

wavelengths. Such a transducer array is slightly

pressed onto the skin to which some coupling gel has

been applied before. The active sound radiator (and

Fig. 21.8 Transducers for

nondestructive material

testing. a normal probe, b

probe with acoustical delay
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receiver) consists of a group of elements which are

connected in parallel. After each transmitting-receiv-

ing cycle, the active region of the transducer is shifted

laterally by one unit. This is effected by electronically

switching on and off elements at both sides of the

active group. Another commonly used device is the

sector scanner which contains a rotating head carrying

several transducer elements. They scan a sector of the

region under test or can even produce a panorama

display whose resolution depends, of course, on the

distance. In any case, the number of frames per second

is high enough to visualise time-dependent processes

such as the motion of heart valves.

B-scans of biological tissue produce usually as an

appearance of irregular patches, the so-called

“speckles.” These are not images of the tissue struc-

ture itself but are caused by interference of numerous

weak echo components. Nevertheless, the structure of

the speckles yields information on the kind of tissue

and its pathological changes; moreover, it marks the

boundaries between different tissues or organs and

facilitates the recognition of their position and size.

Nowadays, sonography is employed in nearly all

branches of medicine like in internal medicine, gynae-

cology and obstetrics, cardiology, ophthalmology,

urology, etc.

The speed V0 of moving structures, for instance of

cardiac valves, and especially of blood corpuscles in

blood vessels can be measured by means of Doppler

sonography. It is determined from the frequency shift

df ¼ �2
V0

c
f ; (21.9)

which a sound signal undergoes when it is reflected

or back-scattered from a moving object (Doppler

effect); here, f denotes the frequency of the primary

signal; the upper sign holds for an object moving

towards the transmitter. If combined with the regular

B-scan, the Doppler sonography produces a two-

dimensional overview of the flow velocity of the

blood within a certain region, for instance, in the

heart; the different velocities are represented by apply-

ing a suitable colour code.

21.5.4 Further Applications

To conclude this section, some further applications of

low-intensity ultrasound may be mentioned.

As already remarked in Sect. 21.4, an ultrasound

wave in a transparent material may be conceived as a

diffraction grating and therefore be used for the fast

deflection of a light beam which penetrates the sound

wave perpendicularly Moreover, the light frequency

undergoes a Doppler shift when it is diffracted by a

sound wave since the latter moves relative to the

observer. These effects have gained some importance

in optical communication.

The possibility to transfer information via ultra-

sound is exploited for the remote control of certain

devices such as television sets, garage doors,

miniaturised hearing aids inserted into the auditory

channel, etc. (However, in these cases ultrasound has

to compete with other carriers, for instance, with infra-

red.) Furthermore, ultrasound is used to determine the

distance from a reflecting body by measuring the tran-

sit time from the transducer to the reflector and back to

the transducer. Examples of such applications are the

measurement of the level of some liquid in a large

tank, or of the distance between automobiles, for

instance, when entering a parking space, or as a colli-

sion warning in a tailback. In these applications, the

frequency of the ultrasound is in the range of

20–100 kHz.

Ultrasound of much higher frequency, say 1 GHz or

higher, is used in ultrasound microscopes [16].

Figure 21.10 depicts the principle of such a micro-

scope. For generating the sound impulse and for

detecting its echo, a piezoelectric thin film transducer

is used, typically of zinc oxide. Basically, it emits

a plane wave into a solid substrate with particularly

low attenuation such as sapphire. This wave enters the

coupling liquid underneath the substrate through a

concave boundary which acts as an acoustic lens and

focuses the sound beam. The impedance match

Fig. 21.9 Linear transducer array for B-scan. (For shifting the

active zone elements are switched on and off)
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between the solid substrate and the liquid can be

greatly improved by an anti-reflection coating A on

the lens, a technique commonly applied to optical

lenses. The focal spot of the sound beam is located

on or slightly below the surface of the object O, its

diameter is of the order of 1 acoustical wavelength; at

1 GHz and with water as a coupling liquid, it is about

1 mm. The separation of the reflected or backscattered

signal from the transmitted one is achieved either by

means of a circulator or with a fast electronic switch S.

A two-dimensional display of the object is obtained by

scanning its surface. This device is called a reflection

microscope. A transmission microscope consists of

two separate transducer units in confocal arrangement,

one for sending the sound signal and one for receiving

it. Both of them are situated opposite to each other

with a thin object in between.

21.6 Effects and Applications
of High-Intensity Ultrasound

21.6.1 Cavitation

One of the most remarkable effects of strong ultra-

sound waves in liquids is cavitation and the phenom-

ena associated with it [17, 18] (see also Sect. 20.1.2).

Ultrasonic cavitation means the formation of voids or

cavities during the phase of negative sound pressure.

In contrast to more or less stable gas bubbles, these

voids contain only small amounts of gas. Under the

influence of the sound field, they either perform

strongly nonlinear pulsations or implode as soon the

negative pressure vanishes by which they have been

created initially. Such a collapse starts with very low

speed, then the inward motion of the bubble wall

becomes faster and faster. In the final state, the veloc-

ity of the implosion will be extremely high.

Strictly speaking, the tensile strength of physically

pure liquids is too high as to be overcome by the

negative pressures encountered in common ultrasonic

fields. In real and realistic liquids, however, numerous

microscopically small solid particles are suspended

with crevices in which small amounts of gas are

stabilised and which are believed to act as nuclei for

the onset of cavitation. As a consequence, the cavita-

tion threshold, i.e., the minimum sound pressure

amplitude needed to produce cavitation, is dramati-

cally reduced. At frequencies below 30 kHz, its order

of magnitude is 1 bar (corresponding to an intensity of

about 0.3 W/cm2 in water); at higher frequencies, it

grows monotonically with the frequency.

In an imploding cavitation void, the remaining gas

is highly compressed, at the same time its temperature

is raised dramatically, and as a consequence, a short

light impulse is emitted during the very last state of

implosion. This is the reason for the faint light some-

times observed in strong ultrasound fields in certain

liquids. However, it seems that an exact explanation of

this light emission, which is known as sonolumi-

nescence, is still lacking. The same holds for the fact

that certain chemical reactions are initiated or

accelerated in cavitation fields which is the basis of

the so-called sonochemistry. Another important fact is

that each strong bubble collapse is associated with the

emission of a short and strong pressure impulse into

the surrounding liquid. Hence, cavitation effects a

strong temporal and spatial concentration of energy.

This plays an important role in several applications.

21.6.2 Ultrasonic Cleaning

To clean a specimen or an object with ultrasound, it is

immersed into a vessel or tank filled with a cleaning

liquid that is exposed to an intense ultrasound field.

The sound frequency is usually between 20 and

50 kHz. The cleaning process is brought about by

cavitation produced on the contaminated surface

which provides the nuclei needed for cavitation incep-

tion. On the one hand, strong and short pressure

impulses emerging from the imploding cavities erode

the surface layer and loosen insoluble dirt particles.

On the other hand, strong local flows occur in the

Fig. 21.10 Ultrasound reflection microscope (G signal genera-

tor, S separating circuit, E receiver and monitor, A matching

layer, O object)
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direct vicinity of pulsating or collapsing cavitation

bubbles which do not implode synchronously. These

currents remove the dirt particles from the surface and

provide for a quick exchange of cleaning liquid.

Ultrasonic cleaning is carried out in cleaning tanks

of quite different sizes which are made of stainless

steel or of plastics. The electrical power needed lies in

the order of 10 watts/litre. Today, the sound field

is mostly generated by piezoelectric compound

transducers (see Sect. 21.3), which insonify the liquid

from the bottom or from one wall (see Fig. 21.11).

Since the walls of the tank and the surface of the

liquid reflect the sound waves, a standing wave field is

established in the tank. Therefore, the cleaning effect

is not uniformly efficient at all locations. Further-

more, the standing waves are accompanied with more

or less pronounced resonance effects, particularly

in small tanks. By superposition of several different

frequencies, more homogeneous sound fields can be

produced.

The appropriate choice of the cleaning liquid

depends mainly on the kind of contamination. It may

be aqueous (alkaline or acid) or organic. Examples of

organic solvents are alcohols, or chlorine or fluorine

hydrocarbons such as trichloroethylene or freon. Since

many of these liquids are toxic or cause environmental

hazards, their application is subject to rigorous

regulations. Often ultrasonic cleaning is carried out

at elevated temperatures in order to reduce the surface

tension of the liquid and hence to facilitate the onset of

cavitation and, at the same time, to increase the solu-

bility of the contaminations.

Ultrasonic cleaning proves to be particularly useful

whenever highest cleanness must be achieved, or

when the objects to be cleaned are mechanically deli-

cate or very small, or if they have irregularly shaped

surfaces inaccessible to brushes, etc. Examples are the

products of fine mechanics and precision engineering,

medical instruments, optical lenses, jewellery of all

kind, television screens, electronic circuits and many

more.

21.6.3 Ultrasonic Joining

Another application of high-intensity ultrasound

firmly established in industrial production is joining,

mainly welding and bonding of materials and parts. In

this case, the sound is applied to the work not by an

intermediate wave medium but by direct action of a

vibrating tool. Welding is achieved by thermal

plastification or liquification due to sound energy

dissipated in the work material. Therefore, this method

is well-suited for the treatment of thermoplastics but

not of duroplastics.

For welding, the two parts are pressed together

between the “anvil” and the actual welding tool, the

“sonotrode.” The latter serves at the same time for

introducing the vibrational energy which is generated

by an efficient ultrasonic vibrator, typically a com-

pound transducer, and fed to the sonotrode via a veloc-

ity transformer (see Fig. 21.5) in such a way that

the sonotrode vibrates perpendicularly to the surface

of the work piece. The frequency is about 20 kHz.

For “near-field welding” as shown in Fig. 21.12a, the

sonotrode whose geometry determines the shape of

the joint is pressed directly onto one of the partners

next to the joint. In contrast, for “far-field welding”

(see Fig. 21.12b), the ultrasound is led to the mating

surfaces over a certain distance within one of the

partners to be joined. In any case, the welding process

is initiated by some kind of compressional friction at

isolated contact points. Here a small amount of the

Fig. 21.11 Ultrasonic cleaning tank

Fig. 21.12 Ultrasonic welding. a near field welding; b far field

welding, after [7] (courtesy S. Hirzel Verlag)
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material is plastified at first since the contact points

must transfer the total alternating forces and hence the

total energy flux. Since in general sound absorption in

plastics increases with rising temperature, those parts

of the material which have already been plastified will

be heated faster and faster until extended areas will

become liquid and finally both components are joined

to each other. The entire welding process takes only a

fraction of a second. In order to obtain more regular

welds, one of the partners is often manufactured with a

small elevation (“energy concentrator”) in the form of

a cone or a ridge as shown in Fig. 21.12. In any case,

the heat is produced exactly where it is needed which

is a particular advantage of ultrasonic welding.

Not all thermoplastics are equally well-suited for

welding with ultrasound. Polystyrene and its

copolymers can easily been welded; the same holds

for polycarbonates and polymethylmetacrylates. Other

materials such as polyolefines are suited only for near-

field welding since their internal losses are too high for

far-field operation.

Nowadays, ultrasonic welding of plastics is em-

ployed in nearly all branches of the plastics-processing

industry, particularly for the series production of a

great variety of parts. Just a few examples are elec-

trical plugs, switches and housings, components of

automotive industry like instrument boards, fuel

tanks, housings of rear lights, etc. Likewise, ultrasonic

welding plays an important role in the packaging

industry.

Riveting with ultrasound is based on a similar prin-

ciple as ultrasonic welding. Here the contact area of

the sonotrode must correspond to the shape of the rivet

head. The sonotrode acts immediately onto the latter

and plastifies it. Furthermore, the closing of housings

by ultrasonic edging and the insertion of metal parts

into thermoplastics should be mentioned.

Ultrasound can also be applied for joining metals

with each other or with nonmetals. But here the

welding mechanism is different in that the sonotrode

oscillates not perpendicularly but parallel with respect

to the surfaces to be joined. In this way, a tangential

motion of both mating surfaces relative to each other is

effected. By this action, the yield strength of the mate-

rial is exceeded at isolated contact spots and the

surfaces are levelled down by plastic deformation;

the final joint is effected by the molecular attraction

forces. Thus, welding is not or not predominantly a

thermal process as in welding of plastics. Best suited

for ultrasonic welding is copper as well as aluminium

and its alloys, either with themselves or with other

metals. Joints of metals with semiconductor materials,

with glass or ceramic materials are also possible.

21.6.4 Drilling and Cutting

Another useful application of ultrasound is machining

hard or brittle materials such as glass, ceramics, hard

metal, and gems. Although we speak here mainly of

drilling or cutting, the process in reality is some kind

of grinding.

For drilling holes into a work piece, a tool shaped

according to the desired hole – similarly as with ultra-

sonic welding of plastics – is set in vigorous vibrations

perpendicular to the surface of the work piece. These

vibrations are generated by a power transducer in

combination with a velocity transformer, usually a

conical horn. Between the drilling tool and the work

piece, an aqueous suspension of an abrasive is applied

as shown in Fig. 21.13 (silicon carbide, boron carbide,

or diamond powder). When the vibrating tool

approaches the surface, an alternating, horizontal

flow in the abrasive slurry underneath the tool is cre-

ated. Additionally, strong cavitation is produced in the

liquid. Both effects set the grains of the abrasive in fast

motion which erodes the material under the tool. By

continuously lowering the tool, a dip in the surface is

gradually produced. This motion must be, however,

sufficiently slow to avoid direct contact between tool

and workpiece.

Of course, ultrasonic drilling is not restricted to

making circular holes; holes of any cross section can

be made in this way. To drill large holes, hollow tools

are customary as they erode less material. This has the

additional advantage that fresh abrasive can be sup-

plied continuously to the cutting region through the

Fig. 21.13 Drilling with ultrasound, after [7] (courtesy

S. Hirzel Verlag)

648 H. Kuttruff



tool. Furthermore, with hollow tools small disks can

be cut out of plates. Thin slices are cut from bar of

stock by using a thin steel blade as a cutting tool.

The tool is usually soldered to the velocity trans-

former; it does not need to be particularly hard; so it

can be made of soft steel or brass. As in ultrasonic

welding it is important that the transforming piece

together with the drilling or cutting tool is exactly

tuned to the frequency at which the transducer

operates.

21.6.5 Atomisation of Liquids

With ultrasound fine dispersions or suspensions can be

produced of solid materials in liquids as well as

mixtures of liquids which are mutually insoluble

(emulsions). The latter are very stable because of the

small diameter of the droplets. The equipment used for

such applications is similar to that employed for ultra-

sonic drilling, i.e., it consists of a powerful transducer

with an attached velocity transducer as shown in

Fig. 21.5b, its, narrow end dips into the liquid to be

treated. It appears that in these applications cavitation

plays a decisive role too.

Another useful application is the atomisation of

liquids, i.e., the production of aerosols. In this case,

the ultrasound is generated in the liquid and is directed

from below towards the liquid surface (see Fig. 21.14).

At a certain vibrational amplitude, a capillary wave is

formed on the surface. With increasing amplitude, this

wave will become increasingly distorted, and finally

tiny droplets forming a mist will be propelled from the

crests of the wave. It is clear that the size of the

droplets is in a certain relation to the wavelength of

the capillary wave and hence to the frequency. For

water, the following relation holds:

D � 0:2� f�2=3; (21.10)

where D denotes the diameter of the droplets in mm

and f is the frequency in kHz.

For the production of aerosols, the liquid can be

supplied continuously through a hole to the narrow

end of a vertical velocity transformer in which exten-

sional waves are excited. A still better effect is

achieved if the transducer is connected with a conical

end plate, the lowest bending resonance of which is

excited by the vibration. The frequency is about

20 kHz until 50 kHz at maximum; accordingly, the

size of the droplets is in the range of about 10–20 mm.

Finer aerosols are obtained with a concavely shaped

piezo-transducer which is arranged below the liquid

surface and which concentrates the emitted sound near

the surface. These devices are operated with

frequencies in the order of about 1 MHz.

Ultrasonic atomisers have the advantage of produc-

ing about equally sized droplets; hence, the produced

aerosols are very stable. They are mainly used as air

humidifiers and for the preparation of medicines to be

inhaled by the patient. The atomisation of fuels is in

discussion since long but it seems that this application

has not yet left the experimental state.

21.6.6 Medical Therapy

In medical therapy, ultrasound is employed since long

to improve blood circulation, for the relief of pain and

cramp and also for retarding inflammatory processes.

One relevant effect in these applications is absorption

of sound energy in the tissue and the local heating

accompanied with it. Furthermore, the high acce-

leration in ultrasonic fields seems to increase the per-

meability of cell membranes and to improve the

perfusion.

The sound projectors used for ultrasonic therapy

are designed in a way similar to those employed

for nondestructive testing of material (see Fig. 21.8a)

with the difference that the transducer is operated at

its resonance; hence, the damping back material is

omitted. The operating frequency is typically a few

Fig. 21.14 Capillary waves of different amplitudes on a liquid

surface, insonified from below, after [7] (courtesy S. Hirzel

Verlag)
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100 kHz to about 1 MHz; sound of still higher fre-

quency is less applicable because of its reduced pene-

tration depth. The active area of the sound transmitter

is a few square centimetres; the transmitted acoustical

power is in the range of few watts/cm2.
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Vibrations 22
Johannes Guggenberger and Gerhard M€uller

22.1 General Aspects, Definitions

Low frequent vibrations may cause from disturbing up

to damaging effects. There is no precise distinction

between structure-borne sound and vibrations. However

– depending on the frequency range – measurements

and predictions require different techniques. In a wide

frequency range, the generation, transmission and prop-

agation of vibrations can be investigated similar to

structure-borne sound (see Chap. 9).

Vibrations and structure-borne sound related to rail

traffic are discussed in Chap. 16. Excitations caused by

wind and earthquakes are treated in [1–7] and in the

standards [8–11], bell towers and the excitation forces

of bells in DIN 4178 [12].

An overview over structural dynamic issues in civil

structures is given in [2, 13–18].

22.2 Reference Values for the
Assessment of Vibrations

22.2.1 Human Exposure to Mechanical
Vibrations

22.2.1.1 Preliminary Remarks
The strain affecting an individual is subdivided on the

following criteria: “perception”, “comfort”, “perfor-

mance” and “health”. The human perception of vibra-

tions depends on individual constraints (age, sex, state

of health, shape), on the activity (professional life,

school, leisure) and on the environment (vehicles,

residences, offices, schools, hospitals). Whole body

vibrations are often stochastic or contain different fre-

quencies or shock signals. Therefore thresholds descri-

bing a limit above which a decrease of the human

performance or of the felt comfort has to be expected

cannot generally be given.

The following summary is restricted to exposure in

buildings which are treated in the ISO 2631-2 [19, 20],

the German DIN 4150-2 [21] and VDI 2057-3 [22], the

British BS 6472 [23, 24] and the Austrian “Ö-Norms”

S9010 [25] and S9012 [26]. A survey of European

standards for the assessment of human exposure to

mechanical vibrations is given in [27–29].

Reference values for the comfort in train coaches

are given in ISO 10056 [30], ISO 2631–4 [31] and UIC

513 [32], on ships DIN ISO 6954 [33]. Rules for

measuring, evaluating and assessing hand-arm vibra-

tions are treated in DIN EN ISO 5349 [34] and VDI

2057-2 [35]. Reference [36] describes a simplified

method for assessing the risk for employers exposed

to vibrations.
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22.2.1.2 Perception of Vibrations
In a frequency range from 1 to approximately 4 Hz,

the perception of vibrations is – depending on the

posture –roughly proportional to the amplitudes of

the acceleration. Between 10 and approximately

80 Hz, the perception is rather proportional to the

amplitudes of velocity. Above 80 Hz, the sensitivity

of persons decreases due to the interior insulation of

the human body.

Below approximately 0.6 Hz, amplitudes of accel-

eration of around �1 m/s2 may cause sickness

within 30 min.

Secondary effects related to vibrations often are

more disturbing than the vibrations themselves (e.g.,

rattling of glasses, bouncing of hanging objects). How-

ever, it is not possible to deduce the intensity of the

vibration from those effects, as they even might occur

at levels far below the limit of perception.

In German standards, the description of the impact

of vibrations on humans is still based traditionally on

the rated intensity of perception KB. In order to assess

the frequency dependency, the value KB is derived

from a frequency weighted velocity signal according

to DIN 45669 [37, 38]. The attenuation curve is

defined as

HKBðf Þj j ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 5:6Hz=fð Þ2

q : (22.1)

In more recent standards like ISO 2631 [19]

and VDI 2057-1 [39] the vibration intensity is

expressed by a weighted acceleration aw(t). Regarding

the direction-dependent human perception, different

weighting curves for vertical and horizontal vibrations

are introduced. For example, for upright standing or

sitting persons the weighting curve Wk refers to verti-

cal andWd to horizontal body posture, while for unde-

fined body posture on building floors, a weighting

curve Wm is introduced.

The magnitude of the weighting curves exhibit a

high pass Hh, a low pass Hl, an acceleration–velocity

transition Ht and an upward step Hs

Hðf Þj j ¼ Hhðf Þj j � Hlðf Þj j � Htðf Þj j � Hsðf Þj j; (22.2)

The individual filters are summarized in Table 22.1.

The different cutoff frequencies fi and parameters

Qi are:

Wk: f1 ¼ 0.4 Hz; f2 ¼ 100 Hz; f3 ¼ f4 ¼ 12.5 Hz;

f5 ¼ 2.37 Hz; f6 ¼ 3.35 Hz; Q4 ¼ 0.63; Q5 ¼
Q6 ¼ 0.91

Wd: f1 ¼ 0.4 Hz; f2 ¼ 100 Hz; f3 ¼ f4 ¼ 2.0 Hz;

Q4 ¼ 0.63; Hs ¼ 1

Wm: f1 ¼ 0.7493 Hz; f2 ¼ 100 Hz; f3 ¼ 5.684 Hz;

Hs ¼ 1

In Table 22.2, the relationship between the limit

levels of vibration and the subjective perceptions are

given. Humans can clearly distinguish an increase of

the weighted intensity of vibration if it rises by a factor

of 1.6.

The weighting curves are shown in Fig. 22.1, where

also the curves of equivalent level of vibration are

compared with the threshold of perception (KB ¼
0.1, aw ¼ 0.01 m/s). More recent studies [28] show

that the threshold of perception may be significantly

lower in the frequency range above 10 Hz than

indicated by the weighting curves according to ISO

2631 [19, 20, 31].

22.2.1.3 Comfort: Assessment Criteria for
Residential and Equivalent Use

The assessment according to the German standard

DIN 4150/2 [21] is based on two limits:

• KBFmax, maximum weighted intensity of vibration

• KBFTr, rated intensity of vibration

The weighted level of vibration KBF(t) is defined as
a sliding RMS value of the frequency weighted veloc-

ity signal, band-filtered between 1 and 80 Hz (time

constant t ¼ 0.125 s, “FAST”).

KBFðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

t

ðt
x¼0

e�t�x
t KB2ðxÞdx

s
: (22.3)

From this, the energy-equivalent KBeq is obtained

as time average of KBt(t) Eq. (22.4):

Table 22.1 Bandwidth filters and frequency weighting for the

weighting curves Wk, Wd, Wm [19, 35]

Hhðf Þj j ¼
ffiffiffiffiffiffiffiffiffiffi
f 4

f 4 þ f 4
1

q
Hlðf Þj j ¼

ffiffiffiffiffiffiffiffiffiffi
f 4
2

f 4 þ f 4
2

r
Htðf Þj j ¼

ffiffiffiffiffiffiffiffiffiffi
f3

2

f 2 þ f 2
3

r
for Wm

Htðf Þj j ¼
ffiffiffiffiffiffiffiffiffiffi
f 2 þ f 2

3

f 2
3

r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 4
4
�Q2

4

f 4 �Q2
4
þ f 2 � f 2

4
ð1�2Q2

4
Þþ f 4

4
�Q2

4

r
� � � for Wk;Wd

Hsðf Þj j ¼ Q6

Q5
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 4 �Q2

5
þ f 2 � f 2

5
ð1� 2Q2

5
Þþ f 4

5
�Q2

5

f 4 �Q2
5
þ f 2�f 2

5
ð1�2Q2

5
Þþ f 4

6
�Q2

6

r
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KBeq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Te

ðTe

0

KB
F
ðtÞ2dt

s
(22.4)

The maximum weighted intensity of vibration

KBFmax describes the maximum of the weighted vibra-

tionKBF(t) according to Eq. (22.3) which occurs once or

several times during the considered observation time.

The assessment level of vibration KBFTr considers

the frequency of occurrence and the duration of the

events. The duration period of exposure is divided in

cycles of T ¼ 30 s. Within each cycle, i KBFTi is

determined from the corresponding maximum of

|KBF(t)|. The time equivalent intensity of vibration

KBFTm results from the energy-equivalent average of

the individual events:

Table 22.2 Relationship between level of vibration and subjective perception, according to [39, 40]

Description of the perception Weighted intensity of vibration (KB) Weighted acceleration aw (m/s2) (RMS)

Not perceptible <0.1 <0.01

Threshold of perception 0.1–0.4 0.015–0.02

Easily perceptible 0.4–1.6 0.02–0.08

Strongly perceptible 1.6–6.3 0.08–0.315

Fig. 22.1 Weighting curves HKB [37], Wd and Wk [19] and Wm [22]
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KBFTm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

KB2
FTi

vuut : (22.5)

If KBFTi < 0.1, it will be neglected for the respec-

tive cycle. The assessment level of vibration KBFTr

results in

KBFTr ¼ KBFTm

ffiffiffiffiffi
Te
Tr

r
; (22.6)

(Te – duration period of exposure; Tr – time period of

assessment, 16h from6:00 a.m. to10:00p.m. for day time

and 8 h from 10:00 p.m. to 6:00 a.m. for night time).

The reference values depend on the type of usage

zone and the time of the day. If KBFmax meets the

lower limit Au the requirement is fulfilled, if KBFmax

exceeds the upper limit Ao the requirement is excee-

ded. In both cases, the frequency of occurrence or

duration of the events is not significant. Only if

KBFmax ranges between Ao and Au, the time equivalent

KBFTr has to be compared with a further limit Ar,

considering the duration of the exposure or the events´

frequency of occurrence.

The limits of DIN 4150–2 [21] are given in

Table 22.3. For most persons the threshold of perception

ranges between KB ¼ 0.1 and KB ¼ 0.2. Vibrations

with values of aboutKB ¼ 0.3 typically cause annoying

sensations in a quiet ambience.

The reference values depend on the source, e.g., rail

vehicles, blasting, construction sites etc. The upper

limit for aboveground rail vehicles is specified inde-

pendently from the considered usage zone at Ao ¼ 0.6.

For short period vibrations at construction sites,

Ao ¼ 5 is considered to be still acceptable. The limits

for long period exposures are set lower to Au ¼
0.8–1.6 and depend on the length of the event

(78 days–1 day). DIN 4150–2 [21] suggests notifying

the affected persons in advance. Experience shows

that in case of KB ¼ 1 with a longer duration of

exposure complaints from the neighbourhood have to

be expected. Long-term vibrations in the range of

KB ¼ 0.5 are generally tolerated even with short-

term higher amplitudes.

For an assessment in train coaches (see Table 22.4),

a classification of comfort values is given in ISO 2631-

4 [31].

22.2.1.4 Assessment Related to Human
Performance

VDI 2057-3 [39] comprises reference values according

to different activities. These references can be used

for working places exposed to vibration as limits under

which human performance at work places is not affected.

The assessment is based on three values evaluated

between 0.5 and 80 Hz:

• The energy-equivalent weighted acceleration awe
referred to the duration period of exposure T

Table 22.3 Reference values for the assessment of vibrations in residential or comparable use [21]

Location of exposure Day Night

Au Ao Ar Au Ao Ar

Industrial area 0.4 6 0.2 0.3 0.6 0.15

Commercial area 0.3 6 0.15 0.2 0.4 0.10

Mixed area, villages 0.2 5 0.1 0.15 0.3 0.07

Exclusive residential area 0.15 3 0.07 0.1 0.2 0.05

Very sensitive locations, special area 0.1 3 0.05 0.1 0.15 0.05

Table 22.4 Relationship between frequency weighted acceleration and subjective comfort [31]

Level of comfort Effective value of the frequency weighted acceleration aw (m/s2)

Comfortable <0.315

Slightly uncomfortable 0.315–0.63

Quite uncomfortable 0.5–1

Uncomfortable 0.8–1.6

Very uncomfortable 1.25–2.5

Extremely uncomfortable >2
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aw ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

T

ðT
0

a2wðtÞdt
s

; (22.7)

awe ¼ k1aw; (22.8)

• The coefficient k1 depends on the axis direction of

the exposure (k1 ¼ 1 for vertical, k1 ¼ 1.4 for hor-

izontal exposure). If the exposure duration Te is

made up of i exposure segments Ti, awe is calcu-

lated from:

awe ¼ k1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Te

X
i

a2wiTi

s
: (22.9)

• The assessment acceleration aw Eq. (22.8) is calcu-

lated from the energy-equivalent mean value:

awð8Þ ¼ awe

ffiffiffiffiffiffi
Te
8 h

r
; (22.10)

• The maximum max{awF(t)} of the sliding RMS

value of the frequency-weighted acceleration awF(t)
(FAST) (time constant t ¼ 0.125 s, “FAST”) dur-

ing the duration of an exposure:

awtðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

t

ðt
x¼0

a2wðxÞe
x�t
t dx

s
: (22.11)

The assessment is based on the indicator values in

Table 22.5 for each exposure direction x, y, z.

It is common practice to also assess vibration

exposures in buildings according to DIN 4150-2 [21]

since office use can be considered as comparable

to residential use for day time. Here single peaks

during a duration period are better represented by the

maximum in each 30-s cycle of which the assessment

intensity of vibration KBFtr is composed. The corres-

ponding reference values are proposed in Table 22.6.

The range depends on various factors, e.g., on the

location of the origin within the rooms of the own

(higher values) or third-party (lower values) office

areas.

In [41], a catalog of representative noise and vibra-

tion data on working places is assorted. The effect of a

simultaneous impact of noise and vibration leading to

possible hearing loss is discussed in [42].

22.2.1.5 Assessment Related to Health
Damages

In order to assess vibrations which could possibly lead

to health damages according to ISO 2631-1 [19] the

weighted equivalent acceleration awe is determined

Eq. (22.7). If the vibration exposure occurs in periods

of variable magnitudes and durations, the energy

equivalent vibration magnitude, corresponding to the

total duration of exposure, is evaluated according to:

awe ¼
P

anwiTiP
Ti

� �n

; (22.12)

whereby awe is assessed for both exponents n ¼ 2 and 4.

Horizontal accelerations are multiplied with a

factor k ¼ 1.4. The largest value – in horizontal

resp. vertical direction – is assessed. If all components

are comparably high, the vector sum may be used.

Table 22.5 Indicator values for whole-body vibrations on working places depending on various kinds of demand, according to [31]

Location awe (m/s2) aw(8) (m/s2) max{awF(t)} (m/s2)

Recreation rooms, rest rooms, sanitary rooms 0.01 0.03

Workplaces with high demands to fine motor skills (e.g. research laboratory 0.015 0.015

Workplaces predominantly with exercitation (e.g. switch rooms, office rooms) 0.015 0.045

Workspaces with enhanced attention (e.g. shops) 0.04 0.12

Workspaces with simple or predominantly with mechanical activities 0.08

Other workspaces 0.15

Table 22.6 Reference values for office use

Au Ao Ar

0.35–0.4 6.0 0.15–0.2
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Referring to a daily duration of the impact, the

assessment is split into two steps: Vibrations above

aw(4) ¼ 0.6 m/s2 (T ¼ 4 h) and aw(8) ¼ 0.45 m/s2

(T ¼ 8 h) are expected to cause a significant threat of

the exposed sitting persons; vibrations above the value

aw(4) ¼ 1.14 m/s2 (T ¼ 4 h) and aw(8) ¼ 0.875 m/s2

are hazardous to sitting persons. Figure 22.2 shows

curves of weighted accelerations for an assessment

time of T ¼ 8 h. The threshold values of an assess-

ment between 4 and 8 h are defined by

awðTÞ ¼ awðT0Þ
T0
T

� �1
n

: (22.13)

For exposures from 4 to 8 h, the threshold for

hazardous vibrations is defined by the minimum of

two curves defined by Eq. (22.13) and the coefficients:

Curve 1: n ¼ 2; aw(8) ¼ 0.5 m/s2, T0 ¼ 8 h

Curve 2: n ¼ 4; aw(8) ¼ 0.45 m/s2, T0 ¼ 8 h

A significant threat exists if the maximum of two

curves with the coefficients:

Curve 1: n ¼ 2; aw(8) ¼ 0.875 m/s2 T0 ¼ 8 h

Curve 2: n ¼ 4; aw(8) ¼ 0.8 m/s2 T0 ¼ 8 h is

exceeded. For short-time duration (T < 10 min) the

absolute maximum weighted acceleration may not be

higher than aw ¼ 6 m/s2.

ISO 2631 part 5 [43] contains procedures to evalu-

ate multiple shock signals.

22.2.1.6 Reference Values for the
Assessment of Human Induced
Vibrations

The reference values, given in Sect. 22.2.1.3, can also

be considered suitable for an assessment of human-

induced low-frequency vibrations in apartments or

similarly used interior rooms.

In regular buildings, noticeable vibrations are gen-

erally not expected. Therefore even small amplitudes

in such rooms can cause uncomfortable feelings and –

in extreme cases – panic reactions. In some cases, even

the structural safety for the dynamic loads has to be

proved. In general, however, the threshold, above

which persons may react with discomfort or unease,

Fig. 22.2 Curves of equivalent vibration level [37], and acceleration level [19, 22]
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is generally significantly lower than the amplitudes

that may affect the buildings structural safety.

According to [2], tolerable values for office

buildings are established: In regular offices, a maxi-

mum acceleration of 0.05 m/s2 should not be excee-

ded. Quiet rooms or sensitive working areas should not

be charged with amplitudes higher than 0.02 m/s2 for

repetitive events with 20–30 cycles.

The tolerable values for sport stadiums and halls, in

which moderate events are organized is referenced to

0.5 m/s2. However, in euphoric atmospheres, e.g., dur-

ing a rock concert, no complaints have been filed even

with accelerations up to 3 m/s2. Uninvolved sitting

spectators should not be exposed to accelerations

greater than 0.2 m/s2. For fixed seating, the reference

values given are between 0.1 and 0.5 m/s2 depending of

the nature of the presentations. Further information can

be found in [44–46].

22.2.2 Impact of Vibrations on Buildings

The impact of vibrations on buildings is addressed in

the German DIN 4150–3 [47]. The Swiss code

SN640312a [48], the British Standard BSI 7385 [49],

the Austrian standard Ö-Norm S9020 [50], ISO 4866

[51] and ISO 10137 [46] are further standards for the

assessment of vibrations as far as the serviceability is

concerned.

The standards provide empirical values below

which damages causing a reduction of the serviceabil-

ity are not expected. These values refer not only to the

safety of the construction, but also to slight damages

(“cosmetic damages”) like cracks or fissures in the

plaster, fissures in masonry structures, not permissible

settlings, an enlargement of already existing fissures,

a drop of tiles and exceeding deformations. Events

exceeding the reference values do not necessarily

lead to structural damage. In this case, it is

recommended to further investigate the structural

safety of the building. In the Ö-Norm S9020 [50], the

risk of damages is related explicitly to the level of

exceedance of the reference values (e.g., fissures in

the plaster at a max. exceedance of 70% and cracks in

masonry at a max. exceedance of 120%).

The codes of practice distinguish generally

between short- and long-term excitation. The Swiss

code [48] discerns between frequently occurring, per-

manent (much more than 100,000 events) and sporadic

(less than 1,000 events) impacts. An impact is defined

as short term, if neither fatigue nor resonance effects

play a role. In other words, the reference value for

stationary vibrations of civil constructions has to be

taken into account as soon as resonant excitations –

even for a short-time period – cannot be excluded. On

the other hand, repetitive impulsive excitations

provided that the impulse reaction can decay between

two events and if the number of load changes is suffi-

ciently small. Explicitly, e.g., short-term excitations

caused by pile drivers, vibrators or shakers must be

considered as a continuous excitation, if resonant

effects on slabs cannot be excluded.

Furthermore, the codes take the importance of the

building and the relevance of slight damages into

account. In case of protected historical buildings, the

reference values are lower than for residential

buildings. The least restricted reference values are

attributed to industrial buildings. The British Standard

BSI 7385 [49] increases the reference values by a

factor 2 or 4, depending on the permissible – not safety

relevant – damages.

The assessment is based on different values as e.g.:

• The maximum value of the three components of the

velocity of vibrations at the foundations (DIN

4150–3 [47])

• The total velocity of vibrations at the foundations

(Ö-Norm S9020 [50], SN640312a [48])

• The velocity of vibration at a chosen structural

element (plate) (DIN 4150–3 [47], SN640312a

[48])

The reference values also differ with respect to

the location of the measurement points within a

building. Its dynamic response caused by an excita-

tion can be evaluated by measurements at various

points, ranging from the foundations (all standards)

to the horizontal vibration in the highest floor

(Germany).

The reference values for different buildings and

permanent excitations range between vmax(t) ¼ 2.5mm/s

(sensitive buildings, Germany) and 25 mm/s

(industrial buildings, Great Britain). For short-term

excitations, there is a frequency-dependent range,

e.g., for the most sensitive category between 3 and

10 mm/s (Germany), 3–15 mm/s (Switzerland),

5 mm/s (Austria) and 15–50 mm/s (Great Britain).

The German reference values for the levels of

vibration are given exemplarily for different types

of buildings in DIN 4150–3 [47], Table 22.7.
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In addition to this table, a maximum value of 10 mm/

s for continuous vibrations on slabs in vertical direc-

tion is referenced. The standard contains furthermore

material-dependent values for the admissible ampli-

tudes of the vibration velocity on pipes in the soil

(Table 22.8).

22.2.2.1 Damaging in Case of the Excitation
of Vibrations Via the Soil

When the source of vibration is located outside of the

construction (external excitation), the structural

response depends significantly on the soil properties

[52, 53]. The vibrations are transmitted by waves,

influencing the vibration behaviour of buildings and

industrial plants. The soil even may change its pro-

perties due to vibrations (liquefaction, settling).

Damages on buildings thusmay result from the direct

impact of vibrations or from vibration-induced changes

of the soil properties. Settling of neighbouring

foundations due to soil compression can occur immedi-

ately or after a certain time delay and thus can cause

damages.

Furthermore, substructure and excavation work like

e.g., the installation of sheeting in the soil can create

vibrations in the adjacent buildings. Following a pri-

mary impact of the vibrations also secondary effects

may arise, related to other deficiencies of a structure or

its foundations [54]. The general condition of the

building is decisive for those damages. Monitoring

measurements can just exclude damages that are

primarily related to the impact of vibrations presuming

a structure without major deficiencies.

Sand with low relative density in ground water and

silt are sensitive to vibrations. On the other hand, the

vibration amplitudes which may lead to permanent

settling typically are high and occur only in the near

field of a source. It is therefore recommended not to

exceed a minimum distance from the vibration source

to the next foundation. This distance depends on the

soil situation. If the vibrations amplitudes exceed

1/3 g, a redistribution of the grain structure cannot be

excluded in sensitive soil [55].

A soil investigation report has to verify beforehand

that the soil is appropriate for the planned construction

work. Before starting the work, a preservation of evi-

dence along the adjacent neighbouring buildings is

recommended together with a detailed protocol of the

works.

22.2.3 Impact of Vibrations on Sensitive
Equipment and Processes

22.2.3.1 Classification of Vibration Sensitive
Equipment

Maximum admissible amplitudes at the installation

site of highly sensitive equipment can be orders of

magnitude lower than the threshold of human percep-

tion. The specifications typically depend on the

required precision of the device and the necessary

resolution.

Table 22.7 Reference values for the assessment of vibrations in buildings [47]

Type of building Level of vibration max(v(t)) (mm/s)

Short time vibration Continuous vibration

Foundation Top slab, horizontal

direction

Top slab, horizontal

direction

1–10 Hz 10–50 Hz 50–100 Hz All frequencies All frequencies

Commercial-, industrial-buildings 20 20–40 40–50 40 10

Residential buildings 5 5–15 15–20 15 5

Buildings with high requirements

on conservation

3 3–8 8–10 8 2.5

Table 22.8 Reference values for the assessment of short time vibrations for pipes in the soil [47]

Material Assessment value for the level

of the vibration on the pipe (mm/s)

Steal welded 100

Concrete, pre-stressed concrete,

metal with or without flanges, vitrified clay

80

Masonry, synthetic material 50
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Typical disturbing interferences caused by vibra-

tions are observed at measurement devices with high

resolution, microscopy, manufacturing devices of

chips (beamer, stepper, photolithography etc.), mass

spectrometers as well as at laser optical applications.

For this kind of devices, investigations led to a classi-

fication of the sensitivity by means of Vibration

Criteria (VC)-curves (Fig. 22.3, which were esta-

blished together with the overview given in Table 22.9

[56, 57]. The curves that incline to the low frequencies

(<8 Hz) are valid for devices without interior insula-

tion. With interior passive insulation, the curves are

extended horizontally down to 1 Hz reflecting a higher

sensitivity at resonance. Reference [58] provides an

overview of the vibration criteria for critical areas in

healthcare facilities.

Advances in Nano-technology demand more severe

restrictions on the influences of vibration. The BBN-

criteria extended to “Nano-classes” are shown in

Table 22.9 and Fig. 22.3 [59, 60]. The lower admissi-

ble amplitudes in the frequency range below 20 Hz are

required to permit a low-tuned insulation measure.
Fig. 22.3 References for the admissible vibrations for highly

sensitive devices according to [56, 57] with extensions [58, 59]

Table 22.9 Reference values (third octave band, RMS) for the permissible vibrations for highly sensitive devices, partly according

to [56–60]

Class Level of vibration (mm/s) Type of devices

200 Residences, computers

0 100 Operating rooms, surgery, bench microscopes at up to 100� magnification, laboratory

robots

VC A 50 Bench microscopes at up to 400� magnification, optical and other precision balances,

coordinate measuring machines, metrology laboratories, optical comparators,

microelectronics manufacturing equipment, inspection, probe tests, and other

manufacturing support equipment

VC B 25 Micro-surgery, eye-surgery, neuro-surgery, bench microscopes at magnification greater

than 400�, optical equipment on isolation tables, microelectronics manufacturing

equipment, aligners, steppers and other critical equipment for photolithography with line

widths of 3 mm or more

VC C 12 Electron microscopes at up to 30,000� magnification, microtomes, magnetic resonance

imagers, microelectronics manufacturing equipment, aligners, steppers and other critical

equipment for photolithography with line widths of 1 mm
VC D 6 Electron microscopes at greater than 30,000�magnification, mass spectrometers, cell

implant equipment, microelectronics manufacturing equipment, aligners, steppers and

other critical equipment for photolithography with line widths of 1/2 mm includes electron-

beam systems

VC E 3 Microelectronic manufacturing equipment, not isolated laser and optical research systems,

aligners, steppers and other critical equipment for photolithography with line widths of 1/

4 mm includes electron-beam systems

VC F 1 Tunnel electron microscopes, atomic force microscopes

VC D 1.6/6.4 REM for nano-technical applications , resolution: 1 nm

VC E 0.8/3.2 Nano-technical applications with resolutions of 0.2–0.5 nm

VC EF 0.53/2.1 Nano-technical applications of REM and TEM < 0.1 nm (sub- Ångstr€om domain)
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In typical urban surroundings, it is very difficult to

guarantee the most severe conditions. Structural and

insulation measures can often not sufficiently reduce

these deficiencies.

This overview serves as initial indicator for

assessing a location planned for sensitive equipment.

The detailed planning, however, has to be based on the

specification of the manufacturer, measurements at

comparable devices as well on the experience of the

users. The requirements do not only depend on the

precision or resolution, but also on the structural

dynamic behaviour of the device, its operating mode

and the typical task it is used for.

In comparison to precision devices, data storage

systems are less sensitive. However, in the case of

extraordinarily high vibrations, e.g., due to construction

work or blasts in the vicinity, monitoring – with a com-

munication feedback to the construction site – or specif-

ically designed measures might become necessary.

The impact of vibrations and the necessity of insu-

lation have to be assessed in relation to the risk of

damage in case the reference values are exceeded

(e.g., just a short interference of a process which can

be repeated in an uncomplicated way or devices where

an interference can cause severe damages e.g., loss of

important data in storage systems).

Specifications for the measurement at the location

of devices are referred to in ISO 10811 [61].

The time of observation as well as the effort for a

reliable statistical evaluation of the data obtained during

a site survey must be adapted to the importance and

category of the respective vibration sensitive operation.

22.2.3.2 Binding Process of Concrete
Extensive investigations [62] show that the binding

process of fresh, young concrete is not deteriorated

up to a velocity of vibrations with a peak value around

20 mm/s; in this case, the targeted compressive

strength is not affected.

22.3 Sources and Insulation
of Vibrations

22.3.1 General Remarks

DIN 4150–1 [40] describes relevant sources of

vibration and their mechanisms. Furthermore, the

transmission of vibrations is illustrated by means of

practical applications and results of representative

measurements.

A detailed description of the mechanisms for large

machines as well as of insulation measures are given

in [63].

VDI 2062 [64] and DIN EN 1299 [65] describe

requirements and the range of application for vibration

insulations. Requirements for the dimensioning of

machinery foundations are given in DIN 4024 part 1

[66] and part 2 [67]. DIN 45635–8 [68] contains

aspects of the measurements of structure-borne sound

on machines.

22.3.2 Machines

22.3.2.1 Machines with Periodic Excitation
Evaluation of the Forces of Excitation

Large machines, like the equipment in power plants,

winders, centrifuges, reciprocating saws, printing

machines, turbines, power sets, conveying troughs,

turning lathes, ventilators, pumps and compressors,

generally spoken machines with rotating masses, and

also transformers cause periodic excitations. The exci-

tation is generally caused by forces of non-balanced

masses or pistons. The dynamic forces increase in a

quadratic relation with the rotational frequency. They

may further cause elastic deformations (deformations

of the shaft) and thus a further increase of the unbal-

anced forces.

After crossing the critical frequencies shaft

rotations are recentered by gyroscopic forces and the

dynamic excitation decreases in relation to the rota-

tional speed.

It is possible that the effect of a harmonic excitation

is not sensed in the immediate vicinity of the source, but

causes significant vibrations at a larger distance, e.g.,

due to resonant coupling with adjacent structures, e.g., a

floor slab. During start-up and run-down of machines,

frequencies of excitation can cross natural frequencies

of the surrounding structure and the tuning frequencies

of the mounting. If the sweeping is too slow, resonant

effects may lead to considerable amplitudes.

ISO 1940 [69, 70] gives hints for assessing induced

dynamic forces and the balance quality for various

types of machines. For specific types of machines,

individual standards exist (e.g., fans). The balance

quality has a range from drives of e.g., high precision

gyroscopes (Q 0.4) up to inherently unbalanced large

660 J. Guggenberger and G. M€uller



slow marine diesel engines (G 4000). The amplitude

of the dynamic vertical and horizontal force Fmax is

given by:

Fmax ¼ meper O
2 ¼ mGO ¼ Uper � O2; (22.14)

(m – rotating mass; e – eccentricity ¼ distance of

the centre of gravity to the axis of rotation;O – angular

frequency of the rotational speed [rad/s]; G ¼ e O –

balance quality grade [mm/s]; Uper ¼ m eper – residual

unbalance [gram mm]).

To account for operation-induced wear, it is

recommended to assume the next higher balance qual-

ity than indicated in the specifications for new devices.

ISO 10816 [71] contains general criteria for accep-

tance tests and for monitoring of vibrations at machines

by the help of measurements on non-rotational parts.

Appropriate positions of measurement points in order to

describe the impact of oscillating forces in a significant

way are indicated (e.g., bearing, housing). The machin-

ery type and the quality of installation is reflected by

zones of vibration thresholds:

• Zone A: The vibration of newly commissioned

machines would normally fall within this zone.

• Zone B: Machines with vibration within this zone

are normally considered acceptable for unrestricted

long-term operation.

• Zone C:Machineswith vibration within this zone are

normally considered unsatisfactory for long-term

continuous operation. Generally, the machine may

be operated for a limited period in this condition until

a suitable opportunity arises for remedial action.

• Zone D: Vibration values within this zone are nor-

mally considered to be of sufficient severity to

cause damage to the machine.

Those criteria mainly should help to guarantee a

long term, reliable and safe use of the machine. Even if

the limiting values are fulfilled they do not imply that

the vibrations affecting in the surroundings are not

necessarily within the permissible range.

The individual parts of the standard ISO 10816

refer to

• Part 2: land-based steam turbines and generators in

excess of 50 MW with normal operating speeds of

1,500–1,800 min�1, 3,000 min�1 and 3,600 min�1.

• Part 3: industrial machines with nominal power

above 15 kW and nominal speeds between 120

and 15,000 min�1 when measured in situ.

– Group 1: Large machines with rated power

above 300 kW; electrical machines with shaft

height H � 315 nm.

– Group 2: Medium-size machines with a rated

power above 15 kW up to and including

300 kW; electrical machines with shaft height

160 nm � H � 315 nm.

– Group 3: Pumps with multivane impeller and

with separate driver (centrifugal, mixed flow or

axial flow) with rated power above 15 kW.

– Group 4: Pumps with multivane impeller and

with integrated driver (centrifugal, mixed flow

and axial flow) with rated power above 15 kW.

• Part 4: gas turbine driven sets excluding aircraft

derivatives

• Part 5: machine sets in hydraulic power generating

and pumping plants

– Group 1: Horizontal machine sets with pedestal

or end-shield bearings mounted on a rigid foun-

dation, usually with operational speeds of above

300 min�1.

– Group 2: Horizontal machine sets with bearing

housings which are only braced against the cas-

ing of the hydraulic machine, usually with oper-

ational speeds of less than 300 min�1.

– Group 3: Vertical machine sets with bearing

housings which are all braced against the foun-

dation, usually with operational speeds of

between 60 and 1,800 min�1.

– Group 4: Vertical machine sets with lower bear-

ing housings braced against the foundation and

upper bearing housings braced against the gen-

erator stator only, usually with operational

speeds of between 60 and 1,000 min�1.

• Part 6: reciprocating machines with power ratings

above 100 kW. The limits are given for seven

classes of machines. However, the standard does

not assign the corresponding machines by objective

characteristics. It is noted that a certain machine

may be assigned to more than one class. The final

classification is left to the experience of experts.

The limits are subdivided in the frequency ranges

as follows (exemplarily given for zone C):

f < 10 Hz: 71 mm–1,125 mm < zone C < 113 mm–

1,784 mm; 10 Hz < f < 250 Hz: 4.46 mm/s

–70.7 mm/s < zone C < 7.07 mm/s–112 mm/s;

f > 250 H: 7.01 m/s2–111 m/s2 < zone C < 11.1
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m/s2–176 m/s2. The ranges refer to class 1–class 7.

Zone A/B and zone D are correspondingly defined

by the limits.

The limits for the different zones according to ISO

10816 parts 1–5 are summarized in Table 22.10.

Rotating electrical machines and power generators

with combustion engines are described in DIN EN

60034–14 [72] respectively in DIN ISO 8528–9 [73].

In case of reciprocating engines also, higher

harmonics emit significant excitations. They can be

estimated from the machinery parameters. Recipro-

cating saws have a fundamental frequency around

4–8 Hz and show a series of harmonics.

Two simultaneously operated machines with

approximately equal rotational frequencies can cause

beating with twice the amplitude compared to a single

machine. For a large number of N machines the maxi-

mum velocity of vibration vN on the soil outside of the

industrial plant can be approximately calculated

according to Eq. (22.15) [40]:

vN ¼ vBN
0:5 e�0:1N�1:9 þ 0:103
� � NB

100

� ��0:284

;

(22.15)

(vB – measured or calculated velocity of vibration

for the simultaneous use of NB machines with

NB > 3).

Measures for Insulation

In case the impact on neighbouring areas caused by

vibrations is exceedingly high, first of all it should be

investigated whether the dynamic forces can be

reduced (e.g., by balancing the machine, by changing

the rotational frequency, by eliminating resonance-

phenomena at the machine, by aligning axial

couplings, etc.). A reduction of the dynamic forces

also increases the lifetime of the machine.

In a further step it has to be clarified if resonances

resulting from the mountings’ tuning frequency can be

avoided. In principle, a machine can be mounted

“high” or “low tuned”. Often the installation of a

machine can be modelled by means of a system with

one single degree of freedom. Then the tuning fre-

quency is expressed by

2p � f 01 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k

m
1� z2
� �r

; (22.16)

(f 01 – resonant frequency of the damped system, k –
spring stiffness, m – mass, z – damping ratio)

Mounting with a high eigenfrequency “high tun-

ing” (“rigid mounting [66]”). The fundamental fre-

quency of the operational rotational speed is

considerably lower than the tuning frequency of the

mounting. The related dynamic forces excite the struc-

ture without or with little amplification. The velocities

of vibration at the machine’s mountings are

Table 22.10 Vibrations induced by several machines, max(v(t))

ISO 10816 Part Zone A/B B/C C/D A/B B/C C/D
Group Velocity amplitude, (mm/s) Displacement amplitude (mm)

2 1,500 and 1,800 min�1 2.8 5.3 8.5 – – –

2 3,000 and 3,600 min�1 3.8 7.5 11.8 – – –

3 Group 1, rigid support 2.3 4.5 7.1 29 57 90

3 Group 1, flexible support 3.5 7.1 11 45 90 140

3 Group 2, rigid support 1.4 2.8 4.5 22 45 71

3 Group 2, flexible support 2.3 4.5 7.1 37 71 113

3 Group 3, rigid support 2.3 4.5 7.1 18 36 56

3 Group 3, flexible support 3.5 7.1 11 28 56 90

3 Group 4, rigid support 1.4 2.8 4.5 11 22 36

3 Group 4, flexible support 2.3 4.5 7.1 18 36 56

4 3,000–20,000 min�1 4.5 9.3 14.7 – – –

5 Group 1 1.6 2.5 4 30 50 80

5 Group 2 2.5 4 6.4 – – –

5 Group 3 1.6 2.5 4 30 50 80

5 Group 4, top bearing 2.5 4 6.4 65 100 160

5 Group 4, main bearings 1.6 2.5 4 30 50 80
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proportional to the input impedance at the mounting

position. A sufficient distance to the resonances in

relation to the impedance at the location of installation

according to Eq. (22.17) has to be guaranteed [2].

f1 � fB � nh � 2 � sf ; (22.17)

(f1 – tuning frequency, fB – frequency of operation,

nh – order number of the relevant dynamic forces,

sf ¼ 1.1–1.2 – factor for the evaluation of uncer-

tainties in the impedance at the mounting position

such as uncertainties in the equivalent soil spring or

in the parameters of the construction).

Especially, in the case of table-like foundations, the

structural natural frequencies have to be considered. In

the case of block foundations, however, equivalent

soil springs according to Sect. 22.4.2 can be assumed.

In order to bridge softer soil layers the soil has to be

reinforced by pile foundations onto a deeper stiff

layer.

Mounting with a low eigenfrequency “low tuning”

[66]. In this case, the tuning frequency is sufficiently

lower than the operational frequency. In order to

obtain an insulating effect, the tuning frequency is

typically chosen at f1 < 1/4 fB of the operational fre-

quency. For an insulating measure, generally the exci-

tation in the lowest frequency is decisive. If the

impedance at the location of installation is much larger

than the spring impedance, the insertion loss of the

transmitted dynamic force is evaluated according to

the spectral transmissibility function. It gives the rela-

tionship between the sum of the spring and damping

force to the exciting force Eq. (22.18):

T fBð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2z�f

� �2r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �f

2
� �2

þ 2z�f
� �2r ; (22.18)

(�f ¼ fB/f1, f1 ¼ ffiffiffiffiffiffiffiffiffi
k=m

p
– tuning frequency, fB –

frequency of excitation, z – damping ratio).

Figure 22.4 shows the resulting level difference of

the forces for various damping ratios. For small

damping ratios, the insulation efficiency increases

approximately with 12 dB/octave. With increasing

damping, the insulation efficiency decreases. The

adjustment of the damping ratio is thus a matter of

optimization. Damping has to be low enough to pro-

vide good insulation efficiency, but high enough to

avoid exceeding vibrations at resonance. Resonances

can usually not be avoided during a start-up or run-

down when the frequencies of excitation caused by the

rotational speed cross the natural frequencies of the

Fig. 22.4 Level difference

for a force excited one-single-

degree of freedom-system

with respect on the frequency

relationship
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mounting. The latter effect can also be influenced by

the speed of the start up or run down of a machine. If

the crossing time is smaller than the number of

periods, a system needs to reach its maximum resonant

amplitude, the damping ratio may be adjusted

correspondingly.

Above the tuning frequency, the vibration

measured at the mountings is approximately propor-

tional to the sum of the vibrating mass of the machine

and its elastically mounted foundation. The mass of

the mounted foundation has to be designed in such a

way that the permissible vibrations of the machine –

above the elastic support – are not exceeded. Assum-

ing a certain tuning frequency and a stiff foundation

below the soft spring the mass of the elastically

mounted foundation has no impact on the transmissi-

bility [see Eq. (22.18)].

DIN 4024 [66] and [67] distinguishes rigid and

elastic mountings with the following requirements to

avoid resonances

0:8 � fB1rf1r1:25 � fB1; (22.19)

additionally for elastic mountings also for all higher

orders (n > 1) the range to avoid is given by:

0:9 � fBnrf1r1:1 � fBnn>1: (22.20)

Exceptions are:

• For rigid mountings: If the mass ratio between the

foundation’s mass and the rotating mass or between

the foundation’s dead load and the unbalanced

forces is greater than 1,000

• For elastic mountings: if the resulting amplitudes

can be neglected

With increasing distance between the springs and

the centre of gravity of the mounted assembly, the

rotational and horizontal movements are more and

more coupled. The rise of rotational vibrations causes

a tilting effect. With increasing height of the centre of

gravity also the rotational flexibility of the mounting

arrangement is increased. The system becomes more

“unstable”.

In [74] approximate “stability criteria” for the

stabilizing distance b of the spring elements related

to the distance h between the centre of gravity and the

level of the springs is given as a function of the static

displacement dstat.

b>
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
40 hdstat

p
: (22.21)

In this case, a sufficiently “stable” arrangement can

be assumed (Fig. 22.5), in which mainly the vertical

vibration has to be considered.

22.3.2.2 Large Machines with Impulsive
Loads

Large machines, e.g., forging hammers, drop weights,

presses, and large shears with impulsive loads can

create significant vibrations in their vicinity. Presses

work with much higher masses and forces than

hammers, however, with lower velocities. Forging

hammers create not only vibrations at the impact

but also when the ram is accelerated by a large impul-

sive force. In case of rigid mountings, vibrations

in the coupled horizontal/tilting eigenfrequency of

the system machine-foundation-soil occur, which –

depending on the size of the press – range between 5

and 15 Hz. Screw presses cause additionally a tor-

sional impact due to the deceleration of the masses.

Measures for the Insulation

Elastic Mounts

In order to protect the surroundings, high dynamic

forces with a short duration of the impulse can be

reduced by inertial forces of an elastically mounted

system. After the impulse, the system’s eigen-

vibrations (eigenforms with eigenfrequencies) decay.

Typically, elements like the anvil are mounted by

means of insulating mats on an elastically mounted

foundation. The elastic mounts serve as a protection of

the concrete foundation and as a filter for high frequent

parts, which might otherwise damage the concrete.

Fig. 22.5 “Stability criteria” for the stabilizing distance b of

the spring elements

664 J. Guggenberger and G. M€uller



The main part of the impact energy is assimilated by

the elastically mounted foundation.

If the tuning frequency is kept unchanged the

remaining transmitted “rest forces” are largely inde-

pendent from the mass of the foundation. Thus – as in

case of periodic excitation – the foundation’s mass

results from the admissible amplitudes for the respec-

tive operational process. Modern devices are often

mounted without additional attenuating masses.

Smaller machines can be mounted directly on elasto-

mer material, larger and midsize machines are typi-

cally mounted on steel springs with a tuning frequency

f < 4 Hz.

The reaction to an impulsive load is mathematically

derived from the Duhamel or convolution integral for

a single degree of freedom system:

wðtÞ ¼
ðt
0

FðtÞ 1

moD
e�dðt�tÞ sinoDðt� tÞ dt;

(22.22)

(oD>o
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p
– circular natural frequency of the

damped system (o ¼ 2pf); z – damping ratio; m –

total mass of the foundation, machine etc.)

The impulse I generated by the mass of the hammer

m0 can be calculated implying the conservation of

energy:

I ¼ m0v0 ¼ m0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2h

m0gþ FA

m0

r
; (22.23)

(v0 – hammer velocity shortly before impact, h –

the initial height of the hammer)

In this formula, the driving force FA of pneu-

matically or hydraulically driven hammers is consid-

ered. F(t) in Eq. (22.22) can be deduced out of the

duration of the impulse Dt and the impulse form (half

sinus, rectangular shape etc.).

The maximum force FR which is transmitted to the

foundation is shown in Fig. 22.6. It is related to

the product of the duration time of the impulse and

the frequency and the maximum impulse force FI

respectively.

In most cases the period of the vibration in the

eigenfrequency is much larger than the duration of

the impulse. As can be deduced from Fig. 22.6 (left)

the response can be directly calculated from the

impulse Imodeled as a Dirac-function. Then the initial

velocity v is given by:

v ¼ v0
m0

m
1þ eð Þ: (22.24)

The value e describes the elastic contribution of the
impact. Whereas for a completely plastic impact e
equals to zero, for typical impingements e ¼ 0.8 may

be assumed.

Fig. 22.6 Transmitted force related to the duration time of the impulse multiplied with the circular tuning frequency (left),
transmitted force related to the maximum impulsive load FI (right), depending on the product of tuning frequency and impact time
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If the duration time of the impulse is unknown, the

Dirac-impulse is linked with a conservative assump-

tion. If the damping is much smaller than 1, the trans-

mitted force can be calculated by:

FR ¼ vmo ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2h

m0gþ FA

m0

r
� m0o 1þ eð Þ: (22.25)

For damping ratios, z < 0.5 the result is conserva-

tive. The transmitted force is proportional to the

eigenfrequency. In case of counter blow hammers

and airhammers, the relationships Eqs. (22.24) and

(22.25) cannot be directly applied.

Damping

Generally viscous damper elements are applied. The

transmitted force can be minimized to approximately

80% compared to the undamped system by an opti-

mum damping ratio of 25%. The design of the

eigenfrequency and the damping should guarantee a

sufficient decay between the individual strokes.

22.3.2.3 Large Machines with Stochastic
Excitations

Large machines, as for example mills, crushers, crane

runways, etc. create stochastic excitations. This exci-

tation is characterized by the power spectral density of

the excitation force. However, in general, the power

spectral density cannot directly be deduced from usu-

ally given machinery data. In order to obtain an ade-

quate dataset for the dimensioning and for possible

insulating measures, data must be acquired e.g., by

measurements at comparable machines. The task is

to identify the acting dynamic forces. Typically

those forces cannot be measured directly e.g., with

force sensors. Indirect methods, like matrix inversion,

can be applied if both impedances and response

amplitudes are measured or known. If valid simulation

models for the calculation of the structure are avail-

able, the measurement results can be used to approxi-

mate the input forces [75, 76] (see Sect. 22.3.2.6).

The tuning frequencies of an insulation measure are

typically chosen low enough to avoid disturbing fre-

quency components in the response. However, an

excitation in the vicinity of the resonance frequencies

of the mounting cannot generally be avoided. There-

fore, the damping should be sufficiently high, opti-

mally around damping ratios of z ¼ 0.5.

22.3.2.4 Heating, Ventilation, Air
Conditioning and Refrigeration

An overview over various technical devices in

buildings [heating, ventilation, air conditioning and

refrigeration (HVACR)] is given in [74]. Here appro-

priate insulating measures are listed considering loca-

tion and machinery type. For office or residential use,

the compliance with the requirements on structure-

borne sound is mostly a guarantee for the conformance

with the limits of vibration amplitudes.

MG I to MG III (Table 22.11) describe the type of

the machinery, EL1 to EL7 (Fig. 22.7) the required

type of insulation – including flexible tubes and

cables.

In Fig. 22.8, the appropriate types of mounting are

indicated with respect to the distance to the next room

to be protected [74].

The tuning frequency is typically designed

between 10 and 20 Hz aiming at a reduction in the

frequency range of the human perception. However,

the tuning frequencies must not coincide with the

frequencies of excitation given by the rotational

speed. Furthermore, here the stability (Fig. 22.5)

has to be guaranteed by an adequate positioning of

the insulating devices.

22.3.2.5 Tubes and Secondary Equipment
Pipes and secondary equipment have to be decoupled

from the elastically mounted machinery by

compensators. Furthermore, the additional (dynamic

and static) deflections due to the loads related to the

machines’ operation have to be taken into account.

Table 22.11 Classification of technical devices with comparable emission of structure-borne sound according to [74]

Machinery group MG I MG II MG III

Structure borne sound emission Little Medium High

Machine and devices Ventilators, RLT –

devices

Pumps, rotator

compressors

Elevators piston compressors, emergency

diesels
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When using tube compensators, the length of the tube

has to be chosen sufficiently long, so that a resonant

excitation of the tube due to pulsation is avoided.

Especially high pressure ducts (as used, e.g., with

hydraulic devices) lead to high structure borne sound

and vibration. The mounting points of the pipes should

be chosen at positions with high-input impedances

(e.g., not in the centre of a slab).

In [77], experience-based indicative values for the

maximum permissible vibrations of steel tubes in

industrial plants are given. They are shown in

Fig. 22.9.

22.3.2.6 Identification of Dynamic Forces
by Vibration Tests

In case dynamic forces are not known, measurements

can be carried out to describe them indirectly. In the

limit case of an infinitely rigid mounting, the dynamic

forces occurring inside the device are transmitted

without attenuation into the adjacent structure.

In the limit case of an infinitely soft support, the

dynamic forces will be in equilibrium with the forces

of inertia due to the machine’s vibration. For the

assessment of dynamic forces, we distinguish

between the forces occurring inside the device

Fig. 22.8 Schematic design of measures for the insulation of structures borne sound and machines [74]

Fig. 22.7 Classification of elastic insulation [74]
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and the dynamic forces transmitted from the device

into the adjacent structure. A detailed assessment of

the forces transmitted to the supports requires knowl-

edge of

1. The inertia of the device

2. The forces inside of the device

3. The dynamic properties and the geometry of the

bearing

4. The impedance of the supporting structure

For the approximate assessment of the forces inside

of the device, three general procedures are proposed.

Test of the device on a flexible bearing positioned

on rigid support

1. In this procedure, the device is mounted on elastic

bearings which are located on a rigid support (e.g.,

plate rigidly mounted on the adjacent soil). The

tuning frequency of the elastic support should be

below 7 Hz and 30% of the principal frequency of

the excitation.

2. The device is put in function with an appropriate

simulation of its load.

3. The acceleration is measured above (device) and

below (rigid support) the elastic bearing. It can

be thus controlled whether the acceleration

below the bearing is significantly lower than the

acceleration above the bearing elements. In the

frequency range above 60 Hz, the acceleration

should be at least 20 dB below the acceleration

above the bearing. In a frequency range between

30 and 60 Hz, the level difference should be at

least 10 dB.

4. The energetic average of the accelerations for n

bearing points will be calculated according to the

Eq. (22.26) resp. Eq. (22.27) out of the acceleration

in third octaves or in narrow band:

�La ¼ 10 log
Xn
i¼1

10
Lai
10

h i !
� 10 log n; (22.26)

�La – level of the energetically averaged

accelerations, Lai – third octave level of the accel-

eration at the bearing i, n – number of bearings,

La – third octave level of the acceleration

La ¼ 20 log a
a0

h i
, a – effective value of the acceler-

ation in the third octave, a0 – reference value of the
acceleration).

In case the excitation is predominated in discrete

frequencies, the assessment can be reduced on the

Fig. 22.9 Reference values

for vibrations of tubes,

according to [77, 78]
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effective values of the acceleration in the respective

frequencies:

�a ¼ 1

n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ai2

s
; (22.27)

�a – energetically averaged acceleration for a dis-

crete frequency of excitation, ai – effective value

for the acceleration at the ith bearing, n – number of

bearings

5. An estimate for the level of the induced forces can

be obtained from the inertia by means of

Eq. (22.28) resp. Eq. (22.29) in third octaves or in

narrow band:

LF ¼ 20 log
F

F0

	 

¼ �La þ 20 log

m

m0

	 


þ 20 log
m0 � a0
F0

	 
 (22.28)

6. In parallel to the investigations described above the

transmitted forces can be calculated at the basis of

the bearing’s stiffness k by Eq. (22.30)

(F – effective value of the induced force in the third

octave, F0 – reference value of the force, F0 ¼ 1 N,

m – total mass above the elastic mounting,m0 – reference

value of the mass, a0 – reference value of the acceler-

ation [see Eq. (22.26)]. Accordingly, in case of an

excitation with predominating single frequencies, the

assessment can be confined to the frequencies of

excitation.

F ¼ m � �a; (22.29)

LF ¼ �La þ 20 log
k

ð2p f Þ2 � m0

" #

þ 20 log
m0 � a0
F0

	 

;

(22.30)

and in the case of predominating excitation at discrete

frequencies by Eq. (22.31)

F ¼ k � �a

ð2p f Þ2 ; (22.31)

(f – frequency of excitation, k – total dynamic

stiffness of the elastic bearing, which can differ signif-

icantly from the static stiffness e.g., deduced from the

static displacement).

The estimates according to Eq. (22.30) or (22.31)

define a lower bound. They are typically below the

results calculated according to Eq. (22.28) or (22.29),

as generally – especially in case of higher frequencies

– not the total mass of the device is dynamically

active. Then the results obtained by Eq. (22.28) or

(22.29) may be significantly above the forces to be

expected.

The quality of the experimental assessment can be

enhanced by measurements of the impedances. Also

here, the device should be mounted on elastic bearings

with a tuning frequency of less than 7 Hz resp. 30% of

the frequency of excitation. The impedance Zdevicei
will be measured on the decoupled device. Further-

more, the impedance at the location Zlocation, where

the device shall be positioned, will be measured.

The forces induced into the structure can be approxi-

mated by the relation between the impedances and

the measured velocity at the elastically mounted

device by:

F �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Zlocation � Zdevicei
Zlocation þ Zdevicei

� vdevicei
� �2

;

vuut (22.32)

(Zlocation – impedance at the location where the

device shall be positioned, Zdevice i – measured imped-

ance at the bearing i of the device, vdevice i – measured

velocity at the bearing i of the device, n – number of

bearings)

Measurement at a device mounted on a typical

impedance.

In case the system cannot be mounted on an elastic

layer, the force can be deduced from the velocity

measured at the bearing. For the measurement, the

device should be mounted on a structure with input

impedances similar to the construction. The velocity

of vibration will be measured at the connection points

to the structure. Furthermore, the input impedance of

the supporting structure will be measured without the

device.

• In case the dimension of the device is smaller than

approximately half of the bending wave length, the

induced force can be approximated by:
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F � ZStrukturi � vStrukturi ; (22.33)

• In case the dimension of the device is larger than

approximately half of the bending wave length, i.e.,

there is a considerable phase shift between the

various points of the structure, the total force can

be approximated to:

F �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ZStrukturi � vStrukturið Þ
2

vuut ; (22.34)

(ZStrukturi – measured structure’s input impedance

on the support point i, vStrukturi– measured velocity of

vibration on the support point i, n – number of support

points).

22.3.3 Excitation of Vibrations
at Construction Work

Significant excitation of vibration can occur at con-

struction work, e.g., during joggling, driving and

pulling of sheet piles, girders, piles etc. as well as

during soil compaction, demolition works, blasting

and due to the traffic at construction sites.

In case of sensitive areas in the vicinity, a monitor-

ing system with alarm for the operator of the vibrator

can be installed. As soon as a certain threshold is

exceeded, the operator obtains a signal and conse-

quently can change the operation conditions of the

device. Monitoring is recommended for the preserva-

tion of evidence and for limiting the vibrations in the

area of sensitive equipment.

The propagation shown in Fig. 22.10 can approxi-

mately be described by the law of diffusion in homo-

geneous soil:

vðrÞ ¼ vðr0Þ r0
r

� �n
e�aRðr�r0Þ; (22.35)

(v(r), v(r0) – amplitude of velocity at the distance r

and at reference distance (r0), aR ¼ 2pz=l – damping

parameter depending on the material damping ratio z
and the characteristic wavelength of the soil l ¼ c/f ;

( c – wave speed, f – frequency), here typically the

wave-length of the Rayleigh-wave is chosen (see

Sect. 1.8.2).

According to DIN 4150–1 [40] the damping ratio

must be set to z ¼ 0.01 unless proved data exist.

The exponent n depends on the type of source and

of the type of wave:

surface waves: point-source – n ¼ 0.5, line-source

– n ¼ 0

Fig. 22.10 Diagram for the

prediction of the radiation of

vibrations, double sheet pile l
¼15 m, frequency

f ¼ 35–40 Hz, unweight mass

of the device 30–50 kg m,

gravel soil, according to [54]
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spatial waves: point-source – n ¼ 1, line-source –

n ¼ 0.5

Bachmann [2] recommends to set nI ¼ n + 0.5 for

impact loads.

The statistic evaluation of numerous field data [79,

80] led to simplified practical formulae applicable to

various devices for pile ramming, vibration rams, pile

drivers, vibrating plates and rollers. For rams, usually

the power is given in the data sheet of the machine.

vðrÞ ¼ KE

ffiffiffi
E

p

rn
; (22.36)

with KE in mm
s � mnffiffiffiffiffiffiffiffiffiffi

kNm
p .

The energy E is derived from the input powerW per

cycle (E ¼ W/f).

For compacting machines, the total mass (weight

G) of the machine serves as a good parameter reflec-

ting the input energy:

vðrÞ ¼ KG

ffiffiffiffi
G

p

rn
; (22.37)

with KG in mm
s � mnffi

t
p .

The resulting velocities refer to the soil surface and

also to the foundations of buildings at the distance r

(given in meter). The proposed values of KE and KG

are assembled in Table 22.12. Here the foundation-

related parameters K were evaluated with an exceed-

ing probability of exceedance of 50% respectively

2.25%.

The radiation of vibration caused by the following

machines was evaluated for the statistic survey (the

vibration amplitudes refer to a foundation at 10 m

distance):

Vibration rollers: G ¼ 1.7 t–32 t, max(v(t,
95%)) ¼ 0.7 mm/s–4 mm/s, Vibration rams: E ¼ 3

kNm–7.9 kNm, max(v(t, 95%)) ¼ 2 mm/s–5 mm/s,

Diesel pile hammers: E ¼ 31.3 kNm–67.1 kNm,

max(v(t, 95%)) ¼ 2 mm/s–3 mm/s

A survey of machines of these types is given in

[82]. The largest ram which is described has got a

maximum ram energy of E ¼ 3,000 kN/m per strike.

The most frequent source of relevant vibrations is

the driving of sheet pile walls using a vibrator pile

driver. Phenomena, effects and measures are described

in detail in [54]. The vibrations transmitted into the

soil depend on the soil characteristics, the depths and

dimensions of the pilings as well as on the vibrator. All

types of vibrators permit to tune the frequency of

excitation. Modern devices also allow adjusting the

unbalanced mass during the operation (type HFV or

HF-VAR). Typically, the vibrations are smaller and

shorter when pulling the sheet piles than when

inserting them. However, if the sheet piles have been

in place for a long period of time, or if they have been

welded or partly cast in concrete, an even higher

vibration can occur during pulling.

The frequencies of the vibrators typically range

between 28 and 40 Hz, thus in the resonant area of

slabs of apartment buildings, but above the resonant

frequencies of slabs with very large span. In order to

check alternative measures, monitoring tests should be

performed before hand. Higher requirements in the

nearer neighbourhood (e.g., hospitals, sensitive tech-

nical devices) can be met by building the construction

pits with methods causing smaller excitation forces,

like bored pile walls, diaphragm walls, freezing

techniques, injections or by pressing in sheet pile

walls.

Figure 22.10 [54] shows exemplarily the diagram

for predicting the propagation of vibrations in the

vicinity of a vibrator with unbalanced masses of

30–50 kg m, vibration frequencies f ¼ 35–40 Hz for

a double sheet pile with a length of l ¼ 15 m. The data

have been recorded on gravel soil. The curves repre-

sent Eq. (22.38) with the exponent n ¼ 0.85:

Table 22.12 Reference values for the constant K [80] (n ¼ 1, peak velocity)

Device Soil surface Foundation 50%

probability

Foundation 2.25%

probability

Vibration ram KE ¼ 23.7 KE ¼ 7.9 KE ¼ 18.52

Pile drivers: diesel pile

hammers

KE ¼ 15.8–31.6 (soft or unconsolidated

soil – stiff or compact soil)

KE ¼ 2.45 KE ¼ 3.82

Pile drivers: tups KE ¼ 31.6–94.6 (KE ¼ 11.07) [81]

Vibration plate vibration

roller

KE ¼ 100 KG ¼ 4.31 KG ¼ 10.87
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phase out : vF;effðrÞ ¼ 7mm/s 1=rnmn;

depth 10m : vF;effðrÞ ¼ 5mm/s 1=rnmn;

phase in : vF;effðrÞ ¼ 3mm/s 1=rnmn:

(22.38)

All the mentioned empiric data may only serve for a

first approximate assessment. Experience shows that the

vibrations depend to a greater extent on the soil condi-

tions rather than on the power or mass of the machines.

If the vibrations exceed the limit values, in a first step

the unbalanced mass can be reduced; in addition the

frequency of excitation and the heading rate can be

changed. Modern systems allow to adjust the unbal-

anced masses after reaching and before leaving the

operational speed when starting or stopping the device.

The transition of resonances is avoided. There is fur-

thermore the possibility to prepare the soil by predrilling

or rinsing. It is important to insert the sheet piles directly

after predrilling. Thus larger areas should not be

predrilled as the vibration in the adjacent areas causes

a soil compaction and therefore the conditions are pos-

sibly worsened. Alternatively, it is possible to predrill

with casing. Here the soil material difficult to treat is

replaced by an appropriate material.

22.3.4 Blasts

The guideline KDT 046/86 [83] contains hints how

damages on constructions by blasts can be avoided.

Permissible vibration amplitudes at foundations and

the relationship between distance and explosive

charge are given. Vibrations can be assessed according

to DIN 4150–3 [47] in combination with Table 22.13

[83, 84] (see Sect. 22.2.2). Blast-induced vibrations

are hardly relevant at distances larger than 1,500 m

from quarries or 400 m from construction sites [40].

22.3.5 Road Traffic

22.3.5.1 Mechanisms of Excitation
Truck-induced vibrations in adjacent buildings depend

on a number of parameters that are typically difficult to

obtain. Besides the vehicle’s velocity, especially the

surface quality of the road is decisive. Surface

irregularities such as damages, steps, duct covers,

pavements, potholes etc. can increase the vibrations

significantly. They create transient impulsive and in

periodic loads. The latter are due to the vehicle’s vibra-

tion in its natural frequencies and the vibration of the

suspended masses which are decoupled by the tires.

The measurement data published in the literature

vary significantly. Extensive investigations [85, 86]

show velocities of vibration on slabs of adjacent

buildings between 0.1 and 1 mm/s. In case of very

good road conditions, the amplitudes may fall below

the lower value; in cases of very bad conditions, values

above 1 mm/s are possible.

Reference values about the surface roughness

of roads are given in [85]. In Germany the spectral

surface roughness is defined according to Eq. (22.39)

as a function of the wave number. The wave number

spectrum ranges between O ¼ 0.06 m�1–O ¼ 30 m�1

corresponding to a wave length of l ¼ 2p/O ¼
0.2–1.0 m.

FhðOÞ ¼ FhðO0Þ O
O0

� ��w

; (22.39)

Table 22.13 Velocities (max(v(t)) of vibration for the assessment of explosion induced vibrations on building, according to [83, 84]

Type of building Measurement position Small damages Medium damages Heavy damages
For velocity of vibration above mm/s

A: framework Foundation f < 30 Hz (f ¼ 100 Hz)

upper floor horizontal

5 (22)

10

10 (44)

20

25 (110)

50

B: wall panels Foundation f < 30 Hz (f ¼ 100 Hz)

upper floor horizontal

10 (44)

20

25 (110)

50

50

100

C: skeleton Foundation f < 30 Hz (f ¼ 100 Hz)

upper floor horizontal

30 (135)

60

50 (205)

100

Small damages Cracks in the plaster, cracks in not supporting walls, resp. elements, medium damages: Cracks in supporting

structures without danger for the safety, heavy damages: Endangering the structure’s safety

The permissible velocities of vibration in the area of the foundations can be interpolated between f ¼ 30 Hz and f ¼ 100 Hz in a

double logarithmic scale
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The dimension of the wave number is O0 ¼ 1

(m�1). The parameter w “waviness” ranges between

w ¼ 1.8–2.4 (highways with a concrete slab – ancillary

roads). Depending on the surface quality (good to

bad), the average value of the surface irregularity

varies between Fh(O0) ¼ 0.8–9.8 cm3.

At a given vehicle’s speed V, the frequency of

excitation f is related to the wave number O by f ¼
VO /2p ¼ V/l.

The power spectral density SFF(o) of the dynamic

wheel load (which is transmitted between wheel and

surface) can be calculated from the spectral surface

roughness Fh(O) and the square of the complex

dynamic stiffness function of the vehicle Hfy(o)
according to

SFFðoÞ ¼ 1

V
HfyðoÞ
�� ��2FhðOÞ : (22.40)

The passing by of heavy vehicles causes an addi-

tional “quasi static” deformation of the surface. Period-

ically changing stiffness under the surface, e.g., due to

ribbed slabs, can lead to resonant excitation at certain

vehicle speeds (e.g., fork lift trucks moving on slabs).

For an approximate prediction for the dynamic loads

transmitted through the tires, a system with two degrees

of freedom (Fig. 22.11) can be applied. Ref. [87]

describes a validated model for the prediction of the

vehicle-induced vibration in the vicinity of roads.

22.3.5.2 Measures
In the vicinity of sensitive equipment, surface

irregularities in form of steps etc. should be avoided.

Furthermore, vibrations can be reduced by means of a

speed limit. In addition – using the same principle as

for elastically mounted track systems (see Chap. 16) –

an elastic mounting of the road on a heavy mass

system can be considered.

22.3.6 Human Induced Vibration

22.3.6.1 Mechanism of Excitation
Bachmann [2] carried out intensive investigations on

human-induced vibrations. The following explana-

tions refer among others basically to his work.

Walking, dancing, sport activities like jumping,

running, spinning etc. create periodic excitations.

Fig. 22.11 Two-degree of freedom model for the assessment of the dynamic load induced by the tyre of a truck with given

reference parameters
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At resonance with the natural frequencies of a bridge

or a slab these excitations might cause significant

amplitudes. The fundamental frequency of walking

ranges with a probability of 95% from f ¼ 1.65 Hz

to f ¼ 2.35Hz around themean value of about f ¼ 2Hz.

Running fast can cause fundamental frequencies

up to 3.5 Hz. Furthermore, rhythmic clapping and

trampling at resonance can cause significant

amplitudes. Besides vertically induced dynamic forces

on various structures e.g., bridges, tribunes, balconies

in theatres, etc. also horizontal loads must be consid-

ered. As the excitation is not purely sinusoidal, higher

harmonics of the dynamic forces are relevant as well

(see Fig. 22.12). The forces can be approximated by

three components of a Fourier-series. Above the third

harmonic (above 8–10 Hz) the contributions are typi-

cally small; only very light weighted constructions are

significantly excited. Figure 22.13 shows the corres-

ponding spectral contributions.

22.3.6.2 Reference Values for Structural
Eigenfrequencies

With respect to human-induced vibration, only slender

constructions such as pedestrian bridges [88–90], diving

platforms, large span slabs in theatres or gymnasiums

with a first eigenfrequency below f ¼ 10 Hz have to be

investigated. A first criterion for the evaluation of the

sensitivity for vibrations is the first eigenfrequency of

the structural component (Table 22.14).

When the excitation is related to walking only

(little frequented pedestrian bridge), it suffices mostly

to tune the eigenfrequency above the range of the

walking frequency (first harmonic f > 3 Hz).

The first natural frequency of the respective struc-

tural element should be above the second harmonic of

Fig. 22.12 Example for the superposition of the oscillating forces due to walking an approximation by Fourier series of 3 order

Fig. 22.13 Spectral components for men induced vibrations

depending on the walking frequency [2]
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the walking frequency for slabs with a large span and/

or lightweight structures resp. in case of small

damping. For slabs in gymnasiums or dancing halls,

on which a rhythmical movement has to be expected,

Eurocode 3 [90] defines a minimum eigenfrequency of

f ¼ 5 Hz. In order to avoid a resonant excitation due

to the third harmonic of the fundamental frequency, in

[2, 91] even higher natural frequencies depending on

the type of construction (see Table 22.14) are recom-

mended. This recommendation has been adapted in the

Swiss norm SIA 260 [92].

Above 10 Hz the structural resonances are still

excited by strikes of heels. The response decays

completely between two steps. The structural response

depends on the dynamically relevant mass: Light-

weight constructions can thus show disturbing

vibrations even if the natural frequency is far above

the fundamental frequency of the excitation.

For lightweight timber structures, the first natural

frequency should be higher than 8 Hz (Eurocode 5

[93]). Otherwise a detailed investigation is required.

In addition, criteria pertaining to an impact load and a

static point load must be fulfilled.

The maximum deflection is limited to w ¼ 1.5 mm

under a point load of 1 kN. The impact criteria refer to

the response to a unitary impact of 1 Ns where all

modes up to a frequency of 40 Hz must be considered.

The resulting velocity is then limited to:

v<b f1x�1ð Þ m=s: (22.41)

If the first natural frequency f1 is lower then 8 Hz,

the response to a heel impact function with I ¼ 55 Ns

within an impact time of tI ¼ 0.05 s must not exceed

the maximum velocity v given in Eq. (22.42).

v<6 � b f1x�1ð Þ m/s, (22.42)

f1 – first natural frequency of the floor structure;

x ¼ 0.01 – damping coefficient (the given value may

be replaced by a realistic value, e.g., obtained by a

measurement); b ¼ 100 – comfort parameter.

Furthermore, the maximum acceleration is limited

to avert < 0.1 m/s2 for one walking person with a body

weight of 700 N in resonance with the slab. If the slab

is sufficiently small, a reduction factor (>0.4) may be

considered to account for the limited amount of steps

when crossing a slab. The verifications are discussed

in detail in [94, 95].

22.3.6.3 Resonant Vibration Response
The dynamic load induced by one person (average

weight of a person G ¼ 800 N) is given by Eq. (22.43)

FpðtÞ ¼ Gþ
X
i

Gai sin 2p i fpt� Fi

� �
; (22.43)

(G – weight of the person, ai – Fourier-coefficient

of the i-th harmonic, fp – fundamental frequency of the

activity, Fi – phase shift with respect to the excitation

in the fundamental frequency).

In the model, the dynamic force is distributed over

the area of excitation according to the number of

persons per unit area. The mass of the persons has to

be added to the dynamic forces. For the assessment of

the critical frequency of excitation, the uncertainties

and the variation of the structural natural frequencies

have to be considered. If a precise assessment is not

possible, the worst case according to Table 22.15 [2]

has to be considered.

Table 22.14 Reference values for critical natural frequencies depending on the use, according to [2]

Pedestrian bridges f1 < 4.5 Hz

Floors in offices, hotels etc. f1 < 5 Hz (f1 > 7.5 Hz)a

Floors for sport f1 < 7.5 Hz–9 Hzb

Dancing floors, concert halls for pop-/rock concerts f1 < 6.5 Hz–8 Hzb

Concert halls with fixed chairs for classical music and moderate pop music f1 < 3.4 Hz

Concert halls with fixed chairs, pop music f1 < 6.5 Hz

Concert halls with fixed chairs, horizontal f1 < 2.5 Hz

aJust in case of lightweighted constructions (wooden slab, steel frame) and higher requirements
bDepending on the damping ratio z ¼ 0:0025 (concrete) – 0.012 (steel)
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The highest amplitudes occur if one of the first

harmonics (i ¼ 1, 2, 3) of the lowest frequency of

walking, running or jumping coincides with one of

the structure’s natural frequency (i fp ¼ fn). The max-

imum acceleration aj in the resonance j can be calcu-

lated by Eq. (22.44):

aj ¼
F�
j

m�
j

� 1
2z

: (22.44)

The generalized modal forces F�
j caused by np

persons and the generalized masses m�
j of the

eigenform can be calculated according to Eqs. (22.45)

and (22.46):

F�
j ¼ Gainp

ð
A

CjdA ¼ Gainpgj; (22.45)

and

m�
j ¼

ð
A

m00C2
j dA: (22.46)

For the determination of the total distributed mass

m00, the mass of the dynamically relevant life loads has

to be added to the mass of the slabs. In the surface

integral Eq. (22.46), the total mass is weighted by the

geometric mode shape Cj . In Table 22.16, the

integrals are evaluated for slabs with hinged supports

on four sides and a constant mass distribution m00.

The uncertainty of the damping ratio z is relevant

for the achievable quality of the prediction of

the amplitudes of vibration. In [2], average values

of the damping are listed, depending on the type of

construction.

In most cases, it is sufficient to consider just the first

natural frequencies. In [96], an approximate method to

determine the first natural frequencies is described for

slab-systems with main and secondary girders in com-

posite constructions.

For pedestrian bridge simple rules are given, e.g., in

the British standards [97, 98]. An overview is given

in [99].

22.3.6.4 Excitation by a Group of Persons
Without external rhythmical signals, synchronization

of several persons walking occurs above amplitudes of

vibration of 10–20 mm. However, synchronization

might occur above a critical number of persons

also at lower levels of vibration. This is considered

in the so-called synchronization factor [44, 100]. The

activities of a larger number of persons might be

synchronized with signals (e.g., music). The liberty

of movement and thus the excitation is reduced with

more than two persons/m2.

The excitation forces depend on the number of

persons and also their coordination. To account for

the scatter of the phase shift of the excitation, a reduc-

tion factor C(N) is introduced to compute the total

forces (Table 22.17):

Table 22.15 Frequency range and the Fourier coefficients as a function of the type of movement

Type of movement Frequency (Hz) a1 a2 a3 Density of persons/m2

Walking 1.6–2.4 0.4–0.5 0.1a

Running 2.0–3.0 1.6 0.7b 0.2b

Jumping 2.0–3.0 1.7–1.9 1.1–1.6 0.5–1.1 0.25–0.5

Dancing 2.0–3.0 0.5 0.15 0.1 4 (–6)

Applause(without chairs, standing) 1.6–2.4 0.17–0.38 0.1–0.12 0.02–0.04 4 (–6)

Applause(with chairs) 1.6–2.4 0.024–0.17 0.01–0.05 0.01–0.04 2–3

a F2 ¼ p
2

b F2 ¼ F3 ¼ pð1� fp � t contact with the floorÞ.

Table 22.16 Integral values for the generalized forces and masses (hinged support on four sides)

Type of construction gj m�
j

One-sided spanned slabs (e.g., timber beam slabs) 2=p 0:5m00A
Two sided-spanned slabs 4=p2 0.25 m00A
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FðtÞN ¼ FðtÞ � CðNÞ � N; (22.47)

(N – number of acting persons; F(t) – acting forces

of one person ;F(t)N – total dynamic force)

For uncoordinated acting persons, the coordination

factor can be assumed to

CðNÞ ¼
ffiffiffiffi
N

p
=N: (22.48)

Up to a group of five persons C(N) is set to 1 for

synchronized acting persons. The more complex the

action of the persons, the higher will be the scatter of

the phase shift and the less will be the synchronization.

Activities like gymnastics, ballet, etc. involve high

synchronization, the audience at sports events is

already less synchronized and at pop concerts an

even lower synchronization can be assumed. The syn-

chronization decreases also with the number of

persons and with the harmonic order of the fundamen-

tal frequency of excitation. The reference values for C

(N) proposed in [44] are given in Table 22.18.

22.4 Transmission and Insulation
of Vibrations

22.4.1 Excitation and Transmission
of Vibrations in the Soil

Chapter 16 summarizes a large number of – mostly

empirical – investigations which serve for a first esti-

mation of the transmission of vibration through the soil.

The wave propagation in the soil can bemodeled via

the Lamé-equation (1.73) in which the soil is

considered as a linear-elastic isotropic continuum,

described by three parameters, the shear modulus G,
the Poisson value m and the density r. In an infinite

continuum two wave types exist, the compressional

wave (also longitudinal wave or P-wave) and the

shear wave (also transversal-, S- or T-wave). At free

surfaces or at planar boundaries of different materials

and near to excitations with short wave-lengths, addi-

tional wave-forms occur. They are called surface-

waves (see Sect. 1.8.1). Their amplitudes decay with

increasing normal distance from the surface. In

Fig. 22.14 [101], the various wave types emerging

under a harmonically loaded circular foundation are

shown.

The Rayleigh-wave is induced at the stress free

surface and can be compared to a free vibration

(homogeneous solution) of a vibrating system. The

wave form can be easily excited and thus dominates

often the response. The decay of the Rayleigh-wave

with depth is shown in Fig. 22.15.

In deeper soil, compressional (P-wave) and shear-

waves (S-wave) dominate. All dynamic processes in

an infinite horizontally layered elastic isotropic con-

tinuum can be modelled by superposing these wave

types.

For arbitrary boundary conditions, the dynamic

equations for the half space have to be solved numeri-

cally. The Boundary Element Method (BEM) offers a

numerical solution for the half space with an irregular

surface topology and irregular acting forces. Less gen-

eral but often more efficient solutions are offered by

Integral Transformation Methods (ITM). Here the

Fourier Transform is applied with respect to the hori-

zontal plane and time. The transformed coordinates

Table 22.17 Damping ratios depending on the type of construction, according to [2]

Type of construction Structure without finish Structure with finish
Minimum Medium Maximum

Concrete 0.007–0.04 0.014 0.025 0.035

Pre stressed concrete 0.004–0.012 0.010 0.020 0.030

Composite construction 0.002–0.003 0.008 0.016 0.025

Steel 0.001–0.002 0.006 0.012 0.020

Table 22.18 Recommendation for the coordination factor C(N) for synchronized jumping of up to more than 50 persons [44]

Activity Fundamental frequency Second harmonic Third harmonic

Gymnastics 0.80 0.70 0.50

Sports event 0.70 0.50 0.40

Pop concert 0.50 0.40 0.30
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are the wave numbers kx ¼ 2p/lx and ky ¼ 2p/ly and
the circular frequency o ¼ 2pf. The resulting wave

number at the surface is given by Eq. (22.49)

k20 ¼ k2x þ k2y ¼
2p
l0

	 
2
: (22.49)

Then the admittance (or impedance) functions

which describe the relationship between the surface

velocity and the excitation force [102–104] (or vice

versa) can be calculated analytically. With the help of

these transformations the original governing equations

are split up into independent equations which describe

the different wave types. (see Sect. 1.8).

Each combination of wave numbers kx and ky can

be assigned to a certain angle of propagation in the

horizontal plane (x, y).
This description of the wave propagation easily

reveals the relevance of the various wave forms.

1. Case l0 > lP : the wave length l0 at the surface is
larger than the wave length of the longitudinal

wave. In this case, the excitation causes spatially

propagating P- and S-waves.

2. Case lP > l0 > lS: the wave length l0 at the sur-

face is larger than the wave length of the transversal

wave, but smaller than the wave length of the longi-

tudinal wave. In this case, the excitation causes a

spatially propagating S-wave and a surface wave.

3. Case l0 < lS: the wave length l0 at the surface is

smaller than the wave length of the transversal

wave and the wave length of the longitudinal

wave. In this case, only surface waves are induced.

The distinction of the three cases is of special

interest if the attenuation of the vibration due to geo-

metrical damping is investigated. This is discussed for

a harmonic point load, respectively a line load:

1. Case: Considering the parts of the solution under a

point load related to the first case, the square of the

velocity of vibration decreases proportional to the

square of the distance from the source. This is due to

Fig. 22.14 Radiation of waves induced by a dynamically loaded circular foundation located on the elastic isotopic half space [101]

Fig. 22.15 Decay of the Rayleigh-wave perpendicular to the

surface
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the fact that the P- and S-waves radiate spatially and

thus their energy – which is proportional to the

square of the velocity of vibration – is distributed

over the surface of a semi-sphere which increases

with the square of the radius. The energy induced by

line loads, however, is distributed over the surface of

a half cylinder which increases linearly with increas-

ing distance. Thus for line loads – due to geometrical

damping – the velocity of vibration decreases in

proportion to the square root of the distance.

2. Case: Here parts of the energy are transported by

surface waves. As surface waves just radiate hori-

zontally, their corresponding energy is distributed

over the surface of a cylinder. In this case, geomet-

rical damping leads to a decrease of the velocity of

vibration inversely proportional to the square root

of the distance. For line loads, the surface waves

propagate perpendicular to the line along the sur-

face. Thus, even with increasing distance, the area

over which the energy is distributed will not

increase, which means that no geometric damping

of surface waves occurs.

3. Case: The energy is just radiated in surface waves.

In case of a point source, the square of the velocity

of vibration decreases linearly with increasing

distances. In case of line sources, no geometric

damping occurs.

So the damping in the second case is smaller than in

the first case, but higher than in the third case. The

spectrum of wave numbers of exciting forces can be

calculated by a Fourier-transform. Equation (22.50)

gives the relationship between the amplitudes of a

distributed normal stress p at the surface (direction z)

to the amplitude of the velocity of vibration v also

normal to the surface. The calculation assumes a sur-

face of the half space free of shear stress. Figure 22.16

shows the corresponding wave impedance functions Z.
In the figure, the three before-mentioned cases are

indicated.

(cT, cL wave velocities of the transversal (S-)

respectively longitudinal (P-) wave).

In order to calculate relative displacements

between the free field and structures coupled to the

soil, a comparison of the wave impedance Z with

typical building impedances can be helpful [e.g.,

plates on the soil, compare Chap. 1, (1.100)].

In Fig. 22.16c, the magnitude of the impedance of a

concrete plate with a thickness of 50 cm compared to

the magnitude of the impedance according to

Eq. (22.50) is shown exemplarily for a soil with a

longitudinal wave velocity cLsoil ¼ 0.2 cLconcrete.

Z k0;oð Þ ¼ p k0;oð Þ
v k0;oð Þ ¼

G o
cT

� �2
� 2k20

� �2

þ 4k20

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o
cT

� �2
� k20

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o
cL

� �2
� k20

r" #

o o
cT

� �2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o
cL

� �2
� k20

r :

(22.50)

Also soil horizontally layered can be modeled with

corresponding impedance functions. In this case, a

sufficient decay of the dominating surface waves

between the layers can be assumed, and hence the

solution of an unlayered half-space is approximated

for excitations at higher frequencies.

22.4.2 Transmission of Vibrations
into Buildings

Due to soil/structure coupling, the dynamic deforma-

tion of the free field is altered by the impact of the

forces occurring between structure and soil.

Depending on the input impedance of the building’s

foundation, the vibration on the foundation will differ

more or less from the vibration in the free field.

The dynamic coupling of the building with the soil

can be simulated with the Finite Element Method

(FEM) and the Boundary Element Method (BEM)

(see Chap. 3). Alternatively, equivalent stiffness and

damping values are taken into account. They are given

as complex values and characterize the soil imped-

ance. The corresponding parameters can be calculated

with the analytical approaches described above [103].

Equivalent stiffness and damping values are given in

literature, e.g., for the ideal case of an infinitely ridged

circular foundation on a homogenous half space [105].

For most buildings, the thus resulting natural fre-

quency ranges between 8 and 15 Hz [54, 106].

Figure 22.17 shows real and imaginary part of the

(dimensionless) values that follow [105] for an infi-

nitely ridged circular foundation of radius R. The real

part corresponds to the spring stiffness ki and the

imaginary part to the equivalent damping ci, resulting
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Fig. 22.16 a Real- and b

imaginary part of the

impedance functions,

according to (22.50), c

comparison of the magnitude

of the impedance function of

the half-space with the

impedance of a plate for

different Poisson numbers m

680 J. Guggenberger and G. M€uller



in the complex stiffness for the different directions of

vibration i:

Si ¼ Ki ki þ ja0cið Þ; a0 ¼ oR
cT

: (22.51)

Note, that in the relevant frequency range mostly

the imaginary part dominates for vertical vibrations.

The complex stiffness then corresponds mainly to an

equivalent damper.

In [107], equivalent stiffness and damping

coefficients are listed for different geometries. In

[108], simple models for rectangular foundations on

an elastic half space are given. The interaction of the

soil with buildings on strip foundations is described

in [109] and on a group of individual foundations

is described in [110, 111]. The coupling of systems

modelled with the Finite-Element Method with

systems described by the Boundary Element Method

to simulate the soil-structure interaction of tall

buildings is described in [112]. In [106], an overview

over various engineering models is given.

22.4.3 Transmission of Vibrations Inside
of Buildings

The dynamic behaviour of buildings can be

investigated by means of the Finite Element Method.

In many applications, especially in stiff residential

buildings, often simplified models of practice are suf-

ficient, in which the most relevant structural elements

(slabs) for vibrations are considered as vibrators that

are weakly coupled to a relatively stiff main structure

[109, 113]. This means that the response at the support

points of the slabs is considered to be independent

from the dynamic characteristics of the slabs them-

selves. Thus in rigid buildings, the plate vibrations can

be considered superposed to the vibration of the rigid

body movement of the whole building (model shown

in Fig. 22.18).

Vibrations can cause substantial annoyance, if the

slabs are excited at resonance. The maximum amplifi-

cation of the excitation at the centre of a plate on a

four-sided hinged support is given by:

Vmax � 42

p2
� 1
2z

: (22.52)

The first natural frequency of the slab can be

evaluated approximately according to Eq. (22.53).

f ¼ b
a2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ed3

12ð1� m2Þm00

s
; (22.53)

(E – Young-modulus, d – plate thickness, m –

Poisson-value, m00 – total distributed mass including

the interior finishing and life load, z – damping ratio)

The coefficient b depends on the rotational stiffness

conditions at the support (Fig. 22.19).

A survey of resonance frequencies for slabs and

floating floors is given in Table 22.19 [54].

Various empirically obtained factors can be found

in the literature. They describe – depending on the

type of sources – the relation between the vibration

vS at the centre of a slab in the upper floors to the

vibration at the foundations vF where the excitation is

induced. For railway excitation, the transmission fac-

tor can be deduced from Chap. 16. With an excitation

from sheet piling, amplification factors of the vertical

vibration of vS/vF < 15 for wooden floors, slabs on

steel grids, and of vS/vF < 10 for concrete slabs in

residential buildings are observed [114]. The amplifi-

cation is less for single impacts, vS/vF < 2.5 [115]).

Horizontal amplification from the foundation to the

upper floors is not significant. Depending on the soil

stiffness here amplifications are given between vS/

vF < 0.5 (stiff soil, Es,stat ¼ 100 MN/m) and vS/

vF < 2 (soft soil).

22.4.4 Reduction of Vibrations in Buildings

22.4.4.1 Elastic Mounting of Buildings
Functional Principle

An elastic mounting of buildings is generally the most

efficient way to protect against the impact of soil

vibrations. A reduction between 10 and 20 dB can be

obtained, provided that the structure is well stiffened

and has a minimum of relevant elastic modes in the

critical frequency range. It has to be considered

that for a given spring stiffness, the insertion loss of

an elastic layer depends on the dynamic mass (see

Chap. 9). As a weakly stiffened structure will have a

dynamic mass which may be much smaller than the

static mass, the structure’s impedance will be much

smaller than the impedance of an infinitely rigid body.
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Fig. 22.17 Real- and imaginary part of the dimensionless spring stiffness and damping, according to [105]
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Fig. 22.18 Mechanical

models for well stiffened

structures

Fig. 22.19 Coefficient b for the assessment for the calculation of the first natural frequency of rectangular plates

Table 22.19 Eigenfrequencies of slabs/floating floors [54]

Construction Eigenfrequency (Hz) Damping coefficient
Frequently Seldom

Wooden floors 9–12 8–15 0.028

Reinforced concrete slabs residential buildings 20–25 15–35 0.035

Weight spanned reinforced concrete or compound

slabs in industrial or commercial buildings

7–10 3–15 0.02

Concrete floating floor 40–50 30–70

Asphalt floating floor 50–60 40–80

Mastic asphalt floating floor 80–10 70–120
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The distribution of the loads on the elastic layer

should be as homogeneous as possible. This holds as

well for the final condition as well as for the progress

on the construction site.

Commonly the tuning frequency of the system

should be 2 octaves below the frequency range of the

spectral maxima of excitation. Due to uncertainties of

the active mass (the assumptions of the static load are

typically too high) and the uncertainties in the

materials (the assumptions of the stiffness are typi-

cally too low), a realistic tuning frequency f1 of

approximately 4/3 of the theoretically calculated

tuning frequency fd has to be taken into account.

A more precise assessment of the stiffness and mass

parameters improves the prediction of the achievable

insulation.

The material must be selected to provide an approx-

imately similar deflection of all elements. Unavoid-

able inhomogeneous reaction forces in the structure

have to be considered by sufficient stiffening

measures.

Variants

Typical insulation materials are listed in Table 22.20

Elastomer Material

With simple elastomer materials, the vibration above

a frequency range of about 20–30 Hz is attenuated.

In most cases, these materials are applied in order to

reduce the reradiated air-borne sound rather than per-

ceptible vibrations of slabs. The vibration of slabs may

be considerably increased in the frequency range of

the tuning frequency.

For the description of the material, the dynamic

stiffness in the frequency range of interest is crucial.

It depends on various parameters, the static stress, the

frequency, and the amplitude of vibration.

Steel plates, which are vulcanized inside mounts,

increase the mount’s stability. Thus compared to the

static stresses a softer material is possible by

assembling multiple layers. In [116], a punctual

mounting on elastomer elements with a calculated

tuning frequency fı́ < 5 Hz and a realistic tuning fre-

quency fı́ ¼ 6 Hz is described. With this tuning fre-

quency, a lower frequency range can be insulated.

Interference with natural frequencies of slabs and

thus amplification of susceptible vibrations can be

avoided.

Steel Springs

Low frequency vibrations are typically insulated with

steel springs. Compared to elastomer elements, steel

springs have a smaller damping. Therefore, in order to

avoid resonant amplification at lower frequencies

(e.g., due to wind), additional parallel damping

elements must be provided. Due to the small interior

damping, the steel-springs have strong block

resonances at the natural frequencies of the spring.

These natural frequencies are determined by the

spring’s mass, length, and stiffness. Near to those

resonances, the insertion loss decreases significantly.

The decrease, however, can be reduced by an addi-

tional damping applied at the spring.

Steel springs can be manufactured with

prestressing. After finishing the building, the pres-

tressing is loosened. This reduces the risk of damages

during the construction phase. By loosening the

springs the elastically mounted structure is lifted and

thus any rigid contact is eliminated. Steel springs with

prestressing can also be used for the installation of

insulating measures in already finished buildings as a

remedial measure.

Positioning of Elastic Layers

The elastic layers are located between the foundation

and the rooms to be protected. In residential housing,

the basements typically do not serve as living-rooms.

The elastic mountings may be positioned beneath the

slab between basement and ground floor (see

Fig. 22.20).

Table 22.20 Materials for isolation of buildings

Type of material Tuning frequency (Hz) Thickness (mm) Static deflection w, (mm) Damping ratio z
Elastomer materials on surface

areas or on stripes

8–25 10–75 3–8 7–15%

Reinforced elastomer mounts

(punctual mounts)

6–9 60–80 10–15 7–15%

Steel springs 3–6 10 (6 Hz)–30 (3 Hz)
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The joint must not be bridged by staircases,

elevators, ducts, etc. In case the joint is at the level

of the foundation, problems with the sealing against

water might occur.

The measure requires careful site supervision, in

order not to create any sound-bridges. A later repair of

defects is very difficult or even impossible. Addition-

ally, all structures, which are in contact with the

surrounding soil have to be decoupled appropriately.

22.4.4.2 Secondary Measures
Table 22.21 I–IV gives an overview over the second-

ary measures for buildings.

The efficiency of the measures is generally difficult

to predict and often quite limited (<5 dB), especially

in the case of a broad-band excitation, which, e.g.,

exists near railway-lines.

For narrow-band excitations and weakly damped

structures (e.g., excitation by pedestrians), the

measures V and VI can be considered. They focus on

a reduction of the resonant vibrations and need a

precise knowledge of natural frequencies which have

to be determined experimentally. If they are tuned

properly, the reduction efficiency may reach to

50–90%.

Vibration dampers (Tuned Mass Dampers, TMD)

act as a further single degree of freedom system

Fig. 22.20 Position of the elastic mounts for elastic mounts of buildings

Table 22.21 Qualitative assessment of measures at buildings

Measure Assessment Limitations

I. Extension of the distance Depending on the source and the

wave types (Sect. 22.4.1)

Reduced efficiency for line sources and in case

of Rayleigh-waves.

II. Improvement of the stiffening Just for excitations with wave

length smaller than the

dimensions of the building

In case of very stiff soils the impedance

relationship between building and soil is small

III. Pile foundation, exchange of soil materials If it is necessary to bridge strong

vibrating soft soil layer

In homogeneous soils reduced efficiency

IV. Additional interior damping, e.g., moving

joints in case of plaster board walls, sandwich

structures, empty drumming, damping

Frequency-dependent effect of

the measure has to be checked

Few experience

V. Tuning of the frequency for single

components

For excitations, which are limited

to a narrow frequency range

Uncertain parameters must be varied to

account for the scatter of the tuning frequency

VI. Tuned mass damper In case of steady state vibrations

in resonance (e.g., pedestrian

bridges), as remedial measure

To account for the scatter of the tuning

frequency (measurement is necessary),

reduced efficiency for non harmonic

excitations
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attached to a low-damped structure. They are tuned to

split up one maximum of single resonance into two

lower maxima. Two new vibration modes occur, the

lower one in-phase with the original mode, the higher

mode in opposite 180	-phase. If the excitation is nar-

row-banded, no damping is required. Due to the shift

of the resonance frequency, the amplitude reduction

can be more than 90%, depending on the damping of

the original system.

If the excitation is broad band, the vibration damper

must be damped. The mass of the damper is usually set

to 5% of the generalized mass of the original system

and the corresponding mode shape Eq. (22.46).

The optimum parameters are evaluated in order to

minimize the displacement amplitudes with force

excitation [117].

22.4.5 Measures for the Insulation
of Sensitive Equipment

22.4.5.1 Parameters of the Insulation
and Elements

The preferable solution to install sensitive equipment

is to mount it on a heavy foundation mass rigidly

connected to solid ground. It has to be investigated,

whether the foundation block or slab must be

decoupled from the surrounding structure or slab by

a lateral joint. A joint decreases the influence of

excitations at higher frequencies which are generally

less important than excitations induced by longer low

frequency waves. On a foundation separated by a joint

even higher amplitudes than on the adjacent slab [59]

especially in horizontal direction can occur. The

advantages and disadvantages of a joint must be care-

fully assessed.

If a site survey reveals environmental conditions

which exceed the specified vibration limits, insulation

measures have to be designed. However, it is important

to recognize that the device can become extremely

sensitive to direct excitation, e.g., by the personnel, by

internal mechanisms, vibrations, which are transmitted

via ducts (cooling or electricity) and/or by

low frequency pressure changes in the air. That means,

the sensitive equipment shows larger amplitudes if it

is directly excited; therefore it is recommendable to

provide a heavy mass to stabilize the system.

Similar to the insulation of sources, the insulation at

the location to be protected can also be modelled in a

first step as a single degree of free system (see

Sect. 22.3.2.1). The spectral transfer function of the

amplitude of the base-point-excitation at the position

of the device can be calculated analogously to

Eq. (22.18). In some cases, also the coupled vibration

of rotational and horizontal movements has to be con-

sidered in a multi-degree of freedom system model.

If sensitive equipment, e.g., with the category VC-

Criteria C (see Table 22.9) has to be insulated against

vibrations, the vertical tuning frequency should be

chosen around 0.6–2 Hz for most surrounding

conditions. Typically, pneumatic spring elements

with an electronic or mechanical level control (semi-

active elements) are applied.

The horizontal tuning frequency depends on the

type of the elements applied. It should not be signifi-

cantly higher than the vertical tuning frequency.

The design of the damping has to be optimized

to provide maximum insulation but also a short

decay of the vibration if the device is excited in

operating conditions (charging of samples, internal

mechanisms). The damping ratio should be adjustable

in a range between 5 and 20%.

Sufficient stability has to be guaranteed. The centre

of gravity should be as low as possible compared to the

level of the springs. It must be assured that the mass is

not directly acceded by the personnel operating the

device. A wooden grid or a metallic grid (here electro-

magnetic requirements must be checked) must be

installed above and detached from the mounted mass

to make the device accessible.

In case an internal insulation is provided, the model

changes to a two degree of freedom system.

Often the tuning frequency of this mounting is

within the range of the tuning frequency of the foun-

dation. The larger the mass of the foundation com-

pared to the mass of the device, the weaker is the

coupling of the rigid body modes.

If there is not enough space for a large mass of

foundation it can be replaced by actively controlled

mounts. Active elements provide the advantage of

insulation down to the quasi-static frequency range.

For high resolution microscopes, often standardized

insulating platforms are available.

Figure 22.21 shows exemplarily a section through

such a foundation, which is supplied with a separated

platform for the operators.

Below the foundation, the gap between the founda-

tion and the slab below should be sufficiently large
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(generally >10 cm). Otherwise the stiffness of the air

layer in between may become significant in parallel to

the springs.

Ducts and connections have to be dynamically

decoupled.

22.4.5.2 Accompanying Measures
for Building Acoustics

Highly sensitive devices are not just excited by

vibrations, but also by pressure changes typically in a

frequency range below 100 Hz. Within the range of

infrasound, the devices may be much more sensitive

than the human ear.

As the sound insulation of the walls, windows and

doors as well as sound absorbing measures is limited

in this frequency range, the rooms must be located in

quiet zones. For highly sensitive equipment, the access

of the sensitive areas has to be provided with door-

sluices, flanked by an adequate arrangement of the

adjacent rooms.

Pressure changes induced by HVRC-devices have

to be minimized. In the case of high sensitivities static

cooling or heating systems have to be used instead.

Convection has to be considered.
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A

Absorber, 321, 330

active, 309, 313, 315, 324

Absorption

area, 244, 252

coefficient, 166, 167, 170–174, 176–179,

182–185, 187–191, 197, 199, 201–205, 208–209,

211, 244, 277, 284

Acceleration measurements, 111–112

Acceleration sensor, 26

Accelerometer, 23, 27, 51

Acceptance tests, 661

Acoustic

analogy, 491–493, 499, 510, 511

capsules, 165

efficiency, 87

fatigue, 234

holography, 9

linings, 145

localisation, 338

wave equation, 628

Acoustic control system (ACS), 340

Action plans, 560, 563, 567

Active counter measures, 630

Active field, 6

Active noise control measures, 419, 422

Active resonators

absorption coefficient, 196, 197

anti-sound, 196

electrical equivalent circuit, 196

insertion loss measurement, 196–197

mass-spring system, 196, 197

sound absorbers, 195

sound pressure, 196

Active rotor control, 509, 513

Actuator, 301, 304, 305, 307, 308, 314, 320–322, 324,

325, 327–329

A/D converters, 36

Adiabatic compression, 5

Admittance, 358, 359, 678

Aerodynamic noise, 376–378

Air

coolers, 603

pumping, 360, 361

Airborne

noise from sub urban railway lines, 461–465

sound, 106–108, 165, 180, 212

Aircraft

landing gear, 514–515

noise assessment, 522–523

noise calculation procedure, 520–522

Airframe noise, 489, 513–519

numerical simulation, 516–519

Algorithm

adaptive, 328

LMS, 328

Aliasing, 36, 45

Alternating pressure field, 619

Ambiphonie, 340

Anechoic chambers, 47

Anti-drone coating, 223, 228, 229

Apparent sound reduction index, 137

Approach measuring point, 496, 497

Approximation method, 120–122

Architectural and constructional factors, 336

Armatures, 160

Artificial fibres, 173

Artificial mineral fibres, 170

A-scan, 643

Assessment

railway noise, 427–429

reradiated sound, 444–445

structure borne noise an vibrations, 442–445

Assisted resonance system, 339

Asymptotic modal analysis (AMA), 66–67

Attenuation, 133, 269, 270, 272, 274–286, 290–293,

297, 298, 637–638

constant, 244, 252

Attenuators, 107

Audience, 252, 256, 257

Auralization, 256

Autocorrelation function, 39, 41–43

Automotive mufflers, 275

A-weighting, 33, 35

Axial fans, 598

Axle load, 403, 445, 448, 450, 452, 463

B

Background noise, 41, 43, 45, 257

Balance quality grade, 661

Ballast mat, 409, 411–413, 445–456, 463, 464, 467

Barrier, 127, 312, 313

active, 312
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Baseplate pad, 405, 407, 437, 452, 471, 476

Basic value (Grundwert), 394, 396, 414

BBN-criteria, 659

Beamer, 659

Beaming, 277, 286

Bearings, 613

Bellow, 364

Bending, 593, 623

stiffness, 140

wavelength, 9, 16

wave velocity CB, 16

Binding process of concrete, 660

Blade

helical, 494, 495, 498–503, 505–507, 511

passing frequency, 495, 496, 498

sweep, 502

tip Mach number, 494, 495, 498–503, 505–507, 511

Blasts, 672

Block brakes, 395–397, 400–402, 404, 412, 414, 419, 462

Blocking mass, 226

Block resonances, 684

Blow-off silencer, 272, 276, 283

Boom carpet, 526–527

Booming noise, 167

Boundary element method (BEM), 59, 253

Boundary layer, 591–592

noise, 513

Break squeal, 357

Breathing

cylinder, 577

sphere, 577

Bridges, 395, 403, 407–413, 439, 445, 451, 452, 460, 465

Broadband

noise, 599

shock noise, 492, 494

Bubble cavitation, 580

Bulk material, 622

Burner, 356

Burner noise, 625

Buzz-saw noise of fan, 494

Bypass ratio, 490, 491

C

Calibration, 27–30, 34

Cardiac infarction, 559, 560

Cavitation, 354, 363, 579–584, 646

number, 579

Cavity resonances, 617

Central sound reinforcement, 336, 337

Centre time, 248

Centrifugal fans, 598

Centrifuges, 660

2-Channel-FFT, 41

Characteristic height, 121

Characteristic impedance of air, 1

Charge amplifiers, 111

Charge sources, 111

Chladni’s pattern, 18

Churches, 262

Circular cylinder, 10

Circular saws, 554

Claddings, 612

Clarity, 264

index, 248

Classical acoustics, 53

Coast by, 368

Coherence, 326, 327

Coherence length, 587

Coincidence frequency, 234

Collision excitation, 623

Combustion, 355

air, 625

chamber, 628

oscillations, 627

Combustor noise, 494–496

Comfort, 651–654

in train coaches, 651

values, 654

Compacting machines, 671

Compact sources, 7–8

Compensation channel, 612

Composite construction, 409, 413

Composite noise rating (CNR), 528

Compound panel absorbers

absorption coefficient, 178, 180, 183, 184

effective absorption coefficient, 183, 184

mass-spring, 181

porous damping, 181

resonance frequency, 181

reverberation, 182, 185

Compression

modulus, 12

shocks, 618

Compressor, 660

noise, 489–491, 494–496, 606

Computational aeroacoustics (CAA), 510, 513

Computational fluid dynamics (CFD), 512, 516, 517

Concert halls, 259

Concrete mixers, 553–554

Condenser microphones, 24, 30, 106

Condensers, 340

Cone driver, 341, 342

Congestion charge, 570

Construction equipment, noise emission

EC Directive 2000/14/EC (see EC Directive 2000/14/EC)

low-noise equipment, 549–551

manufacturers and consumers consequences, 548–549

Construction noise

construction equipment, noise emission (see Construction
equipment, noise emission)

emission reduction, 539

noise exposure (see Noise exposure)
noise reduction (see Noise reduction)

Contact

force, 220

spring, 360

Continuous highly elastic rail fastening, 464, 465

Convection, 605

Convective amplification, 515

Conveying system, 622

Conveying troughs, 660
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Convolution, 3, 4, 9

integral, 665

theorem, 4, 9

Cooling towers, 603, 621

Coordination factor, 677

Cork, 219

Correlation techniques, 51

Counter-pressure, 621

Counter rotation coaxial propeller, 504

Coupling

elements, 61–62

loss factor, 62–65, 593

Cover

foil, 271

perforated plate, 280

rubber, 280

sheet metal, 278

Crackling, 492, 494

Crane runways, 666

Critical frequency, 140, 158

Crosstalk cancelation, 257

Crushers, 666

Cumulative noise level, 497, 498

Curve squeal, 404, 405, 415, 416, 462

Cut-off ratio, 495

Cyclone separator, 622

D

Damping, 14, 18, 21, 167–169, 173, 176–178, 180–182,

184–187, 189–195, 197–201, 203, 205–207, 210, 212

constants, 241

at contact surfaces, 231

layers, 229

of resonators, 365

Day-evening-night noise level, 390

Decentral sound reinforcement, 336–337

Dense-phase pneumatic conveying, 623

Determination of model parameters, 469–475, 479

Diaphragm walls, 671

Diesel locomotive, 396, 398, 400, 425, 427

Differential equations, 54–58

Diffraction, 127

Diffuse

reflection, 243

sound field, 244

Digital filters, 35

Dilatation, 12

Dipole, 8, 353, 364, 577

source term, 495

Dirac’s comb, 2

Directional microphones, 108–110

Directivity, 254, 283, 615

Directivity factor, 119, 245

Direct sound, 242

Disc brakes, 398, 401, 404, 408, 409, 412, 414, 419, 420

Discharge device, 622

Discontinuity, 280, 284–286

attenuation, 280

Discretisation equations, 54–58

Displacement-induced vibrations, 355

Dissipation, 57, 63, 65, 67, 128

Distortion waves, 13

Disturbing object, 590

Divergence, 126

Dodecahedron, 31–33

Doppler

amplification, 499, 511

shift, 491, 492, 499, 511, 645

Double elastic mounts, 216–217, 223

Double-layer partitions, 141

Downwind, 133

Driver’s cabin, 425, 427

Driving forces, 560, 562–563

Driving regulations, 383

Drop weights, 664

Duct linings

absorptive, 269

reactive, 269

Ducts, 165, 169, 172, 173, 182, 189, 192–195, 200, 205,

206, 208, 209

circular, 281

rectangular, 278, 288

dVDOSC system, 345–348

Dynamics

mass, 220–221

stiffness, 216, 684

transducer, 340–341

wheel load, 673

E

Early decay time, 251

EC Directive 2000/14/EC

EC conformity assessment procedures, 546–548

equipment, 545, 546

market surveillance, 548

noise emission measurement methods, 545–547

statistical procedures, 547–548

Echo criterion, 249

Echoes, 247, 258

Eigenfrequency, 18, 59, 62, 63, 180–182, 197, 240

Eigenfunctions, 18, 19, 61–63, 65, 66, 240

Eigenresonances, 173, 193, 206

Elastic

bearings, 669

connectors, 220

insulation, 667

isotropic continuum, 12, 14

mounting of buildings, 681–685

mounts, 216, 664–666

Elastomer, 219

materials, 684

Elbows, 623

Electric

locomotive, 395, 396, 398, 399, 427, 447

motor, 357

power supply, 357

Electroacoustic conversion, 23

Electrodynamic loudspeaker, 29

Electrodynamic microphones, 350

Electro-magnetically modulated gas-plasma systems, 340
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Electro-mechanical actor, 364

Electrostatic microphones, 350

Elevated flares, 626

Emission

level, 394–396, 415, 416, 429, 459, 462

limits, 568

sound pressure level, 93

test codes, 105–106

Empirical methods, 459, 466

Enclosures, 612

End correction, 287

Energy

balance equation, 66

concentrator, 648

density, 7, 17, 241, 243, 245

flows, 60, 63

loss, 56–57, 63

Environmental error, 99

Environmentally friendly procurement, 573

Equivalent sound absorption area, 138

Equivalent vibration level, 656

Error

microphone, 319

signal, 317, 327, 328

Evaporation, 618

Excavation work, 658

Excess noise, 501–504

Excitation, 2, 13, 17–21

Explosions, 355

Extension joint, 361

Extensive sound sources, 116–122

Exterior sound radiation, 59

External costs, 569

Extraaural impairment

concentration and performance, 81

sleeping disturbance, 79

sleep, noise effect, 79–81

Eyring’s formula, 245

F

Factor analysis, 245

Fan, 356, 362, 363

noise, 496

Farfield, 7, 10

Fast Fourier transformation (FFT), 36–41, 43–46, 51

Federal Environmental Agency, 555

Feedback, 303–305, 309, 311, 317, 321, 322, 327, 328, 625

compensation, 304

loop, 356, 363

Fence measurement, 117

Ffowcs-Williams and Hawkings equation, 510

Fibrous absorbers, 171, 172, 199, 200

Field

compensation, 307, 311, 312, 316

measurements, 469, 472–475

primary, 301, 303, 304, 306, 307, 314, 322, 326, 327

secondary, 301, 303–306, 322, 326, 329

Filling with sand, 228

Finite element method, 53, 54, 56

Finity error, 99

Fittings, 617

Flame

stability, 627

transfer function, 628

Flanking

sound reduction index, 147

sound transmission, 147

Flap side edge noise, 515, 516

Flares, 624

Flat room, 263

Floating floors, 157

Floor coverings, 155

Flow

noise, 115, 273, 275, 295–296

resistance, 269, 272–275, 280, 285, 287, 291–293

resistivity, 279, 285, 291, 292

turbulent pressure, 115

Fluctuating volume flow, 353, 354

Flue gas channels, 116

Flush position, 110

Flutter echoes, 247, 258

Flyover measuring point, 496

Foil, 273, 278, 279, 281, 289

Foil absorbers

absorption coefficient, 177–179

classical plate resonator, 177

resonator resistance, 177

Force compensation, 309

active, 309

Forced draft burners, 626

Forging hammers, 664

Foundations on an elastic half, 681

Fourier transform, 4, 8–10, 14, 21

Free-field, 88–89

Free field propagation, 418–419

Freight train, 399, 401, 403, 404, 410, 416–418,

420, 421, 424, 428, 438–440

Freight wagon details, 401–402

Frequency

converter, 613

correction, 109

response function, 4

of walking, 674

Fresnel number, 127

Friction, 231, 357

Friction lubricating film, 231

Friedrich probe, 115

G

Gas

borne sound, 607

flow, 269, 274, 276, 279, 287, 295

pumping, 231

turbine, 661

Gear

box, 357

noise, 361

teeth errors, 361–362

transmission, 613

General Administrative Regulation (AVwV), 541
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Generation of structure-borne noise, 433, 434, 436

Generation of vibrations, 432–438

Generators, 661

Geometrical damping, 14, 21

German Federal Immission Control Act (BImSchG), 540

German law, 540

Gradient microphones, 25

Ground flares, 625

Group of persons, 676–677

Guide vane, 602

H

Haas effect, 247

Half power band, 227

Hamilton’s principle, 54, 55

Hand-arm vibrations, 651

Headset, 317

Health, 651

Health effects, 559

Heat, 358, 364

Heat exchanger, 356

Heating, 666

Heating, ventilation, air conditioning and refrigeration

(HVACR), 666

Heat-protected microphone probes, 116

Helical duct mode, 495

Helicopter, 504–506, 510

Helmholtz number, 293

Helmholtz’s law, 12

Higher-harmonic control (HHC), 508

High-lift systems, 515–516

Highly integrated absorbers

acoustic design, 207

aero-acoustic wind tunnel, 206

anechoic room linings, 208–210

angular stack silencers, 210–212

broadband compact absorbers, 207–208

damped reverberation, 206

High polymer synthetics, 228

High-pressure transport systems, 622

High sound levels, 112

High tuning, 662

High-voltage motor, 613

Hollow box girder bridge, 403, 408–410, 412

Horizontally layered continua, 14–15

Horn effect, 372

Hubert probe, 116

Human exposure, 651–657

Human induced vibration, 656–657, 673–677

Human perception, 651, 652

Human performance, 654–655

Human sound effect

auditory pathway, 70–72

ear, 69–70

health hazard (see Noise hazards)
psychoacoustic approach (see Psychoacoustic approach)

Human vocal tract, 356

Humidity, 112

HVRC, 687

Hydrodynamic

pumps, 607

shortcut, 234

Hydrostatic pumps, 607

I

Image sound source, 242

Image sources, 243, 255, 262

Immission-relevant sound power level, 120–122

Impact

induced vibrations, 355

velocity, 621

of vibrations on buildings, 657–658

Impedance, 15, 18, 21, 275, 284, 289, 669

of air, 166, 200

electrical, 358–359

external (load), 359, 360, 364

hammer, 359

internal (source), 359, 364

low (resilient), 364

mechanical, 359, 360

model, 361

radiation, 360, 361, 364

wall, 359, 360, 364

Impression of spaciousness, 249

Improvement of impact sound insulation, 155

Impulse echo method, 642–643

Impulse response, 2–3, 23, 35, 38–46, 48, 264

Impulsiveness, 615

Impulsive noise

blade-vortex interaction, 505–509

high-speed, 507

Incoherent signals, 2

Increase of the reverberation time, 261

Individual blade control (IBC), 509

Infinite structure, 18

Infrasound, 615

Inlet guide vanes, 491, 496

Inner sound power level, 592

Insertion loss, 221, 276, 277, 279–284, 296–298, 412, 413,

445–451, 455–457, 464–466, 480

In situ, 98–100

Installation effect, 502, 515

Instrumentation, 23, 27, 32, 45, 46, 50

Insulation, 216, 662–664

of sensitive equipment, 686–687

of structure-borne sound, 223

Integral equation, 58–60, 67, 256

Integral transformation methods (ITM), 677

Intelligibility, 264

Intensity, 1, 6, 7

Intensity probes, 30–31

Interaural cross correlation, 249

Interference receivers, 348–350

Interference silencers

half-wavelength resonators, 194

pipe silencers, 194–196

quarter-wavelength resonators, 193–194

Interior noise and aggregate noise, 477–479

Interior sound radiation, 59

Intermodal stations, 416, 417
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Ionizing radiation, 112

Irradiation strength, 243

J

Jet engines, 353, 363, 589

Jet mixing noise, 491–494

Jumping, 676

K

Karman tone, 586

KB, 652

Kinematic viscosity, 586

Kinetic energy, 56, 57

Kundt tube, 49

L

Laboratory data, 279, 280, 296

Laboratory tests, 407, 470–472

Lagging, 598

Lagrange’s equations, 55, 56

Lambert’s law, 243

Lamé-equation, 677

Landing-gear noise, 515

Landing gears, 513–515

Land use planning, 565, 566, 568, 569, 571

Large area railway facilities, 415–417

Laser optical applications, 659

Laser vibrometer, 113

Lateral efficiency, 249

Leakages, 151

Lean-phase pneumatic conveying, 622

Lecture rooms, 258

Legislative regulations, 540, 541

Level-time history, 519, 522

Lighthill tensor, 511

Light mass-spring system (LMSS), 451, 464–465

Lightweight structures, 675

Lightweight timber structures, 675

Limited system, excitation, 18–21

Limiting frequencies, 592

Limit values, 378

Linearity, 40

Linearized Euler equations (LEE), 517

LINEAR transduction, 2

Line force, 578

Liner, 496, 516

Liquefaction, 658

Liquid atomisation, 649

Loading noise, 499–501, 505, 506, 510–512

Lobar response pattern, 108

Log decrement, 227

Longitudinal waves, 12, 13, 15–17, 19, 21

Long-term mean level, 134

Loss factor, 18, 140, 148, 158, 224, 593

Loudspeakers

acoustic coupling, 344

array, 344

balloon data, 344, 345

columns, 345, 346

cone driver, 341, 342

definition, 340

dynamic transducer, 340–341

emission behaviour, 344

line source, 345–348

low-frequency loudspeakers, 341

mid-high-frequency loudspeakers, 342–344

piezoelectric transducer, 340

Low-frequency loudspeakers, 341

Low frequent vibrations, 651

Low noise

road surfaces, 571, 573

trucks, 572

vehicles, 571–572

Low-pressure transport systems, 622

Low tuning, 663

Low-voltage motor, 613

M

Machine, 660–6670

Machine car, 614, 615

Mach number, 276, 286, 290, 292, 294, 296, 353, 354, 578

jet, 492

Maglev (Magnetically levitated trains), 357, 395, 402

Magnetic fields, 112

Magnetostriction, 613

Mass conservation, 5, 6

Mass law, 156

Mass matrix, 57

Mass spectrometers, 659

Mass-spring system, 436, 445, 449–452, 464–465

Matching law, 166

Maximum-length sequence (MLS), 41, 43, 44, 46

Measurement error, 99

Measurement surface index, 91–92

Mechanical low-pass filter, 111

Medical therapy, 649–650

Membrane, 6, 17, 18, 20

Meteorological conditions, 89

Meteorological correction, 134

Micro-perforated absorbers

absorption coefficient, 198, 199

acoustic panels, 198, 199

basic principle, 199

foils, 203

inherent damping, 200

passive damping, 198

plates, 200–203 (see also Micro-perforated plates)

porous/fibrous absorbers, 199

Rayleigh’s model, 200

structure, 203–206

Micro-perforated foils, 203

Micro-perforated plates

broadband sound absorbers, 201

effective air mass, 202

Helmholtz resonator, 200–201

impedance of air, 200
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mass-spring system, 200

octaves, absorption coefficient, 201–202

resonance frequency, 201

Micro-perforated structures, 203–206

Microphones, 23–32, 47

array, 109

interference receivers, 348–350

pressure-gradient receivers, 348, 349

pressure receiver, 347–348

Microscopy, 659

Microslip, 231

Mid-high-frequency loudspeakers, 342–344

Mills, 666

Mineral

fibre plates, 219

fibres, 170, 173, 182, 200, 205

wool, 273, 274, 279

Mirror sound source, 127

Mitigation measures, 445–458

at buildings, 458

on surface railway lines, 452–457

on underground railway lines, 445–452

Mixing zone, 590

Mobile tripod, 119

Modal amplitudes, 18

Modal analysis, 50, 51

Modal damping, 60

Modal density, 60, 62, 63

Modal energy, 60, 62, 66

Modal mass, 18

Modal split, 570, 571

Modal stiffness, 18

Modes, 284, 285, 287, 290, 291, 293, 298,

357, 358, 360, 363

Modulation transfer function (MTF), 248

Moment impedance, 221

Momentum change, 623

Monitoring, 670

of vibrations, 661

Monopoles, 8, 9, 353, 360, 364, 577

Monopole source term, 499

Moving sources, 94

MTF. See Modulation transfer function (MTF)

Muffler, 315, 325

active, 315

Multi-modal systems, 61, 64

Multipurpose halls, 261–262

Muzzle report, 355, 356

N

Nano-classes, 659

Natural

cover, 130

draft burners, 626

Nearfield, 9, 13–15

Nearfield error, 99

Newton’s law, 5, 6

Night time noise indicator, 390

Nocturnal aircraft noise, 523

Nodal values, 54–56

Noise

action plans, 563, 566, 568

control barriers, 396, 400, 412, 419–422, 476

control embankments, 419, 422

declaration, 104–105

effects, 559–560

emission limits, 564, 567

emission regulations, 557

emissions, 106–122

immissions, 417–427, 431, 445, 458–461

impact, 519–522

limits, 567, 569, 572

measurements on railway vehicles, 429–430

power distance data, 521

precaution, 560, 565

protection agencies, 551

rail vehicles, 425–427

reception limits, 557, 565

remediation, 560, 565, 568

Noise control, 306, 319

active, 301

Noise exposure

Austria, 542

Denmark, 542

Germany, 540–542

Great Britain, 542–543

Hong Kong, 543

Hungary, 542, 543

legislative regulations, 540, 541

Netherlands, 542

reduction measures, 540

Sweden, 542, 543

Switzerland, 542, 543

Noise hazards

annoyance, 81–82

aural disorders, 77–78

cardiovascular illnesses, 82–83

communication problem, 78

deafness, 78

extraaural impairment (see Extraaural impairment)

hearing impairment, 78

non-acoustic factors, 83

tinnitus, 78–79

Noise management, 477

Noise reduction

circular saws, 554

concrete mixers, 553–554

construction sites, 551–553

measures, 555

noise protection agencies, 551

piling equipment, 554

wheel loaders, backhoe loaders, and excavators, 553

Noncontact vibration measuring methods, 112–113

Nondestructive flaw detection, 644

Non-dispersive waves, 5

Nonlinear distortion, 32

Non-linearities, 45–46

Non-linear spring, 217

Normalised

impact sound pressure level, 153

level difference, 138
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O

Obstacles, 615

Octave bands, 34

Omnidirectional microphones, 106–108

One-dimensional wave equation, 5

One-third octave bands, 34

Open-air reinforcement system, 338–339

Openings, chimneys, pipes, and ducts, 113–116

Open jet, 589–591

Open jet noise, 618

Open-pore foams, 169, 172–174

Opera house, 260

Operating conditions, 106

Operating duration, 106

Organ pipe, 356

Orifice, 287

Oscillating forces, 353, 354

P

Panel absorbers

classical plate resonator, 177

compound panel absorbers, 179–184 (see also Compound

panel absorbers)

foil absorbers, 177–179 (see also Foil absorbers)

panel resonators, 179

porous material, 176

Parallel baffles, 269, 270, 277–278, 285, 295

Parametric source, 360

Parasitic noises, 89–90

Parseval’s theorem, 4

Pass by, 368

Pass by level, 369

Passenger coach details, 400–402

Passengers area, 425

Passenger stations, 395, 416–417, 462

Passenger train, 401, 404, 408, 409, 412, 414, 419,

420, 425, 428, 439, 469, 476

Passive absorbers, 169–170

fibrous materials, 170–172

matching ratio, 170

open-pore foams, 172–174

porous construction materials, 173

Passive noise control

measures, 422–425

Pedestrian bridge, 676

Perceived noise level (PNL), 493, 519, 520, 523, 528

Perception, 651

of vibrations, 652

Perforated panel absorbers

membrane absorber, 189–192

perforate surface absorbers, 184–186

slitted panel absorbers, 186–189

Perforated plates, 617

Performance, 651

Perimeter path method, 117, 119–120

Periodic excitation, 660–664

Permanent way, 402–407, 434, 455

Phase shift, 363

Phase velocity, 15

Phasor, 3

Photolithography, 659

Piening’s equation, 169, 211

Piezoelectric transducer, 112, 340

Pile ramming, 671

Piling equipment, 554

Pink noise, 35

Pipelines, 592

Pipes in the soil, 658

Pitch control, 613

Plane structure, 8–10

Pneumatic conveyer pipelines, 116

PNLT, 519, 520

Point

force, 578

impedances, 221

sound sources, 126

Poisson’s ratio, 12–15, 20

Polluter-pays-principle, 564

Polystyrene, 219

Polyurethane (PUR), 219

Porosity, 169, 173, 271, 274, 294

Porous

absorbers, 171, 199, 212

asphalt, 375

construction materials, 173

Power balance, 233

Power generators, 662

Power sets, 660

Prediction models

for airborne noise from railway lines, 465–480

for structure-borne noise from railway lines, 465–480

Prediction of structure-borne noise immissions, 458–460

Press, 664

Pressure

compensation, 612

difference, 617

duct, 606

fluctuations, 608

ratio, 272, 276

recovery, 621

reduction, 354, 363

transducers, 110–111

Pressure drop (pressure loss)

coefficient, 277, 296

friction, 295

Primary measures, 611–612

Principle of reciprocity, 21–22, 233

Printing machines, 660

Process furnaces, 624

Product

feeding, 622

feeding device, 622

Profiles, 280, 288

Propagating wave, 6

Propagation constant, 288, 291

Propagation of structure-borne noise, 431, 438–441, 460

ground, 457–458

Propeller, 495, 497–505, 510

aircraft, 504

Propeller noise

disturbed inflow, 502–504
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nonuniform rotational motion, 504

prediction, 499

Propulsion and road/tyre noise, 563

Propulsion noise, 370, 562

Proximity effect, 348

Pseudo sound, 115

Psychoacoustic approach

fluctuation strength, 75–76

impetus unit, 76

localisation, 77

loudness, 72–73

pitch, 73

roughness, 74–75

semantic differential, 77

sharpness, 74

strength, pitch, 73–74

tonality, 74

Pulsations, 625

Pumping, 605

Pumps, 660, 661

PUR. See Polyurethane (PUR)
Pure tones, 3, 6, 8

P-wave, 677

Q

Q-factor, 227

Quadrupole, 577

Quadrupole source, 8, 492

Quarter-wave resonator, 629–630

R

Radial interference, 491

Radiation, 4, 7–11, 21, 234

compensation, 319–321

efficiency, 234, 360, 361, 364

factor, 597

suppression, 307, 314, 321

Radio activity, 112

Rail corrugation, 403, 437, 455

Rail fastening, 402, 403, 405, 406, 410, 411,

451, 452, 464, 465, 470, 471

Rail pad, 402, 406, 411, 412, 433, 452, 467, 476, 477

Rail vehicles, 396, 425–427, 462, 475, 477

wheels, 355

Railway bonus, 423, 427–429

Railway crossings, 413

Railway line, 393–395, 418–425, 428, 430–461, 465–480

Rating level, 393, 394, 424, 427

Rayleigh integral, 9, 10

Rayleigh wave, 14, 15, 677

Ray tracing, 254

Reactive absorbers

absorption coefficient, 173, 174, 176

acoustic measurements, 174

bass traps, 175

eigenresonances, 173

frequency range, room vs. volume, 175–176

modal density, 174

reverberation, 176

sound pressure level, 173, 175

Reciprocating saws, 660, 662

Reciprocity, 28–30, 51

calibration, 28–30

method, 28

Reduction of impact sound pressure level

of a floor covering, 155

Reference sound source, 101–102

Reflections, 127, 242, 274–276, 284, 285, 287,

296–298, 575, 638–639

Reflector, 311, 313

active, 311, 313

Refraction, 638–639

Regenerated noise, 276, 277, 297, 298

Reinforced concrete bridge, 409, 411, 413

Reinforced elastomer, 684

Remediation, 566, 575

Reradiated sound in buildings, 441–442, 465

Residual unbalance, 661

Resilient elements, 364

Resonance frequencies, 142, 216

Resonant eigenfrequencies, 61

Resonator

damping, 276

Helmholtz, 271, 274, 281

quarter wavelength, 271, 274, 275, 280–281, 295

Retroactive effect, 112

Reverberant conditions, 90–91

Reverberation, 165, 167, 168, 172–176, 182–185,

190, 199, 201–204, 206–208

distance, 245

room, 47–49, 100–101

time, 227, 240, 244, 250, 251, 263

Reynold’s number, 294, 516, 584, 586

Rhythmical movement, 675

Rigid mountings, 664

rms sound pressure, 33

Road pricing, 570

Road surface, 372

Road traffic, 367, 672–673

Road traffic noise measurement, 385

Road/tyre noise, 562

Rolling noise, 355, 394, 396, 399, 400, 402,

411–413, 416, 420, 467–479

Rolling noise models, 467–469, 479

Room-acoustical

measurements, 263

simulation, 253

Room-acoustic properties, 339–340

Room impulse responses, 242, 256

Room reflections, 90

Rotating instabilities, 496

Rotating mass, 357

Rotating stall, 496

Rotation, 12, 13

Rotor noise computation, 510–513

Rotor-stator interaction noise, 495, 496

Roughness of the running surfaces, 432, 473, 475, 479

Rubber, 219

expansion joints, 612

metal parts, 219
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Rubber (cont.)
plate, 220

wheels (tyres), 360

Running, 676

S

Sabine’s formula, 245

Sampling rates, 36

Sandwich plate, 230

Scattering, 128

Scattering coefficient, 254

Screech, 492

Screech noise, 363, 365

Screening, 127

Screw presses, 664

Self-excitation, 625, 627

Self-excited vibrations, 617

Sensitive equipment, 658–660

Sensitive working areas, 657

Sensitivity, 23, 24, 28, 29

Sensitivity factor, 29

Serviceability, 657

Settling, 658

Shape function, 55, 56

Shear modulus, 12

Shear wave (S-wave), 17, 677

Sheet cavitation, 580

Sheet pile walls, 671

Shielding, 574–575

Shock signals, 656

Shock waves, 524–526

Short distance city, 569

Short period vibrations, 654

Shunting yards, 395, 415–418, 424, 462

Side branch, 271, 275, 276, 278–282, 287

Sideline measuring point, 496

Signal processing

adaptive, 317, 327, 328

unit, 303, 304, 306, 317, 322, 325, 327

Signal-to-noise ratio, 41–46

Simultaneous impact of noise and vibration, 655

Single event noise level, 519–522

Single-layer homogeneous floor plates, 156

Single-stage

relief, 620

throttle, 616

Single tones, 600

Siren, 356

Slant distance, 519, 521

Slat noise, 515, 516

Sleep disturbances, 559, 560, 575

Sleeper pad, 407, 411, 454, 455, 467

Sleeper-spacing frequency, 408, 409, 435, 436, 464

Smokeless operation, 626

Social noise effects, 560

Soft flame, 630

Soil/structure coupling, 679

Solid particles, 623

Sonic boom

annoyance, 528

focusing, 525

loudness, 528

peak pressure, 529

startling effect, 526

Sonography methods, 644–645

Sound

absorption, 575

bridges, 144, 159

immission, 125

immission calculation, 132

immission maps, 561

insulation, 575, 595

insulation windows, 575

intensity, 25, 30, 126

intensity measurements, 102–104

level meter, 23, 28, 33–35

power, 6, 7, 10, 126, 353, 354, 359

power level, 87, 234, 276, 283, 294, 296

pressure, 55, 58

pressure level, 1, 33, 35, 48, 167, 168,

173, 175, 176, 192, 206

propagation, 125, 167, 169, 189

propagation curve, 263

ray, 251

wave, 165–167, 169–171, 173, 177, 184, 203

Sound control

active, 302, 303, 306, 324, 329–330

car interior, 318, 324

Sound design, 324–326

active, 324–326

Sound reinforcement

acoustic localisation, 338

architectural and constructional factors, 336

central sound reinforcement, 336, 337

decentral sound reinforcement, 336–337

loudspeakers (see Loudspeakers)
microphones (see Microphones)

open-air system, 338–339

room-acoustic properties, 339–340

sound amplifying power, 335

speech transmission, 335

technology, 340

transducers, 350

Source localization, 514

Source reproduction, 307–309

Spaciousness, 264

Spark sources, 356

Specially monitored track, 403, 414–415, 437

Special vibration mitigation measures for tramways, 463–465

Specific characteristics of suburban railway lines, 461–465

Specific thrust, 493

Specific track and vehicle characteristics, 462–463

Spectral density, 4

Spectral surface roughness, 673

Speech

intelligibility, 247

transmission index, 249, 264

Speed of sound, 5, 6

Spherical response pattern, 107

Splitter, 270, 273, 277–281, 285–288, 292–293, 295

Sport stadiums, 657
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Spring resonance, 223

Stability criteria, 664

Stabilization, 321–323

Stall control, 613

Standard tapping machine, 153

STANDING wave (reactive field), 6

Stationary transfer function, 38, 39

Statistical energy analysis, 233

Statistical method

Steam generators, 624

Steam turbines, 661

Steel bridge, 409–413, 452

Steel springs, 684–685

Steel tower, 614

Stepper, 659

Stiffness

of air, gas, 355, 358–364

of elastic elements, 363, 364

of excitation area, 359

matrix, 57–58

of teeth (mesh), 357, 361, 362

Stochastic excitations, 666

Strategic

maps, 562

noise maps, 561

Strength factor, 247

String, 357

Strong coupling, 234

Strouhal number, 353, 356, 492, 514–516, 518

Structural control, 301, 315, 316, 320, 321, 327, 328

active acoustic, 320

Structure-borne noise, 91vibration from suburban railway lines,

461–465

and vibrations, 430–461

Structure-borne sound, 1, 12, 13, 17, 18, 21, 111–113, 607

excitation, 595

Subcritical flow, 618

Subjective perception, 653

Subjective spaciousness, 259

Suction duct, 606

Superheaters, 624

Superimposed tones, 606, 609

Superposition, 2, 8, 11, 13, 15, 125

Supersonic bang, 354

Supersonic jet, 492, 494

Supersonic speed, 353

Surface roughness, 672

Surface waves, 13, 679

Sweeps, 41, 42, 46, 51

Synchronization, 676

Synchronized jumping, 677

T

Temperature, 272–274, 276–279, 283, 285, 293, 296

Temperature gradient, 132

Thickness noise, 499, 505, 506, 510–512

Thick plates, 14–15

Thin beams, 15–17

Thin plates, 15–17

Threshold of absolute perceptibility, 246

Threshold of perception, 654

Throttle

silencer, 269, 272, 273

valves, 605

Time invariance, 40

Tire, 375

Tire/road noise, 370, 372

T-matrix, 286, 287

Tongue, 602

Topology matrix, 57

Torsional wave, 17

Trace velocity, 14, 15

Track superstructure, 407, 430, 433, 436, 437, 448–450, 454,

455, 463, 464, 477

Traction unit details, 395–400, 402

Traffic

avoidance, 564, 568, 569

calming, 568

calming zones, 567, 574

Trailing edge noise, 513, 515, 516, 519

Train coaches, 654

Transducers, 23, 24, 28, 30, 31, 48, 301, 304, 316, 326–329

Transformation, 30, 36–41, 43–45, 48, 49

Transformer, 357, 359, 361

Transit exposure level, 394

Transmissibility, 663

Transmission, 681

into buildings, 679–681

efficiency, 224, 234

factor, 224

loss, 224, 275, 284, 287, 296

of vibrations, 677–687

Transparency, 247

Transversal wave, 12–15

Transverse resonances, 617

Tubular directional microphones, 108

Tunnels, 413–414, 425, 426, 434, 437–439, 445, 447, 448, 450,

456, 460

Turbines, 660

Turbofan engine, 489–491

Turbojet engine, 489, 490, 494, 497

Turboprop engine,

Turbulence screen, 115

Turbulent flow, 591

Turning lathes, 660

Two-microphone method, 49, 50

Type approval, 378

U

Ultrasound

attenuation, 637–638

cavitation, 646

definition, 637

Doppler shift, 645

drilling and cutting, 648–649

generation, 639–641

impulse echo method, 642–643

liquid atomisation, 649
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Ultrasound (cont.)
materials, nondestructive testing, 643–644

measurement and detection, 641–642

medical diagnosis, 644–645

medical therapy, 649–650

microscopes, 645, 646

radiated sound field, 639

reflection and refraction, 638–639

ultrasonic cleaning, 646–647

ultrasonic joining, 647–648

ultrasonic welding, 648

Ultrasound reflection microscope, 645, 646

Underground line, 434, 438, 439, 452

Upwind side, 613

V

Valve, 353, 363

Vane control, 605

VC-criteria, 686

VC-curves, 659

Vehicle noise, 369–372

Ventilation, 666

Ventilation grids, 617

Ventilators, 660

Venturi-modulated air flows, 340

Vibration

at construction work, 670–672

criteria, 659

dampers, 685–686

mitigation measures, 445–457

rams, 671

tests, 667–670

of tubes, 668

Vibration control, 303, 306, 308, 330

active, 303, 306, 330

Vibration isolation, 308, 328

active, 308, 328

Virtual sound source, 242

Viscous stress, 353

Volume flow, 7, 8, 22

Volume waves, 13, 14

Volute tongue, 601

Vortex shedding, 584, 618

W

Wake up reactions, 523

Wall

admittance, 284

impedance, 284

Waste gas, 626

Water

pipe, 354, 364

throughput, 621

Waterfall, 355

Wave

impedance functions, 679

impedances, 15, 21

number, 9, 13, 14, 18, 166, 169

propagation, 19, 64

resistance, 6

on strings, 17

Wave numbers, 284, 286, 287, 290, 678

Wave propagation, 306, 307, 309, 310, 312, 314, 316

control, 309–315

Waviness, 673

Weber’s and Fechner’s law, 1

Weighted acceleration, 652

Welding, 356

Wheel corrugations, 403

Wheel/track impedance model (RIM), 406, 407

Whistling sounds (Aeolean tones), 365

White noise, 35

Whole-body vibrations, 655

Wind, 131

fence, 626

Winders, 660

Window method, 117–119

Wind screen, 107

Woodwool plates, 219

Workspaces, 263

Y

Young’s modulus, 56

Z

Zones of vibration thresholds, 661
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